Unmanned airborne vehicles (UAVs) are finding use in military operations and starting to find use in civilian operations. UAVs often fly in formation, meaning that the distances between individual pairs of UAVs stay fixed, and the formation of UAVs in a sense moves as a rigid entity. In order to maintain the shape of a formation, it is enough to maintain the distance between a certain number of the agent pairs; this will result in the distance between all pairs being constant. We describe how to characterize the choice of agent pairs to secure this shape-preserving property for a planar formation, and we describe decentralized control laws which will stably restore the shape of a formation when the distances between nominated agent pairs become unequal to their prescribed values. A mixture of graph theory, nonlinear systems theory and linear algebra is relevant. We also consider a particular practical problem of flying a group of three UAVs in an equilateral triangle, with the centre of mass following a nominated trajectory reflecting constraints on turning radius, and with a requirement that the speeds of the UAVs are constant, and nearly (but not necessarily exactly) equal.
Introduction
Today, technology allows us to mimic the behavior of insects, animals, birds, etc. [1, 2] using robots, unmanned airborne vehicles (or indeed regular aircraft, This work is supported by National ICT Australia, which is funded by the Australian Government's Department of Communications, Information Technology and the Arts and the Australian Research Council through the Backing Australia's Ability Initiative.
underwater autonomous vehicles, and the like). The range of applications is steadily growing, and it includes military and civilian applications, very often involving surveillance or exploration of some region.
Why use a formation? When the agents in a formation, unmanned airborne vehicles (UAVs) for example, are engaged in surveillance or exploration activity, they are typically able to synthesize an antenna of dimension far larger than an individual agent. The benefit is the improved sensitivity. If source localization is of concern, not only is the improved sensitivity beneficial, but additionally, some localization tasks inherently require multiple sensors with known relative positions. A different reason is that multiple sensors may have different functionalities, and the aggregate functionality may give a new functionality for the formation of sensors. Again, many sensors, such as UAVs or sensors in a sensor network, are weight-constrained, and small mobile sensors can be cheaper to deploy.
Sometimes several of these factors can be simultaneously operative. We consider later in this chapter by way of a case study an application involving a cooperative UAV surveillance task. The agents determine angle information associated with the object at an unknown position. There is sensor noise and a limited cone of visibility. So more agents need to be used in the formation than might at first be imagined.
Control of a formation requires the mixing of several tasks. One is the whole formation task of moving from point A to point B (or moving the centre of mass of the formation, and adopting a certain orientation). Another is to maintain the relative positions of the agents during formation motion, so that the shape is preserved. A third might be to avoid obstacles. A fourth might be to split the formation, etc. Generally speaking, in nature and a number of man-made systems, there is no single master agent which oversights or controls every other agent. Some kind of decentralized handling of the control task is needed, and therein lies much of the scientific challenge associated with artificial formations.
Indeed, the highest level problem seen from the viewpoint of a control engineer is probably how to define practical architectures for the formation, or the dependencies and signal flows associated with communications, sensing and control. A key requirement is that any architecture be scalable. The number of communication links required for a single agent should not grow linearly with the number of agents in the formation for example. This scalability requirement is indeed a driver of the decentralized approach. It is clear that nature respects this too. No one bird in a formation of birds would be expected to watch every other bird, and determine where it will fly using its perception of where every other bird in the formation is flying. In this chapter, we mainly focus on the question of what sort of sensing and control architectures are needed to maintain the shape of a formation, while the formation moves as a cohesive whole. We shall present some details on types of control law that can ensure such motion occurs.
Furthermore, we will impose yet one more level of limitation. Clearly, if a group of agents is maintaining formation shape, each must know the desired value of certain geometric variables and must sense the actual values of those geometric variables, in order to generate any corrective control. Many variables can be sensed, generally involving some combination of distances and angles, and it is possible that one agent may sense more than one class of measurement. See, for example, [3] . For the most part, we shall contemplate two dimensional formations and require that a typical agent in two dimensions use at least two distance measurements to neighboring agents to maintain its position (and often also sensing the relative position of these neighboring agents) assuming it has no degrees of freedom through being a leader or coleader of the formation 3 .
The chapter is organized as follows. In Section 2, we present and elaborate two different control structures that can be used in maintaining shapes of autonomous formations, the symmetric and asymmetric control structures, and characteristics of autonomous formations controlled by such control structures. Two particular graph theoretical notions are introduced and used in analysis in this section: graph (formation) rigidity and persistence. Using such ideas, in Section 3, we summarize some recent results on decentralized control design to ensure preservation of the shape of a formation, particularly focusing on autonomous formations with asymmetric control structure. Sections 4-6 are dedicated to a particular autonomous formation control application: cooperative surveillance with a team of three UAVs. Section 4 introduces the particular cooperative surveillance task considered and presents the specifications of the corresponding formation control problem. A distributed control scheme for this problem is proposed with details in Section 5. The proposed control scheme is analyzed for a number of scenarios via simulations in Section 6. As will become evident in these later sections, we draw on various aspects of the rather idealized studies of Section 3 in order to cope with the practical constraints imposed in the application. The chapter finishes with a brief summary and concluding remarks in Section 7 .
Autonomous Formations and Shape Maintenance
When distance control between pairs of agents is used, there are two approaches to controlling each distance, symmetric and asymmetric. Formations with symmetric control structure can be represented with undirected graphs, while directed graphs are used to represent those with asymmetric control structure.
When a symmetric control structure is used, to keep the distance between each pair (A 1 , A 2 ) of neighbor agents, there is a joint effort of both agents A 1 and A 2 to simultaneously and actively maintain their relative positions. The underlying graph of the formation will have an undirected edge between vertices 1 and 2 (which represent agents A 1 and A 2 ). Evidently, if enough agent pairs explicitly maintain distances, all inter-agent distances and hence the formation shape will be maintained, i.e. the formation will be rigid. Just what constitutes 'enough' will be explained in more detail subsequently.
In contrast, when an asymmetric control structure is used, only one of the agents in each neighbor agent pair, e.g., A 1 in the agent pair (A 1 , A 2 ), actively maintains its position relative to its neighbor. This means for the neighbor agent pair (A 1 , A 2 ) that only A 1 has to receive the position information broadcast by A 2 , or sense the position of A 2 and make decisions on its own. Therefore, in the asymmetric control structure, both the overall control complexity and the communication complexity (in terms of message sent or information sensed) for the formation are reduced by half, compared to symmetric control. (One could argue however that redundancy is lost, and this may be dangerous). From a graph theory point of view, this asymmetric control structure is modelled in the associated directed graph by a directed edge from vertex 1 to vertex 2 (representing a directed constraint link from A 1 to A 2 ).
In this section we provide some detail on the characteristics of 2-dimensional formations with symmetric and asymmetric control structures, mainly using rigid graph theory [4, 5] . Some but not all of the ideas are valid for 3dimensional formations. However, we shall omit discussion of the 3-dimensional case in the interest of brevity.
Formations with Symmetric Control Structure
To fit within the (rigid) graph theory framework, a multi-agent system model is used where agents are assumed to be points in 2 , and agent pairs for which the inter-agent distance is actively constrained to be constant are thought of as being joined by bars with lengths enforcing the inter-agent distance constraints [6, 7, 8, 9] . Evidently, the multi-agent system can be modeled by a graph: vertices represent point-like agents and edges join vertex pairs corresponding to agent pairs with prescribed inter-agent distance constraints. (Naturally, one can contemplate other constraints than just distance, e.g. those involving angle, or angle and distance, although discussion is omitted in this chapter for the sake of simplicity.) Rigid graph theory is used to study properties of graphs which ensure that the formation being modelled by the graph will be rigid; formal definitions are available of course, but in rough terms, a rigid formation is one in which the only smooth motions are those corresponding to translation or rotation of the whole formation.
There exist two key tool sets for rigidity analysis. Linear algebra and matroid theory provide the first: given knowledge of the positions of the agents at any one time, one can construct a matrix, the so-called rigidity matrix [4] , and the dimensions and rank of this matrix allow one to conclude that the formation is or is not rigid. The dimensions and rank are the same for almost all positions of the agents, i.e. for generic agent positions. This means that rigidity matrices formed from two formations differing from each other only in terms of the values for the constrained distances will have the same rank, except for very special sets of the agent positions. Examples of special sets include those where two agents are at the same position, three agents are collinear, four agents form a parallelogram, etc.
The second tool set is a combinatorial one, i.e. it involves a number of purely counting-type characterization conditions. The key result is Laman's Theorem [10] . This central contribution of the rigid graph theory literature implies that it is also possible in 2 dimensions to characterize rigidity of a generic formation corresponding to a given graph in purely combinatorial conditions related to the graph (discarding the agent coordinates). By generic formation, we mean one where the agent positions are generic.
A rigid formation is further called minimally rigid if the removal of any single inter-agent distance constraint causes loss of rigidity. Unsurprisingly, a graph is called minimally rigid if almost all formations to which the graph corresponds are minimally rigid. Minimal rigidity is easily characterizable in 2-dimensions both with the rigidity matrix and with Laman's Theorem. An easily checked necessary condition is that |E| = 2|V | − 3, where |E| and |V | are the numbers of edges and vertices of the graph. Thus in a minimally rigid graphs the number of edges and vertices have the same order.
The formation shape of a minimally rigid formation (assuming N > 0 agents) is maintained using the minimum possible number of information links (for the given number of agents, N ), which makes use of minimally rigid information architectures an optimal (i.e. most efficient) choice. However, in many cases, there are practical reasons to use non-minimally rigid graphs rather than minimally rigid ones to underpin the shape of a formation. A minimally rigid formation offers no protection against loss of a sensor, or a communication link, or a control actuator, and in practice, it will often be necessary to obtain robustness through the use of some measure of redundancy. Measures of robustness are needed to reflect ability to sustain agent and link losses (whether from a sensing, communication or control failure) [11] .
Formations with Asymmetric Control Structure
This subsection comments on extensions of the concepts and results presented in Section 2.1 to formations with asymmetric control structure. The basic task is again maintenance of formation shape during motion, i.e. ensuring that the smooth motions of the formation are restricted to translation or rotation. This task is examined in detail in [12] and [9] .
We call a formation with asymmetric control structure persistent if it is rigid (where rigidity is as explained in Section 2.1) and satisfies another condi-tion termed constraint consistence [12, 9] ; constraint consistence is equivalent to the requirement that it is possible to maintain the nominated inter-agent distances. (Note that the rigidity property only says that if certain interagent distances are maintained, then all inter-agent distances are maintained when the formation moves smoothly. Moreover, it is possible to assign directions to the edges of a rigid graph that render it not constraint consistent.) A minimally persistent formation is one that is minimally rigid and constraint consistent. Formal definitions and properties of constraint consistence and persistence can be found in [12, 9] , where directed graph notions are used.
Control Laws for Minimally Persistent Formations
In this section, we summarize some recent results on the construction of decentralized control laws to ensure that the shape of a formation is preserved.
The key references are [13, 14, 15] . However, we must not discount other work in this area. Among the earliest key studies linking graph theory nontrivially to problems of stabilization of the associated formations were those of Olfati-Saber and Murray [16, 17] . A very recent work with close links is [18] . This reference considers rigid and persistent formation control. Unsurprisingly, it is generally possible to separate the navigation task for the formation (getting from A to B) from the shape stabilization task, and in this section we will focus solely on the latter task. The first of the Olfati-Saber and Murray papers provides laws based on potential functions applying to undirected graphs, and leaves open the directed case. The second of the cited papers of Olfati-Saber and Murray deals extensively with formations for which the underlying (directed) graph was acyclic. It turns out that formation stabilization in this acyclic case is more straightforward: decentralization of the control laws is easy because there is one-way-only or triangular coupling between the agents. References [13, 14, 15] are concerned with formations where the underlying graph includes one or more cycles.
More complicated agent models than the point models used here are dealt with in some literature. See e.g. [19, 20] . We note also other problems of holding a formation of a specialized shape, e.g. equilateral polygon [21] . If all agents are equipped with a compass, stabilization is easier, [8] ; that assumption will not be made here.
The key assumptions made are as follows: the formation exists in the plane, agents are point agents, with velocities controllable; agents can measure the distance to their neighbors, they know the angle between any two neighbors, and they know the desired distance to each of their neighbor(s). We restrict attention to minimally persistent formations, and we consider first the simplest formation containing a cycle-a triangular formation of three agents.
The potential for instability when a cycle is present should be reasonably clear. If agents i, j, k form a cycle, i tries to fix its position relative to j, j tries to fix its position relative to k, and k tries to fix its position relative to i, then there is a clear feedback mechanism around the cycle. Without analysis, one does not know if the feedback will have positive or negative effects, including destabilization.
Control of a Triangular Formation with Three Coleaders
This subsection summarises results of [14, 15] . Related results can be found in [18] . Denote the three agents by 1,2 and 3, and suppose their positions at any instant of time are denoted by x i , i = 1, 2, 3. Suppose the nominal distances from 1 to 2, 2 to 3 and 3 to 1 are d 1 , d 2 , d 3 , and suppose these distances satisfying the triangle inequality. Let z 1 , z 2 , z 3 denote the relative positions of 1 with respect to 2, etc, i.e. z 1 = x 1 − x 2 with two similar equations. The formation stabilization task is to ensure that lim t→∞ ||z i (t)|| − d i = 0, i = 1, 2, 3. The question arises as to whether this behavior can reasonably be expected for all initial conditions, or only those for which |||z i (t)|| − d i | is small; as it turns out, it is possible to secure this behavior for almost all initial conditions.
The control laws of [14, 15] , while different, have a common form. The law isẋ
In [14] and [15] , the gains k i are respectively:
Clearly, movement of agent i is always directly towards or directly away from its neighbor, with the direction of movement such as to reduce the error between the actual and desired distance. This is intuitively reasonable. The gain differs between the two algorithms. Actually, they are both special cases of the algorithmẋ
where φ i for fixed d i is a smooth first-third quadrant nonlinearity in e i = ||z i || 2 − d 2 i (but not defined for e i < −d 2 i ). Evidently, the whole system is nonlinear in a nontrivial way, and its analysis is by no means straightforward. Despite this, much can be shown. The following properties are probably true for the general family of laws just identified; however, at the moment, the properties have just been established for one at least of the two particular laws. Property 1. Suppose that the initial positions of all agents are such that they are not collinear. If no two of the d i are the same, and the second control law is used, the errors e i = ||z i || 2 − d 2 i , i = 1, 2, 3 will all converge exponentially fast to zero, or equivalently the correct triangle shape is assumed exponentially fast. Property 2. If the initial positions result in the correct triangle shape being assumed exponentially fast, then the total translation of the triangle's centre of mass, and the total rotation of the triangle about the centre of mass over the interval [0, ∞) are bounded, and all agents come to rest. Property 3. If the initial positions of the agents are collinear, the subsequent trajectory will retain the collinearity property. However, the associated manifold is not stable; hence a random perturbation will result in the property 1 situation applying. Property 4. If the initial positions of the agents are collinear but are otherwise generic, under the second law the agents will assume a common nonzero velocity exponentially fast.
Control of a Minimally Persistent Formation with Leader and First Follower
For this subsection, all graphs have at least N ≥ 3 vertices. With the minimally persistent property, the edge count is precisely 2N − 3. A further consequence of minimal persistence [9] is that vertices have an out-degree of at most 2, and apart from such vertices either there are exactly three vertices with an out-degree of 1, or one vertex with an out-degree of zero and one with an out-degree of 1. In the latter case, the zero out-degree vertex is termed a leader. The corresponding formation agent, having no neighbor from which its distance must be maintained, is not constrained at all in its motion. When the out-degree 1 vertex has the leader as its neighbor, it is termed a first follower. The graphs considered here are leader-first-follower graphs. It turns out that some results for minimally persistent graphs without a leader-firstfollower structure are, or appear to be, easily derivable from the result for a leader-first-follower structure. Hence leader-first-follower graphs are a suitable subclass to investigate initially. Also, in this subsection we restrict attention to graphs which contain one or more cycles, for reasons explained earlier.
Evidently before one could contemplate formation control for a nonminimally persistent graph, one would probably have to be able to treat minimally persistent graphs, and this might be the basis for treating nonminimally persistent graphs, though this has yet to be done.
By way of a final qualifying remark, in this subsection we are only able to present control laws for restoring a formation to its correct shape when it has undergone a small perturbation from its correct shape. The entire analysis is a linear one, and assumes that a linearized model is a valid approximation. Thus in comparison to the previous section, the vertex number is general but the convergence result is weaker.
We now explain the system model and outline the structure of the decentralized control law. We focus first on an agent j which has two neighbors, agents k and m, from which it must maintain its distance by amounts known to it. Suppose that the three agents concerned are all displaced from their nominal positions, call them x 0j , x 0k , x 0m , by small amounts δx j , δx k , δx m .
Assuming it can measure the relative positions of its neighbor agents, agent j determines to where it would need to move, in order to be at the correct distance from agents k and m, (assuming the latter do not move while it is moving). Identify this target position as x 0j + δ * x j . Note that δ * x j is a function of δx k and δx m . Agent j actually moves to reduce the distance between where it currently is and this target position, by using the following law:
with the following condition guaranteeing the distance reduction property
By simple geometric arguments, it is possible to express δx * j in terms of δx k , δx m and the nominal agent positions x 0j , x 0k , x 0m . There resultṡ
where B j is a matrix depending on differences of the position coordinates x 0j , x 0k , x 0m , and is actually a submatrix of the rigidity matrix of the formation. Similar equations can be written for every agent, and for the leader and first follower. For details, the reader is referred to [13, 14] . Putting all equations together and with the first follower and leader labelled as vertices N − 1 and N , there results:
where Γ is obtained by stacking together into a block diagonal matrix the 'gain' matrices A j each multiplied by a nonsingular 2 × 2 matrix , and R is actually the rigidity matrix of the formation with agents at their nominal locations.
It is convenient to drop the last three rows of this equation (and the last three columns of R), to form a smaller size equation. The associated modes are attributable to the degrees of freedom (DOF) 4 of the leader and the first follower, which allow the whole formation to translate or rotate. They are not used for shape stabilization however. The key question now is: how should the entries of Γ -a block diagonal matrix whose block entries are the A j multiplied by known 2 × 2 nonsingular matrices-be chosen, in order that the linear equation set be stable. This will then ensure that when the agents of the formation are displaced a small distance from their nominal positions, the corrective action taken by each agent will drive the displacements to zero.
It is incidentally easy to find examples where the choice of A j = I is destabilizing. Thus the problem is nontrivial.
The key is the following result, [13, 22] , which actually comes with a constructive proof:
Theorem 1 Consider the linear differential equationẋ = ΛAx in which a square real A is prescribed and Λ is diagonal, real and otherwise adjustable. Then a sufficient condition that there exists a choice of Λ such that the equation is asymptotically stable, i.e. the eigenvalues of ΛA all have negative real parts, is that the leading principal minors of A are nonzero.
One can show further that full eigenvalue positionability is generically impossible via choice of Λ in a number of cases where stabilization is possible.
The matrix Λ of the theorem corresponds to Γ in (8), minus its last three rows and columns. Notice that Γ , being block diagonal, has more adjustable entries than Λ, which is strictly diagonal, and it is an open question as to how to exploit this fact. The matrix A of the theorem corresponds to the rigidity matrix R less its last three columns. A far from trivial argument appealing to various properties of minimally persistent graphs, see [13, 22] , guarantees the leading principal minors are nonzero (perhaps after vertex reordering).
Evidently, the preceding results should only be the first of many. We still need to know which formations are easy to control, and to understand how to exploit the freedom in the choice of control laws for each agent to achieve some kind of tradeoffs. We need results which are not just local or linearized, and we would like results which can deal with agents with their own dynamics. One can also envisage control laws other than memoryless ones. Actually, a particular decentralized proportional integral control scheme is presented in Section 5 for the particular applications case study of the chapter, cooperative surveillance with UAV formations.
An Application: Surveillance with UAV Formations
In this section, as an application domain of UAV formation control, we consider the task of cooperative surveillance over a 2-dimensional region of interest using a non-hierarchical formation of three autonomous UAVs. We derive a distributed control scheme for the formation to maintain a set of desired interagent distances within the formation while moving on a pre-defined path, under the assumption of constant UAV speeds. The particular formation control structure to be adopted is the asymmetric one described in Section 2.2, with the three-coleader form described in Section 3.1. However, note again that the individual control schemes of the agents in this section are designed in the proportional-integral form as opposed to the designs presented in Section 3.1.
System Specification
The particular cooperative surveillance task to be considered is surveillance of a specified region of interest using a fleet of three UAVs with passive directionfinding sensor payloads, flying in an equilateral triangle formation.
This task is part of a research challenge problem posed by the Australian Defence Science and Technology Organisation (DSTO) with further specifications. One practical motivation for this research challenge is accurate cooperative localization of ground-based radar systems with small-size UAV fleets [23] . The cooperative surveillance task is planned to be experimented by DSTO using autonomous UAVs of the class Aerosonde, a small UAV developed by Aerosonde Pty Ltd [24] . An Aerosonde UAV typically has a wing span of 2.9 m and a maximum take-off mass of 15 kg. It can stay flying for 8-30 hours, depending on the payload it carries, without refuelling.
The speed of each Aerosonde UAV, in the prospective formation flight test, is preset to a certain constant value (between 20 m/s and 32 m/s) before take-off and is kept almost constant during the flight. However the constant speeds of different UAVs may be different, mainly due to different payloads. In our studies we assume a nominal constant speed of 32 m/s and, in some cases, consider mild variations from this nominal value for some of the UAVs. Complying with the preset constant nominal speed of 32 m/s and minimum turning radius of 400 m, the maximum turning rate is specified to be 0.08 rad/s. The region of interest for surveillance is assumed to be a square with 30 km side length. For accuracy of localization of targets it is required to keep the inter-agent separation distances sufficiently large, and for coordination purposes the equilateral triangle formation shape and size is required to be maintained constant. Each of the three inter-agent distances is desired to be kept at 3 km.
Surveillance Task on a Spiral Path
For the surveillance task described in Section 4.1, we consider a particular path to be followed by the center of mass (CM) of the formation, an Archimedean spiral path originating from the center of the 30 km×30 km region of interest. This spiral path can be formulated in time-indexed form in 2-dimensional polar coordinates (r,θ) corresponding to the cartesian coordinates (x, y) = (r cosθ, r sinθ), with the center of the region of interest located at (a, 0) (in both polar and cartesian coordinates), as
whereθ(t) is a monotonically increasing function of t satisfyingθ(0) = 0 and lim t→∞θ (t) = ∞, and the design constants a, b ≥ 0 denote, respectively, the initial radial offset and the radial increase rate of the spiral. The main motivations for using a spiral path are as follows. The spiral path (9) originating from (a, 0) (polar) scans the vicinity of (a, 0) (polar) in a well-formulated polar form with constant increase rates of both the angle and radius. The periodicity rate of the scan angleθ(t) (modulo 2π) and the increase rate of the scan radius r(t) can be adjusted by selecting the spiral path parameters a, b accordingly. An agent, actual or fictitious, following this path will have a continuously increasing turning radius and hence continuously decreasing turning rate. Now, consider a fictitious or virtual point agent A perfectly tracking the time-indexed spiral path (9) with constant speed v(t) = v c and agent kinematicsẋ
where p(t) = (x(t), y(t)), θ(t), and ω(t) denote respectively the position, heading, and angular velocity of A at time instant t ≥ 0. In this chapter, we define the heading of an agent moving in 2-dimensions as the counter-clock-wise angle from the cartesian x-axis to the motion direction vector of the agent. Matching the virtual agent kinematics (10) with the spiral path equation (9) in order to satisfy the perfect tracking requirement, we have
Similarly, we have v(t) = v c = |ṗ(t)| = r 2 (t)θ 2 (t) +ṙ(t)) 2 =θ(t) (a + bθ(t)) 2 + b 2 (11) noting thatṙ(t) = bθ(t). In order to satisfy (11),θ(t) needs to be chosen aṡ
In the next section, we design a decentralized control scheme for the 3-UAV fleet mentioned in the beginning of this section to maintain the equilateral rigid formation described before while the CM of this formation is tracking the virtual agent A moving according to (9)-(12).
Non-Hierarchical Formation Control for Surveillance
To design a decentralized control scheme meeting the spiral path tracking and formation control tasks specified in Section 4 we adopt the asymmetric control structure presented in Section 2.2. Furthermore, we assume the three-coleader formation structure presented in Section 3. Note here that a three-coleader (or non-hierarchical 5 ) structure, as opposed to leader-follower (or hierarchical) structure, allows a balanced distribution of the tracking and formation maintenance tasks among the three agents (UAVs), and hence is expected to be more robust to speed variations of individual agents and atmospheric disturbances.
The formation maintenance and path tracking tasks are depicted in Fig. 1 : The agents labelled as A 1 , A 2 ,A 3 , with respective positions p 1 (t), p 2 (t), p 3 (t) at each time instant t, are required to meet the inter-agent distance constraints |p 1 (t) − p 2 (t)| = d 12 = 3 km, |p 2 (t) − p 3 (t)| = d 23 = 3 km and |p 3 (t) − p 1 (t)| = d 31 = 3 km, respectively, as well as keeping their distances to the virtual agent A ( which is moving on the spiral path (9)) at |p(t) − p i (t)| = d ic = √ 3 km (i ∈ {1, 2, 3}) so that the formation CM traces (9) . Spiral path to be tracked Fig. 1 . Formation structure together with the formation control and path tracking tasks for the cooperative UAV surveillance task.
Agent Models
Each agent A i , i ∈ {1, 2, 3}, in compliance with the specifications of Section 4 is assumed to move with a constant speed v i (t) = v ci and agent kinematicṡ
where p i (t) = (x i (t), y i (t)), and θ i (t) and ω i (t) are respectively the heading and angular velocity of A i at time instant t ≥ 0. In the sequel we consider both of the cases (i) where v c1 = v c2 = v c3 and (ii) where v ci are different, and we demonstrate for case (ii) that there exist sensible upper bounds¯ 1 ,¯ 2 > 0 for which the formation maintenance is feasible, despite the speed difference between agents, if |v c1 − v c2 | <¯ 1 and |v c1 − v c3 | <¯ 2 . Each A i is assumed to sense the location of itself as well as the agent it follows. Furthermore each A i is assumed to know the spiral path to be tracked by the formation CM and hence the time trajectory p(t) of the virtual agent A.
Control Design
We consider a non-hierarchical decentralized control design, i.e. we design three identical individual agent controllers, one for each of the agents A 1 ,A 2 ,A 3 . For agent A i (i ∈ {1, 2, 3}), the individual controller inputs at each time instant t ≥ 0 are the locations p i (t),p j (t),p(t) of, respectively, itself, the agent A j it follows, and the virtual agent A introduced in Section 4.2. The controller output is the angular velocity ω i (t) in (13) . The corresponding feedback control law is designed in the proportional-integral (PI) form with proportional gain k P > 0 and integrator gain k I > 0 as
where generation of the desired heading signal θ id (t) is explained in the sequel in detail. In short, θ id (t) corresponds to the agent motion direction that would bring A i to a location p id (t) with distance d ij to p j (t) and distance d ic to p(t).
The desired location p id (t) is calculated, similarly to [25, 26] , using the following circle intersection rule:
where the notion C(·, ·) is used to formulate circles with the first argument denoting the center and the second denoting the radius, and it is assumed that C(p(t), d ic ) ∩ C(p j (t), d ij ) is non-empty. The case of an empty intersection is dealt with later. The corresponding desired heading signal θ id (t) is generated using
where T ∆ > 0 is a certain delay term used for interpolation,
and ε i is a separation tolerance term. In our design and simulation studies, the values of the delay and tolerance terms are taken as T ∆ = 1 sec. and ε i = 30 m.
The switching law (16) determines the desired direction of motion to be from the current position of agent A i towards the closest intersection point of the two circles C(p(t), d ic ) and C(p j (t), d ij ) if either of the two separation errors |e ij |,|e ic | is larger than the tolerated value ε i , and in a direction parallel to that in which p id is estimated to be moving otherwise.
Simulation-Based Analysis of the Control Laws
The decentralized control scheme developed in Section 5 is numerically analyzed using a set of MATLAB/Simulink simulations. For all conducted simulations the parameters of the spiral path (9) are taken as a = 0 and b = 6000 2π and, as mentioned in Section 5, the desired separation distances are set to d 12 = d 23 = d 31 = 3 km and d ic = √ 3 km (i ∈ {1, 2, 3}). The area to be surveyed is assumed to lie in a 30 km×30 km square region.
Three cases are considered: (i) UAVs are all flying at the same constant speed and there exists no actuator or sensor noise affecting the system. (ii) UAVs are flying at different constant speeds and there exists no actuator or sensor noise affecting the system. (iii) UAVs are all flying at the same constant speed and there exist some actuator and sensor noises affecting the system. We present the simulation results and discussions for these three cases separately in the following subsections.
Ideal Motion Behavior
In this case we assume that all the UAVs are flying at the same constant speed of 32 m/s and there exists no actuator or sensor noise affecting the system. The decentralized control laws (14)- (16) are applied using the design parameters k P = 2, k I = 0.0005, ε i = 30 m. The simulation results shown in Fig. 2 demonstrate that both the path tracking and formation maintenance tasks are successfully achieved.
Effects of Speed Variations
In this simulation case we assume that UAVs are flying at different constant speeds around a nominal value of 32 m/s and there exists no actuator or sensor noise affecting the system.
In the control design presented in Section 5, it is assumed that the two circles C(p(t), d ic ) and C(p j (t), d ij ) always intersect, which is a valid assumption for the ideal case presented in Section 6.1. However, it is observed in simulation studies that this assumption may be violated occasionally if the differences between UAV speeds are sufficiently large. To circumvent such occasional cases, the control law (16) Fig. 2 . Inter-agent distance keeping errors and the distance of CM to the path to be tracked. (17) is the same as (16) when the circles C(p(t), d ic ) and C(p j (t), d ij ) intersect. When they do not intersect, (17) defines the desired heading for agent A i to be towards p(t) if it is too distant to the virtual agent A, and away from p(t) if it is too close to A.
The modified control scheme (14)- (17) is applied to various simulation settings with different UAV speeds, where A 1 is always assigned a constant speed of 32 m/sec and each of A 2 and A 3 is assigned a constant speed between 29 m/s and 32 m/s. Fig. 3 shows the root-mean-square of the error
versus v c2 and v c3 , where t f is the final time of surveillance. This figure demonstrates that agent speed differences within a certain limit are allowable in meeting the path tracking and formation maintenance tasks.
Effects of Sensor and Actuator Disturbances
UAVs same speed, sensor and actuator disturbance In this final case, we assume that the three UAVs are all flying at the same constant speed and there exist some actuator and sensor noises affecting the system. The cumulative actuator and sensor noises are represented, respectively, by the parameters γ a and γ s represent in Fig. 4 depicting the diagram of the individual controllers of the agents. Various simulations have been per- formed with different standard deviation values for γ a and γ s , modelling the value of each of these two noises at any time instant as zero-mean Gaussian random variable. The results of these simulations are shown in Fig. 5 , which demonstrates that actuator and sensor noises within a certain limit are allowable in meeting the path tracking and formation maintenance tasks. 
Concluding Remarks
In the first part of this chapter we have described how to characterize the choice of agent pairs to secure this shape-preserving property for a planar formation based mainly on graph theory and linear algebra. We have described decentralized control laws which will stably restore the shape of a formation when the distances between nominated agent pairs become unequal to their prescribed values. Some possible future research directions based on the first part of the chapter are as follows: In the ideal world of point agents, be it in two dimensions or three dimensions, it would be helpful to identify the class of decentralized control laws that could maintain formation shape. Of course, one must agree first on what variables are to be controlled, and here we have emphasized distance, and in the case of controlling distances, one must agree on what agent has the responsibility (or possibly shares the responsibility) for controlling what distance. Distance is naturally not the only variable, and other variables should be contemplated. It would be very helpful also to understand what formations were easy to control and what formations were hard to control: one that was easy to control would presumably require just small control signals to restore the formation shape when perturbed away from its ideal, and would be comparatively insensitive to noise perturbing the measurements. These questions also need to be posed when significant agent dynamics are introduced into the model; when there are speed, turning rate and sensing radius constraints (as in the second part of the chapter); and when there are constraints on sensing involving typically blind cones (an agent may not be allowed to have "eyes in the back of its head").
In the second part of the chapter, we have considered a particular application problem of flying a group of three UAVs in an equilateral triangle formation, with the center of mass following a nominated trajectory reflect-ing constraints on turning radius, and with a requirement that the speeds of the UAVs are constant. We have proposed a decentralized non-hierarchical proportional-integral control scheme for this particular problem. The proposed control scheme is tested in various simulation scenarios to examine the basic characteristics of the proposed control scheme for the case where the UAV speeds are all equal as well as the affects of sensor and actuator disturbances and differences between the UAV speeds on the system performance. There is an ongoing study on analyzing the affects of the wind in details, even though this is partially covered within the context of sensor and actuator disturbances. The simulation results demonstrate the success and effectiveness of the proposed scheme within certain bounds of disturbances and UAV speed differences.
A particular future research topic related to the second part of the chapter is comprehensive mathematical analysis of the stability and robustness properties of the proposed scheme and mathematical explanation of the observed behavior of the path tracking error of the formation center of mass and the inter-agent distance keeping errors. A more practical research direction is revision of the control laws for further robustification against sensor and actuator disturbances and UAV speed differences and enhancement of the path tracking and formation maintenance performance.
