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Abstract
Here we establish the existence of infinitely many nonradial solutions for a superlinear Dirichlet problem
in annulii. Our proof relies on estimating the number of radial solutions having a prescribed number of
nodal regions. We prove that, for k > 0 large, there exist exactly two radial solutions with k nodal regions
(connected components of {x: u(x) = 0}). The problem need not be homogeneous.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Here we establish the existence of infinitely many nonradial solutions for{
u+ |u|p−1u = K‖x‖−2p/(p−1), x ∈ Rn, A < ‖x‖ <B,
u(x) = 0 for ‖x‖ = A or ‖x‖ = B, (1)
where  denotes the Laplacian operator, K ∈ R, p ∈ (1, n/(n− 2)), and 0 <A<B . Our proofs
rely on the study of the number of radial solutions to (1) having a prescribed number of nodal
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H. Aduén et al. / J. Math. Anal. Appl. 337 (2008) 348–359 349regions (connected components of {x: u(x) = 0}). For this purpose we prove uniqueness of radial
solutions to (1) having a large derivative at the inner boundary of the annulus {x: A ‖x‖ B}.
Theorem 1. There exists Γ > 0 such that if u1 and u2 are radial solutions to (1) with
(∂ui/∂η)(x) < −Γ for ‖x‖ = A, i = 1,2 having the same number of nodal regions, then
u1 = u2. Also if u1 and u2 are radial solutions to (1) with (∂ui/∂η)(x) > Γ for ‖x‖ = A, i = 1,2
having the same number of nodal regions, then u1 = u2. Here, and henceforth, ∂/∂η denotes the
derivative with respect to the outward unit normal.
Theorem 1 extends the work of [6] and [7] where the case K = 0 in (1) was studied. To
the best of our knowledge Theorem 1 is the first result on uniqueness of nodal solutions for a
nonhomogeneous nonlinear elliptic boundary value problem.
Let H denote the Sobolev space of square integrable functions defined in Ω := {x ∈ Rn: A<
‖x‖ < B} having square integrable first order partial derivates. For q ∈ L∞([A,B]) we let
J : H → R be the functional defined by
J (u) =
∫
Ω
{‖∇u(x)‖2
2
− |u(x)|
p+1
p + 1 + q(x)u(x)
}
dx. (2)
From the results in [2] and Theorem 1 in [3] we have.
Theorem 2. If 1 <p < n/(n− 2), then{
u+ |u|p−1u = q, A < ‖x‖ <B,
u(x) = 0 for ‖x‖ = A or ‖x‖ = B, (3)
has an unbounded sequence of solutions (uk) which satisfy
ckγ  J (uk) Ckγ , (4)
where c,C are positive constants independent of k and γ = 2(p + 1)/(n(p − 1)).
We also estimate the energy of the radial solutions in term of the number of nodal regions. In
fact we prove:
Theorem 3. Let γ := 2(p + 1)/(n(p − 1)). There exist positive constants α0 and C∗ such that if
u is a radial solution to (1) satisfying |u′(A)| α0, then
J (u) C∗knγ , (5)
where k is the number of nodal regions of u.
Combining Theorems 1, 2, and 3 we establish the following result.
Theorem 4. The problem (1) has infinitely many nonradial solutions.
We prove Theorem 4 by using that the critical levels of J corresponding to the sequence of
the radial solutions, given by Theorem 3, grows faster than the critical levels of the sequence
of minimax solutions, given by Theorem 2, and hence the gaps must be filled with nonradial
solutions. For additional results on nonradial solutions the reader is referred to [1,4] and [5];
neither of these consider the nonhomogeneous case.
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if J (u) is large then |∂u/∂η(x)|,‖x‖ = A, must be large (see Lemma 2.2). Also we prove that
if |∂u/∂η(x)|,‖x‖ = A, is large then the distance between consecutive zeroes must be small
(see Lemma 2.4), and hence the number of nodal regions is large. In Section 3 we prove the
uniqueness result given in Theorem 1. In Section 4 we prove Theorems 3 and 4.
2. Preliminary lemmas
Let q ∈ L∞([A,B]), and let v satisfy{
v′′(r)+ n− 1
r
v′(r) + ∣∣v(r)∣∣p−1v(r) = q(r),
v(A) = 0, v′(A) = α.
(6)
Let
E(r,α) ≡ E(r) = 1
2
v′(r)2 + 1
p + 1
∣∣v(r)∣∣p+1. (7)
Lemma 2.1. The energy function defined in (7) satisfies the following properties:
1. lim|α|→+∞ E(r,α) = +∞ uniformly for all r ∈ [A,B].
2. There exist positive constants α0 and C2 such that for all |α| α0 and A s < t  B
C2E(s,α)E(t,α) 2E(s,α). (8)
Proof. Differentiating (7) with respect to r and applying (6) it follows that
E′(r,α) = q(r)v′(r,α) − n− 1
r
∣∣v′(r,α)∣∣2. (9)
From (9) it follows that for all r ∈ [A,B]
E′(r,α)−‖q‖∞
∣∣v′(r,α)∣∣− n− 1
r
∣∣v′(r,α)∣∣2
−1
2
(
r
2
‖q‖2∞ +
2
r
∣∣v′(r,α)∣∣2)− n− 1
r
∣∣v′(r,α)∣∣2
−B
4
‖q‖2∞ −
n
A
∣∣v′(r,α)∣∣2.
Thus, if k1 := 2n/A and k2 := B‖q‖2∞/4 then(
ek1rE(r,α)
)′ −k2ek1A =: −k3. (10)
Which implies that there exist positive constants k4 and k5 such that E(r)  k4|α|2 − k5. The
first part of the lemma follows.
Integrating (10) on [s, t] we obtain positive constants c1 and c2 such that E(t,α) 
c1E(s,α) − c2. From the previous inequality and the conclusion of the first part of the lemma,
there exists α1 > 0 such that for all |α| α1, C2E(s,α)E(t,α), where C2 := c1/2.
On the other hand, for all r ∈ [A,B] we have
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∣∣v′(r,α)∣∣− n− 1
r
∣∣v′(r,α)∣∣2
 B
4(n− 1)‖q‖
2∞ +
(n− 1)
B
∣∣v′(r,α)∣∣2 − n− 1
B
∣∣v′(r,α)∣∣2
= B
4(n− 1)‖q‖
2∞ =: c3.
Integrating on [s, t] we have E(t,α)E(s,α)+ c4. From the first part of the lemma there exists
α2 > 0 such that for all |α| α2, E(s,α) c4. Let α0 := max{α1, α2}. Thus E(t,α) 2E(s,α).
Which proves the second part of the lemma. 
Lemma 2.2. There exist positive constants B1,B1,C1 and C1 such that if u is a radial solution
to (1), then
B1
(
v′(A)
)2 +B1  J (u)C1
B∫
A
rn−1
∣∣v(r)∣∣p+1 dr −C1, (11)
where v(r) = u(x) with ‖x‖ = r .
Proof. Since u is a critical point of J ,∫
Ω
‖∇u‖2 dx =
∫
Ω
∣∣u(x)∣∣p+1 dx − ∫
Ω
q
(‖x‖)u(x)dx. (12)
Thus
J (u) =
∫
Ω
[(
1
2
− 1
p + 1
)∣∣u(x)∣∣p+1 + 1
2
q
(‖x‖)u(x)]dx
= ωn
2
(
p − 1
p + 1
B∫
A
rn−1
∣∣v(r)∣∣p+1 dr +
B∫
A
rn−1q(r)v(r) dr
)
 pωn
2(p + 1)
B∫
A
rn−1
(∣∣v(r)∣∣p+1 + ‖q‖(p+1)/p∞ )dr, (13)
where we have used that (p + 1)|q(r)||v(r)| p|q(r)|(p+1)/p + |v(r)|p+1 (Young’s inequality),
and ωn is a the measure of the unit sphere in Rn. From (8) and (13) we have
J (u) pωn
2n
(
Bn −An)[2E(A,u′(A))+ ‖q‖(p+1)/p∞
p + 1
]
= pωn
2n
(
Bn −An)[(u′(A))2 + ‖q‖(p+1)/p∞
p + 1
]
, (14)
which proves the first inequality in (11). Arguing as in (13) we have
J (u) =
∫ [(1
2
− 1
p + 1
)∣∣u(x)∣∣p+1 + 1
2
q
(‖x‖)u(x)]dxΩ
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2
(
p − 1
p + 1
B∫
A
rn−1
∣∣v(r)∣∣p+1 dr +
B∫
A
rn−1q(r)v(r) dr
)
 pωn(p − 1)
4(p + 1)
B∫
A
rn−1
(∣∣v(r)∣∣p+1 − p(2‖q‖∞
p − 1
)(p+1)/p)
dr
≡ C1
B∫
A
rn−1
∣∣v(r)∣∣p+1 dr −C1,
which proves the second inequality in (11), and hence the lemma. 
Lemma 2.3. There exists Mˆ > 0 such that if |v′(A)| Mˆ , then between two consecutive zeroes
v has exactly one critical point.
Proof. Let a < b be consecutive zeroes of v. Let us assume that v > 0 in (a, b). From (8) we see
that if τ ∈ (a, b) is a critical point of v then
vp+1(τ ) = (p + 1)E(τ,α) (p + 1)C2 (v
′(A))2
2
. (15)
Thus if
∣∣v′(A)∣∣>
√
2‖q‖(p+1)/p∞
((p + 1)C2) ≡ Mˆ, (16)
we have
v′′(τ ) = −vp(τ)+ q(τ)−
(
(p + 1)C2(v′(A))2
2
)p/(p+1)
+ ‖q‖∞ < 0, (17)
which proves that every critical point of v in (a, b) is a local maximum. Hence v has exactly one
critical point in (a, b) provided (16) holds. Similarly, if (16) holds and v < 0 in (a, b) then v has
a unique critical point in (a, b), which turns out to be a local minimum. 
Lemma 2.4. Given δ > 0 there exists M1(δ) ≡ M1 > 0 such that if |v′(A)|M1, then b− a < δ
for any two consecutive zeroes a, b of v. Moreover, M1(δ) → +∞ as δ → 0.
Proof. From elementary properties of Bessel’s functions, there exists a positive constant K1 such
that if y satisfies
y′′ + n− 1
r
y′ + K1
δ2
y = 0, y(0) = 1, y′(0) = 0, (18)
and c < d are consecutive zeroes of y, then
d − c < δ
4
. (19)
Let K2(δ) ≡ K2 be such that for |v|K2(
|v|p−1 − ‖q‖∞
)
 K12 . (20)|v| δ
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2Kp+12 /(p + 1) (see (8)). Thus if
∣∣v′(A)∣∣ { 1
C2
(16K22
δ2
+ 2K
p+1
2
p + 1
)}1/2
≡ M2, (21)
then t − a  δ/4. Similarly, if (21) holds and |v(s)|K2 for all s ∈ (t, b) then b − t  δ/4.
Thus if |v′(A)| satisfies (16) and (21), then v has a unique critical point in (a, b) and there
exist t1 < t2 in the interval (a, b) such that |v|K2 in [t1, t2] and |v|K2 on [a, t1] ∪ [t2, b]. If
t2 − t1 > δ/2 by then by (19), y has two zeroes in [t1, t2]. Hence, by the definition of t1, t2 and the
Sturm comparison theorem v has a zero in (t1, t2), which is a contradiction. Hence t2 − t1 < δ/2
and, therefore, b − a < δ and the lemma is proven.
From (8),
E
(
t, v′(A)
)
 C2|v
′(A)|2
2
 δ−1, (22)
provided
∣∣v′(A)∣∣
√
2
δC2
.  (23)
Lemma 2.5. Let α0 be as in Lemma 2.1. There exists a positive constant C3 such that if u is a
radial solution of (1) that satisfies |v′(A)| α0, then
ri+1 − ri  C3
∣∣v′(ri)∣∣ 1−pp+1 , (24)
where A ri < ri+1  B are consecutive zeroes of v. Here, as before, v(r) = u(x) with r = ‖x‖.
Proof. Let ρi ∈ (ri , ri+1) such that∣∣v(ρi)∣∣= max{∣∣v(s)∣∣: s ∈ (ri , ri+1)}. (25)
Without loss of generality we may assume that v(ρi) > 0. Let yi ∈ (ρi, ri+1) be such that
2v(yi) = v(ρi). From the second order differential equation in (6) and (25), for t ∈ [ρi, yi] we
have
−tn−1v′(t) =
t∫
ρi
[
rn−1
∣∣v(r)∣∣p − rn−1q(r)]dr
 tn−1(t − ρi)
(∣∣v(ρi)∣∣p + ‖q‖∞)
 tn−1(t − ρi)c
(∣∣v(ρi)∣∣p),
where we have used that ‖q‖∞  cE(A)p/(p+1)  v(ρi)p . Since E(ρi)  2E(ri) (see (8)), it
follows that
−v′(t) c(t − ρi)
∣∣v(ρi)∣∣∣∣v′(ri)∣∣ 2(p−1)p+1 for all t ∈ [ti , yi].
Integrating on [ρi, yi], using that 2v(yi) = v(ρi), and taking C2 = √1/c, we get (24). 
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Let z be a solution to the initial value problem{
z′′(r)+ n− 1
r
z′(r)+ p∣∣v(r)∣∣p−1z(r) = 0, r ∈ (A,∞),
z(A) = 0, z′(A) = 1,
(26)
where v is a solution of (6).
Theorem 5. There exists α1 > 0 such that if |v′(A)| > α1 and a, b are consecutive zeroes of v,
then the function z has a zero in (a, b).
Proof. Let
α1 = max
{
Mˆ,α0,M1
(
A(p − 1)
4(n− 1)(B/A)n−1
)
,
√
2
(p + 1)C2
(
(p + 1)‖q‖∞
p − 1
)(p+1)/p
,
√√√√2( ‖q‖∞p−1 )(p+1)/p + 2p‖q‖∞(B−A)p−1
C2
}
. (27)
Since a and b are consecutive zeroes of v we may assume without loss of generality that v > 0
in (a, b).
Suppose that z > 0 in (a, b). Similar arguments prove the case z < 0 in (a, b). Let ρ ∈ (a, b)
be such that v′(ρ) = 0. Since α1  Mˆ , by Lemma 2.3, v(ρ) = max{v(r): r ∈ (a, b)}. By (27),
E(ρ) > ‖q‖1+1/p∞ /(p + 1). Thus, by the intermediate value theorem there exist t1, t2 such that
a < t1 < ρ < t2 < b and
vp(t1) = (p + 1)‖q‖∞
p − 1 = v
p(t2). (28)
Multiplying (6) by rn−1 z and (26) by rn−1 v, and integrating by parts on [s, t] ⊂ [t1, t2] we have
tn−1(z′v − v′z)(t)− sn−1(z′v − v′z)(s) +
t∫
s
rn−1
(
(p − 1)|v|p−1 + q
v
)
v(r)z(r) dr
= 0. (29)
Suppose that z′(ρ) 0. Thus
−sn−1(z′v − v′z)(s) +
ρ∫
s
rn−1
(
(p − 1)|v|p−1 + q
v
)
v(r)z(r) dr  0, (30)
for any s ∈ [t1, ρ).
On the other hand, for s ∈ [t1, ρ] we have
sn−1z′(s) = ρn−1z′(ρ)+ p
ρ∫
rn−1
∣∣v(r)∣∣p−1z(r) dr. (31)
s
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implies that z is increasing on that interval. Thus z(s) z(t1) for all s ∈ [t1, ρ] and replacing in
(30) with s = t1 we have
−tn−11 (z′v − v′z)(t1)+
p − 1
2
tn−11 z(t1)v
′(t1) 0, (32)
where we have used that v(r) v(t1) for all r ∈ [t1, ρ] (see (28)).
Since, for t ∈ (a, t1], tn−1z′(t) tn−11 z′(t1), we have
z′(t)
(
p − 1
2
)
z(t1)v′(t1)
v(t1)
.
Thus
z(t1) z(t1)− z(a) (p − 1)z(t1)v
′(t1)
2v(t1)
(t1 − a). (33)
By Taylor’s formula
0 = v(a) = v(t1)+ v′(t1)(t1 − a)+ v
′′(ζ )
2
(t1 − a)2
= v(t1)+ v′(t1)(t1 − a)− 12
{
n− 1
ζ
v′(ζ )+ ∣∣vp(ζ )∣∣− q(ζ )}(t1 − a)2, (34)
for some ζ ∈ (a, t1). Also
ζ n−1v′(ζ ) = tn−11 v′(t1)+
t1∫
ζ
rn−1
(
vp(r)− q(r))dr
 tn−11
(
v′(t1)+ 2p
p − 1‖q‖∞(t1 − a)
)
. (35)
This and (27) give
v′(ζ )
(
B
A
)n−1
2v′(t1). (36)
This and (34) imply
v(t1)
1
2
(
n− 1
A
(
B
A
)n−1
2v′(t1)+ 2p
p − 1‖q‖∞
)
(t1 − a)2
M∗v′(t1)(t1 − a)2, (37)
where M∗ = ((n− 1)/A)(B/A)n−12. From this and (33) it follows that
b − a  t1 − a  p − 12M∗ , (38)
which contradicts that |v′(A)| >M1((p − 1)/(2M∗)) (see Lemma 2.4). Thus
z′(ρ) < 0. (39)
This and (29) imply
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′v − v′z)(t2) = ρn−1z′(ρ)v(ρ)−
t2∫
ρ
rn−1
(
(p − 1)vp(r)+ q(r))z(r) dr
−p − 1
2
tn−12 v
′(t2)z(t2). (40)
Repeating the arguments between (30) and (38) we arrive again to a contradiction. This second
contradiction concludes that z cannot be positive on (a, b). Replacing z by −z in the above
arguments we see that z cannot be negative at all points in (a, b). Hence z must have a zero in
(a, b), which proves Theorem 5. 
Proof of Theorem 1. Let v(r, d) be the solution to{
v′′(r)+ n− 1
r
v′(r) + |v|p−1v = q ≡ Kr−2p/(p−1),
v(A) = 0, v′(A) = d.
(41)
Let w(r, d) = rv′(r, d)+ 2
p−1v(r, d). An elementary calculation shows that⎧⎪⎨
⎪⎩
w′′(r)+ n− 1
r
w′(r)+ p∣∣v(r, d)∣∣p−1w(r) = 0, r ∈ [A,B],
w(A) = Ad, w′(A) =
(
2 − n+ 2
p − 1
)
d +KA(−p−1)/(p−1).
(42)
Let A = r0 < r1 < r2 < · · · < rk = B be the zeroes of v on [A,B].
Lemma 3.1. There exists α3 such that if |v′(A)| > α3 then between two consecutive zeroes of v
there exists exactly one zero of w.
Proof. Let |v′(A)|  Mˆ (see Lemma 2.3). Let a < b be two consecutive zeroes of v. Without
loss of generality we may assume that v > 0 in (a, b). Hence there exists a unique ρ ∈ (a, b) such
v′ > 0 in (a,ρ) and v′ < 0 in (ρ, b). From the definition of w we see that w > 0 in (a,ρ) and
w(b) < 0. Hence w has a zero in (ρ, b). Let r1 be the first zero of w in (ρ, b). Hence w′(r1) < 0.
If w has a second zero r2 in (r1, b) then w′(r2) > 0. Thus
0 = w(r2) = r2v′(r2)+ 2
p − 1v(r2). (43)
Hence
0 <w′(r2) =
(
2
p − 1 + 2 − n
)
v′(r2)− r2vp(r2)+ r2q(r2)
=
(
2
p − 1 + 2 − n
)( −2v(r2)
r2(p − 1)
)
− r2vp(r2)+ r2‖q‖∞. (44)
This implies the existence of a constant M3 > 0 such that v(r2)M3. Since v decreases in (ρ, b]
we have pvp−1(r)  pMp−13 ≡ M4 for all r ∈ [r2, b]. By the Sturm comparison theorem there
exists γ depending only on M4 such that w > 0 in (r3, r3 + M4). Choosing |v′(A)| so large that
b − a < M4 we contradict the fact that w(r2) = 0, w′(r2) > 0 and w(b) < 0, which proves the
lemma. 
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same second order linear differential equation, and z(A) = 0 = w(A), by the Sturm comparison
theorem z cannot have zeroes in [A, s0]. By Theorem 5 z(t0) = 0 for some t0 ∈ (A, r1). Thus
A < s0 < t0 < r1. Since w has only one zero in (A, r1), z cannot have a second zero in (A, r1).
Iterating this argument we see that the zeroes of z, t1 < t2 < · · · < tk satisfy
sj < tj < rj , (45)
and
vd(rj , d) · v′(rj , d) > 0 for j = 1, . . . , k. (46)
Since v(rj (d), d) = 0, differentiating with respect to d we have
v′
(
rj (d), d
)
r ′j (d)+ vd
(
rj (d), d
)= 0.
This and (46) prove that the j th zero of v(·, d) in [A,B] is a decreasing function of d , for
d > max{α1, α3} ≡ Γ . Hence (1) cannot have two radial solutions with the same number of
zeroes and ∂u/∂η(x) < −Γ . Similarly (1) cannot have two radial solutions with the same number
of zeroes and ∂u/∂η(x) > Γ , which proves Theorem 1. 
4. Proof of Theorems 3 and 4
Proof of Theorem 3. Let τ := (1−p)/(p+1) and let us denote by A = r0 < r1 < · · · < rk−1 <
rk = B the zeroes of u. From (8) and (24) we see that for i = 0,1, . . . , k − 1
ri+1 − ri  c1E(A)τ/2.
Since
∑k−1
i=0 (ri+1 − ri) = B −A and nγ = −2/τ , we get
E(A) c2knγ .
In order to prove (5) it is sufficient to show that there exists C4 > 0 such that
J (u) C4E(A). (47)
Let us fix i ∈ {0,1, . . . , k−1}. Multiplying the second order differential equation in (6) by rn−1u
and integrating by parts over [ri , ri+1], we get
ri+1∫
ri
rn−1
∣∣u(r)∣∣p+1 dr =
ri+1∫
ri
rn−1
∣∣u′(r)∣∣2 dr +
ri+1∫
ri
rn−1q(r)u(r) dr. (48)
By Young’s inequality it follows that
ri+1∫
ri
rn−1q(r)u(r) dr  c3
ri+1∫
ri
rn−1
∣∣u(r)∣∣p+1 dr − c4. (49)
Combining (48) and (49) we get
ri+1∫
rn−1
∣∣u(r)∣∣p+1 dr  c5
ri+1∫
rn−1
∣∣u′(r)∣∣2 dr − c6. (50)
ri ri
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1
2
∣∣u′(zi)∣∣2 = 1
p + 1
∣∣u(zi)∣∣p+1 and (51)
1
2
∣∣u′(r)∣∣2  1
p + 1
∣∣u(r)∣∣p+1 for all r ∈ [ri , zi]. (52)
Using (50), (52) and (8) we have
ri+1∫
ri
rn−1
∣∣u(r)∣∣p+1 dr  c5
ri+1∫
ri
rn−1
∣∣u′(r)∣∣2 dr − c6  c5an−1
zi∫
ri
E(r) dr − c6
 c7E(A)(zi − ri)− c6. (53)
Let wi ∈ (ti , ri+1) be such that
1
2
∣∣u′(wi)∣∣2 = 1
p + 1
∣∣u(wi)∣∣p+1 and (54)
1
2
∣∣u′(r)∣∣2  1
p + 1
∣∣u(r)∣∣p+1 for all r ∈ [wi, ri+1]. (55)
As in (53) it follows that
ri+1∫
ri
rn−1
∣∣u(r)∣∣p+1 dr  c7E(A)(ri+1 −wi)− c6. (56)
Let ξi ∈ [zi,wi] be such that |u(ξi)| = min{|u(s)|: s ∈ [zi,wi]}. If ξi ∈ {zi,wi} then from (51)
and (54) it follows that 2|u(ξi)|p+1 = (p + 1)E(ξi). If ξi ∈ (zi,wi) then |u(ξi)|p+1 = (p +
1)E(ξi). From (8) we see that
ri+1∫
ri
rn−1
∣∣u(r)∣∣p+1 dr 
wi∫
zi
rn−1
∣∣u(r)∣∣p+1 dr  an−1∣∣u(ξi)∣∣p+1(wi − zi)
 c8E(A)(wi − zi). (57)
Let c9 := min{c7, c8}. From (53), (56) and (57) we have
ri+1∫
ri
rn−1
∣∣u(r)∣∣p+1 dr  (1
3
)
c9E(A)(ri+1 − ri)−
(
2
3
)
c6.
Which implies that
b∫
a
rn−1
∣∣u(r)∣∣p+1 dr  c10E(A)− c11.
From Lemma 2.2 and the last inequality we see that
J (u) c12E(A)− c13.
Which implies (47) with C4 := c12/2. This proves Theorem 3. 
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in Lemma 2.1, and Γ as in Theorem 1. From the first inequality in (4), J (ui) → +∞ as i → ∞.
For ui radial, we let vi(r) = ui(x) for r = ‖x‖. From Lemma 2.2, |v′i (A)| → ∞ as i → ∞. Thus,
there exists T0 > 0 such that if ui is radial and J (ui) T0 then |v′i (A)| >Γ (see Theorem 1).
Let T > T0. If u is a radial solution of (1) with k nodal regions and T0  J (u)  T then,
by Theorem 3, k  (T /C∗)1/nγ . Since by Theorem 1 there exist exactly two radial solu-
tions to (1) with exactly k nodal regions and |v′(A)| > Γ we conclude that there are at most
2[(T /C∗)1/nγ − k0] radial solutions to (1) with J (u) ∈ [T0, T ]. On the other hand, by (4),
Eq. (1) has at least IP ((T /C)1/γ − (T0/c)1/γ ) solutions with J (ui) ∈ [T0, T ], where IP (t)
denotes the greatest integer less than or equal to t . Thus there are at least
IP
((
T
C
)1/γ
−
(
T0
c
)1/γ)
− 2
[(
T
C∗
)1/nγ
− k0
]
(58)
nonradial solutions to (1). Since γ < nγ the quantity in (58) tends to infinity as T tends to
infinity, which proves Theorem 4. 
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