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AFFINE REPRESENTATIONS OF FRACTIONAL PROCESSES WITH APPLICATIONS
IN MATHEMATICAL FINANCE
PHILIPP HARMS AND DAVID STEFANOVITS
Abstract. Fractional processes have gained popularity in financial modeling due to the dependence structure
of their increments and the roughness of their sample paths. The non-Markovianity of these processes gives,
however, rise to conceptual and practical difficulties in computation and calibration. To address these issues, we
show that a certain class of fractional processes can be represented as linear functionals of an infinite dimensional
affine process. This can be derived from integral representations similar to those of Carmona, Coutin, Montseny,
and Muravlev. We demonstrate by means of several examples that this allows one to construct tractable financial
models with fractional features.
1. Introduction
Empirical evidence suggests that certain financial time series may not be captured well by low-dimensional
Markovian models. In particular, this applies to short-term interest rates, which tend to have long-range
dependence [1], and to volatilities of stock prices, which have rough sample paths and are well described by
fractional Brownian motion with small Hurst index [15]. Dependent increments and rough sample paths are,
however, characteristic features of fractional processes.
In this paper we show that certain fractional processes, including fractional Brownian motion and some
related processes (see Remark 3.9), admit representations as linear functionals of an infinite-dimensional affine
process. The key idea, which goes back to Carmona, Coutin, Montseny, and Muravlev [6, 7, 25], is to express
the fractional integral in the Mandelbrot-Van Ness representation of fractional Brownian motion by a Laplace
transform: for each H < 1/2, by the stochastic Fubini theorem,∫ t
0
(t− s)H− 12 dWs ∝
∫ t
0
∫ ∞
0
e−x(t−s)
dx
xH+
1
2
dWs =
∫ ∞
0
∫ t
0
e−x(t−s)dWs
dx
xH+
1
2
.
As noted in [6, 7, 25], the right-hand side is a superposition of infinitely many Ornstein–Uhlenbeck (OU)
processes with varying speed of mean reversion.
Our contribution is two-fold. First, we introduce the idea of studying fractional processes from an affine
point of view. Specifically, we show that the collection of OU processes is an affine process on a state space of
L1 or L2 functions. The case H > 1/2 required a new integral representation of the function (t− s)H−1/2 (see
Remark 3.6). Second, we formulate several financial models with fractional features in the language of affine
processes. Specifically, we construct a fractional short rate model where, in contrast to [27] and [4], discounted
zero-coupon bond prices are martingales. We also build a fractional version of the stochastic volatility model
by Stein and Stein [31].
Our result is relevant in mathematical finance and probability for the following reasons. First, affine represen-
tations of fractional processes provide a natural way of generalizing well-known affine models from semimartin-
gale to fractional settings. This can be useful to model quantities which are not restricted by no-arbitrage theory
to be semimartingales (e.g. volatilities of stock prices [15]). In the present Gaussian setting the full power of the
2010 Mathematics Subject Classification. 60G22, 60G15, 60J25, 91G30.
Key words and phrases. Fractional process, Markovian representation, affine process, infinite-dimensional Markov process, frac-
tional interest rate model, fractional volatility model.
Supported in part by SNF grant 149879 and the ETH Foundation. We are grateful to Josef Teichmann, Mario Wu¨thrich, and
Christa Cuchiero for helpful comments and suggestions.
1
AFFINE REPRESENTATIONS OF FRACTIONAL PROCESSES 2
affine machinery admittedly does not come into play because conditional expectations can also be calculated
directly from integral representations. This is, however, not the case for non-Gaussian fractional processes as
in [18].
Second, there is recently a high interest in non-affine fractional volatility models such as the fractional Bergomi
and SABR models [24, 15]. It is a major challenge to derive short-time, large-time, and wing asymptotics for
these models, as well as to develop numerical schemes for pricing and calibration. Hopefully, the Markovian
point of view will be helpful for achieving these goals.
Third, the Markovian structure is useful for characterizing the behavior of fractional Brownian motion after a
stopping time. Such characterizations are crucial to understand arbitrage opportunities in models with fractional
price processes (c.f. the stickiness property in [17, 9] and the notion of arbitrage times in [28]). Moreover, the
Markov property brings about a well-defined notion of the states of the model, which makes it possible to talk
about calibration in a meaningful way.
Presumably some of our results can be generalized to a non-Gaussian setting by replacing the Brownian noise
by a Le´vy process. This would lead to a representation of fractional Le´vy processes [23, 13, 21] as superpositions
of Le´vy-driven Ornstein–Uhlenbeck processes. It would also be interesting to derive similar representations for
affine Volterra processes as in [18], where the affine structure is more important than in our Gaussian setting.
The paper is structured as follows. In Section 2 we prove that the collection of OU processes is indeed a
Banach-space valued affine process. In Section 3 we deduce the affine representation of fractional Brownian
motion. Section 4 is dedicated to applications in interest rate modeling and Section 5 to a fractional version
of the stochastic volatility model of Stein and Stein [31]. Some auxiliary results and proofs are collected in
Section 6.
2. Infinite-dimensional Ornstein–Uhlenbeck process
2.1. Setup and notation. Let (Ω,F , (Ft)t∈R,Q) be a filtered probability space satisfying the usual conditions,
let W = (Wt)t∈R be a two-sided (Ft)-Brownian motion on Ω, and let P denote the predictable sigma-algebra
on Ω× R+.
Definition 2.1 (OU processes). Given a collection of F0-measurable R-valued random variables Y x0 , Zx0 indexed
by x ∈ (0,∞), let for each t ≥ 0
Y xt = Y
x
0 e
−tx +
∫ t
0
e−(t−s)xdWs, Zxt = Z
x
0 e
−tx +
∫ t
0
e−(t−s)xY xs ds,(2.1)
and let Yt = (Y
x
t )x>0 and Zt = (Z
x
t )x>0 denote the collection of OU processes indexed by the speed of mean
reversion x.
Remark 2.2. For each x ∈ (0,∞), the process (Y xt , Zxt )t≥0 solves the SDE
dY xt = −xY xt dt+ dWt, dZxt = (−xZxt + Y xt )dt.(2.2)
Therefore, it is a bi-variate OU process, and the variable x is related to the speed of mean reversion of the process
(see Lemma 6.8 for details).
2.2. Ornstein–Uhlenbeck process in L1. We show in this section that the process (Yt, Zt)t≥0 takes values
in L1(µ)× L1(ν), where the measures µ and ν are subject to the following conditions.
Assumption 2.3 (Integrability condition). µ and ν are sigma-finite measures on (0,∞) such that ν has a
density p with respect to µ and for each t > 0,∫ ∞
0
(1 ∧ x− 12 )µ(dx) <∞,
∫ ∞
0
(1 ∧ x− 32 )ν(dx) <∞, sup
x∈(0,∞)
p(x)e−tx <∞.
We endow the spaces L1(µ), L1(ν), and L1(µ)×L1(ν) with the norm topology and denote the corresponding
Borel sigma-algebras by B. Thus, a process (X,Y ) : Ω × R+ → L1(µ) × L1(ν) is predictable if and only if
it is P/B(L1(µ) × L1(ν))-measurable, which is equivalent to X being P/B(L1(µ))-measurable and Y being
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P/B(L1(ν))-measurable because the norm topology of L1 spaces has a countable basis [12, Theorem III.5.10].
The pairing between the spaces L1(µ) and L∞(µ) is denoted by 〈·, ·〉µ, and similarly for L1(ν) and L∞(ν). The
complexification of these spaces is denoted by L1(µ;C), etc.
Theorem 2.4 (OU process in L1). Let µ, ν satisfy Assumption 2.3 and let (Y0, Z0) ∈ L1(µ)×L1(ν). Then the
process (Yt, Zt)t≥0 has a predictable L1(µ)× L1(ν)-valued version and is Gaussian.
Remark 2.5. Carmona and Coutin [6] show the weaker statement that for each fixed t ≥ 0, the random variable
Yt lies a.s. in L
1(µ).
Proof. It is shown in Lemma 6.8 that for each x ∈ (0,∞) the process (Y xt , Zxt )t≥0 can be represented as
Y xt = Y
x
0 e
−tx +
∫ t
0
e−(t−s)xdWs, Zxt = Z
x
0 e
−tx + Y x0 te
−tx +
∫ t
0
(t− s)e−(t−s)xdWs.(2.3)
By Assumption 2.3, the deterministic parts in the above representation are L1(µ)- and L1(ν)-valued continuous
functions, respectively. Thus, we can assume without loss of generality that Y0 and Z0 are zero.
In Lemma 6.9 it is shown that for each fixed t ≥ 0, (Yt, Zt) ∈ L1(µ) × L1(ν) holds almost surely. Moreover,
for any (u, v) ∈ L∞(µ)×L∞(ν), the random variables 〈Yt, u〉µ and 〈Zt, v〉ν are centered Gaussian, as shown in
Lemma 6.10. Let Pt : L
∞(µ) → L1(µ) and Qt : L∞(µ) → L1(ν) be the associated covariance operators, which
are calculated explicitly in Lemma 6.11.
To show that Y has a predictable L1(µ)-valued version, let T ∈ (0,∞), and let HT ⊆ L1(µ) be the reproducing
kernel Hilbert space of PT (see Section 6.2). The inclusion of HT in L
1(µ) is γ-radonifying (see Definition 6.3)
because YT provides an instance of a Gaussian random variable with covariance operator PT (see Theorem 6.4).
For each s ∈ (0, T ] define Θ1(s) ∈ L1(µ) and Θ∗1(s) : L∞(µ)→ R by
Θ1(s)(x) = e
−sx, Θ∗1(s)(u) = 〈Θ1(s), u〉µ .(2.4)
Then Θ∗1 satisfies for each t ∈ [0, T ] and u ∈ L∞(µ)∫ t
0
(
Θ∗1(t− s)(u)
)2
ds =
∫ t
0
(∫ ∞
0
e−x(t−s)u(x)µ(dx)
)2
ds = 〈Ptu, u〉µ <∞,
where the order of integration can be exchanged because condition (6.1) is satisfied by Equation (6.24). By
Theorem 6.5 there exists a predictable process Y˜ : Ω× [0, T ]→ L1(µ) which satisfies for all s, t ∈ [0, T ] and all
u, v ∈ L∞(µ) that
E
[
〈Y˜t, u〉µ〈Y˜s, v〉µ
]
=
∫ t∧s
0
〈Θ1(t− r)∗u,Θ1(s− r)∗v〉HT dr.
By Theorem 6.5 this equation determines Y˜ uniquely up to modifications. As this equation is satisfied by Y ,
and T ∈ (0,∞) is arbitrary, we have shown that Y has a predictable L1(µ)-valued version.
We use the same argument to show that Z has a predictable, L1(ν)-valued version. This time, for each
T ∈ (0,∞), let HT be the reproducing kernel Hilbert space of QT (see Section 6.2). Then the embedding of QT
into L1(ν) is γ-radonifying (see Definition 6.3) because ZT provides an instance of a Gaussian random variable
with covariance operatorQT (see Theorem 6.4). For each s ∈ (0, T ] define Θ2(s) ∈ L1(ν) and Θ∗2(s) : L∞(ν)→ R
by
Θ2(s)(x) = se
−sx, Θ∗2(s)(v) = 〈Θ2(s), v〉ν .(2.5)
Then Θ∗2 satisfies for each t ∈ [0, T ] and v ∈ L∞(ν)∫ t
0
(
Θ∗2(t− s)(v)
)2
ds =
∫ t
0
(∫ ∞
0
(t− s)e−x(t−s)v(x)ν(dx)
)2
ds = 〈Qtv, v〉ν <∞,
where the order of integration can be exchanged because condition (6.1) is satisfied by Equation (6.25). By the
same argument as above Z has a predictable version Z˜ : Ω× R+ → L1(ν). 
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2.3. Affine structure. We derive an infinite-dimensional affine transformation formula for the conditional
exponential moments of 〈Y, u〉µ and 〈Z, v〉ν for test functions u ∈ L∞(µ;C) and v ∈ L∞(ν;C).
Theorem 2.6 (Affine structure). Let µ, ν satisfy Assumption 2.3 and let (Y0, Z0) ∈ L1(µ) × L1(ν). Then the
process (Y, Z) is affine in the sense that for each 0 ≤ t ≤ T and (u, v) ∈ L∞(µ;C)× L∞(ν;C), the relation
E
[
e〈YT ,u〉µ+〈ZT ,v〉ν
∣∣∣Ft] = eφ0(T−t,u,v)+〈Yt,φ1(T−t,u,v)〉µ+〈Zt,φ2(T−t,u,v)〉ν
holds with probability one, where the functions
(2.6) (φ0, φ1, φ2) : [0,∞)× L∞(µ;C)× L∞(ν;C)→ C× L∞(µ;C)× L∞(ν;C)
are given by
(2.7)
φ0(τ, u, v) =
1
2
∫ τ
0
(∫ ∞
0
φ1(s, u, v)(x)µ(dx)
)2
ds,
φ1(τ, u, v)(x) = e
−τx(u(x) + τv(x)p(x)),
φ2(τ, u, v)(x) = e
−τxv(x).
Proof. Lemma 6.10 states that for each 0 ≤ t ≤ T , the random variable 〈YT , u〉µ + 〈ZT , v〉ν is Gaussian, given
Ft, with mean ∫ ∞
0
Y xt e
−(T−t)xu(x)µ(dx) +
∫ ∞
0
(
Zxt e
−x(T−t) + Y xt (T − t)e−x(T−t)
)
v(x)ν(dx)
= 〈Yt, φ1(T − t, u, v)〉µ + 〈Zt, φ2(T − t, u, v)〉ν .
By Ito¯’s isometry, the conditional variance of 〈YT , u〉µ + 〈ZT , v〉ν given Ft is∫ T
t
(∫ ∞
0
e−(T−s)xu(x)µ(dx) +
∫ ∞
0
(T − s)e−x(T−s)v(x)ν(dx)
)2
ds,
which equals 2φ0(T − t, u, v). Thus,
E
[
e〈YT ,u〉µ+〈ZT ,v〉ν
∣∣∣Ft] = e 12 Var(〈YT ,u〉µ+〈ZT ,v〉ν |Ft)+E[〈YT ,u〉µ+〈ZT ,v〉ν |Ft]
= eφ0(T−t,u,v)+〈Yt,φ1(T−t,u,v)〉µ+〈Zt,φ2(T−t,u,v)〉ν .
This concludes the proof. 
The coefficient functions (φ0, φ1, φ2) are solutions of an infinite-dimensional system of Riccati equations. To
formulate the equations, we need to introduce some topology. We endow the spaces L∞(µ;C) and L∞(ν;C)
with the weak-star topology. Then they are locally convex separable Hausdorff vector spaces. In particular,
differentiability of curves with values in these spaces is well-defined.
Definition 2.7 (Riccati equations). Mappings φ0, φ1, φ2 as in (2.6) are called solutions of the Riccati equations
if they are continuous in t on the interval [0,∞), differentiable in t on the interval (0,∞), and satisfy
(2.8)
∂τ (φ0, φ1, φ2)(τ, u, v) = (R0, R1, R2)
(
φ1(τ, u, v), φ2(τ, u, v)
)
,
(φ0, φ1, φ2)(0, u, v) = (0, u, v),
where the mappings
(R0, R1, R2) : L
∞(µ;C)× L∞(ν;C)→ C× L0(µ;C)× L0(ν;C)
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are given by
R0(u, v) =
1
2
(∫ ∞
0
u(x)µ(dx)
)2
,
R1(u, v)(x) = −xu(x) + p(x)v(x),
R2(u, v)(x) = −xv(x).
Lemma 2.8 (Riccati equations). The functions (φ0, φ1, φ2) defined in Equation (2.7) are the unique solution
of the Riccati equations (2.8).
Proof. It is straightforward to verify that the functions (φ0, φ1, φ2) given by Equation (2.7) solve the Riccati
equations in the sense of Definition 2.7. Let (φ0, φ1, φ2) be any other solution. Then e
xt(φ2−φ2) has vanishing
derivative and initial condition, implying that it is constant and φ2 = φ2. The same applies to e
xt(φ1 − φ1),
showing that φ1 = φ1, and to φ0 − φ0, showing that φ0 = φ0. 
2.4. Continuity of sample paths. Under the following conditions on the measures µ and ν, the process (Y, Z)
has continuous sample paths in L1(µ)× L1(ν) with respect to the norm topology.
Assumption 2.9 (Integrability condition). µ and ν are sigma-finite measures on (0,∞) such that ν has a
density p with respect to µ and for each t > 0∫ ∞
0
log(1 + tx)1/2x−
1
2µ(dx) <∞,
∫ ∞
0
log(1 + tx)1/2x−
3
2 ν(dx) <∞, sup
x∈(0,∞)
p(x)e−tx <∞.
Remark 2.10. Compared to Assumption 2.3, Assumption 2.9 is equivalent near zero and stronger near infinity,
as can be seen from the limits
∀t > 0: lim
x→0+
log(1 + tx)1/2x−
1
2
1 ∧ x− 12 =
√
t, lim
x→∞
log(1 + tx)1/2x−
3
2
1 ∧ x− 32 =∞.
Theorem 2.11 (Continuity of sample paths). Under Assumption 2.9, the process (Y, Z) has continuous sample
paths in L1(µ)× L1(ν) if the initial condition (Y0, Z0) lies in this space.
Remark 2.12. Note that Theorem 2.11 does not guarantee that (Y, Z) is a Gaussian process in L1(µ)×L1(ν);
this follows from Theorem 2.4 under Assumption 2.3.
Proof. The expressions Y x0 e
−tx and Zx0 e
−tx + Y x0 te
−tx define continuous L1(µ)- and L1(ν)-valued functions,
respectively. Thus, it follows from the representation of (Y, Z) in Equation (2.3) that we may assume (Y0, Z0) = 0
without loss of generality.
By Lemma 6.12, and Assumption 2.9 on µ, integration with respect to µ yields
E
[∫ ∞
0
sup
s∈[0,t]
|Y xs |µ(dx)
]
≤ C
∫ ∞
0
log(1 + tx)1/2x−
1
2µ(dx) <∞,
where we are allowed to exchange the order of integration since the integrand is positive. This implies that
Q[∀t : Yt ∈ L1(µ)] = 1. Moreover, by the dominated convergence theorem with the sup process of Y as majorant,
Q[Y ∈ C([0,∞);L1(µ))] = 1.
For the process Z, the estimate of Lemma 6.12 and Assumption 2.9 on ν show that Q[∀t : Zxt ∈ L1(ν)] =
1. As before, the dominated convergence theorem with the sup process of Z as majorant implies Q[Z ∈
C([0,∞);L1(ν))] = 1. 
2.5. Semimartingale property. In this section we investigate under which conditions linear functionals of
the process (Y, Z) are semimartingales. We consider time-dependent linear functionals as this will be needed
later in applications.
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Theorem 2.13 (Semimartingale property). Let Assumption 2.3 be in place. Let fxt and g
x
t be real-valued,
deterministic, jointly measurable in (x, t) ∈ (0,∞)× [0,∞), differentiable in t and satisfy
∀t ≥ 0: ‖ft‖L∞(µ) <∞ and ‖gt‖L∞(ν) <∞.
Assume (Y0, Z0) ∈ L1(µ)× L1(ν), a.s., and for each t ≥ 0∫ ∞
0
∫ t
0
|∂sfxs − xfxs |(1 ∧ x−
1
2 )dsµ(dx) <∞,(2.9)
∫ ∞
0
√∫ t
0
(fxs )
2dsµ(dx) <∞,(2.10) ∫ ∞
0
∫ t
0
|∂sgxs − xgxs |(1 ∧ x−
3
2 )dsν(dx) <∞,(2.11) ∫ ∞
0
∫ t
0
|gxs |(1 ∧ x−
1
2 )dsν(dx) <∞.(2.12)
Then (〈Yt, ft〉µ)t≥0 and (〈Zt, gt〉ν)t≥0 are semimartingales with decompositions
(2.13)
〈Yt, ft〉µ = 〈Y0, f0〉µ +
∫ t
0
∫ ∞
0
(∂sf
x
s − xfxs )Y xs µ(dx)ds +
∫ t
0
∫ ∞
0
fxs µ(dx)dWs,
〈Zt, gt〉ν = 〈Z0, g0〉ν +
∫ t
0
∫ ∞
0
(∂sg
x
s − xgxs )Zxs ν(dx)ds +
∫ t
0
∫ ∞
0
gxsY
x
s ν(dx)ds.
Proof. First observe that
〈Yt, ft〉µ =
〈
Yt − Y x0 e−xt, ft
〉
µ
+
〈
Y x0 e
−xt, ft
〉
µ
,
〈Zt, gt〉ν =
〈
Zt − Zx0 e−xt − Y x0 te−xt, gt
〉
ν
+
〈
Zx0 e
−xt, gt
〉
ν
+
〈
Y x0 te
−xt, gt
〉
ν
.
Since 〈Y x0 e−xt, ft〉µ, 〈Zx0 e−xt, gt〉ν and 〈Y x0 te−xt, gt〉ν are finite variation processes we assume without loss of
generality that Y0 = Z0 = 0. By SDE (2.2) for (Y, Z) and Ito¯’s formula, the semimartingale decomposition of
the process (fxt Y
x
t , g
x
t Z
x
t ) is given by
fxt Y
x
t =
∫ t
0
(∂sf
x
s − xfxs )Y xs ds+
∫ t
0
fxs dWs,
gxt Z
x
t =
∫ t
0
(∂sg
x
s − xgxs )Zxs ds+
∫ t
0
gxsY
x
s ds.
Therefore,
〈Yt, ft〉µ =
∫ ∞
0
∫ t
0
(∂sf
x
s − xfxs )Y xs dsµ(dx) +
∫ ∞
0
∫ t
0
fxs dWsµ(dx),
〈Zt, gt〉ν =
∫ ∞
0
∫ t
0
(∂sg
x
s − xgxs )Zxs dsν(dx) +
∫ ∞
0
∫ t
0
gxsY
x
s dsν(dx).
By Theorem 6.1 one obtains the semimartingale decompositions of 〈Yt, ft〉µ and 〈Zt, gt〉ν . By Lemma 6.13 and
Equations (2.9)-(2.12) conditions (6.1) and (6.2) are satisfied. 
2.6. Stationary distribution. We show that the stationary distribution of (Y, Z) is in general not a Gaussian
distribution on L1(µ)×L1(ν), but only on a larger space L1(µ∞)×L1(ν∞) corresponding to stronger integrability
conditions on the measures µ∞ and ν∞.
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Assumption 2.14 (Integrability condition). µ∞, ν∞ are sigma-finite measures on (0,∞) such that ν∞ has a
density p∞ with respect to µ∞ and∫ ∞
0
x−1/2µ∞(dx) <∞,
∫ ∞
0
x−3/2ν∞(dx) <∞, sup
x∈(0,∞)
p∞(x)e−tx <∞.
Remark 2.15. Assumption 2.14 is more stringent than Assumption 2.3. The difference is the decay of the
measures near zero: µ, ν satisfy Assumption 2.3 if and only if the measures
µ∞(dx) = (1 ∧ x1/2)µ(dx), ν∞(dx) = (1 ∧ x1/2)ν(dx)(2.14)
satisfy Assumption 2.14. In this case, L1(µ)× L1(ν) ⊂ L1(µ∞)× L1(ν∞).
Theorem 2.16 (Stationary distribution). The random variables Y∞ = (Y x∞)x>0 and Z∞ = (Z
x
∞)x>0 defined
by
Y x∞ =
∫ 0
−∞
esxdWs, Z
x
∞ = −
∫ 0
−∞
sexsdWs(2.15)
are normally distributed on L1(µ∞)×L1(ν∞). Their distribution is stationary in the sense that (Yt, Zt) is equal
in distribution to (Y∞, Z∞) if (Y0, Z0) is equal in distribution to (Y∞, Z∞).
Proof. (Y∞, Z∞) ∈ L1(µ∞)× L1(ν∞) holds almost surely because
E
[‖Y∞‖L1(µ∞)] = ∫ ∞
0
E
[∣∣∣∣∫ 0−∞ esxdWs
∣∣∣∣]µ∞(dx) = ∫ ∞
0
√
1
πx
µ∞(dx) <∞,
E
[‖Z∞‖L1(ν∞)] = ∫ ∞
0
E
[∣∣∣∣∫ 0−∞ sesxdWs
∣∣∣∣] ν∞(dx) = ∫ ∞
0
√
1
2πx3
ν∞(dx) <∞.
For each u, v ∈ L∞(µ∞) × L∞(ν∞), the random variable 〈Y∞, u〉µ∞ + 〈Z∞, v〉ν∞ can be expressed by Fubini
(Theorem 6.1) as
(2.16) 〈Y∞, u〉µ∞ + 〈Z∞, v〉ν∞ =
∫ 0
−∞
∫ ∞
0
esxu(x)µ∞(dx)dWs +
∫ 0
−∞
∫ ∞
0
sesxv(x)ν∞(dx)dWs.
Condition (6.2) of Fubini’s theorem is satisfied because∫ ∞
0
√∫ 0
−∞
e2sxu(x)2dsµ∞(dx) ≤ ‖u‖L∞(µ∞)
∫ ∞
0
√
1
2x
µ∞(dx) <∞,
∫ ∞
0
√∫ 0
−∞
s2e2sxv(x)2dsν∞(dx) ≤ ‖v‖L∞(µ∞)
∫ ∞
0
√
1
4x3
ν∞(dx) <∞.
Therefore, 〈Y∞, u〉µ∞ + 〈Z∞, v〉ν∞ is a centered Gaussian random variable on L1(µ∞)× L1(ν∞). To show that
the distribution of (Y∞, Z∞) is stationary, let us assume that (Y0, Z0) = (Y∞, Z∞). Then Lemma 6.8 implies
Y xt =
∫ t
−∞
e−(t−s)xdWs, Zxt =
∫ t
−∞
(t− s)e−(t−s)xdWs,
which is equal in distribution to Y∞ and Z∞, respectively. 
Theorem 2.17 (Convergence to the stationary distribution). For any initial condition (Y0, Z0) ∈ L1(µ∞) ×
L1(ν∞) and any t ≥ 0, we consider (Yt, Zt) as a random variable with values in the space L1(µ∞) × L1(ν∞),
which we endow with the weak topology. Then (Yt, Zt) converges in distribution to (Y∞, Z∞) as t→∞.
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Proof. Let (u, v) ∈ L∞(µ∞) × L∞(ν∞). By Equation (2.16) and Ito¯’s isometry the variance of the centered
Gaussian random variable 〈Y∞, u〉µ∞ + 〈Z∞, v〉ν∞ is
E
[
(〈Y∞, u〉µ∞ + 〈Z∞, v〉ν∞)2
]
=
∫ 0
−∞
(∫ ∞
0
esx
(
u(x) + sv(x)p∞(x)
)
µ∞(dx)
)2
ds.
Assume for a moment that (Y0, Z0) = 0. As the measures µ∞ and ν∞ satisfy the conditions of Theorem 2.6,
lim
t→∞
E
[
e〈Yt,u〉µ∞+〈Zt,v〉ν∞
]
= lim
t→∞
eφ0(t,u,v)+〈Y0,φ1(t,u,v)〉µ∞+〈Z0,φ2(t,u,v)〉ν∞
= e
1
2
∫∞
0 (
∫∞
0
e−sx(u(x)+sv(x)p∞(x))µ∞(dx))
2
ds
= e
1
2 Var(〈Y∞,u〉µ∞+〈Z∞,v〉ν∞) = E
[
e〈Y∞,u〉µ∞+〈Z∞,v〉ν∞
]
.
This shows point-wise convergence of the characteristic functions of (Yt, Zt) to the characteristic functions of
(Y∞, Z∞). By Lemma 6.14 the laws of the random variables (Yt, Zt)t≥0 are tight on the space L1(µ∞)×L1(ν∞)
with the weak topology. It follows that (Yt, Zt) converges in distribution on L
1(µ∞)×L1(ν∞) to (Y∞, Z∞) (see
e.g. [11, Theorem 9]).
To account for arbitrary initial conditions (Y0, Z0) ∈ L1(µ∞) × L1(ν∞), we need to add the deterministic
functions Y x0 e
−tx and Zx0 e
−tx + Y x0 te
−tx to the processes Y xt and Z
x
t considered above (see Lemma 6.8). For
t → ∞, these functions converge to zero in the corresponding L1 spaces. It follows that convergence in
distribution to (Y∞, Z∞) holds regardless of the initial condition. 
2.7. Ornstein–Uhlenbeck process with values in L2. We defined (Y, Z) as an L1-valued process because
the construction of fractional Brownian motion in Section 3 involves a pairing of (Y, Z) with the constant
function 1. Nevertheless, it is good to know that (Y, Z) can also be understood as an L2-valued process.
Assumption 2.18 (Integrability condition). µ and ν are sigma-finite measures on (0,∞) such that ν has a
density p with respect to µ and for each t > 0,∫ ∞
0
(1 ∧ x−1)µ(dx) <∞,
∫ ∞
0
(1 ∧ x−3)ν(dx) <∞, sup
x∈(0,∞)
e−txp(x) <∞.
Theorem 2.19 (OU process in L2). Let µ, ν satisfy Assumption 2.18 and let (Y0, Z0) ∈ L2(µ)× L2(ν). Then
the process (Yt, Zt)t≥0 has a predictable L2(µ) × L2(ν)-valued version and is a Gaussian affine process on
L2(µ)× L2(ν).
The theorem can be proven along the lines of Theorems 2.4 and 2.6. Here we present an alternative proof,
which uses the theory of Hilbert-space valued stochastic convolutions.
Proof. We want to construct the stochastic convolutions in Equation (2.3) as L2(µ)- and L2(ν)-valued processes,
respectively. The setting of [10, Sections 5.1.1–5.1.2] does not apply directly because the volatility, which is the
constant function 1, does not belong to L2(µ). Nevertheless, we can adapt the arguments of [10, Theorem 5.2
and Proposition 3.6] to our setting. For each t ∈ [0,∞) let
Bt : R→ L2(µ), u 7→ (x 7→ e−txu).
Then the L2(µ)-valued convolution
∫ t
0 Bt−sdWs exists by [10, Theorem 5.2] because∫ t
0
‖Bs‖2HS(R,L2(µ))ds =
∫ t
0
‖Bs(1)‖2L2(µ)ds =
∫ t
0
∫ ∞
0
e−2sxµ(dx)ds =
∫ ∞
0
1− e−2tx
2x
µ(dx) <∞
by Equation (6.6) and Assumption 2.18, where HS denotes the Hilbert–Schmidt operators. The convolution is
mean-square continuous by the same arguments as in the proof of [10, Theorem 5.2]. Therefore, it is predictable
[10, Proposition 3.6]. Similarly, it can be shown that Z has a predictable, L2(ν)-valued version. The affine
structure can be derived as in Section 2.3. 
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Assumption 2.20 (Integrability condition). µ and ν are sigma-finite measures on (0,∞) such that ν has a
density p with respect to µ. There is ǫ ∈ (0, 1) such that for each t > 0,∫ ∞
0
(1 ∧ x−1+ǫ)µ(dx) <∞,
∫ ∞
0
(1 ∧ x−3+ǫ)ν(dx) <∞, sup
x∈(0,∞)
e−txp(x) <∞.
Theorem 2.21 (Continuity of sample paths). Under Assumption 2.20, the process (Y, Z) has continuous sample
paths in L2(µ)× L2(ν) if the initial condition (Y0, Z0) lies in this space.
Proof. Let B be as in the proof of Theorem 2.19. Then the estimate∫ t
0
s−ǫ‖Bs‖2HS(R,L2(µ))ds =
∫ t
0
∫ ∞
0
s−ǫe−2sxµ(dx)ds
≤
∫ ∞
0
(
2ǫ−1Γ(1− ǫ) ∨ t
1−ǫ
1− ǫ
)(
1 ∧ xǫ−1)µ(dx) <∞
holds by Equation (6.9) for ǫ ∈ (0, 1) as in Assumption 2.20. Therefore, [10, Theorem 5.11] may be applied,
showing that Y has continuous sample paths in L2(µ). (While the stochastic convolution Y is not covered
by the setting of [10, Section 5.1.1–5.1.2], the same arguments as in the proof of Theorem 2.19 show that [10,
Theorem 5.11] holds.) Similarly, it may be shown that the process Z given by Equation (2.3) has continuous
sample paths in L2(ν). 
2.8. Smoothness in the spatial dimension. We show in the following theorem that (Y xt , Z
x
t ) varies smoothly
in x. To this aim, we extend Definition 2.1 of (Y xt , Z
x
t ) to x ≤ 0 in the obvious way. The space Ck(R),
k ∈ N ∪ {∞}, is the Fre´chet space with the topology of uniform convergence of derivatives up to order k on
compact sets.
Theorem 2.22 (Smoothness in the spacial dimension). For each k ∈ N ∪ {∞} and initial value (Y0, Z0) ∈
Ck(R)× Ck(R), the process (Y, Z) is a Gaussian process on Ck(R)2 with continuous sample paths.
Proof. The deterministic parts in Equation (2.3) are smooth in t and x. We set them to zero by assuming
without loss of generality that (Y0, Z0) = 0. By partial integration, the stochastic integrals in Equation (2.3)
can be transformed into Lebesgue integrals:
Y xt =Wt −
∫ t
0
Wsxe
−(t−s)xds, Zxt =
∫ t
0
Ws
(
e−(t−s)x − (t− s)xe−(t−s)x
)
ds.
The integrands, seen as functions of (s, t), are continuous with values in C∞(R). This shows that (Yt, Zt)t≥0
has continuous sample paths in C∞(R)2. The k-th spatial derivative, expressed as a stochastic integral, is given
by
∂kxY
x
t =
∫ t
0
(s− t)ke−(t−s)xdWs, ∂kxZxt = −
∫ t
0
(s− t)k+1e−(t−s)xdWs.
To show that (Y, Z) is a Gaussian process, it suffices to test with linear functionals on Ck([−K,K]) for K ∈ N.
By the Riesz representation theorem, the dual of Ck([−K,K]) is Rk ×M([−K,K]), where M stands for the
space of signed regular Borel measures endowed with the total variation norm [11, IV.13.36]. The pairing of
Yt ∈ Ck([−K,K]) with an element (m,µ) of the dual space Rk ×M([−K,K]) reads as
〈Yt, (m,µ)〉 =
k−1∑
j=0
mj∂
j
x|x=0Y xt +
∫ K
−K
∂kxY
x
t µ(dx)
=
k−1∑
j=0
mj
∫ t
0
(s− t)jdWs +
∫ K
−K
∫ t
0
(s− t)ke−(t−s)xdWsµ(dx).
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By the stochastic Fubini theorem (Theorem 6.1), the order of the integrals in the last expression can be ex-
changed. The assumptions of Theorem 6.1 are satisfied because µ is a finite measure and the integrand is
bounded. This shows that 〈Yt, (m,µ)〉 is Gaussian. As (m,µ) was arbitrary, Yt is Gaussian on Ck([−K,K]), for
each fixed t. A similar argument shows that Zt is Gaussian on the same space. 
3. Fractional Brownian motion as a functional of a Markov process
The goal of this section is to obtain a Markovian representation of fractional Brownian motion (fBM) in
terms of (Y, Z). We refer to Remark 3.6 below for a comparison to earlier representations. Our starting point
is the definition of fBM by Mandelbrot and Van Ness [22].
Definition 3.1 (fBM). Fractional Brownian motion WH with initial value wH0 ∈ R and Hurst index H ∈ (0, 1)
is defined for each t ≥ 0 as
(3.1) WHt = w
H
0 +
1
Γ(H + 12 )
∫ 0
−∞
(
(t− s)H− 12 − (−s)H− 12
)
dWs +
1
Γ(H + 12 )
∫ t
0
(t− s)H− 12 dWs,
where W = (Wt)t∈R is two-sided Brownian motion as defined in Section 2.1.
3.1. Markovian representation of fBM on L1-spaces.
Definition 3.2 (Markovian representation). Let (Y, Z) be the process in Definition 2.1 with initial value
Y x0 =
∫ 0
−∞
esxdWs, Z
x
0 = −
∫ 0
−∞
sexsdWs.
Furthermore, let µ, ν be the sigma-finite measures on (0,∞) defined as follows: for H < 1/2,
µ(dx) =
dx
x
1
2+HΓ(H + 12 )Γ(
1
2 −H)
, ν(dx) =
dx
xHΓ(12 +H)Γ(
3
2 −H)
.
and for H > 1/2,
µ(dx) =
dx
xHΓ(H + 12 )Γ(
1
2 −H)
, ν(dx) =
dx
xH−
1
2Γ(12 +H)Γ(
3
2 −H)
.
Remark 3.3. The constants in the definition of µ and ν in Definition 2.1 are not unique: if H < 1/2 (or
H > 1/2, resp.), then ν (or µ, resp.) may be multiplied by any positive constant without affecting the validity
of the statements below.
Remark 3.4. The measures µ, ν in the definition above satisfy Assumption 2.3, but not Assumption 2.14. It fol-
lows by Theorem 2.11 that (Y, Z) has continuous paths in L1(µ∞)×L1(ν∞) with (µ∞, ν∞) as in Equation (2.14),
but not necessarily in L1(µ)×L1(ν). Nevertheless, (Y − Y0, Z −Z0) has continuous paths in L1(µ)×L1(ν), as
shown in the proof of Theorem 3.5.
Theorem 3.5 (Markovian representation). Under the specifications of Definitions 3.1 and 3.2, fBM has the
representation
WHt =

wH0 +
∫ ∞
0
(Y xt − Y x0 )µ(dx), if H <
1
2
,
wH0 +
∫ ∞
0
(Zxt − Zx0 )ν(dx), if H >
1
2
,
where (Y − Y0, Z − Z0) is a continuous process in L1(µ)× L1(ν).
Remark 3.6. Markovian representations of the integral
∫ t
0 in Definition 3.1 were found by Carmona and Coutin
[6] for H < 1/2 and by Carmona, Coutin, and Montseny [7] for H > 1/2. Muravlev [25] incorporated also the
integral
∫ 0
−∞ in his representation and interpreted it as a random initial value. Moreover, in contrast to [7], his
representation is time-homogeneous also in the case H > 1/2.
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The idea for deriving these representations from (3.1) in the case H < 1/2 is to express the function t 7→
tH−1/2 in (3.1) as a Laplace transform,
tH−1/2 ∝
∫ ∞
0
e−txx−1/2−Hdx,
and to apply the stochastic Fubini theorem. Note that for H < 1/2 the process Z is not used.
For H > 1/2 the function tH−1/2 is not a Laplace transform of any measure, but one has the following two
integral expressions,
tH−1/2 ∝
∫ ∞
0
(e−tx − 1)x−1/2−Hdx, tH−1/2 ∝ t
∫ ∞
0
e−txx1/2−Hdx.
The first integral expression leads to Muravlev’s representation of fBM, which in our notation and with our
choice of constants reads as
WHt = w
H
0 +
∫ ∞
0
(Y xt − Y x0 −Wt)
dx
x1/2+HΓ(H + 12 )Γ(
1
2 −H)
,
and the second integral expression leads to our representation of fBM.
While Muravlev’s representation has the advantage of being more parsimonious, ours can be written as a
linear functional of a Markov process on a state space of L1 functions. It is not obvious how this can be done
using Muravlev’s representation; the problem is that Yt − Y0 is not integrable with respect to x−1/2−Hdx and
that Yt −Wt is not Markov.
Proof of Theorem 3.5 for H < 12 . The function τ 7→ τH−
1
2 /Γ(H + 12 ) on (0,∞) appearing in the definition of
WH is the Laplace transform of µ, i.e., for each τ > 0 and H < 12
L(µ)(τ) =
∫ ∞
0
e−τxµ(dx) =
τH−
1
2
Γ(H + 12 )
.
Therefore,
WHt = w
H
0 +
∫ 0
−∞
∫ ∞
0
(
e−x(t−s) − e−x(−s)
)
µ(dx)dWs +
∫ t
0
∫ ∞
0
e−x(t−s)µ(dx)dWs.
By the stochastic Fubini’s theorem 6.1,
WHt = w
H
0 +
∫ ∞
0
∫ 0
−∞
(
e−x(t−s) − e−x(−s)
)
dWsµ(dx) +
∫ ∞
0
∫ t
0
e−x(t−s)dWsµ(dx).
Condition (6.2) of Fubini’s theorem is satisfied because∫ ∞
0
√∫ 0
−∞
(
e−x(t−s) − e−x(−s))2 dsµ(dx) = ∫ ∞
0
1− e−tx√
2x
µ(dx) ≤
∫ ∞
0
√
1− e−tx
x
µ(dx) <∞,
∫ ∞
0
√∫ t
0
e−2x(t−s)µ(dx) ≤
∫ ∞
0
√
1− e−2tx
x
µ(dx) <∞,
where we use 1− e−tx ≤ √1− e−tx and Equation (6.14). By the definition of Y xt ,
WHt = w
H
0 +
∫ ∞
0
(
e−xt − 1)Y x0 µ(dx) + ∫ ∞
0
∫ t
0
e−x(t−s)dWsµ(dx) = wH0 +
∫ ∞
0
(Y xt − Y x0 )µ(dx).
The expressions (
e−xt − 1)Y x0 and ∫ t
0
e−x(t−s)dWs
define continuous L1(µ)-valued processes: the first expression has majorant (1∨t)(1∧x)Y x0 in L1(µ), which allows
one to apply the dominated convergence theorem, and the second expression is treated in Theorem 2.11. 
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Proof of Theorem 3.5 for H > 12 . As the function τ 7→ τH−
3
2 /Γ(H+ 12 ) is the Laplace transform of the measure
ν, the relation
τL(ν)(τ) = τ
∫ ∞
0
e−xτν(dx) =
τH−
1
2
Γ(H + 12 )
holds for each τ > 0 and H ∈ (12 , 1). Therefore,
WHt = w
H
0 +
∫ 0
−∞
∫ ∞
0
(
(t− s)e−x(t−s) + sexs
)
ν(dx)dWs +
∫ t
0
∫ ∞
0
(t− s)e−x(t−s)ν(dx)dWs.
By the stochastic Fubini theorem 6.1,
(3.2) WHt = w
H
0 +
∫ ∞
0
∫ 0
−∞
(
(t− s)e−x(t−s) + sexs
)
dWsν(dx) +
∫ ∞
0
∫ t
0
(t− s)e−x(t−s)dWsν(dx).
Condition (6.2) of Fubini’s theorem is satisfied because∫ ∞
0
√∫ 0
−∞
(
(t− s)e−x(t−s) + sexs)2 dsν(dx) = ∫ ∞
0
√
1− 2e−tx(tx+ 1) + 2txe−2tx(tx+ 1) + e−2tx
4x3
ν(dx)
≤
∫ 1/t
0
√
t2
6x
ν(dx) +
∫ ∞
1/t
√
2
x3
ν(dx) ≤
√
2(t ∨ 1)
∫ ∞
0
(x−
1
2 ∧ x− 32 )ν(dx) <∞,
∫ ∞
0
√∫ t
0
(t− s)2e−2x(t−s)ν(dx) =
∫ ∞
0
√
1− e−2tx (1 + 2tx+ 2t2x2)
4x3
ν(dx) <∞,
where we used Equations (6.15) and (6.16). Using the definition of (Y x, Zx) in Equation (2.1), Equation (3.2)
can be expressed as
WHt = w
H
0 +
∫ ∞
0
∫ 0
−∞
exs
(
te−xt + s(1− e−xt)) dWsν(dx) + ∫ ∞
0
∫ t
0
(t− s)e−x(t−s)dWsν(dx)
= wH0 +
∫ ∞
0
(
te−xt
∫ 0
−∞
exsdWs + (1− e−xt)
∫ 0
−∞
sexsdWs
)
ν(dx)
+
∫ ∞
0
(
Zxt − Zx0 e−xt − Y x0 te−xt
)
ν(dx)
= wH0 +
∫ ∞
0
(Zxt − Zx0 ) ν(dx).
By Lemma 6.8, Zxt − Zx0 can be written as the sum of the following expressions:
Zx0 (e
−tx − 1), Y x0 te−tx,
∫ t
0
(t− s)e−(t−s)xdWs.
All three expressions define continuous L1(ν)-valued processes: the first and second expression have |Zx0 |(1 ∨
t)(1 ∧ x) and |Y x0 |(1 ∨ t)(1 ∧ x−1) as majorants in L1(ν), which allows one to apply the dominated convergence
theorem, and the third expression is treated in Theorem 2.11. 
Remark 3.7. The representation in Theorem 3.5 lends itself to numerical implementation. Indeed, the inte-
grals can be approximated by finite sums as described in [7]. Alternatively, aiming for a more parsimonious
representation, one has in the case H > 1/2
WHt = w
H
0 −
∫ ∞
0
∂x(Y
x
t − Y x0 )ν(dx).
This follows from the following deterministic relationship between Y and Z (c.f. Theorem 2.22)
(3.3) Zxt = −∂xY xt + (∂xY x0 + Zx0 )e−tx, t ≥ 0.
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Remark 3.8. The case H = 1/2 fits into the framework of Theorem 3.5 with µ equal to the Dirac measure.
Indeed, the process (Y 0t − Y 00 )t≥0 is Brownian motion, as can be seen from the definition of Y . Moreover,
the choice of µ as a Dirac measure is in line with the proof of Theorem 3.5 where µ is defined as the inverse
Laplace transform of the integrand in Definition 3.1. Note that the representing Markov process Yt ∈ L1(µ) is
one-dimensional and can be identified with Brownian motion.
Remark 3.9. The arguments of Theorem 3.5 yield Markovian representations of all fractional processes of the
form ∫ 0
−∞
(
k(t− s)− k(−s))dWs + ∫ t
0
k(t− s)dWs,
where k(t) = tnL(µ)(t), n ∈ {0, 1}, µ is a sigma-finite measure on R+, and L is the Laplace transform. There
are many examples in the theory of (semi-)stationary processes, including power kernels k(t) = tα(1 + t)−γ−α
and Gamma kernels k(t) = tα exp(−λt). More generally, W could be replaced by a Le´vy process, which would
lead to Markovian representations of fractional Le´vy processes and stable Le´vy motions [30, 23, 2, 13, 21, 3].
3.2. Filtrations. The filtration generated by WH is essentially the same as the one generated by (Y, Z), as
shown in the following lemmas. Therefore, the law of fractional Brownian motion after a stopping time can be
characterized using the strong Markov property of (Y, Z). This is important for understanding the existence of
arbitrage opportunities in models with fractional price processes (see. e.g. the stickiness property in [17, 9] and
the notion of arbitrage times in [28]).
Lemma 3.10 (Filtrations). Let H < 1/2. Then the completed filtrations generated by the processes W −W0,
WH −WH0 , and Y − Y0 are equal. The same statement holds for H > 1/2 with Y replaced by Z.
Proof. Let N denote the Q-null sets. Then the following sigma algebras are equal for each T ≥ 0:
σ(Wt −W0, 0 ≤ t ≤ T ) ∨ N = σ(WHt −WH0 , 0 ≤ t ≤ T ) ∨ N
⊆ σ( Yt − Y0, 0 ≤ t ≤ T ) ∨ N
⊆ σ(Wt − W0, 0 ≤ t ≤ T ) ∨ N .
The first equality above follows from [29, Proposition 1]. The proof for H > 1/2 is similar. 
From a Markovian point of view, the canonical definition of fractional Brownian motion is V Ht = 〈Yt, 1〉µ or
V Ht = 〈Zt, 1〉ν , depending on whether H is smaller or greater than 1/2. Here the initial value (Y0, Z0) is fixed
and deterministic. Moreover, the initial value W0 can be normalized to zero. Then the following lemma holds.
Lemma 3.11 (Filtrations). If H > 1/2, then the completed filtrations generated by the processes W , V H , and
Y are equal. The same statement holds for H > 1/2 with Y replaced by Z.
Proof. As before, N denotes the Q-null sets. Let us assume for a moment that the initial value (Y0, Z0) is zero.
Then one has for each T ≥ 0
σ(Wt, 0 ≤ t ≤ T ) ∨ N = σ(V Ht , 0 ≤ t ≤ T ) ∨ N
⊆ σ(Yt , 0 ≤ t ≤ T ) ∨ N
⊆ σ(Wt , 0 ≤ t ≤ T ) ∨ N .
The first equality above follows from [29, Proposition 1] applied to a Brownian path which is set to zero for
all t ≤ 0, noting that the relevant integrals are defined pathwise. To get rid of the assumption on (Y0, Z0),
note that the process (Y, Z) depends on the initial condition (Y0, Z0) only via a deterministic function, which
is N -measurable. The proof for H > 1/2 is similar. 
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3.3. Markovian representation of fBM on L2-spaces. There is also an L2-version of the results of Section 3.1.
Theorem 3.12 (Markovian representation). Let (Y, Z) and (µ, ν) be as in Definition 3.2, let
f : (0,∞)→ (0,∞), x 7→ 1 ∧ x−1/2,
let µ˜ = µf−1, and let ν˜ = νf−1. Then fBM has representation
WHt =

wH0 +
∫ ∞
0
(Y xt − Y x0 )f(x)µ˜(dx), if H <
1
2
,
wH0 +
∫ ∞
0
(Zxt − Zx0 )f(x)ν˜(dx), if H >
1
2
,
where (Y − Y0, Z − Z0) is a continuous L2(µ˜)× L2(ν˜)-valued process and f ∈ L2(µ˜) ∩ L2(ν˜).
This can be shown along the lines of the proof of Theorem 3.5.
Remark 3.13. The measures µ˜ and ν˜ above satisfy Assumptions 2.18 and 2.20, but (Y∞, Z∞) does not
take values in L2(µ˜) × L2(ν˜) (c.f. Remark 3.4). Nevertheless, the process (Y − Y0, Z − Z0) does, as stated in
Theorem 3.12.
4. Applications to interest rate modeling
4.1. Fractional short rate models. Our prototypical example is
rt = ℓ+ λV
H
t , V
H
t =
1
Γ(H + 12 )
∫ t
0
(t− s)H−1/2dWs,
where rt is the short rate, ℓ, λ ∈ R, and V Ht is Volterra fractional Brownian motion. For H > 1/2 this is
consistent with the empirical observation that the short rate has long-range dependence [1]. In contrast to [27]
and [4], discounted zero-coupon bond prices are martingales. As in any Ornstein–Uhlenbeck type model the
short rate in our model may become negative, which one may find reasonable or not.
Taking this example as a starting point, we will look at slightly more general models which are defined in
terms of the processes Y and Z. To this aim we fix measures µ, ν satisfying the following strengthened version
of Assumption 2.3.
Assumption 4.1. µ and ν are sigma-finite measures on (0,∞). The measure ν has a density p with respect to
µ, and there exists β ∈ (0, 2) such that for each t > 0,∫ ∞
0
(1 ∧ x− 12 )µ(dx) <∞,
∫ ∞
0
(1 ∧ x− 32 )ν(dx) <∞, sup
x∈(0,∞)
p(x)(1 ∧ x−β) <∞.
Moreover, we fix (u, v) ∈ L∞(µ)×L∞(ν), ℓ ∈ R, and an initial value (Y0, Z0) ∈ L1(µ)×L1(ν) for the process
(Y, Z) defined in Section 2. Often times, either u or v will be set to zero, unless one is interested in mixing
processes with long- and short-range dependence. Given these model parameters, we define for each τ, T ∈ R+
and t ∈ [0, T ] the short rate rt, bank account Bt, ZCB prices P (t, T ), and forward rates h(t)(τ) as
(4.1) rt = ℓ+ 〈Yt, u〉µ + 〈Zt, v〉ν , Bt = exp
(∫ t
0
rsds
)
, P (t, T ) = E
[
Bt
BT
∣∣∣∣Ft] = e− ∫ T−t0 h(t)(τ)dτ .
Theorem 4.2 (Bond prices and forward rates). In the fractional short rate model (4.1), ZCB prices and forward
rates are given by
P (t, T ) = e−ℓ(T−t)+Φ0(T−t,u,v)+〈Yt,Φ1(T−t,u,v)〉µ+〈Zt,Φ2(T−t,u,v)〉ν , 0 ≤ t ≤ T,
h(t)(τ) = ℓ− ∂τΦ0(τ, u, v)− 〈Yt, ∂τΦ1(τ, u, v)〉µ − 〈Zt, ∂τΦ2(τ, u, v)〉ν , t, τ ≥ 0,
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where for each τ ≥ 0 and x ∈ (0,∞)
Φ0(τ, u, v) =
1
2
∫ τ
0
〈Φ1(s, u, v), 1〉2µds,
Φ1(τ, u, v)(x) =
e−τx − 1
x
u(x) +
(
e−τx − 1
x2
+
τ
x
e−τx
)
p(x)v(x),
Φ2(τ, u, v)(x) =
e−τx − 1
x
v(x).
Proof. Lemma 6.16 implies that the random variable
∫ T
t
(
〈Ys, u〉µ + 〈Zs, v〉ν
)
ds is Gaussian, given Ft, with
mean
−〈Yt,Φ1(T − t, u, v)〉µ − 〈Zt,Φ2(T − t, u, v)〉ν
and variance 2Φ0(T − t, u, v). Thus, the formula for ZCB prices follows from the formula of the moment
generating function of the normal distribution. The expression for the forward rates follows by differentiation
with respect to the time to maturity. 
Remark 4.3. The functions Φ0,Φ1,Φ2 are the unique solution of the Riccati equations
(4.2)
∂τΦ0(τ, u, v) = R0
(
Φ1(τ, u, v),Φ2(τ, u, v)
)
, Φ0(0, u, v) = 0,
∂τΦ1(τ, u, v) = R1
(
Φ1(τ, u, v),Φ2(τ, u, v)
)− u, Φ1(0, u, v) = 0,
∂τΦ2(τ, u, v) = R2
(
Φ1(τ, u, v),Φ2(τ, u, v)
)− v, Φ2(0, u, v) = 0,
with R0, R1, R2 as in Lemma 2.8. Here, solutions are defined in analogy to Definition 2.7 and Lemma 2.8.
Theorem 4.4 (HJM equation). In the fractional short rate model (4.1) the bank account (Bt)t≥0, bond prices
(P (t, T ))0≤t≤T and forward rates (h(t)(τ))t≥0 are semimartingales for each fixed T, τ > 0. The forward rate
process h = (h(t)(·))t≥0 is a solution of the HJM equation
(4.3) dh(t) =
(Ah(t) + µHJM) dt+ σHJMdWt,
where A denotes differentiation with respect to time to maturity τ and µHJM, σHJM are measurable functions on
(0,∞) given by
µHJM(τ) = ∂2τΦ0(τ, u, v), σ
HJM(τ) = −〈∂τΦ1(τ, u, v), 1〉µ.
Remark 4.5. The HJM drift condition is satisfied because
µHJM = ∂2τΦ0(τ, u, v) = 〈∂τΦ1(τ, u, v), 1〉µ〈Φ1(τ, u, v), 1〉µ = σHJM(τ)
∫ τ
0
σHJM(s)ds.
Proof of Theorem 4.4. The semimartingale property of prices and forward rates follows from Lemmas 6.17
and 6.18, which are based on Theorem 2.13. The semimartingale decomposition of h(·)(τ) is obtained by
collecting the terms in Equation (2.13):
dh(t)(τ) = −d 〈Yt, ∂τΦ1(τ, u, v)〉µ − d 〈Zt, ∂τΦ2(τ, u, v)〉ν
= (〈Yt, x∂τΦ1(τ, u, v)− ∂τΦ2(τ, u, v)p〉µ + 〈Zt, x∂τΦ2(τ, u, v)〉ν) dt− 〈∂τΦ1(τ, u, v), 1〉µdWt.
Note that by abuse of notation, we wrote x∂τΨi(τ, u, v) to designate the function x 7→ ∂τΨi(τ, u, v)(x) for
i = 1, 2. The second derivatives of Ψi are
∂2τΦ1(τ, u, v) = −x∂τΦ1(τ, u, v) + ∂τΦ2(τ, u, v)p,
∂2τΦ2(τ, u, v) = −x∂τΦ2(τ, u, v).
Therefore, we have for all t ≥ 0 and τ > 0
Ah(t)(τ) = −∂2τΦ0(τ, u, v) + 〈Yt, x∂τΦ1(τ, u, v)− ∂τΦ2(τ, u, v)p〉µ + 〈Zt, x∂τΦ2(τ, u, v)〉ν .
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It follows that
dh(t)(τ) =
(Ah(t)(τ) + ∂2τΦ0(τ, u, v)) dt− 〈∂τΦ1(τ, u, v), 1〉µdWt,
which allows one to identify µHJM and σHJM. 
Corollary 4.6 (Covariations). For each τ1, τ2 > 0 the following relation holds:
(4.4) d[h(·)(τ1), h(·)(τ2)]t = 〈∂τΦ1(τ1, u, v), 1〉µ〈∂τΦ1(τ2, u, v), 1〉µdt.
The above formula for realized covariations can be used to calibrate the model to historical time series.
Another way is to calibrate to option prices, including caps and floors, which can be done efficiently thanks to
the following closed-form expression of vanilla ZCB option prices.
Theorem 4.7 (Black–Scholes formula). The prices of call and put options on zero coupon bonds are given by
the following version of the Black–Scholes formula,
(4.5)
E
[
B0
BT
(
P (T, S)−K)+∣∣∣∣Ft] = P (t, S)ΦGauss0 (d1)−KP (t, T )ΦGauss0 (d2),
E
[
B0
BT
(
K − P (T, S))+∣∣∣∣Ft] = KP (t, T )ΦGauss0 (−d2)− P (t, S)ΦGauss0 (−d1),
where ΦGauss0 is the standard Gaussian cumulative distribution function,
(4.6) d1,2 =
log
(
P (t,S)
KP (t,T )
)
± 12
∫ T
t
(
v(·, S)− v(·, T ))2ds√∫ T
t
(
v(·, S)− v(·, T ))2ds ,
and where v(t, T ) = 〈Φ1(T − t, u, v), 1〉µ.
Proof. In Lemma 6.17 we verified that the expressions 〈Y,Φ1(T − ·, u, v)〉µ and 〈Z,Φ2(T − ·, u, v)〉ν are semi-
martingales. Their semimartingale decompositions are given by Equation (2.13):
d 〈Yt,Φ1(T − t, u, v)〉µ =
∫ ∞
0
(
u(x)− e
−(T−t)x − 1
x
p(x)v(x)
)
Y xt µ(dx)dt + 〈Φ1(T − t, u, v), 1〉µdWt,
d 〈Zt,Φ2(T − t, u, v)〉ν =
(
〈v, Zt〉ν + 〈Φ2(T − t, u, v), Yt〉ν
)
dt.
Let ξ(t, T ) be the density of the T -forward measure QT ,
ξ(t, T ) =
dQT
dQ
∣∣∣∣
Ft
= E
[
B0
P (0, T )BT
∣∣∣∣Ft] = B−1t P (t, T )B−10 P (0, T ) .
By the formula for bond prices in Theorem 4.2, log(ξ(t, T )) satisfies
d(log ξ(t, T )) =
(
−〈Yt, u〉µ − 〈Zt, v〉ν − ∂τΦ0(T − t, u, v)
)
dt
+ d 〈Yt,Φ1(T − t, u, v)〉µ + d 〈Zt,Φ2(T − t, u, v)〉ν .
Applying Ito¯’s formula and canceling out terms yields
dξ(t, T ) = ξ(t, T )
(
d(log ξ(t, T )) +
1
2
d [log ξ(·, T )]t
)
= ξ(t, T ) 〈Φ1(T − t, u, v), 1〉µ dWt,
which implies that ξ is a stochastic exponential of the form
(4.7) ξ(t, T ) = E
(∫ ·
0
v(s, T )dWs
)
t
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with v(t, T ) = 〈Φ1(T − t, u, v), 1〉µ. Then, for any S, T > 0 the process WT =W −
∫ ·
0 v(s, T )ds is Q
T -Brownian
motion, and
P (t, S)
P (t, T )
=
P (0, S)
P (0, T )
E
(∫ ·
0
(
v(s, S)− v(s, T ))dWTs )
t
, t ∈ [0, S ∧ T ],
is a log-normal QT -martingale. Then the Black–Scholes formulas hold by [14, Proposition 7.2]. 
4.2. Fractional bank account models. A variant of the above model is to let the bank account be a fractional
process; for example,
Bt = exp(ℓt+ λV
H
t ), V
H
t =
1
Γ(H + 12 )
∫ t
0
(t− s)H−1/2dWs,
where Bt is the bank account, ℓ, λ ∈ R, and V Ht is Volterra fractional Brownian motion. This defines an arbitrage-
free model where the short rate does not exist and the bank account and bond prices are not semimartingales.
This does not lead to arbitrage; we will see that discounted bond prices are martingales.
We only provide a summary of the results because we do not have an economic motivation for the model.
Indeed most financial models assume that the bank account has finite variation. We would like to point out,
however, that from a general no-arbitrage point of view there is no reason to assume that the bank account is
a semimartingale, or even to assume that a bank account process exists at all [20]. What we like about the
fractional bank account model is the way it demonstrates the connection between general no-arbitrage theory
and semimartingality of bond prices, discounted bond prices, and forward rates.
Theorem 4.8. Let the bank account process by given by Bt = e
ℓt+〈Yt,u〉µ+〈Zt,v〉ν , where µ and ν satisfy
Assumption 2.3, (u, v) ∈ L∞(µ)×L∞(ν), ℓ ∈ R, and (Y, Z) is as in Definition 2.1 with (Y0, Z0) ∈ L1(µ)×L1(ν).
Then the ZCB prices (P (t, T ))t≥0 are well-defined, but are in general not semimartingales. However, the dis-
counted ZCB prices (B−1t P (t, T ))t≥0 are martingales, and the forward rates (h(t)(τ))t≥0 are semimartingales,
which satisfy a HJM equation. The Black–Scholes formulas (4.5)–(4.6) hold with v(t, T ) = 〈φ1(τ,−u,−v), 1〉µ,
where φ1 is given by Theorem 2.6.
5. Fractional Stein & Stein model
In this section we generalize an affine stochastic volatility model by Stein and Stein [31] to fractional volatility.
In the original model, the volatility process is a single OU process, whereas in our model, it is a fractional process,
i.e., a superposition of infinitely many OU processes. Our main example is of the form
dSt = StσV
H
t dW˜t, V
H
t =
1
Γ(H + 12 )
∫ ∞
0
(t− s)H−1/2dWs,
where S is the asset price, σ ∈ R, W and W˜ are Brownian motions, and V Ht is Volterra Brownian motion of
Hurst index H < 1/2. The restriction to H < 1/2 is in accordance with well-documented empirical facts about
realized volatility [15].
We will show that the fractional Stein and Stein model is affine. By this we mean that the log price is the
first coordinate of an infinite-dimensional affine process.
5.1. Setup and notation. As before we are working on a filtered probability space (Ω,F , (Ft)t∈R,Q) support-
ing a two-sided Brownian motion W . Let W˜ be (Ft)t≥0-Brownian motion with correlation d〈W, W˜ 〉t = ρdt
for some ρ ∈ [−1, 1]. We fix a measure µ on (0,∞) satisfying Assumption 2.3, a function λ ∈ L∞(µ), and an
initial value Y0 ∈ L1(µ) for the process Y defined in Section 2. Given these model parameters, the price process
S = (St)t≥0 under the risk-neutral probability measure Q is defined by the SDE
dSt = St〈Yt, λ〉µdW˜t.
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To bring the SDE for the process S into an affine form, we introduce the following spaces of simple symmetric
nonnegative tensors:1
L1(µ)⊗s L1(µ) = {y⊗2 : y ∈ L1(µ)} ⊂ L1(µ)⊗2 ⊂ L1(µ⊗2),
L∞(µ)⊗s L∞(µ) = {v⊗2 : v ∈ L∞(µ)} ⊂ L∞(µ)⊗2 ⊂ L∞(µ⊗2).
For each t ≥ 0 we set Πt = Y ⊗2t ∈ L1(µ)⊗sL1(µ). Then the relation 〈Yt, λ〉2µ = 〈Y ⊗2t , λ⊗2〉µ⊗2 holds. Therefore,
the log-price process X = log(S) satisfies2
(5.1) dXt = −1
2
〈
Πt, λ
⊗2〉
µ⊗2 dt+
√
〈Πt, λ⊗2〉µ⊗2dW˜t.
5.2. Affine structure of Π. The following theorem characterizes Π as an affine process with values in L1(µ)⊗s
L1(µ).
Theorem 5.1 (Affine structure). Let v⊗2 ∈ iL∞(µ)⊗s L∞(µ). Then, with probability one,
E
[
e
〈ΠT ,v⊗2〉
µ⊗2
∣∣∣∣Ft] = eψ0(T−t,v⊗2)+〈Πt,ψ1(T−t,v⊗2)〉µ⊗2 , 0 ≤ t ≤ T,
where ψ0
(
τ, v⊗2
) ∈ C and ψ1 (τ, v⊗2) ∈ L∞(µ;C)⊗s L∞(µ;C) are given by
ψ0
(
τ, v⊗2
)
= −1
2
log (1− 4φ0(τ, v, 0)) , ψ1
(
τ, v⊗2
)
=
φ1(τ, v, 0)
⊗2
1− 4φ0(τ, v, 0) .
Remark 5.2. An immediate observation is that for each (x, y) ∈ (0,∞)2, the tuple (Πx,x,Πx,y,Πy,y) is an
affine process. This can be seen from the following SDE for Πx,yt = Y
x
t Y
y
t , which follows from Ito¯’s rule:
dΠx,yt = (1− (x+ y)Πx,yt ) dt+
√
Πx,xt + 2Π
x,y
t +Π
y,y
t dWt.
More generally, for any finite set of points xi, the process (Π
xi,xj )i,j is affine. Theorem 5.1 generalizes this
observation to infinitely many points xi, xj ∈ (0,∞). A version of Theorem 5.1 with v⊗2 replaced by arbitrary
symmetric test functions is given in Lemma 6.22.
Remark 5.3. The state space of the affine process in Theorem 5.1 consists of rank one tensors. It might be
possible to extend the state space to rank two tensors, but the drift condition in [8, Proposition 4.18] suggests
that an extension to tensors of higher rank is not possible.
Proof. By Lemma 6.10 the random variable 1√
2φ0(T−t,v,0)
〈YT , v〉µ is Gaussian, given Ft, with mean
〈Yt, φ1(T − t, v, 0)〉µ√
2φ0(T − t, v, 0)
,
and unit variance. Hence, the random variable〈
ΠT , v
⊗2〉
µ⊗2
2φ0(T − t, v, 0) =
(
〈YT , v〉µ√
2φ0(T − t, v, 0)
)2
,
is non central χ2-distributed, given Ft, with one degree of freedom and non centrality parameter
〈Yt, φ1(T − t, v, 0)〉2µ
2φ0(T − t, v, 0) =
〈
Πt, φ1(T − t, v, 0)⊗2
〉
µ⊗2
2φ0(T − t, v, 0) .
The statement follows from the formula for the characteristic function of the non central χ2 distribution. 
1All tensor products are algebraic; we do not complete the tensor products.
2To be correct, W˜t in (5.1) should be replaced by
∫
t
0
sgn(〈Πs, λ〉µ)dW˜s, which is again a Brownian motion.
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The coefficient functions (ψ0, ψ1) of Theorem 5.1 are solutions of an infinite dimensional version of the Riccati
ODE’s in the sense of Definition 2.7.
Lemma 5.4 (Riccati equations). For any v⊗2 ∈ iL∞(µ) ⊗s L∞(µ), the functions ψ0
(·, v⊗2) and ψ1 (·, v⊗2)
given by Theorem 5.1 solve the following system of differential equations
∂τψ0
(
τ, v⊗2
)
= F0
(
ψ1
(
τ, v⊗2
) )
, ψ0
(
0, v⊗2
)
= 0,
∂τψ1
(
τ, v⊗2
)
= F1
(
ψ1
(
τ, v⊗2
) )
, ψ1
(
0, v⊗2
)
= v⊗2,
where for any w ∈ L∞(µ;C)⊗2, F0(w) is the complex number given by
F0(w) =
∫ ∞
0
∫ ∞
0
w(x, y)µ(dx)µ(dy),
and F1(w) is the measurable function on (0,∞)2 given by
F1(w)(x, y) = −(x+ y)w(x, y) + 2
∫ ∞
0
∫ ∞
0
w(x, x′)w(y, y′)µ(dx′)µ(dy′).
Proof. The initial conditions are satisfied by Lemma 2.8. We differentiate with respect to τ and use Lemma 2.8:
∂τψ0
(
τ, v⊗2
)
=
2
1− 4ψ0(τ, v, 0)∂τφ0(τ, v, 0) = F0
(
ψ1
(
τ, v⊗2
))
,
∂τψ1
(
τ, v⊗2
)
(x, y) =
−xφ1(τ, v, 0)(x)φ1(τ, v, 0)(y)− yφ1(τ, v, 0)(x)φ1(τ, v, 0)(y)
1− 4ψ0(τ, v, 0)
+
2φ1(τ, v, 0)(x)φ1(τ, v, 0)(y)
(1− 4φ0(τ, v, 0))2
(∫ ∞
0
φ1(τ, v, 0)(z)µ(dz)
)2
= F1
(
ψ1
(
τ, v⊗2
))
(x, y).
This concludes the proof. 
5.3. Affine structure of (X,Π). The following theorem shows that (X,Π) is an affine process with values in
R × L1(µ) ⊗s L1(µ). The proof is based on an approximation of 〈Y, u〉µ going back to Carmona, Coutin, and
Montseny [7]. This approximation also provides a mean for simulating the fractional Stein and Stein model.
Theorem 5.5 (Affine structure). Let µ satisfy Assumption 2.3 and (X0,Π0) ∈ R × L1(µ) ⊗s L1(µ). Then
(X,Π) is an affine process in the sense that for each 0 ≤ t ≤ T , u ∈ iR, and v⊗2 ∈ iL∞(µ) ⊗s L∞(µ), the
logarithmic conditional characteristic function
logE
[
eXTu+〈ΠT ,v
⊗2〉µ⊗2
∣∣∣Ft] ,
is affine in (Xt,Πt).
Proof. We approximate the measure µ by a sequence µn of atomic measures. If µn are suitably chosen, it
follows from [7] that 〈Y, v〉µn converges uniformly on compacts in probability (ucp) to 〈Y, v〉µ. It follows that
〈Π, v⊗2〉(µn)⊗2 = 〈Y, v〉2µn converges ucp to 〈Π, v⊗2〉µ⊗2 = 〈Y, v〉2µ. Let Xn be the corresponding process solving
Equation (5.1) with µ replaced by µn. As stochastic integrals are continuous in the ucp topology, it follows
that XnT converges in probability to XT . This implies convergence of the logarithmic characteristic function in
Theorem 5.5. For each n, the logarithm characteristic function is affine by Remark 5.2 and the affine nature of
Equation (5.1). The result follows. 
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5.4. The uncorrelated case. By “uncorrelated” we mean d〈W, W˜ 〉t = ρdt = 0. In the uncorrelated case, the
distribution of XT depends immediately on the integrated variance, which is defined as
IV(t, T ) =
1
T − t
∫ T
t
〈Ys, λ〉2µds =
1
T − t
∫ T
t
〈Πs, λ⊗2〉µ⊗2ds.
This dependence is made precise in the following lemma.
Lemma 5.6 (Conditional CDF). In the uncorrelated case ρ = 0, the Ft-conditional cumulative distribution
function of XT is
Q [XT ≤ x|Ft] = 1√
2π
∫ x
−∞
E
[
exp
(
−
(
y −Xt + T−t2 IV(t, T )
)2
2(T − t)IV(t, T )
)∣∣∣∣∣Ft
]
dy,
and the Ft-conditional characteristic function is
E
[
eXTu+〈ΠT ,v
⊗2〉µ⊗2
∣∣∣Ft] = eXtu+〈Πt,v⊗2〉µ⊗2E [e T−t2 (u2−u)IV(t,T )∣∣∣Ft] ,
where 0 ≤ t ≤ T , u ∈ iR, v⊗2 ∈ iL∞(µ)⊗s L∞(µ).
Proof. This can be seen as in [31] by conditioning on the sigma algebra generated by (〈Yt, v〉)0≤t≤T and by
using the independence of W and W˜ . 
The Fourier transform of the integrated variance process can be calculated explicitly using the affine structure
of the process Π. Thus, in theory, it is possible to characterize the conditional distribution of the integrated
variance. An example is given in the next corollary.
Corollary 5.7 (Conditional moments). For each 0 ≤ t ≤ T , the first and second Ft-conditional moments of
the integrated variance IV(t, T ) are given by
E [IV(t, T )|Ft] =
∫ T
t
(
2φ0(s− t, λ, 0) +
〈
Πt, φ1(s− t, λ, 0)⊗2
〉
µ⊗2
)
ds,
E
[
IV(t, T )2
∣∣Ft] = 4 ∫ T
t
∫ T
t
(
φ0(s1 ∨ s2 − s1 ∧ s2, λ, 0)φ0(s1 ∧ s2 − t, λ, 0)
+ 2φ0(s1 ∨ s2 − s1 ∧ s2, λ, 0)
〈
Πt, φ1(s1 ∧ s2 − t, λ, 0)⊗2
〉
µ⊗2 +
1
4
E
[
〈Πs1∧s2 , w(s1, s2)〉2µ⊗2
∣∣∣Ft] )ds2ds1,
where w(s1, s2) = λ⊗ φ1(s1 ∨ s2 − s1 ∧ s2, λ, 0) + φ1(s1 ∨ s2 − s1 ∧ s2, λ, 0)⊗ λ is symmetric two tensor and the
last expectation is given by Lemma 6.24.
Proof. We obtain the formula for the conditional mean using Lemma 6.23. Note that we are allowed to exchange
the conditional expectation and integration because the integrand is positive. For the second moment we use
the tower property of conditional expectations and Lemma 6.23 for the conditional mean:
E
[
IV(t, T )2
∣∣Ft] = ∫ T
t
∫ T
t
E
[〈
Πs1 , λ
⊗2〉
µ⊗2
〈
Πs2 , λ
⊗2〉
µ⊗2
∣∣∣Ft] ds2ds1
=
∫ T
t
∫ T
t
E
[〈
Πs1∧s2 , λ
⊗2〉
µ⊗2
E
[〈
Πs1∨s2 , λ
⊗2〉
µ⊗2
∣∣∣Fs1∧s2]∣∣∣Ft] ds2ds1
= 4
∫ T
t
∫ T
t
φ0(s1 ∨ s2 − s1 ∧ s2, λ, 0)φ0(s1 ∧ s2 − t, λ, 0)
+ 2φ0(s1 ∨ s2 − s1 ∧ s2, λ, 0)
〈
Πt, φ1(s1 ∧ s2 − t, λ, 0)⊗2
〉
µ⊗2
+ E
[〈
Πs1∧s2 , λ
⊗2〉
µ⊗2
〈
Πs1∧s2 , φ1(s1 ∨ s2 − s1 ∧ s2, λ, 0)⊗2
〉
µ⊗2
∣∣∣Ft] ds2ds1.
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We set s = s1 ∧ s2 and τ = s1 ∨ s2 − s1 ∧ s2. Observe that〈
Πs, λ
⊗2〉
µ⊗2
〈
Πs, φ1(τ, λ, 0)
⊗2〉
µ⊗2 =
〈
Y ⊗2s , λ
⊗2〉
µ⊗2
〈
Y ⊗2s , φ1(τ, λ, 0)
⊗2〉
µ⊗2
=
(
〈Ys, λ〉µ 〈Ys, φ1(τ, λ, 0)〉µ
)2
= 〈Πs, λ⊗ φ1(τ, λ, 0)〉2µ⊗2 =
1
4
〈Πs, w〉2µ⊗2 ,
where w = λ⊗ φ1(τ, λ, 0) + φ1(τ, λ, 0)⊗ λ is a symmetric two tensor. The result follows from Lemma 6.24. 
6. Proofs and auxiliary results
6.1. Stochastic Fubini’s theorem. We refer to the version of the theorem proved in [32]. Let µ be a σ-finite
measure on (0,∞). Fix T ≥ 0 and denote by Pr the σ-algebra on [0, T ] × Ω generated by all progressively
measurable processes.
Theorem 6.1 (Stochastic Fubini Theorem). Let G : (0,∞)× [0, T ]×Ω→ R be measurable with respect to the
product σ-algebra B(0,∞)⊗ Pr. Define processes ζ1,2 : (0,∞)× [0, T ]× Ω→ R and η : [0, T ]× Ω→ R by
ζ1(x, t, ω) =
∫ t
0
G(x, s, ω)ds, ζ2(x, t, ω) =
(∫ t
0
G(x, s, ·)dWs
)
(ω), η(t, ω) =
∫ ∞
0
G(x, t, ω)µ(dx).
(i) Assume G satisfies for almost all ω ∈ Ω
(6.1)
∫ ∞
0
∫ T
0
|G(x, s, ω)| dsµ(dx) <∞.
Then, for almost all ω ∈ Ω and for all t ∈ [0, T ] we have ζ1(·, t, ω) ∈ L1(µ) and∫ ∞
0
ζ1(x, t, ω)µ(dx) =
∫ t
0
η(s, ω)ds.
(ii) Assume G satisfies for almost all ω ∈ Ω
(6.2)
∫ ∞
0
√∫ T
0
G(x, s, ω)2dsµ(dx) <∞.
Then, for almost all ω ∈ Ω and for all t ∈ [0, T ] we have ζ2(·, t, ω) ∈ L1(µ) and∫ ∞
0
ζ2(x, t, ω)µ(dx) =
(∫ t
0
η(s, ·)dWs
)
(ω).
Remark 6.2. Note that∫ ∞
0
∫ T
0
E [|G(x, s)|] dsµ(dx) <∞ and
∫ ∞
0
E
√∫ T
0
G(x, s)2ds
µ(dx) <∞
imply that conditions (6.1) and (6.2) hold with probability one.
6.2. Reproducing kernel Hilbert spaces. We adapt the exposition of [26, Section 8] to our setting and refer
to this reference for further details. Let P : L∞(µ;C) → L1(µ;C) be a positive and symmetric bounded linear
operator, i.e., 〈Pu, u〉µ ≥ 0 and 〈Pu, v〉µ = 〈Pv, u〉µ for all u, v ∈ L∞(µ;C). The bilinear form (Pu, Pv) 7→
〈Pu, v〉µ defines an inner product on the image of P . The completion of the image of P with respect to this inner
product is a Hilbert space, which we denote by im(P ). The inclusion of the image of P in L1(µ;C) extends to
a bounded injective operator i : im(P )→ L1(µ;C). The space H = im(i) ⊆ L1(µ;C) with the Hilbert structure
induced by the bijection i : im(P )→ H is called the reproducing kernel Hilbert space3 of P . If u, v ∈ L∞(µ;C),
then Pu, Pv ∈ H and 〈Pu, Pv〉H = 〈Pu, v〉µ, where the inclusion i is dropped from our notation.
3In [26] the space im(P ) is called reproducing kernel Hilbert space of P .
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6.3. Gaussian measures on Banach spaces. We present those parts of the theory of γ-radonifying operators
which are used in the proof of Theorem 2.4. For the purpose of this section, let E be a separable Banach space,
let H be a separable Hilbert space, which we identify with its dual, and let T ∈ (0,∞).
Definition 6.3 ([26, Definition 3.7]). The Banach space γ(H ;E) of γ-radonifying operators from H to E is
defined as the completion of the algebraic tensor product H ⊗ E with respect to the norm∥∥∥∥∥
N∑
n=1
hn ⊗ xn
∥∥∥∥∥
2
γ(H,E)
= E
∥∥∥∥∥
n∑
n=1
γnxn
∥∥∥∥∥
2
 ,
where it is assumed that h1, . . . , hn are orthonormal in H and γ1, . . . , γn are i.i.d. standard normal.
Theorem 6.4 ([26, Theorem 7.4]). Let i ∈ L(H ;E). Then i ∈ γ(H ;E) if and only if there exists a centered
Gaussian E-valued random variable X satisfying
E
[〈X, x∗〉2E,E∗] = ‖i∗x∗‖2H , x∗ ∈ E∗.
In this situation we have ‖i‖γ(H,E) = E[‖X‖2E].
The Bochner space of strongly measurable functions Θ: (0, T ] → H satisfying ∫
(0,T ]
‖Θ(s)‖2Hds < ∞ is
denoted by L2((0, T ];H).
Theorem 6.5. Let Θ: (0, T ] → L(H ;E) be a function such that for all x∗ ∈ E∗ the function t 7→ Θ(t)∗x∗
belongs to L2((0, T ];H). Then the following statements hold:
(i) For each t ∈ (0, T ] there is a unique positive symmetric linear operator Pt ∈ L(E∗;E) such that for all
x∗, y∗ ∈ E∗,
〈Ptx∗, y∗〉E,E∗ =
∫ t
0
〈Θ∗(s)x∗,Θ∗(s)y∗〉Hds.
(ii) Let HT ⊆ E be the reproducing kernel Hilbert space of PT . Then the inclusion of HT into E is γ-radonifying
if and only if there exists a predictable process X : Ω × [0, T ] → E which satisfies for all s, t ∈ [0, T ] and
x∗, y∗ ∈ E∗ that
E [〈Xt, x∗〉E,E∗〈Xs, y∗〉E,E∗ ] =
∫ t∧s
0
〈Θ(t− u)∗x∗,Θ(s− u)∗x∗〉Hdu.
In this situation, X is called an OU process associated to Θ.
Proof. (i) is shown in [5, Lemma 2.1 and Proposition 2.2]. The necessary part of (ii) is shown in [5, Proposi-
tion 2.8] and the sufficient part in [5, Theorem 3.3]. 
6.4. Basic estimates. We collect some inequalities and estimates which are used throughout the paper.
Lemma 6.6 (Elementary inequalities). The following inequalities hold true for all x, y > 0
1 ∧ xy ≤ (1 ∨ x) (1 ∧ y) ,(6.3)
y ∧ x−1 ≤ (1 ∨ y) (1 ∧ x−1) ,(6.4)
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and for all α, τ > 0 and 0 < ǫ < 1,
e−xτ ≤
(
1 ∨
( τ
α
)−α)(
1 ∧ x−α) ,(6.5)
1− e−τx
x
≤ (1 ∨ τ) (1 ∧ x−1) ,(6.6)
1− e−τx(1 + τx)
x2
≤ (1 ∨ τ2) (1 ∧ x−2) ,(6.7)
1− e−τx (1 + τx + 12τ2x2)
x3
≤ (1 ∨ τ3) (1 ∧ x−3) ,(6.8) ∫ t
0
s−ǫe−2xsds ≤
(
2ǫ−1Γ(1− ǫ) ∨ t
1−ǫ
1− ǫ
)(
1 ∧ xǫ−1) .(6.9)
Proof. For the inequalities (6.3)-(6.4) consider the following four cases separately.
(1) If 0 < x, y ≤ 1. Then, 1 ∧ xy = xy ≤ y = (1 ∨ x) (1 ∧ y) and y ∧ x−1 = y ≤ 1 = (1 ∨ y) (1 ∧ x−1).
(2) If 0 < x ≤ 1 ≤ y. Then, 1 ∧ xy ≤ 1 = (1 ∨ x) (1 ∧ y) and y ∧ x−1 ≤ y = (1 ∨ y) (1 ∧ x−1).
(3) If 0 < y ≤ 1 ≤ x. Then, 1 ∧ xy ≤ xy = (1 ∨ x) (1 ∧ y) and y ∧ x−1 ≤ x−1 = (1 ∨ y) (1 ∧ x−1).
(4) If 1 ≤ x, y. Then, 1 ∧ xy = 1 ≤ x = (1 ∨ x) (1 ∧ y) and y ∧ x−1 = x−1 ≤ yx−1 = (1 ∨ y) (1 ∧ x−1).
Consider the functions f(x, τ) = e−xτ and g(x, τ, α) = xαf(x, τ). Obviously, f(x, τ) ≤ 1 for all x, τ > 0. Note
that ∂xg(x, τ, α) = x
α−1e−xτ (α− τx) and g attains its maximum in x at ατ . Hence, Equation (6.5) follows from
f(x, τ) =
g(x, τ, α)
xα
≤ g
(
α
τ , τ, α
)
xα
=
( τ
α
x
)−α
e−α ≤
( τ
α
x
)−α
,
and Equation (6.3).
Define k1(x, τ) =
1−e−τx
x , k2(x, τ) =
1−e−τx(1+τx)
x2 and k3(x, τ) =
1−e−τx(1+τx+ 12 τ2x2)
x3 . Computing the
derivatives with respect to x shows that k1,2,3(·, τ) are decreasing functions in x for all τ > 0. The inequalities
(6.6)-(6.8) follow from
lim
x→∞
k1,2,3(x, τ) = 0, lim
x→0+
ki(x, τ) =

τ, i = 1,
τ2
2 , i = 2,
τ3
6 , i = 3,
and Equation (6.4). Equation (6.9) follows from the relation∫ t
0
s−ǫe−2sxds =
∫ 2tx
0
(2x)ǫ−1s−ǫe−sds,
and from the following two estimates:∫ 2tx
0
(2x)ǫ−1s−ǫe−sds ≤
∫ ∞
0
(2x)ǫ−1s−ǫe−sds = (2x)ǫ−1Γ(1 − ǫ),∫ 2tx
0
(2x)ǫ−1s−ǫe−sds ≤
∫ 2tx
0
(2x)ǫ−1s−ǫds =
t1−ǫ
1− ǫ .
This concludes the proof. 
Lemma 6.7 (Integrability of elementary expressions). Let Assumption 2.3 be in place and let τ, α > 0. Then∫ ∞
0
e−xτµ(dx) <∞,(6.10) ∫ ∞
0
e−xτν(dx) <∞,(6.11)
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0
xαe−xτµ(dx) <∞,(6.12) ∫ ∞
0
xαe−xτν(dx) <∞,(6.13) ∫ ∞
0
√
1− e−2τx
x
µ(dx) <∞,(6.14) ∫ ∞
0
√
1− e−2τx (1 + 2τx + 2τ2x2)
x3
ν(dx) <∞,(6.15) ∫ ∞
0
√
1− 2e−τx(τx + 1)(1− τxe−τx) + e−2τx
x3
µ(dx) <∞.(6.16)
Furthermore, for each 0 ≤ t < T we have
∫ ∞
0
√∫ T
t
e−2x(T−s)dsµ(dx) <∞,(6.17)
∫ ∞
0
√∫ T
t
(T − s)2e−2x(T−s)dsν(dx) <∞,(6.18) ∫ ∞
0
∫ T
t
e−x(T−s)dsµ(dx) <∞,(6.19) ∫ ∞
0
∫ T
t
(T − s)e−x(T−s)dsν(dx) <∞,(6.20) ∫ ∞
0
∫ T
t
1− e−x(T−s)
x
(1 ∧ x− 12 )dsν(dx) <∞,(6.21)
∫ ∞
0
√∫ T
t
(
1− e−x(T−s)
x
)2
dsµ(dx) <∞,(6.22)
∫ ∞
0
√∫ T
t
(
1− e
−x(T−s) (1 + x(T − s))
x2
)2
dsµ(dx) <∞,(6.23) ∫ ∞
0
∫ ∞
0
∫ T
t
e−(x+y)(T−s)dsµ(dx)µ(dy) <∞,(6.24) ∫ ∞
0
∫ ∞
0
∫ T
t
(T − s)2e−(x+y)(T−s)dsν(dx)ν(dy) <∞.(6.25)
Proof. Equations (6.10) and (6.11) follow directly from (6.5) for α = 12 and α =
3
2 , respectively. Applying
Equation (6.5) for β > α we obtain∫ ∞
0
xαe−xτµ(dx) ≤
∫ 1
0
e−xτµ(dx) +
∫ ∞
1
xαe−xτµ(dx)
≤
∫ 1
0
(
1 ∨
(
τ
β
)−β)
µ(dx) +
∫ ∞
1
xα−β
(
1 ∨
(
τ
β
)−β)
µ(dx)
=
(
1 ∨
(
τ
β
)−β)∫ ∞
0
(
1 ∧ xα−β)µ(dx),
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and in the same way
∫∞
0 x
αe−xτν(dx) ≤ (1 ∨ ( τβ )−β)
∫∞
0
(
1 ∧ xα−β) ν(dx). Setting β = α + 12 and β = α + 32
one proves (6.12) and (6.13), respectively. By Equation (6.6) we obtain Equation (6.14)
(6.26)
∫ ∞
0
√
1− e−2τx
x
µ(dx) ≤
(
1 ∨ (2τ) 12
)∫ ∞
0
(
1 ∧ x− 12
)
µ(dx) <∞.
By Equation (6.14) we obtain Equation (6.17)∫ ∞
0
√∫ T
t
e−2x(T−s)dsµ(dx) =
∫ ∞
0
√
1− e−2(T−t)x
2x
µ(dx) <∞.
By Equation (6.8) we obtain Equation (6.15)
(6.27)
∫ ∞
0
√
1− e−2τx (1 + 2τx+ 2τ2x2)
x3
ν(dx) ≤ (1 ∨ (2τ) 32 )
∫ ∞
0
(1 ∧ x− 32 )ν(dx) <∞.
Equation (6.16) follows from∫ ∞
0
√
1− 2e−τx(τx + 1) + 2τxe−2τx(τx+ 1) + e−2τx
4x3
ν(dx)
≤
∫ 1/τ
0
√
τ2
6x
ν(dx) +
∫ ∞
1/τ
√
2
x3
ν(dx) ≤
√
2(τ ∨ 1)
∫ ∞
0
(x−
1
2 ∧ x− 32 )ν(dx) <∞.
Equation (6.15) implies Equation (6.18)∫ ∞
0
√∫ T
t
(T − s)2e−2x(T−s)dsν(dx) =
∫ ∞
0
√
1− e−2(T−t)x (1 + 2(T − t)x + 2(T − t)2x2)
4x3
ν(dx) <∞.
Equation (6.19) is obtained using (6.5) for α = 12∫ ∞
0
∫ T
t
e−x(T−s)dsµ(dx) ≤
∫ T
t
(1 ∨ (T − s)− 12 )ds
∫ ∞
0
(1 ∧ x− 12 )µ(dx)
=
(
t ∨ (T − 1)− t+ 2
√
T − (t ∨ (T − 1))
) ∫ ∞
0
(1 ∧ x− 12 )µ(dx) <∞.
Equation (6.20) is obtained using (6.5) for α = 32∫ ∞
0
∫ T
t
(T − s)e−x(T−s)dsν(dx) ≤
∫ T
t
(T − s)
(
1 ∨ (T − s)− 32
)
ds
∫ ∞
0
(1 ∧ x− 32 )µ(dx)
≤
(∫ T
t
(T − s)ds ∨
∫ T
t
(T − s)− 12 ds
)∫ ∞
0
(1 ∧ x− 32 )µ(dx)
=
(
(T − t)2
2
∨ 2√T − t
)∫ ∞
0
(1 ∧ x− 32 )µ(dx) <∞.
Equation (6.6) immediately implies Equation (6.21)∫ ∞
0
∫ T
t
1− e−x(T−s)
x
(1 ∧ x− 12 )dsν(dx) ≤
∫ ∞
0
(
1 ∧ x− 32
)
ν(dx)
∫ T
t
(1 ∨ (T − s)) ds <∞,
and Equation (6.22)∫ ∞
0
√∫ T
t
(
1− e−x(T−s)
x
)2
dsµ(dx) ≤
√∫ T
t
(1 ∨ (T − s)2) ds
∫ ∞
0
(
1 ∧ 1
x
)
µ(dx) <∞.
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Equation (6.7) immediately implies Equation (6.23)∫ ∞
0
√∫ T
t
(
e−x(T−s)(1 + x(T − s))− 1
x2
)2
dsµ(dx) ≤
√∫ T
t
(1 ∨ (T − s)4) ds
∫ ∞
0
(
1 ∧ x−2)µ(dx) <∞.
Equation (6.24) follows from Equation (6.17) applying Cauchy-Schwarz inequality∫ ∞
0
∫ ∞
0
∫ T
t
e−(x+y)(T−s)dsµ(dx)µ(dy) ≤
∫ ∞
0
∫ ∞
0
√∫ T
t
e−2x(T−s)ds
√∫ T
t
e−2y(T−s)dsµ(dx)µ(dy)
=
∫ ∞
0
√∫ T
t
e−2x(T−s)dsµ(dx)
2 <∞.
In the same way Equation (6.25) follows from Equation (6.18)∫ ∞
0
∫ ∞
0
∫ T
t
(T − s)2e−(x+y)(T−s)dsν(dx)ν(dy) ≤
∫ ∞
0
√∫ T
t
(T − s)2e−2y(T−s)ds
2 <∞. 
6.5. Auxiliary results for Section 2.
Lemma 6.8 (Conditional moments of (Y, Z)). For each x ∈ (0,∞) and 0 ≤ t ≤ T , the process (Y x, Zx) can be
represented as
(6.28)
Y xT = Y
x
t e
−(T−t)x +
∫ T
t
e−(T−s)xdWs,
ZxT = Z
x
t e
−(T−t)x + Y xt (T − t)e−(T−t)x +
∫ T
t
(T − s)e−(T−s)xdWs.
The random variables Y xT and Z
x
T have conditional means given by
E [Y xT |Ft] = Y xt e−(T−t)x, E [ZxT |Ft] = Zxt e−(T−t)x + Y xt (T − t)e−(T−t)x.
Moreover, for x1, x2 ∈ (0,∞) we have conditional covariances
Cov (Y x1T , Y
x2
T |Ft) =
1− e−(T−t)(x1+x2)
x1 + x2
,
Cov (Y x1T , Z
x2
T |Ft) =
1− e−(T−t)(x1+x2) (1 + (T − t) (x1 + x2))
(x1 + x2)
2 ,
Cov (Zx1T , Z
x2
T |Ft) =
2− e−(T−t)(x1+x2) (2 + 2(T − t)(x1 + x2) + (T − t)2(x1 + x2)2)
(x1 + x2)
3 .
Proof. The representation in Equation (6.28) can be deduced from the SDE (2.2) for (Y x, Zx) using Theorem 6.1(ii)
ZxT = Z
x
t e
−(T−t)x +
∫ T
t
e−(T−s)x
(
Y xt e
−(s−t)x +
∫ s
t
e−(s−u)xdWu
)
ds
= Zxt e
−(T−t)x + Y xt (T − t)e−(T−t)x +
∫ T
t
∫ s
t
e−(T−u)xdWuds
= Zxt e
−(T−t)x + Y xt (T − t)e−(T−t)x +
∫ T
t
∫ T
u
e−(t−u)xdsdWu
= Zxt e
−(T−t)x + Y xt (T − t)e−(T−t)x +
∫ T
t
(T − u)e−(T−u)xdWu.
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The condition (6.2) is satisfied because
∫ T
t
√∫ s
t e
−2(t−u)xduds < ∞. The conditional means can be read off
directly from the representation of (Y x, Zx). The formulas for the conditional covariances are obtained using
Ito¯’s isometry by calculating the following integrals
Cov (Y x1T , Y
x2
T |Ft) =
∫ T
t
e−(T−s)(x1+x2)ds,
Cov (Y x1T , Z
x2
T |Ft) =
∫ T
t
(T − s)e−(T−s)(x1+x2)ds,
Cov (Zx1T , Z
x2
T |Ft) =
∫ T
t
(T − s)2e−(T−s)(x1+x2)ds. 
Lemma 6.9 (Integrability of (Y, Z)). Let Assumption 2.3 be in place and assume (Y0, Z0) ∈ L1(µ)×L1(ν) a.s.
Then, for each t ≥ 0, Yt ∈ L1(µ) and Zt ∈ L1(ν) holds with probability one.
Proof. By Lemma 6.8 we have for (Y x, Zx)
Y xt = Y
x
0 e
−tx +
∫ t
0
e−(t−s)xdWs, Zxt = Z
x
0 e
−tx + Y x0 te
−tx +
∫ t
0
(t− s)e−(t−s)xdWs.
The deterministic parts are integrable because∫ ∞
0
|Y x0 |e−txµ(dx) ≤ ‖Y0‖L1(µ) <∞,∫ ∞
0
|Zx0 |e−txν(dx) ≤ ‖Z0‖L1(ν) <∞,∫ ∞
0
|Y x0 |te−txν(dx) ≤ sup
x∈(0,∞)
(
p(x)e−xt
)
t‖Y0‖L1(µ) <∞,
where Assumption 2.3 is used in the last line. Therefore we can assume without loss of generality that (Y0, Z0)
vanish. Then for each t ≥ 0,
E
[‖Yt‖L1(µ)] = ∫ ∞
0
E [|Y xt |]µ(dx) =
√
2√
π
∫ ∞
0
√
Var(Y xt )µ(dx) =
√
2√
π
∫ ∞
0
√
1− e−2tx
2x
µ(dx) <∞,
E
[‖Zt‖L1(ν)] = ∫ ∞
0
E [|Zxt |] ν(dx) =
√
2√
π
∫ ∞
0
√
Var(Zxt )ν(dx)
=
√
2√
π
∫ ∞
0
√
1− e−2tx (1 + 2tx+ 2t2x2)
4x3
ν(dx) <∞,
which follows from Equations (6.14) and (6.16). Therefore, Yt ∈ L1(µ) and Zt ∈ L1(ν) holds almost surely. 
Lemma 6.10 (Linear functionals of (Y, Z)). Let Assumption 2.3 be in place and assume (Y0, Z0) ∈ L1(µ)×L1(ν)
a.s. Then the process (Y, Z) satisfies for each 0 ≤ t ≤ T and (u, v) ∈ L∞(µ;C)× L∞(ν;C)
〈YT , u〉µ =
∫ ∞
0
Y xt e
−(T−t)xu(x)µ(dx) +
∫ T
t
∫ ∞
0
e−x(T−s)u(x)µ(dx)dWs,
〈ZT , v〉ν =
∫ ∞
0
(
Zxt e
−(T−t)x + Y xt (T − t)e−(T−t)x
)
v(x)ν(dx) +
∫ T
t
∫ ∞
0
(T − s)e−x(T−s)v(x)ν(dx)dWs .
In particular, the random variable 〈YT , u〉µ + 〈ZT , v〉ν is Gaussian, given Ft.
Proof. The statement follows from Lemmas 6.8 and 6.9 and from Theorem 6.1. Condition (6.2) of the
stochastic Fubini theorem are satisfied by Equations (6.17) and (6.18). 
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Lemma 6.11 (Covariance operators). Let Assumption 2.3 be in place and (Y0, Z0) ∈ L1(µ)× L1(ν) a.s. Then
for all (u1, u2) ∈ L∞(µ;C)× L∞(µ;C), (v1, v2) ∈ L∞(ν;C) × L∞(ν;C) and for all 0 ≤ t ≤ T
Cov
(
〈YT , u1〉µ , 〈YT , u2〉µ
∣∣∣Ft) = 〈PT−tu1, u2〉µ , Cov(〈ZT , v1〉µ , 〈ZT , v2〉µ∣∣∣Ft) = 〈QT−tv1, v2〉ν ,
where Pτ : L
∞(µ;C)→ L1(µ;C) and Qτ : L∞(ν;C)→ L1(ν;C) are bounded linear operators given by
Pτu(x) =
∫ ∞
0
1− e−τ(x+y)
x+ y
u(y)µ(dy),
Qτv(x) =
∫ ∞
0
2− e−τ(x+y)(2 + 2τ(x+ y) + τ2(x+ y)2)
(x+ y)3
v(y)ν(dy),
for u ∈ L∞(µ;C), v ∈ L∞(ν;C) and τ ≥ 0. In particular, YT and ZT are Gaussian random variables, given Ft,
with covariance operators PT−t and QT−t, respectively.
Proof. For each t ≥ 0 and any u1,2 ∈ L∞(µ) and v1,2 ∈ L∞(ν) we have using the representation of Lemma 6.10
Cov
(
〈YT , u1〉µ , 〈YT , u2〉µ
∣∣∣Ft) = ∫ ∞
0
∫ ∞
0
Cov (Y xT , Y
y
T |Ft)u1(x)u2(y)µ(dy)µ(dx)
=
∫ ∞
0
∫ ∞
0
∫ T
t
e−(T−s)xe−(T−s)ydsu1(x)u2(y)µ(dy)µ(dx) = 〈PT−tu1, u2〉µ ,
Cov
(
〈ZT , v1〉µ , 〈ZT , v2〉µ
∣∣∣Ft) = ∫ ∞
0
∫ ∞
0
Cov (ZxT , Z
y
T |Ft) v1(x)v2(y)µ(dy)µ(dx)
=
∫ ∞
0
∫ ∞
0
∫ T
t
(T − s)2e−(T−s)xe−(T−s)ydsv1(x)v2(y)ν(dy)ν(dx) = 〈QT−tv1, v2〉ν
By Equations (6.24) and (6.25) we have
‖Pτu‖L1(µ) =
∫ ∞
0
∫ ∞
0
∫ τ
0
e−s(x+y)|u(x)|dsµ(dx)µ(dy) ≤ C‖u‖L∞(µ) <∞,
‖Qτv‖L1(ν) =
∫ ∞
0
∫ ∞
0
∫ τ
0
s2e−s(x+y)|v(x)|dsν(dx)ν(dy) ≤ C‖u‖L∞(µ) <∞,
for some constant C. The last two inequalities imply that Pτ : L
∞(µ;C) → L1(µ;C) and Qτ : L∞(ν;C) →
L1(ν;C) are bounded linear operators. 
Lemma 6.12 (Maximum inequality for OU processes). There exists a constant C > 0 such that for each t ≥ 0
and x > 0
E
[
sup
s∈[0,t]
|Y xs |
]
≤ C(log(1 + tx))1/2x−1/2, E
[
sup
s∈[0,t]
|Zxs |
]
≤ C(log(1 + tx))1/2x−3/2.
holds for the processes (Y x, Zx) with initial value (Y x0 , Z
x
0 ) = (0, 0).
Proof. The inequality for Y x follows from the maximal inequalities for OU processes developed by Graversen
and Peskir [16]. For the process Zx, we estimate for each t ≥ 0 and x > 0
E
[
sup
s∈[0,t]
|Zxs |
]
≤ E
[∫ t
0
e−(t−s)x|Y xs |ds
]
≤ C
∫ t
0
e−(t−s)x(log(1 + sx))1/2x−1/2ds
= C
[
e−(t−s)x(log(1 + sx))1/2x−3/2
]t
0
− C
2
∫ t
0
e−(t−s)x(log(1 + sx))−1/2(1 + sx)−1x−1/2ds
≤ C
[
e−(t−s)x(log(1 + sx))1/2x−3/2
]t
0
= C(log(1 + tx))1/2x−
3
2 . 
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Lemma 6.13 (Auxiliary estimates for semimartingale decomposition). Let G(x, t) be deterministic and jointly
measurable in (x, t) ∈ (0,∞)× [0,∞). Assume Y0 = Z0 = 0. Then, with probability one,∫ ∞
0
∫ t
0
|G(x, t)Y xs (ω)|dsµ(dx) ≤ (1 ∨ t
1
2 )
∫ ∞
0
∫ t
0
|G(x, t)|(1 ∧ x− 12 )dsµ(dx),∫ ∞
0
∫ t
0
|G(x, s)Zxs (ω)|dsν(dx) ≤ (1 ∨ t
3
2 )
∫ ∞
0
∫ t
0
|G(x, s)| (1 ∧ x− 32 )dsν(dx).
Proof. Note that for each s ≥ 0 the random variables |Y xs | and |Zxs | are half-normal distributed with mean
E [|Y xs |] =
√
1− e−2sx
πx
, and E [|Zxs |] =
√
1− e−2sx (1 + 2sx+ 2s2x2)
2πx3
.
By (6.6) we have∫ ∞
0
∫ t
0
E [|G(x, s)Y xs |] dsµ(dx) =
∫ ∞
0
∫ t
0
|G(x, s)|
√
1− e−2sx
πx
dsµ(dx)
≤ (1 ∨ t 12 )
∫ ∞
0
∫ t
0
|G(x, s)|(1 ∧ x− 12 )dsµ(dx).
By (6.8) we have∫ ∞
0
∫ t
0
E [|G(x, s)Zxs |] dsν(dx) =
∫ ∞
0
∫ t
0
|G(x, s)|
√
1− e−2sx (1 + 2sx+ 2s2x2)
2πx3
dsµ(dx)
≤ (1 ∨ t 32 )
∫ ∞
0
∫ t
0
|G(x, s)|(1 ∧ x− 32 )dsν(dx).
Then the inequalities hold true with probability one. 
Lemma 6.14 (Tightness). Let µ∞, ν∞ satisfy Assumption 2.14. Then the laws of the random variables
(Yt, Zt)t≥0 are tight on the space L1(µ∞)× L1(ν∞) with the weak topology.
Proof. We generalize the proof of [6, Proposition 2] to our setting. We endow L1(µ∞)×L1(ν∞) with the weak
topology and assume that (Y0, Z0) = 0. We will show using [11, Theorem IV.8.9] that for any M ≥ 0, the set
KM =
{
(y, z) ∈ L1(µ∞)× L1(ν∞) : ‖y‖2L2(x1/2µ∞) + ‖z‖2L2(x1/2ν∞) ≤M
}
is pre-compact in L1(µ∞)×L1(ν∞). For any measurable set E ⊆ [0,∞) and (y, z) ∈ KM , the Cauchy-Schwartz
inequality implies
‖1Ey‖L1(µ∞) ≤ ‖y‖L2(x1/2µ∞)‖1E‖L2(x−1/2µ∞) ≤
√
M‖1E‖L2(x−1/2µ∞),
‖1Ez‖L1(µ∞) ≤ ‖z‖L2(x1/2µ∞)‖1E‖L2(x−1/2µ∞) ≤
√
M‖1E‖L2(x−1/2µ∞).
Setting E = [0,∞) shows that KM is bounded in L1(µ∞)× L1(ν∞). Moreover, if En ⊂ [0,∞) is a sequence of
measurable sets which decreases to the empty set, then the above estimate shows that
lim
n→∞
sup
(y,z)∈K
‖1Eny‖L1(µ∞) + ‖1Enz‖L1(µ∞) = 0.
Therefore, the conditions of [11, Theorem IV.8.9] are satisfied and KM is pre-compact.
By Prokhorov’s theorem, the laws of (Yt, Zt)t≥0 are tight if
lim
M→∞
sup
t≥0
Q[(Yt, Zt) /∈ KM ] = 0.
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This follows from the estimate
Q[(Yt, Zt) /∈ KM ] ≤ 1
M
E
[
‖Yt‖2L2(x1/2µ∞) + ‖Zt‖2L2(x1/2ν∞)
]
=
1
M
(∫ ∞
0
Cov(Y xt )
√
xµ∞(dx) + Cov(Zxt )
√
xν∞(dx)
)
=
1
M
(∫ ∞
0
Cov(Y x∞)
√
xµ∞(dx) + Cov(Zx∞)
√
xν∞(dx)
)
=
1
M
(∫ ∞
0
1
2x
√
xµ∞(dx) +
∫ ∞
0
1
4x2
√
xν∞(dx)
)
,
where the right-hand side is finite by Assumption 2.14. 
6.6. Auxiliary results for Section 4.1.
Lemma 6.15 (Integrability condition). Under Assumption 4.1, the following condition is satisfied:
sup
x∈(0,∞)
p(x)
∫ t
0
se−sxds <∞.
Proof. By assumption, there is β ∈ (0, 2) such that p(x)(1 ∧ x−β) is bounded in x. Therefore, the right-hand
side of the following estimate is bounded in x,∫ t
0
se−sxds ≤
∫ t
0
s
(
1 ∨
(
s
β
)−β)(
1 ∧ x−β) ds ≤ ∫ t
0
(
s+
(
s
β
)1−β)
ds
(
1 ∧ x−β)
=
(
t2
2
+
1
2− β
(
t
β
)2−β)(
1 ∧ x−β) ,
and the lemma follows. 
Lemma 6.16 (Time-integrals of (Y, Z)). Let Assumption 4.1 be in place and assume (Y0, Z0) ∈ L1(µ)×L1(ν)
a.s. Then, for each 0 ≤ t ≤ T and for all (u, v) ∈ L∞(µ;C)× L∞(ν;C) one has∫ T
t
( 〈Ys, u〉µ + 〈Zs, v〉ν )ds = −〈Yt,Φ1(T − t, u, v)〉µ − 〈Zt,Φ2(T − t, u, v)〉ν − ∫ T
t
〈Φ1(T − s, u, v), 1〉µ dWs
with Φ1,Φ2 as in Theorem 4.2. In particular, the random variable
∫ T
t
(〈Ys, u〉µ + 〈Zs, v〉ν)ds is Gaussian, given
Ft.
Proof. The time-derivatives of Φ1,Φ2 are given by
∂τΦ1(τ, u, v)(x) = −e−τx
(
u(x) + τp(x)v(x)
)
, ∂τΦ2(τ, u, v)(x) = −e−τxv(x).
It follows from Lemma 6.10 that for any 0 ≤ t ≤ s,
〈Ys, u〉+ 〈Zs, v〉 = −〈Yt, ∂τΦ1(s− t, u, v)〉µ − 〈Zt, ∂τΦ2(s− t, u, v)〉µ −
∫ s
t
〈∂τΦ1(s− r, u, v), 1〉µdWr.
The result follows by integrating over s ∈ [t, T ] and applying Fubini’s theorem (Theorem 6.1) to each of the
three summands above. For the first summand, Condition (6.1) of Theorem 6.1 is satisfied by Lemma 6.15 and
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the estimate ∫ ∞
0
∫ T
t
|Y xt ∂τΦ1(s− t, u, v)|dsµ(dx)
≤ ‖u‖L∞(µ)‖Yt‖L1(µ) + ‖v‖L∞(ν)
∫ ∞
0
|Y xt |
∫ T
t
(s− t)e−(s−t)xdsp(x)µ(dx)
= ‖u‖L∞(µ)‖Yt‖L1(µ) + ‖v‖L∞(ν)
∫ ∞
0
|Y xt |
∫ T−t
0
se−sxdsp(x)µ(dx) <∞.
For the second summand, Condition (6.1) reads as∫ ∞
0
∫ T
t
|Zxt e−(s−t)xv(x)|dsν(dx) ≤ (T − t)‖v‖L∞(ν)‖Zt‖L1(ν) <∞.
For the third summand, we first use Fubini’s theorem to exchange the order of integration with respect to µ(dx)
and dWr: ∫ s
t
〈∂τΦ1(s− r, u, v), 1〉µdWr = −
∫ ∞
0
∫ s
t
e−(s−r)x
(
u(x) + (s− r)p(x)v(x))dWrµ(dx).
This is allowed because Equation (6.2) is satisfied by Equations (6.14) and (6.18):∫ ∞
0
√∫ s
t
e−2(s−r)x|u(x)|µ(dx) <∞,
∫ ∞
0
√∫ s
t
(s− r)2e−2(s−r)x|v(x)|ν(dx) <∞,
Then we interchange the order of integration with respect to dWr and the product measure µ(dx)ds, which
brings the third summand into the form
−
∫ T
t
∫ ∞
0
∫ s
t
e−(s−r)x
(
u(x) + (s− r)p(x)v(x))dWrµ(dx)ds
= −
∫ T
t
∫ T
r
∫ ∞
0
e−(s−r)x
(
u(x) + (s− r)p(x)v(x))µ(dx)dsdWr .
This is allowed because Condition (6.2) is satisfied by Equations (6.26) and (6.27):∫ T
t
∫ ∞
0
√∫ s
t
e−2(s−r)dr|u(x)|µ(dx)ds <∞,
∫ T
t
∫ ∞
0
√∫ s
t
(s− r)2e−2(s−r)dr|v(x)|ν(dx)ds <∞.
Finally, we exchange the innermost integrals µ(dx) and ds, which is justified by Condition (6.1) and Equa-
tions (6.19) and (6.20). Then the third summand is given by
−
∫ T
t
∫ ∞
0
∫ T
r
e−(s−r)x
(
u(x) + (s− r)p(x)v(x))dsµ(dx)dWr = − ∫ T
t
〈Φ1(T − r, u, v), 1〉µ dWr . 
Lemma 6.17 (Semimartingale property). Under Assumption 4.1, the expressions 〈Yt,Φ1(T − t, u, v)〉µ and
〈Zt,Φ2(T − t, u, v)〉ν are continuous semimartingales in t ∈ [0, T ], for each fixed T > 0 and (u, v) ∈ L∞(µ) ×
L∞(ν).
Proof. We verify the conditions of Theorem 2.13. In the following estimates it can be assumed without loss of
generality that the functions u and v are equal to 1 because they are bounded. Conditions (2.9) and (2.10) for
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fxt = Φ1(T − t, u, v)(x) are satisfied by Equations (6.21), (6.22) and (6.23):∫ ∞
0
∫ t
0
|∂sfxs − xfxs |(1 ∧ x−
1
2 )dsµ(dx) =
∫ ∞
0
∫ t
0
(
1 +
1− e−(T−s)x
x
p(x)
)
(1 ∧ x− 12 )dsµ(dx) <∞,
∫ ∞
0
√∫ t
0
(fxs )
2dsµ(dx) ≤
∫ ∞
0
√∫ t
0
2
(
e−(T−s)x − 1
x
)2
dsµ(dx)
+
∫ ∞
0
√∫ t
0
2
(
e−(T−s)x − 1
x2
+
τ
x
e−(T−s)x
)2
dsν(dx) <∞.
Conditions (2.11) and (2.12) are satisfied for gxt = Φ2(T − t, u, v)(x) by Equation (6.21):∫ ∞
0
∫ t
0
|∂sgxs − xgxs |(1 ∧ x−
3
2 )dsν(dx) =
∫ ∞
0
∫ t
0
(1 ∧ x− 32 )dsν(dx) <∞,∫ ∞
0
∫ t
0
|gxs |(1 ∧ x−
1
2 )dsν(dx) =
∫ ∞
0
∫ t
0
1− e−τx
x
(1 ∧ x− 12 )dsν(dx) <∞.
Thus, we have verified the conditions of Theorem 2.13 and the statement of the lemma follows. 
Lemma 6.18 (Semimartingale property). Under Assumption 4.1, the expressions 〈Yt, ∂τΦ1(τ, u, v)〉µ and 〈Zt, ∂τΦ2(τ, u, v)〉ν
are continuous semimartingales in t ∈ [0, T ], for each fixed τ > 0 and (u, v) ∈ L∞(µ)× L∞(ν).
Proof. We show the semimartingale property by verifying the conditions of Theorem 2.13. We have
∂τΦ1(τ, u, v)(x) = −e−τx
(
u(x) + τp(x)v(x)
)
, ∂τΦ2(τ, u, v)(x) = −e−τxv(x).
In the following estimates it can be assumed without loss of generality that the functions u and v are equal
to 1 because they are bounded. Conditions (2.9) and (2.10) for fxt = ∂τΦ1(τ, u, v)(x) are satisfied by Equa-
tions (6.10)–(6.13):∫ ∞
0
∫ t
0
|∂sfxs − xfxs |(1 ∧ x−
1
2 )dsµ(dx) =
∫ ∞
0
∫ t
0
xe−τx
(
1 + τp(x)
)
(1 ∧ x− 12 )dsµ(dx) <∞,
∫ ∞
0
√∫ t
0
(fxs )
2dsµ(dx) ≤
∫ ∞
0
√∫ t
0
2e−2τxdsµ(dx) +
∫ ∞
0
√∫ t
0
2τ2e−2τxdsν(dx) <∞.
Conditions (2.11) and (2.12) for gxt = ∂τΦ2(τ, u, v)(x) are satisfied by Equation (6.13):∫ ∞
0
∫ t
0
|∂sgxs − xgxs |(1 ∧ x−
3
2 )dsν(dx) =
∫ ∞
0
∫ t
0
xe−τx(1 ∧ x− 32 )dsν(dx) <∞,∫ ∞
0
∫ t
0
|gxs |(1 ∧ x−
1
2 )dsν(dx) =
∫ ∞
0
∫ t
0
xe−τx(1 ∧ x− 12 )dsν(dx) <∞.
Thus, we have verified the conditions of Theorem 2.13 and the statement of the lemma follows. 
6.7. Auxiliary results for Section 4.2.
Lemma 6.19 (Semimartingale property). Under Assumption 2.3, the expressions 〈Yt, ∂τφ1(τ,−u,−v)〉µ and
〈Zt, ∂τφ2(τ,−u,−v)〉ν are continuous semimartingales in t ∈ [0,∞) for each fixed τ > 0 and (u, v) ∈ L∞(µ) ×
L∞(ν).
Proof. We verify the conditions of Theorem 2.13. As u and v are bounded we may assume without loss of
generality in the following estimates that u = v = 1. Conditions (2.9)–(2.12) for fxt = ∂τφ1(τ,−u,−v)(x) and
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gxt = ∂τφ2(τ,−u,−v)(x) are satisfied by Equations (6.10)–(6.13):∫ ∞
0
∫ t
0
|∂sfxs − xfxs |(1 ∧ x−
1
2 )dsµ(dx) = t
∫ ∞
0
|x∂τφ1(τ,−u,−v)| (1 ∧ x− 12 )µ(dx)
≤ t
∫ ∞
0
x2e−xτµ(dx) + t
∫ ∞
0
xe−xτν(dx) + tτ
∫ ∞
0
x2e−xτν(dx) <∞,
∫ ∞
0
√∫ t
0
(fxs )
2dsµ(dx) =
√
t
∫ ∞
0
|∂τφ1(τ,−u,−v)|µ(dx)
≤ √t
∫ ∞
0
xe−xτµ(dx) +
√
t
∫ t
0
e−xτν(dx) +
√
tτ
∫ t
0
xe−xτν(dx) <∞,∫ ∞
0
∫ t
0
|∂sgxs − xgxs |(1 ∧ x−
3
2 )dsν(dx) = t
∫ ∞
0
|x∂τφ2(τ,−u,−v)| (1 ∧ x− 32 )ν(dx)
= t
∫ ∞
0
x2e−xτν(dx) <∞,∫ ∞
0
∫ t
0
|gxs |(1 ∧ x−
1
2 )dsν(dx) = t
∫ ∞
0
|∂τφ2(τ,−u,−v)|ν(dx) ≤ t
∫ ∞
0
e−xτν(dx) <∞. 
6.8. Auxiliary results for Section 5.
Lemma 6.20 (Injectivity of the covariance operator). For any τ > 0, the mapping Pτ is an injective linear
operator from L∞(µ;C) to the complexification of the Hilbert space Hτ .
Proof. For simplicity, we write Hτ for the complexified space Hτ ⊗R C (see Section 6.2). If Pτv = 0 for some
v ∈ L∞(µ;C), then
0 = 〈Pτv, Pτv〉Hτ = 〈Pτv, v〉µ =
∫ τ
0
(∫ ∞
0
v(x)e−sxµ(dx)
)
ds.
Therefore, the Laplace transform L(vµ)(s) of the complex measure vµ vanishes at almost all s ∈ [0, τ ]. As
L(vµ)(s) is analytic in s, it vanishes identically. By the injectivity of the Laplace transform [19, Section 3.8],
the complex measure vµ vanishes, which is equivalent to v = 0 in L∞(µ;C). 
Lemma 6.21 (Diagonalization of symmetric two-tensors). For each τ ≥ 0 any symmetric two-tensor w ∈
L∞(µ;C)⊗2 has a representation as a sum of squares
w =
n∑
k=1
ϑkvk ⊗ vk, with ϑk ∈ C and vk ∈ L∞(µ;C),
such that the functions vk are orthornormal with respect to the covariance operator Pτ defined in Lemma 6.11,
i.e., 〈Pτvk, vl〉µ = δkl.
Proof. For simplicity, we write Hτ for the complexified space Hτ ⊗RC. Let w =
∑m
k=1 wk⊗wk ∈ L∞(µ;C)⊗2 be
any symmetric two-tensor and set V = spanC{w1, . . . , wm}. By Lemma 6.20, the bilinear form 〈Pτ ·, ·〉 is a scalar
product on the finite-dimensional vector space V . The desired representation of w is obtained by diagonalizing
w ∈ V ⊗2 with respect to this scalar product. 
Lemma 6.22 (Affine structure). Let µ satisfy Assumption 2.3 and Y0 ∈ L1(µ). Let w =
∑n
k=1 ϑkv
⊗2
k ∈
iL∞(µ)⊗2 be a symmetric tensor with decomposition into sums of squares in the sense of Lemma 6.21, and
0 ≤ t ≤ T ,
E
[
e〈ΠT ,w〉µ⊗2
∣∣∣Ft] = eψ0(T−t,w)+〈Πt,ψ1(T−t,w)〉µ⊗2 ,
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where (ψ0, ψ1) : [0,∞)× L∞(µ;C)⊗2 → C× L∞(µ;C)⊗2 are given by
ψ0(τ, w) = −1
2
n∑
k=1
log (1− 2ϑk) , ψ1(τ, w)(x, y) =
n∑
k=1
ϑk
1− 2ϑk vk(x)vk(y)e
−(T−t)(x+y).
Proof. Let 0 ≤ t ≤ T be fixed and let w = ∑nk=1 ϑkv⊗2k be a decomposition of w into sums of squares in the
sense of Lemma 6.21. By Lemmas 6.10 , 6.11 , and 6.21 the random variables 〈YT , v1〉µ , . . . , 〈YT , vn〉µ are
independent Gaussian, given Ft, with conditional means
E
[
〈YT , vk〉µ
∣∣∣Ft] = 〈Yt, φ1(T − t, vk, 0)〉µ , k ∈ {1, . . . , n},
and unit variances. Hence, the random variables 〈Y, v1〉2µ , . . . , 〈Y, vn〉2µ are independent non-central χ2, given
Ft, with non centrality parameters
〈Yt, φ1(T − t, vk, 0)〉2µ =
〈
Πt, φ1(T − t, vk, 0)⊗2
〉
µ⊗2
, k ∈ {1, . . . , n}.
We obtain the affine transformation formula using independence and the characteristic function of the non-
central χ2 distribution
E
[
e〈ΠT ,w〉µ⊗2
∣∣∣Ft] = n∏
k=1
E
[
eϑk〈YT ,vk〉
2
µ
∣∣∣Ft]
= exp
(
−1
2
n∑
k=1
log (1− 2ϑk) +
n∑
k=1
ϑk
1− 2ϑk
〈
Πt, φ1(T − t, vk, 0)⊗2
〉
µ⊗2
)
.
We recognize the functions ψ0 and ψ1 on the right-hand side above. 
Lemma 6.23 (Conditional mean). For each v⊗2 ∈ L∞(µ) ⊗s L∞(µ) and 0 ≤ t ≤ T , the Ft-conditional mean
of
〈
ΠT , v
⊗2〉
µ⊗2 is given by
E
[〈
ΠT , v
⊗2〉
µ⊗2
∣∣∣Ft] = 2φ0(τ, v, 0) + 〈Πt, φ1(τ, v, 0)⊗2〉µ⊗2 .
Proof. We use Theorem 5.1 to calculate
E
[〈
ΠT , v
⊗2〉
µ⊗2
∣∣∣Ft] = 1
i
∂q|q=0E
[
e
iq〈ΠT ,v⊗2〉
µ⊗2
∣∣∣∣Ft] = 1i ∂q|q=0eψ0(T−t,v⊗2iq)+〈Πt,ψ1(T−t,v⊗2iq)〉µ⊗2
=
1
i
∂q|q=0e
− 12 log(1−4φ0(τ,v
√
iq,0))+
〈
Πt,
φ1(τ,v
√
iq,0)⊗2
1−4φ0(τ,v
√
iq,0)
〉
µ⊗2
=
1
i
∂q|q=0e
− 12 log(1−4iqφ0(τ,v,0))+iq
〈
Πt,
φ1(τ,v,0)
⊗2
1−4iqφ0(τ,v,0)
〉
µ⊗2 = 2φ0(τ, v, 0) +
〈
Πt, φ1(τ, v, 0)
⊗2〉
µ⊗2 . 
Lemma 6.24 (Conditional second moment). Let w ∈ L∞(µ) ⊗ L∞(µ) be a symmetric tensor with sum-of-
squares representation
w =
n∑
k=1
ϑkv
⊗2
k .
as in Lemma 6.21. Then for each 0 ≤ t ≤ T , the Ft-conditional second moment of 〈ΠT , w〉µ⊗2 is given by
E
[
〈ΠT , w〉2µ⊗2
∣∣∣Ft] = 2 n∑
k=1
ϑ2k + 2
n∑
k=1
ϑ2k
〈
Πt, φ1(T − t, vk, 0)⊗2
〉
µ⊗2
+
(
n∑
k=1
ϑk +
n∑
k=1
ϑk
〈
Πt, φ1(T − t, vk, 0)⊗2
〉
µ⊗2
)2
.
REFERENCES 35
Proof. As in the proof of Lemma 6.22, we have
ψ0(T − t, iqw, 0) = −1
2
n∑
k=1
log (1− 2iqϑk) ,
ψ1(T − t, iqw, 0)(x, y) = e−(T−t)(x+y)
n∑
k=1
iqϑk
1− 2iqϑk vk(x)vk(y).
For the derivatives of ψ0(T − t, iqw, 0) with respect to q we have
∂qψ0(T − t, iqw, 0) = i
n∑
k=1
ϑk
1− 2iqϑk , ∂
2
qψ0(T − t, iqw, 0) = −2
n∑
k=1
ϑ2k
(1− 2iqϑk)2
,
and for the derivatives of ψ1(T − t, iqw, 0) with respect to q we have
∂qψ1(T − t, iqw, 0)(x, y) = ie−(T−t)(x+y)
n∑
k=1
ϑk
(1− 2iqϑk)vk(x)vk(y),
∂2qψ1(T − t, iqw, 0)(x, y) = −2e−(T−t)(x+y)
n∑
k=1
ϑ2k
(1− 2iqϑk)2
vk(x)vk(y).
Using the characteristic function we obtain
E
[
〈ΠT , w〉2µ⊗2
∣∣∣Ft] = −∂2q |q=0E [eiq〈ΠT ,w〉µ⊗2 ∣∣∣Ft]
= 2
n∑
k=1
ϑ2k + 2
n∑
k=1
ϑ2k
〈
Πt, φ1(T − t, vk, 0)⊗2
〉
µ⊗2
+
(
n∑
k=1
ϑk +
n∑
k=1
ϑk
〈
Πt, φ1(T − t, vk, 0)⊗2
〉
µ⊗2
)2
. 
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