exercise? J. Appl. Physiol. 67 (2): 885-888, 1989 .-An important question in the study of the exercise response is the real or imaginary nature of the anaerobic threshold, and mathematical modeling techniques have been invoked to assist in resolving this issue. Two opposing views with competing data models recently published in this journal are criticized. One view suggests a segmented model with a discontinuous first derivative at the threshold. The other suggests a continuous model over the whole work load range, implying the anaerobic threshold to be imaginary. However, neither group of authors has devoted proper rigorous attention to the models they use. Had this been done, some of the divergence of opinion may have been avoided. Ideal data from an alternate segmented model that has a continuous first derivative at the threshold are considered for comparative purposes. This suggests that the log-log transformation method may well lead to improved detection of a threshold when one exists, although the estimates of the threshold value obtained are unreliable. Modeling methodology is a useful approach to the resolution of scientific issues, but there exist fundamental implications and alternatives that must be fully recognized. anaerobic threshold; blood lactate; mathematical modeling; oxygen uptake SEVERAL recent papers (3, 4, 14, 15) have highlighted the controversial nature of the anaerobic threshold; whether such a concept is real or imaginary, and if real what the nature of its mechanism is and how it is defined and measured. One central aspect of this controversy is the basic question as to whether or not blood lactate displays some form of threshold behavior when observed during incremental exercise. Recent articles and consequent correspondence in this journal (1, 2, 8, 9) highlight the two opposing views. Beaver et al. (1, 2) and Hughson et al. (8, 9 ) make extensive use of competing mathematical models in their data analysis, a tactic (6) fostered by this journal (5). If this tactic is to be adopted by researchers, then it should be treated with the mathematical respect and rigor it deserves, for criticism has been leveled at authors for the scant regard they give to the mathematical properties of the models they use (11). The situation is no different in this instance and both parties are remiss. This paper attempts to show the sorts of difficulties in data interpretation that can arise when improper attention is paid to the characteristics of the models used.
Both parties utilize an empirical rather than theoretical modeling approach, that is they seek to model the data and not the process that produces the data. This phenomenological approach has some disadvantages. The fitted model often has little if any biologically meaningful interpretation and this is acknowledged by both parties. Nevertheless, it is relevant to consider the mathematical properties of their models. Consideration of such properties often provides useful information, as is the case in this instance, and both parties have neglected to do this. These mathematical properties may sometimes be difficult to grasp, particularly for nonmathematicians. Nevertheless the competing models ought to be viewed with these thoughts in mind and alternatives compared.
In this particular instance, one view is that " . . . lactate concentration increases as a continuous function . . . " (9). The other is that it increases as a discontinuous function [at least implicitly and by use of the terminology "an abrupt transition . . . " (l) ]. In mathematical fact, both the exponential plus constant model of Hughson et al. (9) and the log-log model of Beaver et al. (1) are continuous. That is to say, the lactate curve produced by the process as represented by both models tends to the same value when approaching the threshold either from above or from below. This value is exactly the lactate value at the threshold. In other words the lactate curve has no jumps or gaps. It is, however, the first derivative of the blood lactate vs. O2 uptake (VO,) relationship that is discontinuous in the log-log model. That is to say, the slope of the lactate curve represented by the log-log model is not the same as the threshold is approached from above, as from below, and the slope exactly at the threshold cannot be determined.
Visually the log-log model is not smooth, having a kink where the two straight lines intersect (Fig. 1B in Ref. 1) . Neither parties seem aware of the distinction between the lactate response and its derivative. It is an important one, for discontinuities in the first derivatives are a relatively infrequent occurrence in biological phenomena. Catastrophe models represent the only major class of models with this attribute (7,13). This alone is cause for caution in respect to the log-log lactate response model, although not necessarily its rejection.
Because many researchers are interested in this central aspect of blood lactate behavior during incremental exercise, it is relevant to address theoretical questions about the process being modeled. Had this been done, opposing views may not be so difficult to reconcile. old, will the mathematical form of the data and its first derivative produced by the process, be continuous?" Beaver et al. (1, 2) appear to be arguing that a process with a threshold must produce data with a discontinuous first derivative. Because they observe a discontinuous derivative in their data, the process must by implication have a threshold. Implicit in this reasoning is the converse, that a process without a threshold cannot produce data with a discontinuous first derivative, and therefore their data could not have come from a process without a threshold. This logic is very persuasive, but the first part is not correct. Processes with thresholds can and frequently do produce data that have a continuous first derivative. A hydraulic model of human bioenergetics (10) is one such example, which will be considered shortly. On the other hand, Hughson et al. (8, 9) seem to be arguing that a process without a threshold must produce data with a continuous first derivative, and this is quite correct. Their implicit converse, however, that a process with a threshold cannot produce data with a continuous first derivative, is quite erroneous. In summary, researchers are attempting to answer the question: "Does the process have a threshold?" by answering the proxy question: "Does the data have a discontinuous first derivative ?" Unfortunately, no goodness of fit test can answer the latter with certainty in the presence of imperfect information as to the true model and the inherent variability in biological measurement. Even if it could, only a "Yes" answer is any help in resolving the issue. Table 1 summarizes the position.
Both Beaver et al. (1, 2) and Hughson et al. (8, 9 ) are prejudging the issue by assuming the process to have or not have a threshold, respectively, and attempting to justify their assumptions by examining their data. Their reasoning is therefore in reverse. It can be seen from Table 1 that in the case of Beaver et al. (1, 2) the issue cannot be uniquely resolved, and in the case of Hughson et al. (8, 9 ) the assumption is self-fulfilling.
In a further effort to elucidate their analysis of the question, Hughson et al. (9) have turned to "ideal data with random noise," a potentially useful expedient. However, because the ideal data are extracted from their own postulated continuous exponential plus constant model, it is no surprise that in their opinion it supports their own conclusions. Indeed had the same approach been taken using the log-log model as the source of ideal data, the opposite conclusion must surely be expected. Once again the attempt to resolve the issue is unsuccessful.
The usefulness of this expedient can better be illustrated using theoretical data from a source independent of either competing model. The source is a three-component model of the human bioenergetic processes during exercise (10). This model is structured to include an anaerobic threshold (12) and its mathematical properties are such that it produces continuous smooth simulated data for both Vo2 The first data set represents minute by minute data on a subject exercising incrementally at 50 W/min as in the study of Hughson et al. (9) , and random noise has been added at each minute. The second data set represents data from the same subject, but exercising incrementally at 15 W/min, with random noise added every 2 min as in the study of Beaver et al. (1) .
For visual inspection, the simulated data are plotted in Fig. 1 ; in its raw form (A), transformed by the double log (B) of Beaver et al. (l) , and transformed by the exponential plus constant (C) of Hughson et al. (9) . It is readily apparent that a visual inspection of any of these plots reveals no strong evidence either way and that further statistical analyses of the data are necessary in any attempt to resolve the issue. A summary of these analyses, carried out as described by the respective authors, is presented in Table 3 . 6 and 1.86 l/min, are not in particularly good agreement, and only the latter is accurate. The true value, one of the preset model parameters for the data simulations, is 1.9 l/min. This difference between threshold estimates does not necessarily reflect poorly against the 50 W/min These analyses reveal that the log-log model fits the data somewhat better than the exponential plus constant model at both incremental ramp slopes. This appears to suggest that the process from which the data originate does possess an anaerobic threshold. However, the two estimates of the threshold, lactate data that can be plotted together in response to a variety of work forcing functions. This combination can be regarded as a more detailed systems model alternative to the phenomenological approach adopted by Beaver et al. (1, 2) and by Hughson et al. (8, 9) . The following two data sets are derived from this combined model. Both sets are given in Table 2 , with and without random error (white noise) of exactly the same character as was done in the study of Hughson et al. (9) . incremental protocol for two reasons. 1) There is a relative lack of data points below the true threshold value in the 50 W/min test, and 2) there is a lack of sensitivity (&25 W) inherent in the 50 W/min protocol. Nevertheless, both aspects may contribute toward a lowering of precision in the 50 W/min test unless data are recorded more frequently.
The criterion adopted for goodness of fit and model preference is the minimum residual sum of squares as described by Hughson et al. (9) . A second criterion, mean square error, described by those authors has not been considered as its use by these authors is misleading. In the theory of statistical estimation, the mean square error of an estimate is given by the sum of its variance and the square of its bias (if any). Because the bias of any of the threshold estimates cannot be determined, the proper statistical use of mean square error seems quite different from that intended by these authors. vo2, O2 uptake; La, lactate. Predicted threshold was 2.25 and 1.86 l/min at 50 and 15 W/min, respectively. * Anaerobic threshold parameter for simulated data was set as 1.9 l/min, and this value formed the point of division between lower and upper portions of log-log model. In conclusion several factors emerge. There is a danger in using empirical modeling, particularly when there are associated conceptual implications to the model alternatives, and the modeling methodology must be thought through and the logical consequences considered. This does not appear to have been done by either sets of authors. Although the log-log data model must be regarded as artificial, it appears to be the more helpful in attempting to decide whether a threshold phenomenon does or does not exist. The competing nature of the models of Beaver et al. (1) and Hughson et al. (9) discussed herein is only useful when the full model implications are considered also. The threshold estimates provided by the log-log model appear neither consistent nor particularly accurate, probably as a result of using infrequent sampling and different ramp slopes in the incremental exercise tests. The amount of noise in the data may also have an effect as to which model may be preferred, both in terms of real and simulated data.
