Let f : {0, 1, . . . , n − 1} → {0, 1} be a boolean function which is equal to 1 at exactly (1 + δ)n/2 points of the domain, where δ is either equal to 0 or to ǫ, for some 0 < ǫ ≤ 1. Consider the problem of deciding whether δ = ǫ or δ = 0, given an oracle for such a function f . We show that any quantum algorithm that solves this problem with any constant probability greater than 1/2 must make Ω(1/ǫ) calls to the oracle for f . The abstract problem defined above can readily be reduced to the problem of approximating the mean or the median of a set of numbers to within ǫ, thereby implying a lower bound of Ω(1/ǫ) for these two problems as well.
not. Any such property may be viewed as a boolean function F on n variables x 0 , . . . , x n−1 , where x i = f (i), by defining F to be 1 for exactly those f that satisfy the property. For example, F could be the parity of the n function values. We are interested in computing a partial function F which is 1 if f is 1 at exactly (1 + ǫ)n/2 points and is 0 if f is 1 at exactly n/2 points. The key lemma of [1] which we require is the following.
Lemma 1 Let A be a quantum algorithm that makes T calls to an oracle f . Then there is a real multilinear polynomial p(x 0 , . . . , x n−1 ) of degree at most 2T such that the acceptance probability of A with access to the oracle f , with f (i) = x i , is exactly p(x 0 , . . . , x n−1 ).
Consider an oracle quantum algorithm A that computes the partial function F defined above with constant probability c > 1/2 by making at most T oracle queries. From the lemma above, we can deduce that there is a multilinear polynomial p(x 0 , . . . , x n−1 ) of degree at most 2T that gives the acceptance probability of A with the oracle input (x 0 , . . . , x n−1 ). When it is supplied with oracles that are in the domain of the function F , the algorithm A accepts or rejects with probability at least c. On oracles not in the domain of the partial function F , the algorithm may have arbitrary probability of acceptance. Thus, p is at least c when exactly (1 + ǫ)n/2 of the x i 's are 1, and at most 1 − c when the number of 1's is n/2. When the number of 1's is neither of these two values, p assumes some value between 0 and 1.
Consider the symmetrization p sym of the polynomial p, i.e., the polynomial
It has degree at most 2T , and is clearly a symmetric function. Moreover, when the number of input variables that are 1 is n/2, p sym is at most 1 − c, and when the number of input variables that are 1 is (1 + ǫ)n/2, p sym is at least c. The following lemma attributed to Minsky and Papert [3] says that there is a succint representation for p sym as a univariate polynomial.
Lemma 2 If p : R n → R is a multilinear polynomial, then there exists a polynomial q : R → R, of degree at most the degree of p, such that q(
The lower bound of Ω(1/ǫ) on T now follows by showing that the degree of a polynomial q as given by this lemma is Ω(1/ǫ). We prove this in the next section.
A degree lower bound for polynomials
In this section, we show that polynomials such as those constructed in Section 2 must have high degree. The lower bound is much in the style of the degree lower bound of Paturi for polynomials that approximate non-constant symmetric boolean functions [4] .
Before delving into the proof of the lower bound, we state some basic facts about polynomials. These follow readily from the Facts 1, 2 and 3 of [4] , the proofs of which can be found in [5, 6] .
Let p be a univariate polynomial over the reals. The norm of p (denoted by p ) is defined as
We are now ready to prove our degree lower bound.
Theorem 6 Let p be a univariate degree d polynomial over the reals such that:
2. For some ǫ (possibly depending on n) in the range [2/n, 1/2], and constants 0 ≤ c 1 < c 2 ≤ 1, p(n/2) ≤ c 1 , and p((1 + ǫ)n/2) ≥ c 2 .
Proof: The proof is essentially an application of the Bernstein Lemma (Fact 5 above) which bounds the derivative of a polynomial in terms of its norm.
For technical reasons, we consider a polynomial q of degree O(d) constructed using p, and show that it must have degree Ω(1/ǫ), rather than working with p directly. The polynomial q is defined as follows:
where p 1 (x) = p((1 + x)n/2), and k = 20d. From the properties of p, we can thus immediately infer the following about q:
1. 0 ≤ q(x) ≤ 1 at the points x = 2i/n − 1 − ǫ, for i = 0, 1, . . . , n such that x ≥ −1. 
q(−ǫ)
Thus, if |x| ≥ 1/2, we have |q(x)| ≤ e 4d · e −k/4 = e −d ≤ 1.
We now claim that there is a point in the interval [−1/2, 1/2] at which the polynomial q has a high derivative. The Bernstein Lemma says that this can only be possible if the degree of q is large, thus giving a lower bound on d.
We consider two cases.
Case (a). q ≤ 2. Since q(−ǫ) ≤ c 1 , and q(0) ≥ c 2 , the mean value theorem implies that there is a point a in the interval [−ǫ, 0] (so that a ≥ −1/2) such that q ′ (a) ≥ (c 2 − c 1 )/ǫ. We can thus invoke the Bernstein Lemma to claim that . Note that |q(x)| is bounded by 1 at points x separated by at most 2/n in this interval. Thus, there is a point a ∈ [−1/2, 1/2] such that |q ′ (a)| ≥ ( q − 1)/(2/n). Since 1 < q /2, and 2/n ≤ ǫ, we can further claim that |q ′ (a)| ≥ q /2ǫ. We thus have
This completes the proof of the theorem.
Reductions to approximating the mean and the median
We now show that the problem introduced in Section 1 is an abstraction of both, the problem of approximating the mean of a set of numbers, and the problem of finding an approximate median.
The problem of approximating the mean is defined as follows: Given a function f : {0, . . . , n − 1} → [0, 1] as an oracle, and some ǫ, compute a number µ such that |µ − µ f | < ǫ, where µ f is the mean of the n numbers f (0), . . . , f (n − 1). The best known quantum algorithm solves this problem by making O(1/ǫ) calls to the oracle for f [2] . That this is optimal up to a constant factor is not difficult to see, since any quantum algorithm for approximating the mean can be used to distinguish between functions f that are equal to 1 at exactly n/2 points from those that are equal to 1 at exactly (1 + 4ǫ)n/2 points. This is so because the mean in the two cases differ by 2ǫ, and so the approximate mean in the first case would always be lesser than 1 2 + ǫ, and would always be more than 1 2 + ǫ in the second case.
The problem of approximating the median is defined as follows: Given a function f : {0, . . . , n − 1} → {0, . . . , m − 1} as an oracle, and some ǫ, compute a value
We can again show a lower bound of Ω(1/ǫ) in this case. (It is still unresolved whether this is optimal, since the best known median approximating algorithm of (presented in [2] ) does not match this lower bound.) Consider any oracle quantum algorithm that computes the approximate median with probability bounded away from 1/2. We can use such an algorithm to distinguish between functions g : {0, . . . , ℓ − 1} → {0, 1} (where ℓ = (1 − ǫ)n) which are equal to 1 at exactly ℓ/2 points from those functions g which are 1 at exactly (1 + η)ℓ/2 points, where η = 2ǫ/(1 − ǫ). This can be done by defining the oracle f to be the same as g on {0, . . . , ℓ − 1}, and to be 0 on the rest of its domain. If g is 1 at exactly ℓ/2 points, the approximate median would be 0, whereas in the other case, it would be 1. Thus the quantum algorithm makes Ω(1/η) = Ω(1/ǫ) calls to the oracle for f .
