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The exact quantum mechanical treatment of molecular systems with more than three or
four atoms is still a challenging task. This is due to the nonlocal character of quantum
mechanics which implies an exponential scaling of the numerical expense with the num-
ber of degrees of freedom (DOFs). Reduced dimensional models are a powerful tool to
circumvent this problem, because they allow to focus on the DOFs most relevant to a
chemical or physical process. However, most programs in this field are not universal but
need to be rewritten for each new system under consideration.
In this work a general program was developed to solve the time-dependent and time-
independent Schro¨dinger equation for arbitrary systems. In particular there is no restric-
tion concerning the number and kind of DOFs which are treated explicitly and exactly.
For larger systems three reduced dimensional models of different accuracy can be app-
lied. Moreover, the geometry of a molecule can be described very conveniently by means
of a Z-matrix, as it is common in most quantum chemical programs. Further features of
this program are the implementation of the four most important propagation algorithms
and a variety of methods to represent the Hamiltonian and the wavefunction.
In order to test the correctness of the new program, its results were compared to
those of other well-established programs and to results in the published literature. These
comparisons included the photoelectron spectrum of FH−2 , the nonadiabatic dynamics
of pyrazine, and highly excited vibrational levels of HCN.
As an application, the double proton transfer reaction in the pyrazole-guanidine cluster
was investigated. The potential energy surface of this system shows an unusual plateau-
like shape of almost constant energy in the interaction region instead of e.g. a well-defined
transition state. Up to now, these plateau reactions have been studied only by means of
classical mechanics where they showed characteristic features in their dynamics. However,
the very light masses of the exchanging particles demand a quantum dynamical treatment
to answer the question if and in how far quantum effects are important. The answer to
this question could be given within this work by employing different methods, e.g. by
calculating the cumulative reaction probability. The results show that also quantum
mechanically plateau reactions cannot be grouped into the standard textbook cases of a
concerted or a stepwise mechanism.
Furthermore the intramolecular proton transfer in malonaldehyde (MA) was studied
intensively. The aim was to calculate the tunneling splitting and to compare the result
to the experimentally determined values of 21.59 cm−1 for MA and 2.91 cm−1 for the
deuterated isotope. At first, several one dimensional calculations were carried out in-
cluding different reduced dimensional models. The failure of the latter made clear that
the tunneling process in MA is a multidimensional one, which cannot be described by a
single reaction coordinate. Finally, after incorporating more DOFs explicitly, tunneling
splittings of 22.6 cm−1 for MA and 3.3 cm−1 for the isotope were obtained which are in
very good agreement with experiment.
Kurzfassung
Die exakte quantenmechanische Behandlung molekularer Systeme mit mehr als drei oder
vier Atomen ist noch heute eine große Herausforderung. Die Ursache dafu¨r liegt in dem
nicht-lokalen Charakter der Quantenmechanik, der eine exponentielle Skalierung des nu-
merischen Aufwands mit der Anzahl der Freiheitsgrade bewirkt. Reduziert-dimensionale
Modelle sind ein hervorragendes Mittel, um dieses Problem zu umgehen, da sie es er-
lauben, sich lediglich auf die Freiheitsgrade zu konzentrieren, die entscheidend an einer
Reaktion beteiligt sind. Allerdings sind die meisten Programme in diesem Forschungs-
gebiet nicht universell einsetzbar, sondern mu¨ssen fu¨r jedes neu betrachtete System um-
geschrieben werden.
In dieser Arbeit wurde ein allgemeines Programm zur Lo¨sung der zeitabha¨ngigen
und zeitunabha¨ngigen Schro¨dingergleichung beliebiger Systeme entwickelt. Insbesonde-
re existiert keine Einschra¨nkung bezu¨glich der Anzahl und Art der Freiheitsgrade, die
exakt behandelt werden. Fu¨r gro¨ßere Systeme ko¨nnen drei reduziert-dimensionale Mo-
delle unterschiedlicher Gu¨te eingesetzt werden. Des Weiteren kann die Geometrie des
Moleku¨ls sehr komfortabel u¨ber eine Z-Matrix angegeben werden, wie es auch in vielen
Quantenchemie-Programmen u¨blich ist.
Um die korrekte Arbeitsweise des neuen Programms zu u¨berpru¨fen, wurden dessen
Ergebnisse mit denen anderer, bereits etablierter Programme und mit Ergebnissen der
vero¨ffentlichten Literatur verglichen. Die Vergleiche beinhalteten das Photoelektronen-
spektrum von FH−2 , die nicht-adiabatische Dynamik von Pyrazin und hoch angeregete
Schwingungszusta¨nde von HCN.
Als Anwendungsbeispiel wurde der Doppelprotonentransfer im Pyrazol-Guanidinsys-
tem untersucht. Die Potentialenergiefla¨che dieses Systems zeigt eine sehr ungewo¨hnliche
plateauartige Region nahezu konstanter Energie in der Wechselwirkungsregion anstelle
eines wohldefinierten U¨bergangszustands. Bis dato wurden diese sogenannten Plateaure-
aktionen nur im Rahmen klassisch-dynamischer Rechnungen untersucht. Im Zuge dieser
Arbeit konnten diese Rechnungen auf die quantenmechanische Ebene erweitert werden,
wozu u.a. die kumulative Reaktionswahrscheinlichkeit berechnet wurde. Die Ergebnisse
zeigen, dass sich diese Systeme auch im quantenmechanischen Bild von den Lehrbuch-
fa¨llen ein- und mehrstufiger Reaktionsmechanismen unterscheiden.
Des Weiteren wurde der intramolekulare Protonentransfer von Malonaldehyd (MA)
untersucht, um die Ergebnisse der berechneten Tunnelaufspaltung mit den experimen-
tell bestimmten Werten von 21.59 cm−1 fu¨r MA und 2.91 cm−1 fu¨r das deuterierte
Isotop zu vergleichen. Dazu wurden zuna¨chst mehrere eindimensionale Rechnung unter
Verwendung verschiedener reduziert-dimensionaler Modelle durchgefu¨hrt. Das Versagen
der Modelle zeigte, dass es sich um einen mehrdimensionalen Tunnelprozess handelt,
der nicht nur durch eine Reaktionskoordinate beschrieben werden kann. In Konsequenz
wurden mehr Freiheitsgrade exakt behandelt und die berechneten Tunnelaufspaltungen
ergaben sich zu 22.6 cm−1 fu¨r MA und 3.3 cm−1 fu¨r das Isotop. Diese Werte stimmen
sehr gut mit dem Experiment u¨berein.
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Es gibt ein großes und doch ganz allta¨gliches Geheimnis. Alle Menschen haben daran
teil, jeder kennt es, aber die wenigsten denken je daru¨ber nach. Die meisten Leute nehmen
es einfach so hin und wundern sich kein bisschen daru¨ber. Dieses Geheimnis ist die Zeit.“
— Michael Ende, Momo
In der klassischen Physik werden die Bewegungen von Planeten bis hinunter zu Moleku¨-
len und einzelnen Atomen durch die Newtonschen Gesetze oder die Relativita¨tstheorie
beschrieben. Auf der atomaren und subatomaren La¨ngenskala treten allerdings Effek-
te auf, die nicht mehr durch diese klassischen Theorien beschrieben werden ko¨nnen. In
diesen Bereichen werden die Eigenschaften und das Verhalten der Teilchen durch so-
genannte Quantentheorien bestimmt. Hier ist auch die Chemie anzusiedeln. Eine große
Herausforderung in dem Zweig der Theoretischen Chemie ist es, die molekulare Schro¨-
dingergleichung zu lo¨sen, um so genaue Vorhersagen u¨ber den Aufbau der Moleku¨le und
den Ablauf von Reaktionen machen zu ko¨nnen. Dabei wird eine große Vereinfachung der
Situation durch die Tatsache erreicht, dass sich die leichen Elektronen sehr viel schneller
als die schweren Atomkerne bewegen, und es somit mo¨glich ist, diese beiden Bewegun-
gen getrennt voneinaner zu betrachten. An diesem Punkt spaltet sich die Theoretische
Chemie in zwei Teilgebiete auf: In die sogenannte Quantenchemie, die das Ziel hat, die
elektronische Schro¨dingergleichung zu lo¨sen. Die Lo¨sung dieses Problems, resultiert in
Potentialenergiefla¨chen, auf denen die Bewegung der Kerne erfolgt. Die Beschreibung
der Kernbewegung stellt das zweite Forschungsgebiet der Theoretischen Chemie dar.
Spa¨testes seit der Vergabe des Nobelpreises fu¨r Chemie im Jahr 1998 an den Entwick-
ler des Quantenchemie-Programms Gaussian, John Pople, ist die Unentbehrlichkeit der
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2 Einleitung
Methodenentwicklung in der Theoretischen Chemie besta¨tigt. Zur Lo¨sung des elektroni-
schen Problems existiert mittlerweile eine Vielzahl an sehr allgemeinen Methoden und
Programmen, die auch die Behandlung gro¨ßerer Systeme erlauben. Demgegenu¨ber sind
die Programme zur quantenmechanischen Behandlung der Kerndynamik vergleichsweise
wenig weit entwickelt. Die Gru¨nde hierfu¨r sind vielfa¨ltiger Natur. Das Hauptproblem
liegt im nicht-lokalen Charakter der Quantenmechanik, d.h. eine globale Beschreibung
des gesamten Phasenraums eines molekularen Systems ist notwendig. Im traditionel-
len Zugang muss daher die Kernwellenfunktion u¨ber Basis- oder Gitterdarstellungen in
Form eines direkten Produkts beschrieben werden. Dabei skaliert der numerische Auf-
wand exponentiell mit der Anzahl der Freiheitsgrade. Die Konsequenz dieses sogenannten
”
Fluchs der Dimensionalita¨t“ ist, dass selbst heute die exakte Lo¨sung der zeitabha¨ngigen
oder zeitunabha¨ngigen Kernschro¨dingergleichung nur fu¨r drei- bis vieratomige Moleku¨le
mo¨glich ist.
Zwar ko¨nnen bei der Berechnung der Dynamik die Kerne oft als klassisch-mechanisch
zu behandelnde Punktteilchen angesehen werden, jedoch ist es mit dieser Na¨herung nicht
mo¨glich, Quanteneffekte, wie z.B. die Nullpunktsenergie, das Tunneln oder Interferenz-
effekte eines Wellenpakets auf verschiedenen Reaktionswegen zu erfassen. Diese Effekte
haben in vielen Fa¨llen – insbesondere bei leichteren Kernen – qualitative oder sogar
quantitative Auswirkungen. Als Beispiel seien Protonentransferreaktionen, wie sie in der
Biochemie ha¨ufig vorkommen, gennant. Ebenso lassen sich photochemische Prozesse mit-
tels quantenmechanischer Dynamik besser beschreiben, da auf weitere Na¨herungen, wie
z.B. das sogennante
”
surface hopping“, verzichtet werden kann.
Eine quantenmechanische Behandlung der Kerndynamik ist aus diesen Gru¨nden oft
erstrebenswert. Die dafu¨r existierenden Spezialprogramme sind allerdings meist nur mit
erheblichen Vorkenntnissen zu bedienen und erfordern oft eine umfassende Vorbereitung
der Rechnung. Dies liegt an dem zweiten großen Problem des quantenmechanischen Zu-
gangs. Aufgrund des Fluchs der Dimensionalita¨t ist es in der Praxis oft notwendig, die
sechs Koordinaten, die die Gesamttranslation und -rotation des Moleku¨ls beschreiben,
gesondert von den restlichen Freiheitsgraden zu behandeln, welche die Form und Gestalt
des Systems bestimmen. Dazu ist der U¨bergang von kartesischen zu krummlinigen Koor-
dinaten notwendig. Allerdings wird der Ausdruck des Operators der kinetischen Energie
fu¨r Moleku¨le mit mehr als drei Atomen in krummlinigen Koordinaten sehr kompliziert,
so dass der Einsatz von Computeralgebraprogrammen zu dessen Herleitung meistens
unumga¨nglich ist.
Das Problem der Aufstellung des Operators der kinetischen Energie konnte in ju¨n-
gerer Vergangenheit durch Lauvergnat und Nauts gelo¨st und in Form eines Programms
(Tnum) implementiert werden. Dabei werden die beno¨tigen Terme numerisch aber exakt
fu¨r nahezu beliebige Moleku¨lgeometrien berechnet. Ein weiterer Vorteil dieses Zugangs
ist, dass damit der Einsatz verschiedener reduziert-dimensionaler Modelle erheblich ver-
einfacht wird. Diese Modelle bieten die Mo¨glichkeit, nur die Freiheitsgrade zu betrachten,
3die entscheidend an einem physikalischen oder chemischen Prozess beteiligt sind. So wird
die Behandlung gro¨ßerer Moleku¨le in vielen Fa¨llen u¨berhaupt erst mo¨glich.
Der weitere Verlauf der Arbeit ist wie folgt gegliedert: In Kapitel 2 werden die verwen-
deten theoretischen Konzepte und Methoden vorgestellt. Die Ausfu¨hrungen beschra¨nken
sich dabei, bis auf wenige Ausnahmen, die dem generellen Versta¨ndnis dienen, auf die
Herleitung der implementierten Gleichungen des wa¨hrend dieser Arbeit neu entwickelten
Programmpakets. Dieses wird in Kapitel 3 detailliert vorgestellt. Außerdem werden dort
erste Testrechnungen an kleineren Systemen mit bekannter Dynamik durchgefu¨hrt und
die Ergebnisse mit denen der vero¨ffentlichten Literatur und anderen etablierten Pro-
grammen verglichen. Das folgende Kapitel 4 widmet sich dem Doppelprotonenaustausch
im Pyrazol-Guanidinsystem. Im 5. Kapitel wird als weiteres Anwendungsbeispiel der
intramolekulare Protonentransfer in Malonaldehyd untersucht. Abschließend werden in
Kapitel 6 die wesentlichen Ergebnisse noch einmal zusammengefasst und ein Ausblick




The deepest part of Theoretical Chemistry must end up in Quantum Mechanics.“
— Richard P. Feynman, The Feynman Lectures on Physics
Dieses Kapitel gibt eine Einfu¨hrung in die theoretischen Konzepte und Methoden, welche
im Zuge der vorliegenden Arbeit verwendeten werden. Der Schlu¨ssel zur theoretischen
Betrachtung molekularer Systeme liegt dabei in der sogenannten Born-Oppenheimer-
Separation, welche in Abschnitt 2.1 diskutiert wird. Die gro¨ßte prinzipielle Schwierigkeit
des hier verfolgten exakten quantenmechanischen Zugangs liegt, im Gegensatz zur klas-
sischen Mechanik, im nicht-lokalen Charakter der Quantenmechanik. Um diese Nicht-
Lokalita¨t zu u¨berwinden, muss eine geeignete Darstellung konstruiert werden. In Ab-
schnitt 2.2 werden die popula¨rsten Mo¨glichkeiten zur (numerischen) Darstellung der
Wellenfunktion und des Hamiltonoperators behandelt. Dies ist das notwendige
”
Hand-
werkszeug“, um die in Abschnitt 2.3 auftretenden Methoden zur zeitlichen Propagation
der Wellenfunktion anzuwenden.
Bis zu diesem Punkt beschra¨nken sich die Ausfu¨hrungen zum Hamiltonoperator der
Einfachheit und U¨bersichtlichkeit halber auf kartesische Koordinatensysteme und zu-
meist auf den eindimensionalen Fall. In Abschnitt 2.4 werden die Betrachtungen zum
Operator der kinetischen Energie auf allgemeine Koordinatensysteme erweitert. Da fu¨r
viele chemisch interessante Systeme eine exakte quantenmechanische Beschreibung auf-
grund der vielen Freiheitsgrade nicht mehr mo¨glich ist, werden in Abschnitt 2.5 einige
popula¨re Modelle zur approximativen Behandlung von Moleku¨len vorgestellt.
Abschließend wird in Abschnitt 2.6 auf die Theorie zur zeitabha¨ngigen, quantenme-




2.1 Born-Oppenheimer-Separation und -Approximation
Zu einer gegebenen Zeit t0 ergeben sich die stationa¨ren Eigenzusta¨nde |Ψ(k)〉 eines mo-
lekularen Systems aus der Lo¨sung der zeitunabha¨ngigen Schro¨dingergleichung (time in-
dependent Schro¨dinger Equation, TISE) [1, 2]
Hˆmol(t0) |Ψ(k)〉 = E(k) |Ψ(k)〉 . (2.1)
Dabei bezeichnet E(k) die Gesamtenergie des Systems im k-ten Quantenzustand und
Hˆmol den molekularen Hamiltonoperator, welcher die (elektromagnetischen) Wechsel-
wirkungen zwischen Elektronen und Kernen beschreibt. Da eine analytische Lo¨sung der
TISE fu¨r alle chemisch relevanten Systeme in praxi unmo¨glich ist, wurden eine Reihe
von numerischen Methoden entwickelt, um Gl. (2.1) zu lo¨sen. Eine wesentliche Vereinfa-
chung der Situation wird dabei durch die Annahme ermo¨glicht, dass die Bewegung der
Kerne aufgrund ihrer sehr viel gro¨ßeren Masse wesentlich langsamer als die der Elektro-
nen erfolgt und somit separiert betrachtet werden kann. Diese Vorgehensweise ist unter
dem Namen Born-Oppenheimer-Separation [3] bekannt und soll im Folgenden kurz na¨her
erla¨utert werden.
Betrachtet man ein beliebiges Moleku¨l bestehend aus Nnuk Kernen mit Massen
M = (M1, . . . ,MNnuk) und Ladungen Z = (Z1, . . . , ZNnuk) an den kartesischen Ko-
ordinaten R = (~R1, . . . , ~RNnuk) und Nel Elektronen der Masse me mit Koordinaten
r = (~r1, . . . , ~rNel), so kann der vollsta¨ndige Hamiltonoperator dieses Systems als
Hˆmol = Tˆnuk + Hˆel (2.2)
geschrieben werden. Bei dem Term Tˆnuk handelt es sich um den Operator der kinetischen
























gegeben ist. Der Index n am Laplaceoperator soll andeuten, dass sich die Ableitungen
auf die Kernkoordinaten ~Rn = (xn, yn, zn)
T beziehen.
Der zweite Term in Gl. (2.2) definiert einen elektronischen Hamiltonoperator als
Hˆel ≡ Tˆel + Vˆel,el + Vˆel,nuk + Vˆnuk,nuk. (2.4)
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Mit dieser Aufteilung sind alle Ableitungen nach den Kernkoordinaten R im Operator
Tˆnuk enthalten und der elektronische Hamiltonoperator ha¨ngt nur noch parametrisch
von R ab. In der so genannten adiabatischen Darstellung werden die molekularen Wel-
lenfunktionen gema¨ß








entwickelt. Dabei sind die Entwicklungsfunktionen Ψ
(i)








el (r;R) (i = 0, . . . ,∞) (2.9)
an den festgehaltenen Kernkoordinaten R gegeben. Die elektronischen Energien E
(i)
el
ha¨ngen ebenfalls parametrisch von den Kernkoordinaten ab und werden im Folgenden
als Potentialenergiefla¨chen (potential energy surface, PES) bezeichnet. Der Index i num-
meriert die einzelnen elektronischen Zusta¨nde des Moleku¨ls.
Einsetzen von Gl. (2.8) in die molekulare Schro¨dingergleichung (2.1) resultiert in dem















|Ψ(i)el 〉 |Ψ(k,i)nuk 〉 ,
wobei lediglich von den Tatsachen Gebrauch gemacht wurde, dass der elektronische Ha-
miltonoperator nur multiplikativ auf die Kern-Wellenfunktion wirkt, und dass die elek-
tronischen Wellenfunktionen exakte Eigenfunktionen von Hˆel sind (also Gl. (2.9) gilt).
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Multiplikation der Gleichung (2.10) von links mit 〈Ψ(j)el | und Ausnutzung der Ortho-
normalita¨t der elektronischen Wellenfunktionen (welche durch die Hermitizita¨t von Hˆel
gegeben ist), ergibt mit Hilfe der Produktregel und Gl. (2.9)
(Tˆnuk + E
(j)
el ) |Ψ(k,j)nuk 〉+
∞∑
i=0
[2Tˆ ′ji + Tˆ
′′
ji] |Ψ(k,i)nuk 〉 = E(k) |Ψ(k,j)nuk 〉 , (2.11)
mit den so genannten nicht-adiabatischen Kopplungstermen






〈Ψ(j)el |∇n|Ψ(i)el 〉∇n, (2.12)






〈Ψ(j)el |∆n|Ψ(i)el 〉 . (2.13)
Bei Gleichung (2.11) handelt es letztendlich um ein unendlichdimensionales System aus
gekoppelten Schro¨dingergleichungen, welches in der Praxis natu¨rlich nur in endlicher
Gro¨ße gelo¨st werden kann.





ji, was auf Kern-Schro¨dingergleichungen des Typs
(Tˆnuk + E
(j)
el ) |Ψ(k,j)nuk 〉 = E(k) |Ψ(k,j)nuk 〉 (2.14)
fu¨hrt, bei denen die Bewegung der Kerne auf voneinander isolierten elektronischen Po-
tentialenergiefla¨chen E
(j)
el erfolgt. Diese Na¨herung ist wegen den Ableitungen der elektro-
nischen Wellenfunktionen nach den Kernkoordinaten in Gl. (2.12) bzw. (2.13) so lange
gerechtfertigt, wie sich die Funktionen Ψ
(i)
el nur wenig mit den Kernkoordinaten a¨ndern.
Dies ist z.B. im elektronischen Grundzustand nahe der Gleichgewichtsgeometrie gegeben,
aber nicht bei eng benachbarten oder gar sich u¨berschneidenden Zusta¨nden.
2.1.1 U¨bergang von der adiabatischen zur diabatischen Darstellung
In der soeben diskutierten adiabatischen Darstellung erfolgt der U¨bergang einer Kern-
wellenfunktion von einem elektronischen Zustand zu einem anderen u¨ber die nicht-
adiabatischen Kopplungsterme des Operators der kinetischen Energie, wohingegen die
Matrix der Potentialenergiefla¨chen in dieser Darstellung diagonal ist. Der Nachteil die-
ser Darstellung ist, dass sich die Kopplungsterme T ′ji(R) und T
′′
ji(R) in der Umgebung
eng benachbarter Zusta¨nde bei kleiner A¨nderung der Kerngeometrie R sehr stark a¨n-
dern bzw. an der Stelle einer konischen Durchschneidung sogar singula¨r werden [4]. Fu¨r
numerische Rechnungen ist dieses quasi unstetige Verhalten ungeeignet. Deshalb kann
als Alternative zur adiabatischen Darstellung eine sogenannte diabatische Darstellung
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gesucht werden, in der die Ableitungen der elektronischen Wellenfunktionen nach den
Kernkoordinaten verschwinden, oder so klein wie mo¨glich sind, d.h.
∇RΨ(i)el (r;R) = 0 oder ∇RΨ(i)el (r;R) = min. (2.15)
Eine (triviale) Mo¨glichkeit, diese Bedingung zu erfu¨llen, ist, die elektronischen Wel-
lenfunktionen so zu wa¨hlen, dass sie unabha¨ngig von den Kernkoordinaten sind, d.h.
Ψ
(i)
el (r;R) → Ψ(i)el (r;R0). Dabei ist R0 eine beliebig gewa¨hlte Kerngeometrie. Die mo-












wobei die Funktionen Ψ
(i)
el ( · ,R0) die Lo¨sungen der elektronischen Schro¨dingergleichung















v(r,R) ≡ Vˆel,el(r) + Vˆel,nuk(r,R) + Vˆnuk,nuk(R). (2.18)
Einsetzen von Gl. (2.16) in die TISE (2.1) und Multiplikation mit Ψ
(j)
el ergibt nach













Uji(R) ≡ 〈Ψ(j)el (R0)|v(r,R) − v(r,R0)|Ψ(i)el (R0)〉r . (2.20)
Damit ist die Matrix des Operators der kinetischen Energie diagonal, und die Kopp-
lungen zwischen den elektronischen Zusta¨nden haben sich in die Matrix der Poten-
tialenergiefla¨chen U u¨bertragen. Der Vorteil daran ist, dass die Nichtdiagonalelemente
der Potentialmatrix normalerweise eine wesentlich glattere Ortsabha¨ngigkeit als die ki-
netischen Kopplungsterme zeigen. Zur Verdeutlichung der Unterschiede zwischen den
adiabatischen und diabatischen Potentialenergiefla¨chen sind diese fu¨r die Reaktion
Li(2P)+H2 →Li(2S)+H2 [5] in Abbildung 2.1 gezeigt.
Der Nachteil des Ansatzes der Wellenfunktion in (2.16) ist, dass, verglichen mit der
adiabatischen Darstellung (2.8), sehr viele Entwicklungsfunktionen no¨tig sind. Dies ist
letztendlich auf die Tatsache zuru¨ckzufu¨hren, dass sich die Wellenfunktion stark mit den
Kernkoordinaten a¨ndert. In der Praxis ist es daher meist gu¨nstiger, von der adiabatischen
Darstellung auszugehen und durch eine geeignete (unita¨re) Transformation zur diaba-
tischen Darstellung zu wechseln. Genauere Ausfu¨hrungen zu dem Darstellungswechsel
sollen an dieser Stelle nicht gemacht werden, sondern sind z.B. in Lit. [7, S. 339 ff.] zu
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(a) Adiabatische Darstellung (b) Diabatische Darstellung
Abbildung 2.1: Eindimensionale Schnitte der vier niedrigsten elektronischen Potentialener-
giefla¨chen der Reaktion Li(2P)+H2 →Li(2S)+H2 nach Tully [5]. (a) Adiabatische Darstellung:
Die Potentialenergiefla¨chen erfu¨llen die sogenannte Nichtu¨berkreuzungsregel (siehe z.B. Lit. [6,
S. 405 ff.]). An den vermiedenen Kreuzungen a¨ndern die elektronischen Fla¨chen abrupt ihre phy-
sikalischen Eigenschaften, z.B von ionisch zu kovalent. (b) Diabatische Darstellung: Im Gegensatz
zu den adiabatischen Potentialenergiefla¨chen sind die diabatischen kontinuierlich und behalten
ihren physikalischen Charakter bei.
finden. Es sei hier lediglich angemerkt, dass eine exakte Diabatisierung nur fu¨r zwei-
atomige Moleku¨le mo¨glich ist und in vielen Fa¨llen auch nur, solange nicht mehr als zwei
elektronische Fla¨chen beru¨cksichtigt werden mu¨ssen.
2.1.2 Quantenchemische Methoden
Mit Hilfe der Born-Oppenheimer-Separation ist es gelungen, die Lo¨sung der molekularen
Schro¨dingergleichung in zwei (konsekutive) Probleme zu zerlegen – zum einen die Lo¨-
sung der elektronischen Schro¨dingergleichung und zum anderen die Lo¨sung der Schro¨din-
gergleichung der Kerne, welche als
”
Eingabe“ die elektronischen Potentialenergiefla¨chen
beno¨tigt.
Zur Lo¨sung der elektronischen Schro¨dingergleichung wurde in den vergangenen Jahr-
zehnten eine Vielzahl an effizienten Methoden entwickelt, von denen viele keine experi-
mentellen oder pha¨nomenologischen Daten als Eingabeparameter beno¨tigen und deshalb
als ab-initio-Methoden bezeichnet werden. Dazu za¨hlen u.a. Hartree-Fock (HF), Møller-
Plesset-Sto¨rungstheorie n-ter Ordnung (MPn), Configuration-Interaction (CI), Coupled-
Cluster (CC) und Dichtefunktionaltheorie (DFT). Die DFT ist im strengen Sinne keine
echte ab-initio-Methode, da das exakte Funktional nicht bekannt ist und stattdessen
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Funktionale verwendet werden, die nicht vollsta¨ndig physikalisch begru¨ndet sind, be-
kannte systematische Fehler aufweisen und in einigen Fa¨llen sogar an experimentelle
Resultate adjustierte empirische Parameter enthalten.
Da sich die vorliegende Arbeit vorrangig mit der Lo¨sung der Schro¨dingergleichung der
Kerne bescha¨ftigt, sollen die Methoden zur Lo¨sung des elektronischen Problems hier nicht
weiter diskutiert werden. Fu¨r detaillierte Ausfu¨hrungen zur Theorie dieser sogenannten
quantenchemischen Methoden sei auf Standardlehrbu¨cher, wie z.B. Lit. [8,9], verwiesen.
Viele der quantenchemischen Methoden sind mittlerweile in diversen freien oder kom-
merziellen Programmpaketen implementiert. Fu¨r die in dieser Arbeit berechneten Po-
tentialenergiefla¨chen wurden die Programme Gaussian [10], Molpro [11] und TUR-
BOMOLE [12] verwendet. Genauere Ausfu¨hrungen, welche Methoden und Basissa¨tze
benutzt wurden (und warum gerade diese), werden an entsprechender Stelle in den fol-
genden Kapiteln gemacht.
2.2 Numerische Darstellungen der Kern-Wellenfunktion und
des Hamiltonoperators
Der formale Rahmen der Quantenmechanik ist ein abstrakter, unendlichdimensionaler
Hilbertraum H. Dieser kann z.B. in der Ortsdarstellung mit dem Raum der quadratin-
tegrablen Funktionen L2 = {Ψ : R → C∣∣ ∫
R
|Ψ(x)|2dx < ∞} identifiziert werden. Der
U¨bersichtlichkeit halber soll sich in diesem Abschnitt auf eindimensionale Funktionen in
der Ortskoordinate, welche mit x bezeichnet wird, beschra¨nkt werden. Der U¨bergang zu
ho¨heren Dimensionen ist (formal) einfach und wird in Abschnitt 2.2.8 diskutiert. Wie be-
reits im letzten Abschnitt angedeutet, sind die meisten praxisrelevanten Probleme von so
komplexer Natur, dass eine analytische Lo¨sung der zeitabha¨ngigen Schro¨dingergleichung




|Ψ(t)〉 = Hˆ |Ψ(t)〉 (2.21)
nicht mehr mo¨glich ist und man gezwungenermaßen auf numerische Verfahren zuru¨ckzu-
greifen muss. Da alle numerischen Methoden inha¨rent endlichdimensional sind, gelangt
man unumga¨nglich zu der Approximation, dass das gegebene Problem in einem N–
dimensionalen Unterraum HN von H gelo¨st werden muss. Definiert man dazu einen
(zuna¨chst abstrakten) Operator pN , welcher H auf HN projiziert, wird Gleichung (2.21)
mit qN ≡ 1 − pN und |ΨN 〉 ≡ pN |Ψ〉 zu dem gekoppelten Differentialgleichungssystem








|Ψ⊥〉 = qNHˆpN |ΨN 〉+ qN HˆqN |Ψ⊥〉 ,
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wobei noch die Abku¨rzung |Ψ⊥〉 ≡ qN |Ψ〉 = |Ψ〉 − |ΨN 〉 ∈ H ∩ HN eingefu¨hrt wurde.
Alle in diesem Abschnitt behandelten Methoden vernachla¨ssigen die Beitra¨ge von |Ψ⊥〉,
so dass sich obiges Differentialgleichungssystem mit den Ersetzungen |Ψ〉 → |ΨN 〉 und




|ΨN (t)〉 = HˆN |ΨN (t)〉 . (2.22)
In der Literatur finden sich im Wesentlichen zwei Mo¨glichkeiten, um den U¨bergang
von einem unendlichdimensionalen zu einem endlichdimensionalen Hilbertraum zu reali-
sieren. Die eine Methode bedient sich zu diesem Zweck orthogonaler Funktionen und ist
als spektrale Darstellung bekannt. Im Gegensatz dazu werden in der sogenannten pseu-
dospektralen Darstellung die Wellenfunktion und der Hamiltonoperator durch ra¨umlich
lokalisierte Basisfunktionen ausgedru¨ckt. Zwei prominente Vertreter der pseudospektra-
len Darstellung sind die Discrete Variable Representation und die Fourier-Methode.
Die wesentlichen Eigenschaften dieser beiden Zuga¨nge sowie deren Vor- und Nachteile
sollen im Folgenden diskutiert werden. Die Ausfu¨hrungen richten sich dabei in einigen
Teilen nach dem ju¨ngst erschienenen Buch von David J. Tannor [7]. Diese grundlegen-
den aber teilweise relativ abstrakten Sachverhalte waren zuvor nur in einigen unzusam-
menha¨ngenden Literaturstellen zu finden, die an entsprechender Stelle natu¨rlich zitiert
werden.
2.2.1 Spektrale Darstellung
In der spektralen Darstellung werden Wellenfunktionen und Operatoren durch orthogo-
nale Basisfunktionen, hier φi genannt, ausgedru¨ckt. Fu¨r einen unendlichdimensionalen
Hilbertraum H ≡ span{φ1, ..., φ∞} bedeutet dies, dass eine beliebige Wellenfunktion





entwickelt (bzw. dargestellt) werden kann, wobei die Entwicklungskoeffizienten cn durch
cn = 〈φn|Ψ〉 =
∫
φ∗n(x)Ψ(x)dx (2.24)
gegeben sind. Der U¨bergang von dem unendlichdimensionalen Hilbertraum H zu einem
endlichdimensionalen HN ≡ span{φ1, . . . , φN} ist in der spektralen Darstellung einfach
zu bewerkstelligen, indem die Summe in Gl. (2.23) bei dem finiten Wert N abgeschnitten
wird, d.h.
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|φn〉 〈φn| . (2.26)
Betrachtet man jetzt einen Hamiltonoperator Hˆ, der als
Hˆ = Tˆ (pˆ) + Vˆ (xˆ) =
pˆ2
2m
+ Vˆ (xˆ) mit pˆ = −i~ ∂
∂x
(2.27)
gegeben sein soll, so wird dieser im endlichdimensionalen Hilbertraum HN zu
HˆN = pN Tˆ (pˆ)pN + pN Vˆ (xˆ)pN . (2.28)
Durch Einsetzen des Projektionsoperators (2.26) in Gl. (2.28) wird ersichtlich, dass die
beno¨tigten Matrixelemente zur Aufstellung der (N ×N) Hamiltonmatrix von der Form









Vmn = 〈φm|Vˆ |φn〉 =
∫
φ∗m(x)V (x)φn(x)dx (2.30)
sind. Fu¨r die Matrixelemente Tmn des Operators existieren oftmals analytische Aus-
dru¨cke – zumindest fu¨r relativ einfache Tˆ -Operatoren wie in (2.27). Die Matrix des
Potentialoperators ist hingegen in der spektralen Darstellung im Allgemeinen unbe-
kannt, so dass die auftretenden Integrale numerisch ausgewertet werden mu¨ssen. Mit
dem Newton-Cotes-Verfahren und der Gauß-Quadratur werden zwei Methoden zur nu-
merischen Integration in Anhang A besprochen. Dort werden auch die im Zuge dieser
Arbeit verwendeten orthogonalen Funktionen na¨her erla¨utert.
2.2.2 Kollokation
Wie in der spektralen Darstellung wird auch bei der Kollokationsmethode [13, 14] eine
Wellenfunktion Ψ ∈ H nach orthogonalen Funktionen {φi} entwickelt:




Allerdings werden die Koeffizienten bn so bestimmt, dass die Bedingung Ψ˜(x) = Ψ(x)
auf N Gitter- oder Kollokationspunkten {xi} erfu¨llt ist, d.h.
Ψ˜(xi) = pNΨ(xi) =
N∑
n=1
bnφn(xi) = Ψ(xi) (i = 1, ...,N) (2.32)
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Diese Gleichung ist a¨quivalent zu einem N -dimensionalen gekoppelten linearen Glei-
chungssystem und kann in Matrix-Vektorschreibweise mit Ψ˜j ≡ Ψ(xj) und Φjn ≡ φn(xj)
als
Ψ˜ = Φb (2.33)
geschrieben werden. Unter der Voraussetzung, dass die φn(xj) linear unabha¨ngig sind,
kann dieses Gleichungssystem gelo¨st werden, und der Koeffizientenvektor b ergibt sich
zu
b = Φ−1Ψ˜. (2.34)
2.2.3 Orthogonale vs. nichtorthogonale Projektion
An den Gleichungen (2.25) und (2.32) kann abgelesen werden, dass die Projektionsope-
ratoren der spektralen Darstellung und der Kollokation eine Wellenfunktionen Ψ ∈ H
auf den selben Unterraum HN abbilden. Allerdings sind die erzeugten Zusta¨nde Ψ˜ im
Allgemeinen nicht dieselben, was sich in unterschiedlichen Entwicklungskoeffizienten cn
und bn manifestiert. Dies kann eingesehen werden, indem die Gro¨ße
χ = Ψ− Ψ˜ (2.35)























dx = 0. (2.37)
Die Orthogonalita¨t des Residuums χ zum Zustand Ψ˜ zeigt, dass es sich bei dem Pro-
jektionsoperator der spektralen Darstellung um einen orthogonalen Projektionsoperator































(α, β, 0)(α+ γ, β, 0)
Abbildung 2.2: Geometrische Interpretation der orthogonalen und nichtorthogonalen Projek-
tion von einem dreidimensionalen in einen zweidimensionalen euklidischen Raum. Beide Pro-
jektionen bilden auf den selben Unterraum (z = 0) ab, aber die orthogonale (bzw. senkrechte)
Projektion ist die beste Approximation an den Punkt (α, β, γ), da der Punkt (α, β, 0) in der
(x, y)-Ebene am dichtesten am Punkt (α, β, γ) liegt.
Damit ist der Projektionsoperator der Kollokation ein nichtorthogonaler Projektions-
operator.
2.2.4 Orthogonale Kollokation
Wie Abbildung 2.2 graphisch zeigt, hat eine orthogonale Projektion einen großen Vorteil
gegenu¨ber einer nichtorthogonalen: Wegen der Endlichkeit numerischer Verfahren kann
ein Zustand des Hilbertraums nie exakt dargestellt werden. Fu¨r eine orthogonale Pro-




Es wa¨re daher wu¨nschenswert, dass ein Projektionsoperator sowohl die Kollokations-
bedingungen (2.32) erfu¨llt, als auch eine orthogonale Projektion vermittelt. Dazu soll
der Fall betrachtet werden, dass die Entwicklungsfunktionen φn(x) diskreten Orthogo-
nalita¨tsbedingungen an den N Kollokationspunkten gehorchen:
N∑
j=1
φ∗m(xj)φn(xj)∆j = δmn (m,n = 1, . . . ,N). (2.40)
Gleichung (2.40) ist das Analogon zur integralen Schreibweise der Orthogonalita¨t der
spektralen Basisfunktionen,
∫
φ∗m(x)φn(x)dx = δmn, wenn das Integral durch eine Sum-
me und dx durch einen im Allgemeinen j-abha¨ngigen Faktor ∆j ersetzt wird. Selbst
bei freier Wahl der Kollokationspunkte {xj} und Gewichte {∆j}, ist Gl. (2.40) nicht in
trivialer Weise erfu¨llbar; die selben Punkte und Gewichte mu¨ssen gleichzeitig alle Or-
thogonalita¨tbedingungen (n,m = 1, . . . , N) erfu¨llen. Eine Methode, die dies zu leisten
vermag, ist die Gauß-Quadratur (siehe Anhang A.2).
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Wird Gl. (2.32) von links mit φ∗m(xj)∆j multipliziert und anschließend u¨ber j sum-





welche per Konstruktion genau die Kollokationsbedingungen (2.32) erfu¨llen und eine fast
exakte orthogonale Projektion vermitteln. Letzteres ist so zu verstehen, dass Gl. (2.41)
nur eine diskrete Approximation der Entwicklungskoeffizienten, cn =
∫
φ∗n(x)Ψ(x)dx,
der spektralen Darstellung ist.
Im Hinblick auf die in Abschnitt 2.2.6 eingefu¨hrte Discrete Variable Representation∗
(DVR) sollen die obigen Betrachtungen jetzt noch einmal umformuliert werden. Dazu




Damit wird Gleichung (2.40) zu
N∑
j=1
Φ∗m(xj)Φn(xj) = δmn (m,n = 1, . . . ,N). (2.43)
Mit der Definition φjn ≡ φn(xj) kann Gl. (2.43) in Matrix-Vektorform als
Φ†Φ = 1N×N [Basis-Orthogonalita¨t] (2.44)
geschrieben werden, womit deutlich wird, dass es sich bei Φ um eine unita¨re Matrix
handelt und zu
ΦΦ† = 1N×N [Gitter-Orthogonalita¨t] (2.45)





n(xj) = δij (i, j = 1, . . . ,N). (2.46)
Obwohl die Gleichungen (2.43) und (2.46) auf den ersten Blick a¨hnlich aussehen, ist ihre
physikalische Bedeutung sehr unterschiedlich. Gleichung (2.46) ist ein Art Orthogonali-




〈x′|n〉 〈n|x〉 = δ(x − x′) (2.47)
∗Eine sinnvolle U¨bersetzung ins Deutsche ist fu¨r diesen Ausdruck nicht mo¨glich.
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im unendlichdimensionalen Hilbertraum. Fortan soll Φ als orthogonale Kollokationsma-
trix bezeichnet werden. Gleichungen des Typs (2.44) werden als Basis- und (2.45) als
Gitter-Orthogonalita¨tsbeziehungen bezeichnet.
2.2.5 Definition der pseudospektralen Basis
In Gleichung (2.26) wurde der Projektionsoperator pN durch die orthogonalen Basis-
funktionen der spektralen Darstellung ausgedru¨ckt. Da pN ein Operator ist – und somit
formal darstellungsunabha¨ngig – sollte es mo¨glich sein, den Projektionsoperator auch
in anderen Basisfunktionen auszudru¨cken, ohne dabei an Genauigkeit zu verlieren. Dies
setzt die Existenz einer unita¨ren Transformation zwischen der spektralen und der neuen
Basis voraus. Einen wichtigen Spezialfall zur Darstellung des Projektionsoperators stel-
len dabei ra¨umlich lokalisierte Basisfunktionen dar. Die wichtigsten Eigenschaften dieser
sogenannten pseudospektralen Basisfunktionen sollen hier kurz diskutiert werden.
Die pseudospektrale Basis hat ihren Ursprung in der Theorie der orthogonalen Kollo-








Dies ist die Definitionsgleichung der pseudospektralen Basisfunktionen {θj}. Wegen der
A¨hnlichkeit zu Gl. (2.46) sind die Funktionen θj(x) jeweils um die Gitterpunkte {xj}
lokalisiert und erfu¨llen dort die Eigenschaften des (skalierten) Kroneckersymbols:
θj(xi) = ∆
−1/2
j δij . (2.49)
Gleichung (2.48) kann auch in Matrix-Vektorform geschrieben werden,
θ(x) = Φ†φ(x), (2.50)
woran zu erkennen ist, dass die Basisfunktionen {θj} eine alternative Basis zur spektra-
len Basis darstellen. Da die Basis {θj} und die originale Basis {φj} u¨ber eine unita¨re
Transformation Φ† zusammenha¨ngen, projizieren sie auf den selben Unterraum des Hil-
bertraums. Daher impliziert jede orthogonale Kollokationsmatrix Φ die Existenz einer
Menge von lokalen Basisfunktionen, welche den selben Raum aufspannen wie die ortho-
gonalen Basisfunktionen, aus denen sie konstruiert wurden. Die Form der lokalisierten
Basisfunktionen ist vollsta¨ndig bestimmt durch die Wahl der Gitterpunkte {xi} und Ge-
wichte {∆i}, welche in Gl. (2.43) eingesetzt werden, und durch die zugrundeliegenden
orthogonalen Basisfunktionen {φn}.
Vollsta¨ndigkeit und Orthogonalita¨t der pseudospektralen Basis
Jetzt soll gezeigt werden, dass sich die Eigenschaften der Orthogonalita¨t und Vollsta¨n-

















Abbildung 2.3: Darstellung zweier pseudospektraler Basisfunktionen (durchgezogene und
gestrichelt-gepunktete Linien), welche vermo¨ge der Transformation (2.50) aus Legendre-
Polynomen erzeugt wurden. Die Anzahl der Gitterpunkte (durch Kreuze markiert) ist in diesem
FallN = 11. Betrachtet man auf der Abszisse nur die Gitterpunkte, so sind die Funktionen jeweils
an einem Gitterpunkt von Null verschieden (gestrichelte vertikale Linien) und haben an allen an-
deren Gitterpunkten ihre Knotenpunkte. Die Za¨hlweise der Basisfunktionen und Gitterpunkte
verla¨uft (etwas ungewo¨hnlich) von Rechts nach Links, da die Legendre-Polynome in spa¨teren
Anwendungen als Basisfunktionen einer Winkelkoordinate γ = arccos(x) verwendet werden und
diese von γ = 0 = arccos(1) bis γ = π = arccos(−1) la¨uft.
zuna¨chst die Definitionsgleichung der pseudospektralen Funktionen invertiert, indem
Gl. (2.48) mit φ∗m(x) multipliziert und anschließend u¨ber den Definitionsbereich inte-
griert wird. Dies ergibt:
Φ∗n(xj) = 〈φn|θj〉 . (2.51)









〈θi|φn〉 〈φn|θj〉 = 〈θi|θj〉 (2.52)







〈φm|θj〉 〈θj|φn〉 . (2.53)
Die Orthogonalita¨tsbeziehung (2.52) kann qualitativ schon dadurch eingesehen werden,
dass jede Basisfunktion θi, wie erwa¨hnt, am Gitterpunkt xi von Null verschieden ist und
an allen anderen verschwindet. Abbildung 2.3 illustriert diese Eigenschaft am Beispiel der
Legendre-Polynome als orthogonale Funktionen. Die exakte Orthogonalita¨t in Gl. (2.52)
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impliziert aber zudem, dass sich auch die oszillatorischen Teile abseits der Gitterpunkte
bei der Integration u¨ber den Definitionsbereich gegeneinander aufheben.
Gleichung (2.53) ist eine Vollsta¨ndigkeitsbeziehung der pseudospektralen Basis be-
zu¨glich der Summation u¨ber alle Gitterpunkte. Die formale Aussage der Vollsta¨ndig-
keitsbeziehung ist, dass die Projektionsoperatoren der spektralen und pseudospektralen







|θj〉 〈θj| . (2.54)
Gleichung (2.54) entspricht gerade der eingangs gemachten Aussage, dass der Projekti-
onsoperator unabha¨ngig von einer bestimmten Darstellung ist, wobei in diesem Fall die
unita¨re Transformation zwischen der spektralen und pseudospektralen Basis durch die
orthogonale Kollokationsmatrix gegeben ist.
2.2.6 Discrete Variable Representation
Die bis hierher gemachten Vorarbeiten zur (orthogonalen) Kollokation und pseudospek-
tralen Basis schaffen die Voraussetzung, um mit der Discrete Variable Representation
(DVR) eine wichtige und vielfach verwendete Mo¨glichkeit zur Darstellung des Hamilton-
operators einzufu¨hren. Die Urspru¨nge der DVR liegen bereits la¨ngere Zeit zuru¨ck [15,16].
Sie wurde aber im hier verwendeten Kontext erst durch die Arbeiten von Light et al. [17]
popula¨r (und wird oft auch nur so zitiert). Bei der DVR-Methode handelt es sich um
eine spezielle pseudospektrale Methode, in der die pseudospektrale Basis mit der (ur-
spru¨nglichen) spektralen Basis u¨ber eine auf Gauß-Quadratur basierende, orthogonale
Kollokationsmatrix in Verbindung steht. Die Gauß-Quadratur ist im urspu¨nglichen Sin-
ne eine elegante und effektive Methode zur numerischen Integration (siehe Anhang A.2).
Wie bereits erwa¨hnt, erfu¨llen die Abszissen {xj} und Gewichte {∆j} genau die Bedin-
gungen der orthogonalen Kollokation (Gl. 2.40). Die Matrixelemente des kinetischen und
potentiellen Teils des Hamiltonoperators sollen im Folgenden kurz hergeleitet werden.
Wie in Abschnitt 2.2.1 soll von einem Hamiltonoperator der Form Hˆ = Tˆ (pˆ) + Vˆ (xˆ)
ausgegangen werden, aber anstelle des spektralen wird der pseudospektrale Projektions-
operator verwendet, um den Hamiltonoperator HˆN = pN Tˆ (pˆ)pN + pN Vˆ (xˆ)pN von HN
zu konstruieren. Die zentrale Approximation der DVR-Methode ist die Ersetzung
pN Vˆ (xˆ)pN → Vˆ (pN xˆpN ) = Vˆ (xˆN ) (2.55)














= V (xi)δij . (2.56)
Die Matrix des Potentialoperators ist in der pseudospektralen Darstellung diagonal und
die Diagonalelemente sind durch die Werte des Potentials an den Gitterpunkten gege-
ben. Im Vergleich zur spektralen Darstellung mu¨ssen also keine Integrale (numerisch)
berechnet werden. Außerdem kann die Wirkung des Potentialoperators auf eine Wel-
lenfunktion sehr einfach berechnet werden. Im Gegensatz zur spektralen Darstellung ist
keine Matrix-Vektormultiplikation notwendig, sondern fu¨r jeden Gitterpunkt ledigich ei-
ne Multiplikation des Potentialwerts mit dem Wert der Wellenfunktion, d.h. V (xj)Ψ(xj).
Die Matrixelemente des Operators der kinetischen Energie ergeben sich fu¨r die DVR-
Methode zu













Gleichung (2.58) dru¨ckt die Matrix der zweiten Ableitungen der pseudospektralen Basis-
funktionen Tθ durch die unita¨re Transformation der Matrix der zweiten Ableitungen der
spektralen Basisfunktionen Tφ aus. Fu¨r eine andere Sichtweise der Dinge kann Gl. (2.57)
















geschrieben werden, wobei die Approximation auf die Tatsache zuru¨ckzufu¨hren ist, dass
〈θj|Tˆ |φn〉 ≈ 〈xj |Tˆ |φn〉 . (2.61)
Gleichung (2.60) stellt eine Mo¨glichkeit dar, die Matrixelemente des Tˆ -Operators durch
eine Summe u¨ber die spektralen Basisfunktionen und deren zweiten Ableitungen zu
berechnen. Im Wesentlichen ist Gl. (2.60) a¨quivalent zur Berechnung der Matrixelemente
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des Tˆ -Operators in der spektralen Darstellung, wenn das Integral in Gl. (2.29) mit Hilfe
der Gauß-Quadratur berechnet wird.
Zusammenfassend gesagt, ist der Hamiltonoperator in der DVR-Methode durch
Hθ = ΦHφΦ† = ΦTφΦ† +ΦVφΦ†. (2.62)
gegeben. Da die Hamiltonoperatoren in der spektralen und pseudospektralen Darstellung
durch eine unita¨re Transformation verknu¨pft sind, liefern sie identische Eigenwerte und,
falls sie zur Propagation von Wellenpaketen benutzt werden, auch dieselbe Dynamik.
2.2.7 Die Fourier-Methode
Mit der Fourier-Methode soll eine weitere wichtige pseudospektrale Methode zur Dar-
stellung des Hamiltonoperators kurz vorgestellt werden. Wie schon der Name andeutet,
wird bei dieser Methode eine Wellenfunktion in eine Fourierreihe entwickelt, d.h. die Ba-
sisfunktionen sind von der Form φk(x) ∝ eikx. Eine Variante der Fourier-Methode ist der
Fourier-Grid-Hamiltonian (FGH) von Balint-Kurti [18]. Bei der FGH-Methode wird die
Hamiltonmatrix in pseudospektralen Basisfunktionen φk konstruiert. Eine weitere Im-
plementierungsvariante der Fourier-Methode, die auf Feit und Fleck [19–21] und Kosloff
und Kosloff [22, 23] zuru¨ckgeht, ist die Fast-Fourier-Transform (FFT) Methode. Sie ist
sehr nah mit der FGH-Methode verwandt, besitzt aber die attraktive Eigenschaft, dass
die Berechnung der Hamiltonmatrix vollsta¨ndig umgangen wird. Die FFT-Methode wird
daher ausschließlich zur Lo¨sung der zeitabha¨ngigen Schro¨dingergleichung eingesetzt. His-
torisch gesehen war die FFT-Methode die erste weitverbreitete pseudospektrale Methode
und za¨hlt noch heute zu den effektivsten Mo¨glichkeiten, die Wirkung des Hamiltonope-
rators auf eine Wellenfunktion zu berechnen.
Die grundlegende Strategie der FFT-Methode ist, die Operationen TˆΨ und VˆΨ in der
Darstellung durchzufu¨hren, in der der jeweilige Operator lokal ist. Dazu wird wie folgt
vorgegangen:
1. Da der Potentialoperator in der Ortsdarstellung lokal ist, und die FFT-Methode
eine pseudospektrale Methode ist, wird die Wirkung von Vˆ auf Ψ durch eine Mul-
tiplikation von V (xj) mit Ψ(xj) an den Gitterpunkten {xj} berechnet.
2. Ausgehend von einer Wellenfunktion im Ortsraum wird die Wirkung des Tˆ -
Operators vermo¨ge einer Fouriertransformation (FT) im Impuls- bzw. Fourierraum
berechnet und anschließend in den Ortsraum zuru¨cktransformiert:
Ψ(x)







Ψ(x) = TˆΨ(x). (2.63)
In der Praxis kann die Transformation zwischen Ort- und Impulsraum durch eine
sogennante Diskrete Fouriertransformation (DFT) berechnet werden, wobei der Rechen-
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aufwand bei N Gitterpunkten wie N2 skaliert, da die DFT in ihrer
”
naiven“ Implemen-
tierung eine Matrix-Vektormultiplikation beinhaltet. Durch Ausnutzen von Symmetri-
en der Matrixeintra¨ge, kann die Skalierung des Rechenaufwands auf N logN reduziert
werden. Außerdem wird durch geschickte Umordnung des Eingabevektors (der Wellen-
funktion) die Aufstellung und Speicherung einer Matrix komplett vermieden. Da dieser
FFT-Algorithmus in vielen (naturwissenschaftlichen) Bereichen verwendet wird, ist er in
hochgradig optimierter Form in vielen Programmbibliotheken enthalten (siehe Abschnitt
3.1.1).
2.2.8 Der Fluch der Dimensionalita¨t
Bis hierher wurden alle Betrachtungen des Hamiltonoperators und der Wellenfunktion
fu¨r den eindimensionalen Fall durchgefu¨hrt. Die Verallgemeinerung auf mehr Dimensio-
nen la¨sst sich formal einfach erreichen, indem das direkte Produkt verwendet wird. Um
die Notation so einfach wie mo¨glich zu halten, soll zur Veranschaulichung ein Hamilton-
operator in zwei Dimensionen (x, y) betrachtet werden:
Hˆ = Tˆ (pˆx, pˆy) + Vˆ (x, y). (2.64)
Die zweidimensionalen (2D-) Basisfunktionen |Φ〉 ergeben sich als direktes Produkt der
1D-Basisfunktionen |φ〉, d.h.
|Φmn〉 = |φxm〉 ⊗ |φyn〉 , (2.65)
und die Matrixelemente des zweidimensionalen Hamiltonoperators schreiben sich als
Hm′n′mn = 〈Φm′n′ |Hˆ |Φmn〉 = 〈φxm′ | ⊗ 〈φyn′ |
(
Tˆ (pˆx, pˆy) + Vˆ (x, y)
)
|φxm〉 ⊗ |φyn〉 . (2.66)
Geht man davon aus, dass mindestens zehn Basisfunktionen in jeder Dimension not-
wendig sind, um den Hamiltonoperator darzustellen, so ergibt dies bereits (102)2 = 10000
zu berechnende Matrixelemente, deren numerische Werte natu¨rlich im Arbeitsspeicher
oder auf der Festplatte gespeichert werden mu¨ssen. In der spektralen Darstellung kommt

















(y) Vˆ (x, y)φxm(x)φ
y
n(y) dxdy. (2.67)
Dies ist natu¨rlich kein prinzipielles Problem, nimmt aber relativ viel Rechenzeit in An-
spruch, die sich fu¨r mehr als zwei Dimensionen noch wesentlich verla¨ngert.† Hier liegt
†Im kartesichen Fall faktorisiert das 2D-Integral u¨ber den Tˆ -Operator in Gl. (2.67) zu zwei 1D-
Integralen. Fu¨r krummlinige Koordinaten gilt dies i.A. nicht mehr.
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ein Vorteil der pseudospektralen Darstellungen, da z.B. bei der DVR-Methode die Aus-
wertung des Integrals des Potentialoperators entfa¨llt.
Die FFT-Methode stellt in diesem Sinne das sparsamste der hier vorgestellten Verfah-
ren dar, da die Matrixform der Operatoren vollsta¨ndig umgangen wird. Fu¨r den Fall von
10 Gitterpunkten in jeder Dimension ergibt dies ein Produktgitter von 102 = 100 auf
dem z.B. die Werte der Wellenfunktion oder des Potentials gespeichert werden mu¨ssen.
Wird der allgemeine Fall von N Dimensionen bzw. Freiheitsgraden betrachtet, so
gilt, dass auch unter gu¨nstigen Umsta¨nden je nach Methode 10N bzw. 102N numerische
Werte gespeichert werden mu¨ssen. Da die Anzahl der Freiheitsgrade im Exponenten
auftritt, spricht man gemeinhin von einer exponentiellen Skalierung des Problems. In der
Praxis bedeutet dies, dass mit den derzeit zur Verfu¨gung stehenden Rechnerkapazita¨ten
exakte quantenmechanische Rechnungen auf 5 bis 10 Freiheitsgrade bzw. 4- bis 5-atomige
Moleku¨le beschra¨nkt sind.
Um diesen sogenannten Fluch der Dimensionalita¨t‡ zu umgehen, werden unterschied-
liche Strategien verfolgt. Dazu za¨hlen semiklassische Verfahren wie z.B. das Instanton-
Modell [24]. Ein weitere Mo¨glichkeit zur approximativen quantenmechanischen Behand-
lung gro¨ßerer Systeme ist der Heidelberger
”
Multi Configuration Time Dependent Har-
tree“ (MCTDH) Ansatz [25]. Bei der MCTDH-Methode wird das direkte Produkt der
Basisfunktionen vermieden, indem die Wellenfunktion nach Hartree-Produkten – soge-
nannten
”
single particle functions“ – entwickelt wird. Der Nachteil dieses Ansatzes ist,
dass der Hamiltonoperator als Summe von Operatoren geschrieben werden ko¨nnen muss,
die nur auf jeweils einen Freiheitsgrad wirken.
Des Weiteren existieren unterschiedliche Modelle zur reduziert-dimensionalen Dar-
stellung der Wellenfunktion und des Hamiltonoperators. Die bedeutensten werden in
Abschnitt 2.5 genauer beschrieben, da sie in dieser Arbeit verwendet werden.
2.3 Zeitentwicklungsoperator und Propagationsalgorithmen
In diesem Abschnitt werden Methoden vorgestellt, mit denen eine Wellenfunktion in der
Zeit propagiert werden kann. Gesucht wird also ein Operator U , der formal als
|Ψ(t)〉 = U(t, t0) |Ψ(t0)〉 (2.68)
geschrieben werden kann. Fu¨r infinitesimale Zeitdifferenzen dt folgt aus der TDSE (2.21)
sofort die Beziehung







‡Dieser Ausdruck hat sich mittlerweile als Fachbegriff etabliert. Er wurde von dem Mathematiker
Richard Bellman eingefu¨hrt, um den rapiden Anstieg im Volumen beim Hinzufu¨gen weiterer Dimen-
sionen in einen mathematischen Raum zu beschreiben.
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und somit der infinitesimale Zeitpropagator
U(t+ dt, t0) = 1ˆ− i
~
Hˆdt. (2.70)




U(t, t0) = HˆU(t, t0) (2.71)
fu¨r den Zeitpropagator, welche im Fall von konservativen Systemen (zeitunabha¨ngigen
Hamiltonoperatoren) unmittelbar gelo¨st werden kann und in dem Ausdruck




resultiert. Da in dieser Gleichung der Hamiltonoperator im Argument der Exponential-
funktion auftritt, und Funktionen von Operatoren u¨ber ihre Taylorentwicklung definiert
sind, ist Gl. (2.72) zusammen mit (2.68) gleichbedeutend mit








Hˆn |Ψ(t0)〉 . (2.73)
Dies macht zwar zum einen die Bedeutung des Abschnitts 2.2 klar, in dem gezeigt wur-
de, wie der Hamiltonoperator auf Elemente des Hilbertraums HN wirkt, wirft aber zum
anderen das Problem auf, dass numerische Verfahren prinzipiell nicht in der Lage sind,
unendliche Reihen wie in Gl. (2.73) auszuwerten. Um letzterem Problem Herr zu wer-
den, wurden in den vergangenen Jahrzehnten viele unterschiedliche Lo¨sungsansa¨tze vor-
geschlagen, von denen die bedeutendsten im Folgenden kurz umrissen werden.
2.3.1 Split-Operator
Die Split-Operator-Methode (SPO) [19,26] ist eine der einfachsten und gebra¨uchlichsten
Methoden, um die Wirkung des Zeitpropagators auf eine Wellenfunktion zu berechnen.
Die zugrundeliegende Strategie ist, den Propagator aus Gl. (2.72) fu¨r endliche Zeitin-
tervalle ∆t in einen kinetischen und einen potentiellen Teil zu zerlegen, welche, fu¨r sich
genommen, einfacher zu behandeln sind. In der einfachsten Version (first-order splitting)
ergibt dies
e−iHˆ∆t/~ = e−i(Tˆ+Vˆ )∆t/~ = e−iTˆ∆t/~e−iVˆ∆t/~ +O(∆t2). (2.74)
Der Fehler in (2.74) kann noch um eine Gro¨ßenordnung in ∆t reduziert werden, indem








= e−iVˆ∆t/2~e−iTˆ∆t~e−iVˆ∆t/2~ +O(∆t3), (2.75)
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verwendet wird. Gl. (2.75) ist auch als Trotter-Fakorisierung bekannt [27]. Es wurden
auch Verfahren ho¨herer Ordnung (third-order splitting, etc.) in der Literatur vorge-
schlagen, diese werden aber nicht allgemein verwendet. An dieser Stelle sei angemerkt,
dass das Auftreten der Operatoren Tˆ und Vˆ in Gl. (2.74) oder (2.75) austauschbar ist
(Tˆ ↔ Vˆ ), ohne dabei den Fehler zu erho¨hen.
Die Exponentialfunktionen der Operatoren Tˆ und Vˆ werden am besten in der Dar-
stellung berechnet, in der der jeweilige Operator diagonal ist. Damit ist die Wirkung des
Operators auf die Wellenfunktion dann rein multiplikativ:
• Die Operation des Potentialterms auf die Wellenfunktion e−i/~Vˆ (xˆ)∆t |Ψ(t)〉 ist im
Ortsraum einfach e−iV (x)∆t/~Ψ(x, t).
• Mit einer Transformation Z† zwischen Orts- und Impulsraum (Ψ˜(p) = Z†Ψ(x))
wird die Operation des kinetischen Terms auf die Wellenfunktion e−iTˆ (pˆ)∆t/~ |Ψ˜(t)〉
zu Ze−iT (p))∆t/~Z†Ψ(x, t). In den meisten Anwendungen wird Z† in einer Fourier-
Basis dargestellt, d.h. Z†nm ∝ eipnxm/~, und der Darstellungswechsel kann sehr
effektiv mit Hilfe der FFT-Technik (siehe Abschnitt 2.2) durchgefu¨hrt werden.
Die SPO-Methode erfordert etwas mehr Aufwand, wenn das zu behandelnde Problem
mehrere elektronische Fla¨chen involviert, da das Potential dann als Matrix vorliegt,
welche im Allgemeinen nicht diagonal ist. In so einem Fall muss fu¨r jeden Zeitschritt
eine Transformation von der adiabatischen zur diabatischen Darstellung und zuru¨ck
durchgefu¨hrt werden (analog zum Darstellungswechsel zwischen Orts- und Impulsraum).
Gravierender fu¨r die vorliegende Arbeit ist die Einschra¨nkung, dass die SPO-Methode
prinzipiell nicht in der Lage ist, kompliziertere Operatoren der kinetischen Energie (siehe
Abschnitt 2.4) zu behandeln. Eine Mischung aus Orts- und Impulsoperatoren (z.B. xˆpˆx)
ist mit dieser Methode nicht mo¨glich, da Terme dieser Art in keiner Darstellung diagonal
(bzw. diagonalisierbar) sind.
2.3.2 Symplektische Integratoren
Der Name der Symplektischen Integratoren (SI) leitet sich von der Tatsache ab, dass
diese Art von Integratoren die symplektischen Symmetrieeigenschaften eines dynami-
schen Systems beachten, indem sie die kanonischen Beziehungen (s.u.) der Phasenraum-
variablen (q, p) erhalten. Die SI wurden zuerst zur Lo¨sung von klassisch-mechanischen
Bewegungsgleichungen entwickelt und sind dort inzwischen weit verbreitet. Erst in ju¨n-
gerer Vergangenheit wurde die Technik auch auf quantenmechanische Problemstellungen
erweitert [28].
Um die grundlegenden Ideen der SI deutlich zu machen, wird zuna¨chst die TDSE
aus Gl. (2.21) in eine Matrix-Vektor-Schreibweise umgeformt. Dazu sei {φi} eine Basis
des N -dimensionalen Hilbertraums HN . In dieser Basis ergeben sich die Entwicklungs-
koeffizienten der Wellenfunktion |Ψ〉 ∈ HN zu ci(t) = 〈φi|Ψ(t)〉 und die Elemente der
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c(t) = H · c(t) (2.76)
geschrieben werden. In Anlehnung an die Notationen des klassischen Hamiltonformalis-
mus werden die Entwicklungskoeffizienten gema¨ß
q(t) =
√
2 ℜ(c(t)), p(t) =
√
2 ℑ(c(t)) (2.77)






Hij(pipj + qiqj) (2.78)
definiert, welche physikalisch als mittlere Energie der Wellenfunktion interpretiert werden






h(q,p) = H · p (2.79)
d
dt
p(t) = − ∂
∂q
h(q,p) = −H · q, (2.80)
was gerade den Hamiltonschen Bewegungsgleichungen eines Systems von N gekoppelten
harmonischen Oszillatoren entspricht. Die Hamiltonschen Gleichungen ko¨nnen fu¨r k =
1, . . . ,m durch den Algorithmus
pk = pk−1 − bk∆t H · qk−1 (2.81)
qk = qk−1 + ak∆t H · pk (2.82)
integriert werden, so dass nach m Iterationen die Entwicklungskoeffizienten der Wellen-
funktion zur Zeit t+∆t als
c(t+∆t) ≈ (q(t+∆t),p(t+∆t))T (2.83)
vorliegen. Die Koeffizienten {ak} und {bk} werden so gewa¨hlt, dass der Fehler in
Gl. (2.83) von der Ordnung O(∆tm+1) ist. Explizite Werte sind fu¨r m = 4, 6, 8, 10, 12 in





Die Chebyshev-Propagation (CP) [30] geho¨rt zu einer Klasse von Verfahren, die den
Zeitentwicklungsoperator Gl. (2.72) durch eine endliche Reihe von Polynomen Pn ap-
proximiert, d.h. e−iHˆt/~ ≈ ∑n anPn(Hˆ). Ein erstes Beispiel dieser Klasse ist mit der
Taylorentwicklung bereits in Gl. (2.73) aufgetreten. Diese ist allerdings fu¨r praktische
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Zwecke selten geeignet, da sehr viele Reihenglieder beru¨cksichtigt werden mu¨ssen, um
eine akzeptable Konvergenz zu erreichen§.
Die CP erhielt ihren Namen, weil Chebyshev-Polynome der 1. Art (Pn(x) =
cos (n arccos(x)), x ∈ [−1, 1]) zur Approximation des Propagators gewa¨hlt wurden. Die-
se bieten den Vorteil, dass der maximale Fehler der Reihenentwicklung im Vergleich
zu anderen Polynomen minimal wird und zudem gleichma¨ßig u¨ber den Definitionsbe-
reich [−1, 1] verteilt ist. In der Praxis hat es sich als gu¨nstig erwiesen, die komplexen
Chebyshev-Polynome
Φn(ω) = i
nPn(−iω) (ω ∈ [−i, i]) (2.84)




an(α)Φn(−iHˆnorm) |Ψ(t = 0)〉 (2.85)
geschrieben werden kann, wobei die abku¨rzende Schreibweise α = ∆Et2~ benutzt wurde.
Des Weiteren musste noch das Eigenwertspektrum des Hamiltonoperators [Emin, Emax =
Emin +∆E] mittels
Hˆnorm =
Hˆ − (∆E/2 + Emin)1ˆ
∆E/2
(2.86)
auf den Definitionsbereich der Chebyshev-Polynome [−1, 1] skaliert werden. Die Polyno-
me Φn werden durch die Dreitermrekursion
Φn+1 = −2iHˆnormΦn +Φn−1 (2.87)
generiert, wobei die Rekursion mit Φ0 = 1ˆ und Φ1 = −iHˆnorm startet. Die Entwick-






1− ω2 dω =

Jn(α) fu¨r n = 02Jn(α) fu¨r n > 0, (2.88)
mit den wohlbekannten Besselfunktionen 1. Art Jn. Letztere klingen fu¨r das feste Ar-
gument α = ∆Et2~ exponentiell ab, sobald n > α wird. Fu¨r hinreichend großes n werden
also kaum noch signifikante Beitra¨ge zur Reihe in Gl. (2.85) hinzuaddiert, so dass mit
der CP sehr große Zeitschritte mo¨glich sind. Die Wellenfunktion liegt dadurch natu¨rlich
zuna¨chst nur zur Propagationsendzeit t vor und intermedia¨re Resultate sind nicht au-
tomatisch verfu¨gbar. Da aber sa¨mtliche Zeitabha¨ngigkeit in den Koeffizienten an (sowie
in einem trivialen Phasenfaktor) enthalten ist, kann durch Neuberechnung der Bessel-
§In ju¨ngster Vergangenheit haben Lauvergnat et al. gezeigt [31], dass die Taylorentwicklung effektiv zur
Darstellung des Zeitentwicklungsoperators mit zeitabha¨ngigen Hamiltonoperatoren eingesetzt werden
kann.
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funktionen auch einfach und schnell auf zwischenzeitliche Ergebnisse (Wellenfunktion,
Korrelationsfunktionen, etc.) zugegriffen werden.
Ein Nachteil der CP ist, dass das Eigenwertspektrum des Hamiltonoperators sehr
genau bekannt sein (bzw.
”
geraten“ werden) muss, um nicht durch eine falsche Skalie-
rung den Definitionsbereich der Chebyshev-Polynome zu verlassen. Außerdem zeigen die
Besselfunktionen vor ihrem exponentiellen Abfall ein oszillatives Verhalten, so dass fu¨r
N < α nicht einmal eine anna¨hernd gute Approximation des Propagators erreicht wird.
2.3.4 Short Iterative Lanczos
Die Short Iterative Lanczos (SIL) Methode [32] geho¨rt ebenso wie die CP zu einer Klasse
von Propagationsalgorithmen, bei welcher der Propagator nach Polynomen entwickelt
wird. Im Gegensatz zur CP ist die genaue Form der Polynome zuna¨chst unbekannt. Zur
Beschreibung der SIL-Methode wird zuna¨chst der sogenannte Krylovraum K eingefu¨hrt.
Fu¨r eine Anfangswellenfunktion Ψ(0) ∈ H wird der Krylovraum durch die Vektoren
uj = Hˆ
jΨ(0) aufgespannt, d.h. K = span{Ψ(0), HˆΨ(0), Hˆ2Ψ(0), . . .}.
Die Grundidee der SIL-Methode ist, mit einer Basis, welche einen hinreichend großen
Unterraum KN von K aufspannt, eine Matrixdarstellung des Hamiltonoperators zu kon-
struieren; die Hamiltonmatrix wird dann diagonalisiert und die diagonale Darstellung
benutzt, um die Anfangswellenfunktion innerhalb des Krylovraums zu propagieren. Da
der Hamiltonoperator zur Konstruktion des Krylovraums benutzt wird, beschreibt KN
wegen Gl. (2.73) gerade den Teil des Hilbertraums, den die Wellenfunktion in der nahen
Zukunft erreicht.
Da die Vektoren uj im Allgemeinen nicht orthogonal sind, es aber in der Praxis beque-
mer ist, mit orthogonalen Vektoren zu arbeiten, wird jeder neue Krylovvektor uj durch
die SIL-Methode so konstruiert, dass er orthogonal zum vorherigen uj−1 ist. Die Menge
der orthogonalen Basisfunktionen wird als Lanczos-Basis bezeichnet.
Die erste Lanczos-Basisfunktion φ0 ist die Anfangswellenfunktion selbst, d.h. φ0 =
Ψ(0). Die zweite Basisfunktion φ1 ergibt sich aus der Wirkung von Hˆ auf φ0 und Sub-
traktion der Komponente φ0 vom Ergebnis:
Hˆφ0 = α0φ0 + β0φ1, (2.89)
mit α0 = 〈φ0|Hˆ|φ0〉 und β0 = 〈φ1|Hˆ|φ0〉. Die dritte Basisfunktion φ2 wird durch die Wir-
kung von Hˆ auf φ1 berechnet, wobei die Komponenten von φ1 und φ0 vom resultierenden
Vektor abgezogen werden:
Hˆφ1 = β0φ0 + α1φ1 + β1φ2, (2.90)
mit α1 = 〈φ1|Hˆ|φ1〉 und β1 = 〈φ2|Hˆ |φ1〉. Der allgemeine Rekursionsausdruck der SIL-
Methode kann als
Hˆφj = βj−1φj−1 + αjφj + βjφj+1 (2.91)
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geschrieben werden, wobei die Koeffizienten durch
αj = 〈φj |Hˆ|φj〉 und βj−1 = 〈φj |Hˆ|φj−1〉 (2.92)
gegeben sind. Der entscheidende Punkt an der Rekursionsformel (2.91) ist, dass sie nie
mehr als drei Terme der Basisfunktionen entha¨lt.
Die Mengen der Koeffizienten {αj} und {βj} bilden gerade die von Null verschiedenen
Matrixelemente des Hamiltonoperators in der Lanczosbasis. Diese Matrix ist tridiagonal
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Ein Vorteil der tridiagonalen Form ist, dass diese mit Hilfe von numerischen Verfahren
sehr schnell diagonalisiert werden kann. Ist mit Z eine unita¨re Transformationsmatrix
gegeben, welche die Hamiltonmatrix (2.93) diagonalisiert, d.h.
Z†HZ = D, (2.94)
so schreibt sich der Zeitpropagator (2.72) fu¨r einen Zeitschritt ∆t als
U(∆t) = e−iH∆t/~ = Ze−iD∆t/~Z†, (2.95)
wobei die Eigenwerte von H auf der Diagonalen von D stehen.
2.4 Der Operator der kinetischen Energie der Kerne
Der Operator der kinetischen Energie ist fu¨r ein beliebiges N -atomiges System in seiner
kartesischen Form bereits in Abschnitt 2.1 aufgetreten. Wie an Gleichung (2.3) abzulesen
ist, bietet die Verwendung von kartesischen Koordinaten den Vorteil, dass der Laplace-
operator dann eine u¨beraus simple Form annimmt, da nur konstante Koeffizienten (die
inversen Massen der Atome) vor den zweiten Ableitungen auftreten. Trotz dieses Vorteils
bringt diese Koordinatenwahl aber zwei gravierende Nachteile mit sich:
1. Normalerweise werden zur Beschreibung eines N -atomigen System sechs (krumm-
linige) Koordinaten anders als die verbleibenden 3N−6 internen Koordinaten, wel-
che die Gro¨ße und Gestalt des Moleku¨ls bestimmen, behandelt. Bei diesen sechs
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Koordinaten handelt es sich um die drei Translationsfreiheitsgrade des Massen-
schwerpunkts sowie die drei Eulerwinkel, welche die Orientierung des Systems im
Raum festlegen. Zum Beispiel ist – insbesondere vom spektroskopischen Stand-
punkt aus betrachtet – die Translation des Gesamtsystems irrelevant, so dass man
diese Freiheitsgrade wegen der exponentiellen Skalierung des Rechenaufwands ger-
ne einsparen wu¨rde. Das ist bei der Verwendung von kartesischen Koordinaten aber
nicht mo¨glich. Selbiges gilt fu¨r die drei Eulerwinkel, falls diese aus physikalischen
oder rein pragmatischen Gru¨nden nicht in die Berechnungen einfließen sollen.
2. In vielen Fa¨llen eigenen sich kartesische Koordinaten nur schlecht dazu, einen che-
mischen oder physikalischen Prozess zu beschreiben, da sie nicht auf die Sym-
metrien des vorliegenden Problems abgestimmt sind. Eine geschickte Wahl der
Koordinaten (z.B. Bindungsla¨ngen, Valenz- und Diederwinkel) fu¨hrt ha¨ufig zu ei-
ner erheblichen Vereinfachung des Problems und des numerischen Aufwands. Bei-
spielsweise erstrecken sich bei einem dissoziativen Prozess nur ein bis zwei interne
Koordinaten u¨ber einen weiten (prinzipiell unendlichen) Bereich, wohingegen die
restlichen relativ lokalisiert bleiben; und bei einer spektroskopischen Untersuchung
sind die internen Koordinaten auf kleine Umgebungen der Minima der Potential-
fla¨che beschra¨nkt.
Krummlinige Koordinaten bieten damit einige beachtenswerte Vorteile, so dass sie fast
ausschließlich zur Studie des dynamischen Verhaltens von molekularen Systemen ein-
gesetzt werden. Damit ergibt sich aber ein anderes Problem, denn in krummlinigen
Koordinaten kann der analytische Ausdruck des Operators der kinetischen Energie ins-
besondere fu¨r gro¨ßere Systeme (N ≥ 4) außerordentlich kompliziert werden (siehe z.B.
Lit. [33] fu¨r N = 4). Lo¨sungsmo¨glichkeiten fu¨r dieses Problem sind Gegenstand aktuel-
ler Forschung, wobei unterschiedliche Strategien verfolgt werden (siehe Abschnitt 2.4.2).
Ein vielversprechender Ansatz von Lauvergnat und Nauts [34] ermo¨glicht es, den Ope-
rator der kinetischen Energie numerisch aber trotzdem exakt fu¨r Moleku¨le beliebiger
Gro¨ße zu berechnen. Da dieser Ansatz in der vorliegenden Arbeit verwendet wird, soll
im Folgenden auf die zugrundeliegenden theoretischen Konzepte eingegangen werden.
2.4.1 Notationen und Definitionen
Die ra¨umliche Konfiguration eines N -atomigen Moleku¨ls soll durch die 3N krummlinigen
Koordinaten q = (Q,Θ,X) beschrieben werden. Dabei sind Q = (Q1, . . . , Qn) die n ≡
3N−6 internen Koordinaten, Θ = (θ, φ, χ) die drei Eulerwinkel, welche die Orientierung
des ko¨rperfesten Systems (KS) relativ zum Laborsystem (LS) festlegen (siehe Abb. 2.4),







Abbildung 2.4: Zweidimensionale schematische Darstellung verschiedener Bezugssysteme: La-
borsystem (LS), Schwerpunktsystem (SS) und ko¨rperfestes System (KS). X kennzeichnet den
Schwerpunkt des Moleku¨ls im LS und Θ = (θ, φ, χ) die drei Eulerwinkel, welche die Orientierung
des KS relativ zum LS festlegen.
und X = (X,Y,Z) die drei kartesischen Koordinaten des Massenschwerpunktes im LS.
Des Weiteren seien
x(q) = xLS(q) = (xα(q)) (α ∈ {1, . . . , 3N}) (2.96)
= (xk(q), yk(q), zk(q)) (k ∈ {1, . . . ,N}) (2.97)
die 3N massegewichteten kartesischen Koordinaten des LS in Abha¨ngigkeit der krumm-
linigen Koordinaten q. Die zweite Schreibweise (2.97) wurde eingefu¨hrt, um besser zwi-
schen den drei Raumrichtungen unterscheiden zu ko¨nnen. Die Koordinaten des Labor-
systems xLS ha¨ngen mit den 3N massegewichteten kartesischen Koordinaten des ko¨r-
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die Eulersche Drehmatrix ist (siehe zum Beispiel Lit. [36, S. 286]).
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Fu¨r die Jacobideterminante J der Transformation x = x(q) gelte
J = det (Fαi )3N×3N 6= 0, (2.100)




(i, α = 1, . . . , 3N) (2.101)
gegeben sind. Wegen J 6= 0 kann obige Transformation formal invertiert werden, d.h.










(i, α = 1, . . . , 3N). (2.103)
Es soll erwa¨hnt werden, dass die Jacobideterminante J eine Funktion von q ist, wo-
hingegen J−1 eine Funktion von x ist. Aber wegen der Transformationen x = x(q)
und q = q(x) sind beide Koordinatensysteme in gewissem Sinne a¨quivalent, und die
Jacobideterminante wird im Folgenden meistens ohne Argument angegeben.
Die zu den jeweiligen Koordinaten (x bzw. q) konjugierten Impulsoperatoren seien
wie u¨blich als
Pˆα = −i~ ∂
∂xα
(α = 1, . . . , 3N) (2.104)
bzw.
pˆi = −i~ ∂
∂qi
(i = 1, . . . , 3N) (2.105)




αpˆi und pˆi = F
α
i Pˆα. (2.106)
In Gl. (2.106) wurde die Einsteinsche Summenkonvention¶ eingefu¨hrt, welche auch im
weiteren Verlauf benutzt werden soll.
Ein wichtiger Punkt ist, dass die Operatoren Pˆα hermitesch sind, die Operatoren pˆi
im Allgemeinen allerdings nicht, d.h. pˆ†i 6= pˆi, was letztendlich auf die Krummlinigkeit
der Koordinaten q zuru¨ckzufu¨hren ist. Vielmehr kann fu¨r die zu den krummlinigen Ko-
ordinaten q konjugierten Impulsoperatoren pˆi die Beziehung
pˆ†i = J













¶In Termen, in denen ein Index einmal tiefgestellt und einmal hochgestellt auftritt, ist u¨ber diesen Index
zu summieren.
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gezeigt werden [35]. Die Definition von Λi mag im Hinblick auf den ersten Teil von
Gl. (2.107) zuna¨chst inkorrekt erscheinen. Dies ist aber auf die hier benutzte Konvention
zuru¨ckzufu¨hren, dass Operatoren, die in eckigen Klammern auftreten, nur innerhalb
derselben wirken‖.
Fu¨r den spa¨teren Gebrauch wird der metrische Tensor g und seine Matrixdarstellung





























und werden zur besseren Unterscheidung in der Matrix G zusammengefasst. Fu¨r die
Determinante von g, kurz |g|, gilt wegen (2.102) die nu¨tzliche Relation
|g| ≡ detg = (detG)−1 = J−2. (2.111)
2.4.2 Die Podolskymethode
Der Operator der kinetischen Energie ist in einer Form, die fu¨r beliebige Koordinaten-
systeme geeignet ist, bereits Ende der 20iger Jahre des letzten Jahrhunderts von Podols-
ky [37] hergeleitet worden (siehe auch Lit. [38]). In dieser allgemeinen Form schreibt sich
der Tˆ -Operator sehr kompakt als





gij |g|− 12 ∂
∂qj
. (2.112)
Gerade wegen seiner Kompaktheit ist dieser Ausdruck des Tˆ -Operators fu¨r numerische
Zwecke untauglich. Daher soll Gl. (2.112) in die geeignetere Form













gebracht werden. Gesucht sind also die kinetischen Funktionen f ij2 und f
i
1.
‖In Gleichung (2.108) ist z.B. [J−1pˆiJ ] 6= J
−1pˆiJ , denn wegen J = J(q) folgt mit der Produktregel:
(J−1pˆiJ)Ψ(q) = pˆiΨ(q) + [J
−1pˆiJ ]Ψ(q).
∗∗Der Einfachheit halber wird in den folgenden Ausfu¨hrungen nicht mehr zwischen einem Tensor als
geometrisches Objekt und seiner Darstellung bzgl. eines bestimmten Koordinatensystems unterschie-
den.
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Mit Hilfe der Gleichungen (2.105), (2.111) und (2.108) kann Gl. (2.112) leicht in ver-
schiedene Ausdru¨cke umgeformt werden:




= (pˆi + Λi)g
ij pˆj (2.115)




Wird das Ergebnis aus Gl. (2.115) auf eine Funktion Ψ ∈ H angewendet, folgt mit
Hilfe der Produktregel (Ψ = Ψ(q))
2TˆΨ = (pˆi + Λi) g
ij pˆj Ψ
= pˆig
ij pˆj Ψ+ Λig
ij pˆj Ψ







= gij pˆipˆj Ψ+
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[pˆig




und aus dem Vergleich von Gl. (2.116) mit (2.113) ergeben sich die gesuchten Funktionen
f ij2 und f
i
1 zu:

























Im Hinblick auf die Gleichungen (2.113), (2.117) und (2.118) werden also der metri-
sche Tensor g, die Jacobideterminante J , sowie deren beider Ableitungen beno¨tigt, um
den allgemeinen Tˆ -Operator aufzustellen. In der Literatur finden sich dazu unterschied-
liche Strategien, in denen die beno¨tigten Funktionen entweder numerisch [39–44] oder
analytisch [35, 45–51] berechnet werden. Die analytische Berechnung gestaltet sich fu¨r
gro¨ßere Systeme jedoch so schwierig, dass der Einsatz von Computeralgebraprogrammen
wie Mathematica unumga¨nglich ist; und die numerischen Methoden leiden oft daran,
dass (verschiedenartige) Na¨herungen bei den Berechnungen des Tˆ -Operators eingesetzt
werden. Wie eingangs erwa¨hnt, wird in dieser Arbeit die Methode von Lauvergnat und
Nauts verwendet, welche von den Autoren Tnum getauft wurde, und mit derer die beno¨-
tigten Funktionen numerisch aber exakt fu¨r eine gegebene Moleku¨lgeometrie q berechnet
werden. Die genaue Form des von der Tnum-Methode berechneten Tˆ -Operators wird im
na¨chsten Abschnitt gezeigt.
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2.4.3 Der allgemeine Tˆ-Operator
Im vorhergehenden Abschnitt wurden allgemeine Ausdru¨cke fu¨r den Operator der kine-
tischen Energie auf der Basis des kontravarianten metrischen Tensors g gegeben. Dabei
wurde aber noch nicht zwischen internen Koordinaten, Eulerwinkeln und den Koordina-
ten des Massenschwerpunktes unterschieden. Daher soll in diesem Abschnitt eine diesbe-
zu¨glich differenziertere Form des Tˆ -Operators hergeleitet werden. Zu diesem Zweck ist
es gu¨nstig, den kovarianten metrischen Tensor G als
G =




















zu schreiben [35], wobei zum spa¨teren Gebrauch die Mittlere der drei Matrizen in
Gl. (2.119) als G˜ definiert wurde. Des Weiteren ist S die (n × n) Matrix der Defor-




















(i, j = 1, . . . , n) (2.120)











(αβγ = xyz, yzx, zxy ; i = 1, . . . , n) (2.121)













αkβk (αβ = xy, yx, yz, zy, zx, xz) (2.123)
gegeben sind. Die Transponierte von Ω ist definiert als die Matrix, welche eine Bezie-
hung zwischen der zeitlichen Ableitung der Eulerschen Drehmatrix und dem Vektor der




 sinχ − sin θ cosχ 0cosχ sin θ sinχ 0
0 cos θ 1

 , detΩT = sin θ. (2.124)
Zu guter Letzt ist die Matrix M gegeben durch das Produkt der Einheitsmatrix 13×3




Der entscheidende Schritt, der durch die Schreibweise der G-Matrix in Form von
Gl. (2.119) vollzogen wurde, ist, dass die Matrizen S, C und I Funktionen der 3N − 6
internen Koordinaten Q sind (nicht etwa von q) und sich sa¨mtliche Abha¨ngigkeit der
Eulerwinkel auf die Matrix Ω beschra¨nkt.
Fu¨r die weiteren Betrachtungen ist es hilfreich, den Operator des Gesamtdrehimpulses
Jˆ einzufu¨hren. Die Komponenten dieses Operators stehen mit den drei Eulerwinkeln
















 = Ω−1pˆΘ (2.125)
⇔ pˆΘ = ΩJˆ . (2.126)
Einsetzen der Gl. (2.126) in den allgemeinen Ausdruck des Tˆ -Operators (2.112) liefert














wobei die zu den internen KoordinatenQ und den Koordinaten des Massenschwerpunkts
X konjugierten Impulsoperatoren pˆQ und pˆX im Sinne von Gl. (2.105) definiert sind.
Unter Verwendung von Gl. (2.119) kann Gl. (2.127) dann zu








1 0 00 ΩT 0
0 0 1
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 · J · g ·
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umgeformt werden. Definiert man jetzt die inverse Matrix von G˜ als

















so la¨sst sich Gl. (2.128) als
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schreiben. Ausmultiplizieren der Gl. (2.130) resultiert dann in dem gesuchten Ausdruck



















































∆X (i, j ∈ {1, ..., n} , α, β ∈ {x, y, z}), (2.131)
fu¨r den eine klare Unterscheidung zwischen internen Koordinaten, Eulerwinkeln und
Koordinaten des Massenschwerpunkts mo¨glich ist:
• Die erste Zeile in Gl. (2.131) ist der Deformationsteil von Tˆ , der nur auf die 3N−6
internen Koordinaten Q wirkt.
• Die zweite Zeile kann als Operator fu¨r die Gesamtrotation des Moleku¨ls verstanden
werden, welcher nur auf die drei Eulerwinkel Θ wirkt.
• Die dritte Zeile entspricht einem Coriolisoperator, welcher den Deformationsteil
mit der Gesamtrotation koppelt, da er sowohl auf die internen Koordinaten als
auch auf die Eulerwinkel wirkt.
• Die letzte Zeile beschreibt die Bewegung des Massenschwerpunkts des Moleku¨ls im
Laborsystem.






und ha¨ngt mit der Jacobideterminante J u¨ber J˜ = sin θJ zusammen.
Es soll noch angemerkt werden, dass bis hierher bei allen Gleichungen der Operato-
ren implizit die euklidische Normierung einer Wellenfunktion vorausgesetzt wurde, d.h.
sa¨mtliche Matrixelemente, Eigen- und Erwartungswerte von Operatoren – insbesondere
des Tˆ -Operators – sind nur korrekt, falls das euklidische Volumenelement
dτ = dx1 · · · x3N
= J(q)dq1 · · · dq3N
= J˜(Q)dQ1 · · ·Qn sin θdθdφdχdXdY dZ (2.133)
zur Integration benutzt wird. Die Verallgemeinerung auf eine beliebige Normierung wird
im na¨chsten Abschnitt behandelt.
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Fu¨r Moleku¨le mit einem verschwindenden Gesamtdrehimpuls J = 0, wie sie in dieser
Arbeit (zumindest als Na¨herung) betrachtet werden sollen, ermo¨glicht Gl. (2.131) eine
exakte Trennung zwischen Schwingungs- und Rotationstermen, wobei letztere im Fall
J = 0 konstant sind. Unter Vernachla¨ssigung der Bewegung der Massenschwerpunkts
erha¨lt man nach Integration u¨ber die Eulerwinkel einen Operator der kinetischen Energie
Tˆvib, welcher nur die Deformationen des Moleku¨ls beschreibt, als























und das Volumenelement der Integration dτ reduziert sich zu
dτvib = J˜(Q)dQ1 · · · dQn. (2.135)
2.4.4 Nichteuklidische Normierungen und Extrapotentialterme
Die euklidische Normierung ist nicht immer die am besten geeignete, um die Schro¨-
dingergleichung in ihrer zeitabha¨ngigen oder zeitunabha¨ngigen Form zu lo¨sen. Deshalb
a¨ndern viele Autoren [49, 51, 52], angefangen mit Dirac [53], das Volumenelement der
Integration, d.h. der Ausdruck dτ in Gl. (2.133) wird durch
dτρ = ρ(q) dq1 · · · dq3N (2.136)
ersetzt, wobei ρ eine positive reelle Funktion ist. Eine oft verwendete Wahl der Gewichts-
funktion ist ρ(q) = 1. Diese wird im Folgenden als Wilson-Normierung [36] bezeichnet.
Wie bereits im letzten Abschnitt erwa¨hnt, sind die bis hierher eingefu¨hrten Operatoren
nur korrekt, wenn das euklidische Volumenelement zur Normalisierung einer Wellenfunk-
tion Ψ ∈ H benutzt wurde: ∫
Ψ∗(q)Ψ(q) dτ = 1. (2.137)
Es ist leicht einzusehen, dass durch die Ersetzung dτ → dτρ das Integral in Gl. (2.137)
nicht mehr eins ergibt und folglich alle mit der auf diese Weise normierten Wellenfunk-
tion berechneten Matrixelemente, Eigen- und Erwartungswerte von Operatoren nicht
mehr dieselben Ergebnisse liefern wie mit einer euklidisch normierten Wellenfunktion.
Ersetzt man, wie in Lit. [52] ausgefu¨hrt, die Wellenfunktion Ψ und jeden Operator, hier
exemplarisch Aˆ genannt, gema¨ß
Ψ→ Ψρ = J˜1/2ρ−1/2Ψ (2.138)
Aˆ→ Aˆρ = J˜1/2ρ−1/2Aˆρ1/2J˜−1/2, (2.139)
so bleiben
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• die Norm: ∫ Ψ∗Ψ dτvib = ∫ Ψρ∗Ψρ dτρvib,
• die Matrixelemente: Aij =
∫







• die Erwartungswerte: 〈A〉 = ∫ Ψ∗AˆΨ dτvib = ∫ Ψρ∗AˆρΨρ dτρvib
• und die Eigenwerte: AˆΨ = aΨ ↔ AˆρΨρ = aΨρ
in der allgemeinen Normierung dieselben wie in der euklidischen. Mit der Ersetzungsregel
(2.139) folgt fu¨r der Operator der kinetischen Energie aus Gl. (2.115)
2Tˆ ρ = 2J˜1/2ρ−1/2Tˆ ρ1/2J˜−1/2
= J˜1/2ρ−1/2(pˆi +Λi)gij pˆjρ1/2J˜−1/2
= gij pˆipˆj +
(
[pˆig
ij ] + (Λi + Ξi)g
ij
)
pˆj + 2Vep (2.140)
mit
Ξi ≡ [Jρ−1pˆiρJ−1] (2.141)
Vˆep ≡ [J 12ρ− 12 Tˆ ρ 12J− 12 ] (2.142)
Der Vergleich von Gl. (2.140) mit Gl. (2.116) zeigt drei wichtige Punkte:
1. Die Terme vor den zweiten Ableitungen im Tˆ -Operator bleiben bei A¨nderung der
Normierung unvera¨ndert.
2. Die Terme vor den ersten Ableitungen a¨ndern sich insofern, dass die Ersetzung
Λi → Λi +Ξi vorzunehmen ist.
3. In Gleichung (2.140) erscheint ein rein multiplikativer Term Vep. In der Literatur
wird dieser Term als Pseudo- [54–56] oder Extrapotential [52] bezeichnet, wobei in
dieser Arbeit letzterer Begriff verwendet wird.
Im Hinblick auf den Tˆ -Operator (2.131) kann gezeigt werden [52], dass bei A¨nderung
der Normierung dτ → dτρ die Ersetzung J˜ → ρ vorzunehmen ist, und der in Gl. (2.142)
definierte Extrapotentialterm hinzuaddiert werden muss. Mit analoger Argumentation
wie im letzten Abschnitt kann dann ein, fu¨r das Volumenelement
dτ̺vib = ̺(Q) dQ1 · · · dQ3N−6 (2.143)
gu¨ltiger, Operator der kinetischen Energie Tˆ ̺vib als














geschrieben werden, wobei die Funktionen f ij2 , f
i
1 und Vep durch
























































Fluch der Dimensionalita¨t“ in Abschnitt 2.2.8 haben gezeigt,
dass eine exakte quantenmechanische Beschreibung molekularer Systeme mit mehr als
vier oder fu¨nf Atomen wegen der extensiven numerischen
”
Kosten“ auf absehbare Zeit
unmo¨glich bleiben wird. Aufgrund der exponentiellen Skalierung erscheint die Behand-
lung von Systemen mit mehr als 15 bis 20 Atomen – beim derzeitigen Kenntnisstand –
sogar niemals realisierbar††. Ha¨ufig sind aber auch bei gro¨ßeren Moleku¨len nur relativ
wenige Freiheitsgrade entscheidend an einer Reaktion beteiligt. Falls es durch chemische
oder physikalische Intuition mo¨glich ist, diese zu identifizieren, kann eine Aufteilung der
3N − 6 Freiheitsgrade Q in n aktive Q′ und m = 3N − 6− n inaktive Q′′ vorgenommen
werden, d.h.
Q = (Q1, . . . , Qn︸ ︷︷ ︸
n aktive ≡ Q′
, Qn+1, . . . , Q3N−6︸ ︷︷ ︸
m inaktive ≡ Q′′
). (2.148)
Die aktiven Koordinaten werden dann exakt und die inaktiven (oder passiven) approxi-
mativ behandelt und/oder durch Zwangsbedingungen eingeschra¨nkt. Drei der am ha¨u-
figsten verwendeten Verfahren, um die inaktiven Koordinaten zu behandeln, sind
1. die starren (oder rigiden) Zwangsbedingungen,
2. das adiabatische Modell (oder die flexiblen Zwangsbedingungen)
3. und die (harmonische) adiabatische Approximation (H)ADA.
††Beispielsweise ergibt sich fu¨r ein Moleku¨l mit 18 Atomen (also 48 internen Freiheitsgraden) bei nur
10 Gitterpunkten pro Freiheitsgrad eine Gesamtanzahl von 1048 Gitterpunkten. Geht man na¨he-
rungsweise davon aus, dass die Erde komplett aus Eisen besteht (was zumindest fu¨r den Kern eine
gerechtfertige Annahme ist), so liegt die Gesamtanzahl der Atome der Erde bei ca. 6 ·1049 . D.h. selbst
wenn mit jedem Atom die Speicherung eines Bytes mo¨glich wa¨re, so wa¨ren doch fast alle Atome der
Erde notwendig, um allein die Werte der Wellenfunktion zu speichern.
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Die wesentlichen Eigenschaften der drei Modelle zur reduziert-dimensionalen Behand-
lung von Moleku¨len werden jetzt kurz vorgestellt.
2.5.1 Starre Zwangsbedingungen
Die starren Zwangsbedingungen sind die wohl einfachste Art, um die inaktiven Koordina-
ten zu behandeln. Im Rahmen dieser Approximation werden die inaktiven Koordinaten
an einem festen Wert
”
eingefroren“, d.h. Q′′ = Q′′0. Auf der quantenchemischen Seite hat
dies den Vorteil, dass die PES nur fu¨r die aktiven Koordinaten berechnet werden muss,
d.h.
V0(Q
′) = V (Q′;Q′′0). (2.149)
Allerdings existiert a priori keine offensichtliche und eindeutige Wahl derWerte, an denen
die inaktiven Koordinaten festgehalten werden; eine physikalisch sinnvolle Wahl von Q′′0
wa¨re z.B. einer der kritischen Punkte der PES, aber auch mit dieser Einschra¨nkung ist
es nicht immer klar, ob die Edukt-, Produkt- oder evtl. die Geometrie eines Sattelpunkts
(U¨bergangszustands) verwendet wird. A¨ndern sich wa¨hrend einer Reaktion die inakti-
ven Koordinaten stark, so sind die starren Zwangsbedingungen keine gute Na¨herung,
da sie Deformationen des Moleku¨ls erlauben, die energetisch ungu¨nstigen Bewegungen
entsprechen.
Die Theorie des Operators der kinetischen Energie fu¨r den Fall, dass ein System
Zwangsbedingungen unterworfen sein soll, wird detailliert in Lit. [39,57–59] hergeleitet.
Es sei hier lediglich angemerkt, dass die Aufstellung des Tˆ -Operators mit Zwangsbe-
dingungen meist wesentlich komplizierter ist, als fu¨r ein
”
zwangloses“ System. Dies liegt
letztendlich daran, dass Zwangsbedingungen die Metrik des Konfigurationsraums und
damit die Jacobideterminante a¨ndern [50]. Dies wiederum a¨ndert wegen Gl. (2.117) und
(2.118) den Ausdruck fu¨r den Operator der kinetischen Energie.
Beschra¨nken sich die Betrachtungen (so wie in dieser Arbeit) allein auf die Defor-
mationen eines Moleku¨ls, wird dieses normalerweise fu¨r den Fall eines verschwindenden
Gesamtdrehimpulses (J = 0) untersucht. Diese Bedingung ist aus physikalischer Sicht
gerechtfertigt, da der Gesamtdrehimpuls eine Erhaltungsgro¨ße ist. Vom rein mathema-
tischen Standpunkt za¨hlt diese Restriktion allerdings zu den starren Zwangsbedingun-
gen [60].
2.5.2 Adiabatisches Modell
Der Vorteil des adiabatischen Modells liegt – im Vergleich zu den starren Zwangsbe-
dingungen – darin, dass die inaktiven Koordinaten in wohldefinierter Weise behandelt
werden. Auch im Rahmen dieses Modells wird die PES nur fu¨r die aktiven Koordinaten
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beno¨tigt. Allerdings ist in den quantenchemischen Rechnungen der Preis einer lokalen
Geometrieoptimierung fu¨r jeden gewu¨nschten Wert der PES zu zahlen, d.h.
∀i ∈ {1, . . . ,m} : ∂V (Q)
∂Q′i
= 0 =⇒ Q′′i = Q′′eq,i(Q′). (2.150)
Die aus Bedingung (2.150) resultierenden inaktiven Koordinaten Q′′eq,i(Q
′) definieren
einen eindeutigen Weg oder allgemeiner eine eindeutige Region D der minimalen Energie
einer Reaktion, so dass die PES damit als
VD(Q′) = V (Q′;Q′′eq(Q
′)) (2.151)
geschrieben werden kann. Potentialenergiefla¨chen, die mit dem adiabatischen Modell
berechnet werden, werden im Folgenden auch des o¨fteren als relaxierte PES bezeichnet.
Abbildung 2.5 macht die Unterschiede zwischen den starren Zwangsbedingungen und
dem adiabatischen Modell anhand der Isomerisierungsreaktion HCN⇋CNH in Jacobi-
koordinaten (γ, R, r) deutlich. Die aktive Koordinate, welche die Reaktion beschreibt,
ist der Winkel γ (siehe Abb. 3.2, Seite 65). Die durchgezogene Linie zeigt das Potenti-
al fu¨r die starren Zwangsbedingungen, wobei die beiden inaktiven Koordinaten r und
R an der Gleichgewichtsgeometrie eingefroren sind. Wird die Geometrie des Moleku¨ls
bei jedem γ-Wert optimiert, a¨ndert sich die Potentialkurve signifikant (gestrichelte Li-
nie). Dies liegt daran, dass die R-Koordinate sich wa¨hrend der Reaktion stark a¨ndert
und somit die starren Zwangsbedingungen keine gute Na¨herung fu¨r diese Koordinate
sind. Im Gegensatz dazu ist die r-Koordinate quasi konstant, und es sind keine wesentli-
chen Unterschiede des Potentials erkennbar, wenn nur diese Koordinate eingefroren wird
(gestrichelt-gepunktete Linie). Vom chemischen Standpunkt ist dies offensichtlich, da die
r-Koordinate den Abstand zwischen dem C- und N-Atom beschreibt, und diese beiden
Atome durch eine sehr starre Dreifachbindung miteinander verbunden sind.
Auch fu¨r das adiabatische Modell sei zur Herleitung des Operators der kinetischen
Energie auf die entsprechende Literatur [39, 44, 54, 57, 61] verwiesen. Sehr vereinfacht
gesagt, werden – analog zur Vorgehensweise im Potentialteil – die kinetischen Funktionen
adiabatisch an die Variation der aktiven Koordinaten adjustiert [fadiab.2,1 (Q
′;Q′′eq(Q′))].
2.5.3 Harmonische Adiabatische Approximation
Die Behandlung der aktiven und inaktiven Koordinaten erfolgt in der (harmonischen)
adiabatischen Approximation (H)ADA [62–68] sehr a¨hnlich zur Behandlung der lang-
samen Kerne und schnellen Elektronen innerhalb der Born-Oppenheimer-Separation
(BOS) wie sie in Abschnitt 2.1 beschrieben wurde. Im Gegensatz zu den beiden soeben
vorgestellten Modellen ist das HADA-Modell nicht bereits im Tnum-Code implemen-
tiert, weshalb etwas detaillierter auf die Theorie des kinetischen Teils des Hamiltonope-
rators eingegangen wird. Ein Test, ob die im folgenden pra¨sentierten Arbeitsgleichungen
korrekt implementiert wurden, wird in Abschnitt 3.2.3 durchgefu¨hrt.







































Abbildung 2.5: Eindimensionale PES der Isomerisierungsreaktion HCN⇋CHN in Jacobiko-
ordinaten (siehe Abb. 3.2, Seite 65 mit A=C, B=N und C=H). Die aktive Koordinate ist der
Bindungswinkel γ. Die durchgezogene Linie zeigt den Fall, dass die beiden inaktiven Koordina-
ten (R, r) an der Gleichgewichtsgeometrie eingefroren sind, und die gestrichelte Linie den Fall,
dass die Geometrie des Moleku¨ls fu¨r jeden γ-Wert optimiert wurde. Wird nur die R-Koordinate
wa¨hrend der Reaktion optimiert, a¨ndert sich die PES im Vergleich zur Optimierung beider Ko-
ordinaten nur marginal (durch Kreuze gekennzeichnet). Zusa¨tzlich zu den Potentialfla¨chen ist
dargestellt, wie sich die inaktiven Koordinaten als Funktion des Isomerisierungswinkels a¨ndern.
Zur Beschreibung der adiabatischen Approximation ist es gu¨nstig, das Potential in
Form einer Taylorentwicklung darzustellen:
V (Q) = VD(Q′) + V2(Q′′;Q′) +R(Q). (2.152)
Dabei wird der Term VD in gleicher Weise wie im adiabatischen Modell berechnet; er
ist also durch die Gleichungen (2.150) und (2.151) gegeben, weshalb keine Terme erster
Ordnung in Gl. (2.152) auftreten. Des Weiteren ist V2 die quadratische (oder harmoni-






















(Q′′i −Q′′eq,i)(Q′′j −Q′′eq,j)hij(Q′) (2.154)
geschrieben werden. Der Term R in Gl. (2.152) bezeichnet den Rest der Taylorentwick-
lung und entha¨lt somit alle Anharmonizita¨ten der PES in den Koordinaten Q′′.





f ij2 (Q)∂ij +
3N−6∑
i=1
f i1(Q)∂i + V (Q) (2.155)
in einen aktiven und inaktiven Teil zerlegt:
Hˆ = Hˆakt + Hˆinakt. (2.156)
Der aktive Hamiltonoperator Hˆakt ist durch
Hˆakt = Tˆakt(Q, ∂Q) + VD(Q′) (2.157)
gegeben und beschreibt die aktiven oder
”
large amplitude“ Koordinaten Q′. Demgegen-
u¨ber werden die inaktiven oder
”
small amplitude“ Koordinaten Q′′ durch den inaktiven
Hamiltonoperator Hˆinakt beschrieben, welcher wie folgt definiert ist:
Hˆinakt = Tˆinakt(Q, ∂Q′′) + V2(Q
′′;Q′) +R(Q). (2.158)









Tˆakt(Q, ∂Q) = Tˆ (Q, ∂Q)− Tˆinakt(Q, ∂Q′′). (2.160)
Im Hinblick auf Gl. (2.160) sei erwa¨hnt, dass, falls die inaktiven und aktiven Koordinaten
im Tˆ -Operator nicht miteinander koppeln, sa¨mtliche Ableitungen nach den inaktiven
Koordinaten im Operator Tˆinakt enthalten sind. Im allgemeinen Fall (f
ui
2 6= 0) gilt dies
natu¨rlich nicht. Im weiteren Verlauf wird die Konvention verwendet, dass sich die Indizes
i und j auf die aktiven Koordinaten beziehen (i, j ∈ {1, . . . , n}) und die Indizes u und v
auf die inaktiven Koordinaten (u, v ∈ {n+ 1, . . . , 3N − 6}).
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geschrieben werden, wobei φI die Basisfunktionen der aktiven Koordinaten bezeichnen,
und sich die inaktiven Basisfunktionen ΦU aus der Lo¨sung der inaktiven Schro¨dinger-
gleichung ergeben, d.h.
Hˆinakt ΦU(Q
′′;Q′) = EU (Q′)ΦU (Q′′;Q′) (2.162)
Das Lo¨sen der Gl. (2.162) birgt allerdings zwei Probleme:
1. Bei sehr vielen inaktiven Koordinaten wird die Matrixdarstellung des Operators
Hˆinakt zu groß, so dass eine numerische Diagonalisierung nicht mehr mo¨glich ist.
2. Selbst wenn ausreichend Rechnerkapazita¨t fu¨r eine Diagonalisierung verfu¨gbar ist,
beinhaltet der Operator Hˆinakt das Potential in den inaktiven Koordinaten. Somit
muss die PES in allen 3N − 6 Freiheitsgraden berechnet werden.
Diese beiden Probleme ko¨nnen umgangen werden, indem die Anharmonizita¨ten
der PES in den inaktiven Koordinaten, sprich der Rest R der Taylorentwicklung in
Gl. (2.152), vernachla¨ssigt wird. In dieser harmonischen adiabatischen Na¨herung schreibt
sich die Kernwellenfunktion als







wobei sich die inaktiven harmonischen Basisfunktionen ΦhU aus der Lo¨sung der Gleichung
Hˆhinact ΦU (Q
′′;Q′) = EhU (Q
′)ΦU (Q′′;Q′) (2.164)






′))∂u∂v + V2(Q′′;Q′) (2.165)
gegeben ist; er ha¨ngt nur parametrisch von den aktiven Koordinaten ab. Die Lo¨sung von
Gl. (2.164) kann analytisch angegeben werden. Sie ist lediglich die eines Satzes von m
gekoppelten harmonischen Oszillatoren. Die Eigenfunktion eines adiabatischen Zustands
























In Gl. (2.167) bezeichnet ωu die harmonischen Frequenzen, welche sich aus der Diagonali-
sierung der massegewichteten Hessematrix (2.153) ergeben und Qu die u-te Normalkoor-
dinate. Diese werden als Linearkombination der massegewichteten inaktiven Koordinaten
um die Gleichgewichtsgeometrie entwickelt.
(Detailliertere Ausfu¨hrungen zur Berechnung der harmonischen Basisfunktionen sowie
die hier nicht angegebenen Normierungsfaktoren sind in Anhang A.3.2 zu finden.)
Wiederum analog zur BOS kann der Gesamthamiltonoperator Hˆ nach Integration




′, ∂Q′) + V effUV (Q
′). (2.169)
Gleichung (2.169) definiert einen effektiven nD Hamiltonoperator fu¨r die adiabatischen
Kana¨le U und V , welcher nur auf die aktiven Koordinaten wirkt. Der effektive Operator


















































∣∣∣ Hˆakt ∣∣∣ΦhV (Q′′,Q′)〉
Q′′
. (2.174)
Die Diagonalterme V effUU entsprechen in der BOS den einzelnen elektronischen Potential-
energiefla¨chen, wobei hier natu¨rlich jeder Term V effUU die Potentialenergiefla¨che fu¨r einen
Schwingungszustand U der inaktiven Freiheitsgrade darstellt. Die
”
Born-Oppenheimer-
Na¨herung“ der harmonischen adiabatischen Approximation besteht in der Vernachla¨s-
sigung der Nichtdiagonalelemente Tˆ effUV und V
eff
UV (U 6= V ). In der Literatur wird dies
oft als eigentliche HADA bezeichnet und das Einbeziehen der Kopplungen als
”
coupled
Harmonic Adiabatic Approximation“ (cHADA).
Auf quantenchemischer Seite erfordert das (c)HADA-Modell genau wie das adiaba-
tische Modell eine Geometrieoptimierung fu¨r jeden zu berechnenden Wert der PES.
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Zusa¨tzlich ist pro aktivem Gitterpunkt noch eine Frequenzrechnung notwendig, um die
Elemente der Hessematrix des Potentials zu bestimmen.
Ein Punkt in den Gln. (2.172) und (2.174), der zu technischen Schwierigkeiten fu¨hrt,




′′;Q′)) beno¨tigt werden. Wegen der parametrischen Abha¨ngigkeit von den ak-
tiven Koordinaten liegen dafu¨r keine analytischen Ausdru¨cke vor, so dass sie in dieser
Arbeit durch eine finite Differenzenmethode berechnet werden.
2.6 Kumulative Reaktionswahrscheinlichkeiten und
Reaktionsgeschwindigkeitskonstanten
Der Begriff der kumulativen Reaktionswahrscheinlichkeit (cumulative reaction probabi-
lity, CRP) geht auf Miller [69] zuru¨ck. Die CRP N(E) ist definiert als Summe u¨ber
die U¨bergangswahrscheinlichkeiten Pif von allen Anfangszusta¨nden (Edukten) zu allen






Von chemischer Seite ist die Berechnung der CRP interessant, da sie in einfacher Weise










e−E/kBT N(E) dE (2.177)
Im mikrokanonischen Fall, Gl. (2.176), ergibt sich die Reaktionsgeschwindigkeit aus der
Division von N(E) durch die Zustandsdichte der Edukte ρr, und im kanonischen Fall,
Gl. (2.177), als Boltzmannmittelung oder Laplacetransformation von N(E) dividiert
durch die Zustandssumme der Edukte Zr.
Die Berechnung der CRP u¨ber Gl. (2.175) setzt vorraus, dass zuna¨chst alle Elemente
der Streumatrix S berechnet werden (Pif = |Sif |2)‡‡. Dies ist selbst fu¨r den Fall eines
verschwindenden Gesamtdrehimpulses eine sehr aufwendige Prozedur, die man gerne
vermeiden wu¨rde – insbesondere, da im Anschluss u¨ber die S-Matrixelemente gemittelt
wird und die gesammelten Detailinformationen nicht mehr gebraucht werden.
‡‡Hier wird nur der Spezialfall J = 0 betrachtet. Im Allgemeine gilt fu¨r die CRP:
N(E) =
P






In den 80iger Jahren des letzten Jahrhunderts haben Miller und Mitarbeiter [70] daher
einen Formalismus entwickelt, bei dem die Berechnung der gesamten S-Matrix durch die






δˆ(E − Hˆ)Fˆ δˆ(E − Hˆ)Fˆ
]
. (2.178)
Dabei ist Fˆ ein quantenmechanischer Flussoperator und δˆ der mikrokanonische Dichte-
operator, welcher Beitra¨ge von Anfangszusta¨nden zu N(E) eliminiert, die eine wesentlich
gro¨ßere Energie als die Gesamtenergie E haben.
In den na¨chsten Abschnitten sollen die zur Auswertung des Spurausdrucks no¨tigen
Matrixelemente des Flussoperators und des δˆ-Operators hergeleitet werden.
2.6.1 Der Flussoperator
Die zeitliche A¨nderung der Besetzung eines Teilgebietes des Konfigurationsraums kann






geschrieben werden. Dabei ist h die heavisidesche Stufenfunktion und s(q) = 0 die Glei-
chung einer Fla¨che, welche Edukte und Produkte voneinander trennt. Wird s(q) < 0 fu¨r
alle Geometrien q gesetzt, die die Edukte beschreiben und s(q) > 0 fu¨r alle Produkt-





welcher den reaktiven Fluss von den Edukten zu den Produkten beschreibt. Interessan-
terweise ist dieser Ausdruck unabha¨ngig vom Potential, da der Potentialoperator mit
der Stufenfunktion kommutiert.
Wird die allgemeine Form des Tˆ -Operators (2.144) in den Kommutator von Gl. (2.180)






f ij2 (q)[(∂ijs(q))δ(s(q)) + (∂js(q))(∂iδ(s(q)))
+ 2(∂js(q))δ(s(q))∂i ] + f
ij
1 (q)(∂js(q))δ(s(q)) . (2.181)
Des Weiteren kann gezeigt werden [72], dass die Matrixelemente des Flussoperators in
einer Basis {φi} die folgende Form annehmen:







n∂iφm − φm∂iφ∗n]δ(s(q))ρ(q)dq . (2.182)
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Fu¨r den speziellen aber wichtigen Fall, in dem die Reaktionskoordinate, hier als qr be-
zeichnet, senkrecht zu allen anderen Koordinaten q ist, d.h.
s(q) = qr − q⋆r = 0 ⇒ ∂rs(q) = 1 ∧ ∂j 6=rs(q) = 0 (2.183)
vereinfacht sich Gl. (2.182) zu









n∂iφm − φm∂iφ∗n]qr=q⋆r ρ(q
⋆
r ,q)dq . (2.184)
(Das Symbol ⋆ ist nicht mit dem Symbol fu¨r eine konjugiert komplexe Zahl (∗) zu
verwechseln, sondern deutet einen fixen Wert der Koordinate qr an.)
2.6.2 Transition state wave packet Methode
Bei der transition state wave packet (TSWP) Methode von Zhang und Light [73–76]
wird die Spur im N(E)-Ausdruck (2.178) sehr effektiv ausgewertet, indem die Eigen-
funktionen des Flussoperators als Basisfunktionen zur Berechnung der Matrixelemente
verwendet werden. Die TSWP-Methode macht sich zunutze, dass ein eindimensionaler
Flussoperator unabha¨ngig von der Gro¨ße seiner Matrixdarstellung nur zwei von Null
verschiedene Eigenwerte hat, welche sich zudem nur in ihrem Vorzeichen unterscheiden
und hier mit ±λ bezeichnet seien sollen. Fu¨r die zugeho¨rigen Eigenfunktionen |±〉 ∈ C
gilt |+〉 = |−〉∗.
In mehr als einer Dimension und fu¨r den Spezialfall, dass die Reaktionskoordinate
senkrecht zu den verbleibenden Koordinaten ist, erho¨ht sich die Anzahl der von Null
verschiedenen Eigenwerte und Funktionen des Flussoperators auf 2K, wobei K die An-
zahl der Produktbasisfunktionen ist, die fu¨r die Koordinaten q verwendet werden. Die
mehrdimensionalen Eigenfunktionen des Flussoperators sollen als |±k〉 bezeichnet sein
und die zugeho¨rigen Eigenwerte als ±λk.
In der Basis der Eigenfunktionen des Flussoperators ausgewertet, ergibt sich die CRP








λk〈+k|δˆ(E − Hˆ)Fˆ δˆ(E − Hˆ)|+ k〉 , (2.185)
wobei von den Beziehungen Fˆ = Fˆ † und | + k〉 = 〈−k| Gebrauch gemacht wurde.
Interessanterweise ko¨nnen die in Gl. (2.185) definierten sogenannten
”
Einzelreaktions-
wahrscheinlichkeiten“ Nk(E) nicht als Wahrscheinlichkeiten interpretiert werden, da sie
auch Werte leicht kleiner Null und gro¨ßer Eins annehmen ko¨nnen. Trotzdem ergeben sie
in Summe eine kumulative Wahrscheinlichkeit.
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Wird der mikrokanonischen Dichteoperator in seiner fouriertransformierten Form ge-
schrieben,




eiEt/~ e−iHˆt/~ dt , (2.187)
erha¨lt man die folgenden Ausdru¨cke fu¨r die Matrixelemente des δˆ-Operators:






C±k,±k′(t) = 〈±k|e−iHˆt/~| ± k′〉 . (2.189)
Gleichung (2.189) stellt eine Verbindung zum Zeitentwicklungsoperator her. Damit kann
Gl. (2.186) so verstanden werden, dass Wellenpakete (TSWPs) 〈q| + k〉 vorwa¨rts und
ru¨ckwa¨rts in der Zeit propagiert werden und sich die CRP fu¨r alle gewu¨nschten Energien
E aus der Fouriertransformation der Korrelationsfunktionen C±k,+k′ ergibt.
Abschließend sollen einige Bemerkungen gemacht werden:
• Obwohl manches an den obigen Ausfu¨hrungen an die klassische Theorie des U¨ber-
gangszustands (transition state theory, TST) erinnern mag, ist der gezeigte For-
malismus rein quantenmechanischer Natur und zudem exakt (es werden keine Ap-
proximationen in den Herleitungen der Gleichungen gemacht).
• Im Gegensatz zur TST ist die Lage und Form der Trennfla¨che beliebig, solange sie
nur in geeigneter Weise Edukte und Produkte voneinander separiert.
• Es macht prinzipiell keinen Unterschied, ob die TSWPs 〈q| + k〉 oder 〈q| − k〉
im Intervall (−∞,∞) propagiert werden. In beiden Fa¨llen muss die Anzahl von
K Wellenpakten propagiert werden. Alternativ ko¨nnen auch die 2K Wellenpakete
〈q|+k〉 und 〈q|−k〉 im Intervall [0,∞) propagiert werden. Alle diese Mo¨glichkeiten
sind numerisch gleich aufwendig und fu¨hren zu den selben Ergebnissen.
• Die wesentliche Vereinfachung, welche durch den Spurausdruck (2.178) von Mil-
ler, Schwartz und Tromp mo¨glich wird, ist, dass man sich auf eine kleine Region
um den U¨bergangszustand herum beschra¨nken kann, da die TSWPs sehr stark an
der Trennfla¨che der Reaktion lokalisiert sind. Als technisches Hilsfmittel werden
komplexe absorbierende Potentiale (siehe Abschnitt 3.1.2) in den asymptotischen
Bereichen der Reaktion eingesetzt, welche als eine Art (zeitliche) Da¨mpfungsfunk-
tion im Ausdruck des δˆ-Operators verstanden werden ko¨nnen. Dadurch, dass die
2.6 Reaktionswahrscheinlichkeiten und –geschwindigkeitskonstanten 51
Dynamik nicht bis in die Asyptoten der Reaktion verfolgt werden muss, wird auch
die Behandlung gro¨ßerer Systeme mo¨glich (siehe z.B. Lit. [78,79]).
• Die vorgestellte TSWP-Methode entspricht – im klassischen Bild – einer Trajek-
torienrechnung, bei der die Trajektorien auf der Trennfla¨che in der Region des
U¨bergangszustands starten und fu¨r relativ kurze Zeit propagiert werden, um zu
entscheiden, welche reaktiv sind und welche nicht; dabei du¨rfen die Trajektorien
mehrfach die Trennfla¨che passieren. Es existiert also keine
”
no recrossing“ Bedin-
gung wie in der TST oder ihrer variationellen Erweiterung.
• Eine weitere elegante Mo¨glichkeit zur Berechnung der CRP geht auf Manthe, Sei-
deman und Miller [80, 81] zuru¨ck. Bei diesem sogenannten
”
transition state pro-
bability operator“-Zugang sind allerdings aufwendige Rechnungen fu¨r jede Energie
notwendig, an der N(E) berechnet werden soll.
KAPITEL 3
Vorstellung und Validierung des
Propagationsprogramms
”
A failure will not appear until a unit has passed final inspection.“
— Arthur Bloch
In diesem Kapitel wird das im Zuge dieser Arbeit neu entwickelte Programmpaket zur
quantenmechanischen Propagation von Wellenpaketen vorgestellt. Die wesentlichen Ei-
genschaften des Programms, welches im Folgenden MrPropa genannt wird, werden in
Abschnitt 3.1 dargestellt. Um die korrekte Arbeitsweise von MrPropa zu verifizieren,
werden in Abschnitt 3.2 Vergleiche mit Ergebnissen aus der vero¨ffentlichten Literatur
und anderen etablierten Programmen durchgefu¨hrt.
3.1 Das MrPropa-Programm
Im Gegensatz zu quantenchemischen Programmen, welche die Lo¨sung des elektroni-
schen Problems fu¨r nahezu beliebige Moleku¨le erlauben, ko¨nnen die meisten Programme,
die zur Lo¨sung der Kern-Schro¨dingergleichung konzipiert wurden, nur eine sehr einge-
schra¨nkte Auswahl an Moleku¨len handhaben. Dies liegt letzten Endes an der komplexen
Form des Operators der kinetischen Energie in internen Koordinaten. Um unterschiedli-
che Systeme oder eine unterschiedliche Auswahl von aktiven und passiven Freiheitsgra-
den des selben Systems zu untersuchen, muss der kinetische Teil des Hamiltonoperators
in aufwendiger Weise neu hergeleitet und implementiert werden. Infolgedessen sind die
Programme nicht universell einsetzbar und mu¨ssen in vielen Teilen stark vera¨ndert bzw.
umgeschrieben werden.
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Mit dem Tnum-Programm existiert mittlerweile eine Lo¨sung fu¨r das Problem der
Aufstellung des Tˆ -Operators. Wie in Abschnitt 2.4.3 angesprochen, ko¨nnen die Werte
der kinetischen Funktionen mit diesem Programm fu¨r eine quasi beliebige Moleku¨lgeo-
metrie berechnet werden. Die Eingabe der Moleku¨lgeometrie erfolgt dabei in Form von
Z-Matrixkoordinaten, wie sie auch in Quantenchemie-Programmen weit verbreitet sind.
Damit ist eine hohe Flexibilita¨t zur Beschreibung eines Moleku¨ls gegeben, welche durch
die Mo¨glichkeit,
”
dummy“-Atome (Atome ohne Masse) einzufu¨gen, sogar noch erweitert
wird. Ein weiterer Vorteil des Tnum-Programms ist, dass auch die in Abschnitt 2.5
beschriebenen reduziert-dimensionalen Modelle zur Verfu¨gung stehen.
Im Verlauf dieser Arbeit wurde ein Dynamikprogramm (MrPropa) entwickelt, wel-
ches sich die Vorteile des Tnum-Zugangs zunutze macht und die Behandlung von beliebi-
gen Moleku¨len erlaubt, ohne dass ein aufwendiges Umschreiben no¨tig ist. Dabei wurden
die wichtigesten Darstellungsmo¨glichkeiten (FFT, DVR und spektral) des Hamiltonope-
rators implementiert. Zur Propagation eines Wellenpakets, ko¨nnen alle in Abschnitt 2.3
aufgefu¨hrten Algorithmen verwendet werden. Die Berechnung von Spektren ist sowohl
mit Hilfe des zeitabha¨ngigen als auch des zeitunabha¨ngigen Zugangs mo¨glich. Des Weite-
ren kann die kumulative Reaktionswahrscheinlichkeit (und damit die Reaktionsgeschwin-
digkeitskonstante) im Rahmen der TSWP-Methode berechnet werden (siehe Abschnitt
2.6). Die Anbindung an derzeit drei Quantenchemie-Programme ermo¨glicht u.a. eine
”
on-the-fly“-Berechnung der PES. Eine detaillierte Beschreibung dieses Programms soll
in den sich anschließenden Abschnitten gegeben werden.
3.1.1 Unterstu¨tzte Compiler und Bibliotheken
Das MrPropa-Programm ist in der Programmiersprache Fortran geschrieben, wo-
bei von vielen Funktionen Gebrauch gemacht wird, die nur in neueren Versionen
(Fortran90/95) verfu¨gbar sind. Dazu za¨hlen u.a. die Objektorientierung und die dy-
namische Speicherverwaltung.
Derzeit werden die folgenden Compiler zur U¨bersetzung des Quelltextes in Maschi-
nensprache unterstu¨tzt:
• Intel Fortran Compiler (ifort, Version 10.0),
• Portland Group Compiler (pgf90, Version 7.0),
• GNU Fortran Compiler (gfortran, Version 4.1),
• NEC SX-8 Cross-Compiler (sxf90).
Mit den hier aufgeza¨hlten Compilern ist das Programm auf den ga¨ngigen Arbeitsplatz-
oder Clusterrechnern (AMD, Intel) mit Linux/Unix Betriebssystem (32- oder 64bit)
sowie auf Vektorrechnern des Typs NEC SX-8 lauffa¨hig. Die Auswahl des verwendeten
Compilers kann als Option im
”
Makefile“ angegeben werden.
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Viele ha¨ufig beno¨tigte Rechenoperationen wa¨hrend eines Programmlaufs bestehen
aus Fouriertransformationen (FFT), Matrixdiagonalisierungen sowie Matrix-Matrix- und
Matrix-Vektormultiplikationen. Um die bestmo¨gliche Leistung des Programms zu errei-
chen werden die folgenden Bibliotheken verwendet:
• AMD Core Math Library (ACML, Version 3.6),
• Intel Math Kernel Library (MKL, Version 9.0),
• MathKeisan (fu¨r die NEC SX-8).
Jede dieser Bibliotheken entha¨lt hochgradig optimierte Versionen des Linear Algebra
PACKage (LAPACK), der Basic Linear Algebra Subprograms (BLAS) und FFT Routi-
nen. Ebenso wie fu¨r den Compiler erfolgt die Wahl der Bibliothek u¨ber eine Option im
Makefile.
3.1.2 Programmablauf und wichtige Eingabedateien
In diesem Abschnitt soll der Programmablauf grob veranschaulicht werden. Dies la¨sst
sich am besten erreichen, indem vier wichtige Eingabedateien na¨her beschrieben werden.
Die folgenden Ausfu¨hrungen sollen und ko¨nnen dabei keine Programmdokumentation
darstellen. Dies ist schon allein deshalb nicht mo¨glich, da das Programm derzeit ins-
gesamt ca. 30 Eingabedateien mit u¨ber 300 Eingabeparametern umfasst.∗ Welche der
Eingabedateien fu¨r den Programmstart erforderlich sind, richtet sich gro¨ßtenteils nach
der Auswahl der (logischen) Parameter in der Eingabedatei logicals.in, welche weiter
unten beschrieben wird.
Zur komfortableren Eingabe der Parameter wurde eine graphische Benutzeroberfla¨che
basierend auf der Programmiersprache C++ entwickelt. Genauere Ausfu¨hrungen dazu
sowie einige
”
Screenshots“ sind in Anhang B (Seite 127ff.) zu finden.
Die Eingabedatei tnum.in
In der Datei tnum.in (siehe Listing 3.1) werden u.a. einige fundamentale Moleku¨lei-
genschaften initialisiert. In Zeile 5 wird durch die Variable nat die Anzahl der Atome
festgelegt und in der folgenden Zeile kann durch den Parameter JJ der Gesamtdrehimpuls
gesetzt werden.
Die Geometrie des betrachteten Systems kann entweder in kartesischen oder in inter-
nen – sogenannten Z-Matrixkoordinaten – eingegeben werden. Dies wird durch die Para-
meter cart bzw. zmat in Zeile 8 und 9 gesteuert. Die Z-Matrix-Koordinaten beschreiben
die Geometrie des Moleku¨ls durch Bindungsla¨ngen, Bindungswinkel und Diederwinkel.
∗Eine Dokumentation ist nach Beendigung dieser Arbeit in Wikipediaform geplant.
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Listing 3.1: tnum.in
1 Input of fundamental parameters of the molecule (# of atoms, coordinates, normalization)
2 --------------------------------------------------------------------------------------------------
3
4 1 (nrho : normalization convention (0,1,2,10,20))
5 4 (nat : number of atoms (+dummies) in the molecule)
6 0 (JJ : total angular momentum)
7
8 .false. (cart : cartesian coordiantes)
9 .true. (zmat : internal Z-matrix coordinates)
10 .false. (sym : use symmetry matrix)
11 .false. (euklid : normalization of WP: psi=sqrt(J)/sqrt(rho)*psi)
12
13 **************************************************************************************************
Das genaue Format wird bei der Beschreibung der Eingabedatei zmatrix.in deutlich,
ist aber im Wesentlichen identisch zur Geometrieeingabe aller ga¨ngigen Quantenchemie-
Programme.
Mit Hilfe des Parameters sym (Zeile 10) ko¨nnen auch
”
neue“ Koordinaten als Line-
arkombination der Z-Matrixkoordinaten definiert werden ko¨nnen. Dies ist u.a. nu¨tzlich,
um ein 3-atomiges Moleku¨l in Jacobikoordinaten zu beschreiben und wird am Beispiel
HCN in Abschnitt 3.2.3 na¨her erla¨utert.
Durch den Parameter nrho in Zeile 1 kann die Normierungkonvention der Wellen-
funktion (siehe Abschnitt 2.4.4) eingestellt werden. Mo¨gliche Werte sind: nrho=0 fu¨r die
euklidische Normierung (̺(Q) = J(Q)), nrho=1 fu¨r die Wilson-Normierung (̺(Q) = 1).
Des Weiteren wird bei der Wahl nrho=2 die Gewichtsfunktion ̺(Q) =
∏
i ̺i(Qi) derart
berechnet, dass ̺i(Qi) = 1 ist, falls es sich bei Qi um eine Bindungsla¨nge oder einen
Diederwinkel handelt und ̺i(Qi) = sinQi, falls die Koordinate Qi ein Bindungswinkel
ist.
Die Eingabedatei zmatrix.in
Die Atome und Koordinaten eines zu betrachtenden Moleku¨ls werden in der Datei zma-
trix.in definiert. Wie erwa¨hnt, kann die Geometrie eines Moleku¨ls entweder in kar-
tesischen oder Z-Matrixkoordinaten angegeben werden. Als einfaches Beispiel ist die
Eingabe des Moleku¨ls H2O2 in Z-Matrixkoordinaten in Listing 3.2 illustriert. Da die Z-
Matrix in analoger Weise wie bei den meisten Quantenchemie-Programmen angegeben
wird, ko¨nnen fu¨r kompliziertere Moleku¨le graphische Benutzeroberfla¨chen (GaussView,
Molden, etc.) zu deren Konstruktion verwendet werden.
Eine weitere wichtige Eingabe in dieser Datei ist, wie die einzelnen Koordinaten be-
handelt werden. Dies wird hier durch die Zahlenwerte in den Zeilen 9-11 bestimmt: Der
Wert 1 bedeutet, dass die entsprechende Koordinate aktiv ist, also exakt behandelt wird.
In dem hier gezeigten Beispiel sind also der OO-Abstand und einer der OH-Absta¨nde
die aktiven Freiheitsgrade. Die restlichen vier Freiheitsgrade werden in diesem Fall an
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Listing 3.2: zmatrix.in





6 H 1 2




11 1 0 0
12
13 **************************************************************************************************
der Eingabegeomerie festgehalten bzw.
”
eingefroren“, was durch die Werte 0 initiiert
wird (starre Zwangsbedingungen, Abschnitt 2.5). Soll eine andere Kombination von ak-
tiven und inaktiven Freiheitsgraden betrachtet werden, mu¨ssen dazu prinzipiell nur die
entsprechenden Werte von 0 auf 1 (oder umgekehrt) vera¨ndert werden. Die wesentliche
Beschra¨nkung fu¨r diesen einfachen Wechsel zwischen den Koordinatentypen liegt darin,
dass natu¨rlich die globale Potentialenergiefla¨che fu¨r die aktiven Koordinaten vorhanden
seien muss.
Grundsa¨tzlich wurde das Programm so geschrieben, dass es eine beliebige Anzahl von
Koordinaten des Typs 1 handhaben kann. Aufgrund der exponentiellen Skalierung des
Speicherplatzbedarfs und der Rechenzeit ist die Anzahl der aktiven Koordinaten in der
Praxis allerdings auf 4-6 beschra¨nkt. Eine ausfu¨hrliche Analyse dieses Themas wird in
Abschnitt 3.1.3 durchgefu¨hrt.
Neben den starren Zwangsbedingungen kann das adiabatische oder (c)HADA-Modell
eingesetzt werden, um die inaktiven Freiheitsgrade zu behandeln. Dies geschieht, indem
der Koordinatentyp auf 20 bzw. 21 gesetzt wird. Diese beiden reduziert-dimensionalen
Modelle erfordern allerdings zusa¨tzliche Eingabedaten, sprich die Werte der inaktiven
Koordinaten in Abha¨ngigkeit der aktiven Q′′(Q′) bzw. auch die Hessematrix h(Q′). Die
Ableitungen dieser Funktionen werden zur Anwendung der Modelle ebenfalls beno¨tigt.
Sie mu¨ssen daher mit Hilfe von analytischen Funktionen gefittet werden. Dazu wur-
de wa¨hrend dieser Arbei ein separates Programm entwickelt. Als Fitfunktionen stehen
einfache Polynome, Fourierreihen, Legendre-Polynome und Hermite-Polynome zur Ver-
fu¨gung.
Die Eingabedatei logicals.in
Die Datei logicals.in (siehe Listing 3.3) dient dazu, festzulegen, welche Rechnungen
bei einem Programmaufruf durchgefu¨hrt werden.
Die fu¨r den Programmablauf relevante Eingabe beginnt mit den Zeilen 6-9, welche je-
weils den Aufruf eines Quantenchemie-Programms zur Folge haben (Gaussian,Molpro
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Listing 3.3: logicals.in
1 Input file for setting basic calculation options (propagation scheme, representation, etc.)
2 --------------------------------------------------------------------------------------------------
3
4 .true. (moreoutput : give more output, e.g. f2ij,f1i)
5 .false. (debug : give even more output and pause after important steps)
6 .false. (Qchem_opt : optimize input geometry ==> call to Qchem program)
7 .false. (Qchem_freq : calculate harmonic frequencies ==> call to Qchem program)
8 .false. (Qchem_TSS : search transition state (TS,QST2/3) ==> call to Qchem program)
9 .false. (Qchem_thermo: calculate partition function ==> call to Qchem program)
10 .false. (noTnum : if .TRUE. than don’t use Tnum but some model Hamiltonian)
11 .true. (derivatives : write f2ij,f1i,Vep,Rho to files)
12 .false. (getpsi0 : get initial wavefunction from file)
13 .true. (makeshot : write wavefunction to files)
14 .true. (diskspace : only make 2D- and/or 1D-cuts of the wavefunction for DIM>2)
15 .false. (CHEBY : use chebyshev scheme for propagation)
16 .true. (SIL : use short iterative lanczos (SIL) scheme)
17 .false. (SI : use symplectic integrators (SI) scheme)
18 .false. (SPO : use split operator (SPO) scheme)
19 .false. (SOD : use second order differencing (SOD) scheme)
20 .false. (DVR : use discrete variable representation (DVR))
21 .false. (FINITE : use finite basis (spectral) representation (FBR))
22 .false. (diagonalize : diagonalize Hamilton matrix, i.e. solve stationary SEQ)
23 .false. (classic : calculate classical trajectory (verlet or runge-kutta))
24 .false. (verletMD : calculate trajectories from a wigner distribution)
25 .false. (searchTS : search the transition state (only with grid resolution))
26 .false. (calcRP : calculate the reaction path (steepest descent from TS))
27 .false. (spectrum : calculate spectrum out of autocorrelation function)
28 .false. (flux : calculate flux to/from a selected region)
29 .false. (NofE : calculate cumulative reaction propability N(E))
30 .false. (KofT : calculate rate constant k(T))
31 .false. (groundstate : propagate in imaginary time and renormalize ==> groundstate)
32 .false. (absorbing : use absorbing potential (gobbler))
33 .true. (analytical : use analytical potential)
34 .false. (splined : use interpolated potential)
35 .false. (onthefly : calculate the potential on the fly ==> call to Qchem program)
36 .false. (restart : perform a restart from a previous run)
37
38 **************************************************************************************************
oder TURBOMOLE†). Durch den Parameter Qchem_opt wird die, in einer anderen Datei
spezifizierte, Geometrie des betrachteten Systems optimiert und im weiteren Programm-
verlauf verwendet. Die optimierten Koordinaten werden in einer Datei abgespeichert
und ko¨nnen fu¨r spa¨tere Rechnungen als Eingabegeometrie verwendet werden. Durch
den Schalter Qchem_freq wird eine Frequenzrechnung initiiert. Da die Quantenchemie-
Programme lediglich die Frequenzen eines harmonischen Oszillators berechnen, ist es na-
tu¨rlich ratsam, eine optimierte Geometrie fu¨r die Frequenzrechnung zu verwenden. Der
Parameter Qchem_TSS kann genutzt werden, um die Geometrie des U¨bergangszustands
der Potentialfla¨che zu suchen. Diese Option ist derzeit nur fu¨r das Gaussian-Programm
implementiert. Selbiges gilt fu¨r die Berechnung der Zustandssumme durch den Schalter
Qchem_thermo.
Normalerweise werden die zur Aufstellung des Operators der kinetischen Energie beno¨-
tigten Funktionen durch das Tnum-Programm berechnet, welches vollsta¨ndig im Propa-
gationsprogramm integriert ist. Es erfolgt also kein externer Aufruf, sondern die Funktio-
†Das TURBOMOLE-Interface wurde von Jan Sielk implementiert [82].
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nen werden an entsprechender Stelle im Programm durch den Aufruf einer
”
Subroutine“
berechnet. Dies kann durch den Parameter noTnum in Zeile 10 unterbunden werden. Die
Funktionen vor den Ableitungen im Tˆ -Operator werden dann durch eine andere Subrou-
tine im Programm berechnet, welche natu¨rlich fu¨r jedes betrachtete System individuell
angepasst werden muss.
Durch die Zeilen 15 bis 18 kann der fu¨r die Zeitpropagation verwendete Propagations-
algorithmus (CP, SIL, SI oder SPO) selektiert werden. Wie in Abschnitt 2.3 dargelegt
wurde, hat jede dieser Methoden ihre individuellen Vor- und Nachteile, so dass es oft
gu¨nstig ist, mehrere Auswahlmo¨glichkeiten zur Hand zu haben.
Die Methode zur numerischen Darstellung des Hamiltonoperators und der Wellen-
funktion (siehe Abschnitt 2.2) kann mit Hilfe der Eingabeparameter DVR und FINITE
gewa¨hlt werden. In der
”
Standardeinstellung“ (beide Werte .false.) wird die FFT-
Methode fu¨r alle Freiheitsgrade verwendet. Wird der Parameter DVR aktiviert, so wird
die DVR-Methode benutzt, wobei verschiedene orthogonale Funktionen zur Aufstellung
der Tˆ -Matrix verwendet werden ko¨nnen. Um Bindungsla¨ngen und Diederwinkel zu be-
schreiben, wurden ein Sinus-DVR nach Colbert und Miller [83] und ein Chebyshev-DVR
nach Choi und Light [84] implementiert. Unter bestimmten Umsta¨nden, die sehr viel an-
schaulicher anhand eines konkreten Beispiels in Abschnitt 3.2.3 erkla¨rt werden ko¨nnen,
sind diese Basisfunktionen (auch die der FFT-Methode) aufgrund ihrer Symmetrie- und
Randbedingungen nicht geeignet, um Bindungswinkel zu beschreiben; als Ausweg wurde
im Verlauf dieser Arbeit aber deutlich, dass die Legendre-Polynome gerade die richtigen
Bedingungen erfu¨llen, weshalb ein Gauß-Legendre-DVR implementiert wurde.
Wird der Parameter finite auf .true. gesetzt, werden der Hamiltonoperator und die
Wellenfunktion in ihrer spektralen Form dargestellt und die Propagation erfolgt mit den
oben genannten Algorithmen gema¨ß Gleichung (2.76). Zur Berechnung der Matrixele-
mente stehen die folgenden Basisfunktionen zur Verfu¨gung: Sinusfunktionen, Legendre-
Polynome, Chebyshev-Polynome und verteilte Gaußfunktionen (distributed gaussian ba-
sis, DGB) [85].
Ist die Hamiltonmatrix erst einmal berechnet, kann diese auch diagonalisiert werden.
Dies wird durch den Parameter diagonalize initiiert. Die Diagonalisierung ergibt dann
die stationa¨ren Eigenfunktionen und Eigenenergien. Die Energiedifferenzen entsprechen
dann dem Spektrum eines Moleku¨ls, allerdings ohne Information u¨ber die Intensita¨t der
einzelnen Spektrallinien. Des Weiteren ermo¨glichen die Eigenenergien Aussagen u¨ber die
Zustandsdichte eines Systems.
Am Ende der Datei stehen durch die Parameter in Zeile 33-35 verschiedene Mo¨glich-
keiten zur Potentialberechnung zur Verfu¨gung:
• Durch den Schalter analytical ko¨nnen unterschiedliche analytische Potentiale
verwendet werden. Die zur Verfu¨gung stehenden Potentiale sind aus Abb. B.4
(Seite 129) ersichtlich. Die gezeigte Liste kann mit einfachen Modifikationen im
Quelltext durch weitere Potentiale erga¨nzt werden.
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• Der Parameter splined bewirkt, dass ab-initio-Daten aus quantenchemischen
Rechnungen eingelesen werden. Da der zur Propagation no¨tige Gitterabstand nor-
malerweise sehr viel kleiner ist, als der, an dem die ab-initio-Daten vorliegen, wer-




• Die Extraktion von ab-initio-Daten aus den Ausgabedateien von Quantenchemie-
Programmen ist ha¨ufig eine sehr zeitaufwendige und mu¨hselige Arbeit. Daher wur-
den, wie oben angedeutet, Schnittstellen zu den Programmen Gaussian,Molpro
und TURBOMOLE implementiert. Die Einstellung onthefly=.true. hat zur Fol-
ge, dass eines dieser Programme aus dem Propagationsprogramm heraus aufgeru-
fen wird und die gewu¨nschten Daten automatisch aus den Ausgabedateien extra-
hiert werden. Neben der Potentialenergiefla¨che ko¨nnen auch die Hessematrix und
die Werte der inaktiven Koordinaten in Abha¨ngigkeit der aktiven Koordinaten
ausgelesen werden. Dies sind notwendige Eingabedaten fu¨r das adiabatische und
(c)HADA-Modell (siehe Abschnitt 2.5).
Mit dem Parameter absorbing kann, fu¨r zu nennende aktive Koordinaten, ein so-
genanntes komplexes absorbierendes Potential (complex absorbing potential, CAP) ak-
tiviert werden. CAPs sind u.a. bei dissoziativen Koordinaten hilfreich, da sich diese
prinzipiell u¨ber einen unendlich großen Bereich erstrecken, der numerisch nicht erfasst
werden kann. Durch ein CAP werden die Anteile des Wellenpakets absorbiert, welche
sich dem Gitterrand na¨hern und wegen der Symmetrieeigenschaften der Basisfunktionen
unphysikalische Reflexionen verursachen. Die in dieser Arbeit verwendete Variante geht










gegeben. Dabei ist Qmaxj das Gitterende der j-ten Koordinate und Q
0
j der Startwert des
CAPs. Die Amplituden des Real- und Imagina¨rteils sowie die Koeffizienten in den Expo-
nenten sind Eingabeparameter; aber die von Manolopoulos fu¨r den eindimensionalen Fall
optimierten Werte sind bei einer maximalen kinetischen Energie Et,max des Wellenpa-
kets: VR = −1.27 · Et,max, VI = −0.994 · Et,max, αR = 0.739 und αI = 3.071. Falls nicht
anders angegeben, werden diese Werte in spa¨teren Rechnungen benutzt. Der Realteil
in Gleichung (3.1) bewirkt, dass langsame Teile des Wellenpakets, welche schwerer zu
absorbieren sind, ins CAP hineinbeschleunigt werden und so besser absorbiert werden.
Die Berechnung der kumulativen Reaktionswahrscheinlichkeit nach den in Abschnitt
2.6 angegebenen Gleichungen kann durch den Parameter nofe veranlasst werden: Zu-
na¨chst wird die Matrix des Flussoperators gema¨ß Gl. (2.182) berechnet, wobei, wie bei
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Listing 3.4: propa-nd.in
1 Input of propagation time, grid range and initial wave packet parameters
2 --------------------------------------------------------------------------------------------------
3
4 0.025 (dt : timestep in fs)
5 100.000 (ttot : total propagation time in fs)
6 1.000 (tframe : make snapshot of the WP every tframe fs)
7 -1.000 (tmaxshot : limit # of snapshots in [fs]; <0 for all)
8 -1.000 (scale : scale of WP for plotting reasons, <0 for auto)
9 800.000 (cut : cutoff of the potential [kJ/mol])
10 .false. (plot_reim : make snapshots of real and imaginary part of WP)
11
12 qmin(i) qmax(i) nq(i) : grid values for the active DOFs (i=1,...,dim)
13 --------------------------------------------------------------------------------------------------
14
15 1.000 2.000 081
16 0.500 2.500 101
17
18 center(i) width(i) impulsion(i) : initial wave packet setup (i=1,...,dim)
19 --------------------------------------------------------------------------------------------------
20
21 1.500 0.050 0.000
22 1.000 0.020 0.000
23
24 **************************************************************************************************
der Berechnung der Hamiltonmatrix, unterschiedliche Basisfunktionen zur Verfu¨gung
stehen. Die durch die anschließende Diagonalisierung der Flussoperatormatrix erhaltenen
Eigenfunktionen (die TSWPs 〈q|+ k〉) werden dann vorwa¨rts und ru¨ckwa¨rts in der Zeit
propagiert, woraus sich die Korrelationsfunktionen (2.189) ergeben. Diese werden dann
fouriertransformiert und ergeben in ihrer Summe die kumulative Reaktionsgeschwindig-
keit N(E).
Die Eingabedatei propa-nd.in
Die Datei propa-nd.in (siehe Listing 3.4) dient dazu, wichtige Gro¨ßen der Zeitpropa-
gation, wie z.B. den Zeitschritt und die Gesamtpropagationszeit, einzustellen.
Außerdem wird die Gro¨ße des Ortsraumgitters und die Anzahl der Gitterpunkte festge-
legt. Die Anzahl der Zeilen (hier 15 und 16) richtet sich nach der Anzahl der Koordinaten,
die in der Datei zmatrix.in als aktiv gekennzeichnet wurden.
Des Weiteren werden in dieser Datei die Parameter des Anfangswellenpakets ange-
geben. Normalerweise ist das Anfangswellenpaket fu¨r n aktive Freiheitsgrade als n-
dimensionale Gaußfunktion gegeben und wird gema¨ß der Formel




















berechnet. Dabei sind die Zentren Q0j , Breiten σj und Anfangsimpulse kj in diesem 2D
Beispiel durch die Spalten der Zeilen 21-22 gegeben.
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Neben der analytischen Form (3.3) ko¨nnen beliebige Anfangswellenpakete aus einer
Datei eingelesen werden (Schalter getpsi0 in der Datei logicals.in). Ein typischer An-
wendungsfall dafu¨r ist, eine Schwingungseigenfunktion des elektronischen Grundzustands
aus einer vorherigen Diagonalisierung der Hamiltonmatrix auf einer elektronisch ange-
regten PES zu propagieren. Falls die kumulative Reaktionswahrscheinlichkeit berechnet
werden soll, werden automatisch die Eigenzusta¨nde des Flussoperators propagiert.
3.1.3 Analyse des Speicherplatzbedarfs
In diesem Abschnitt soll untersucht werden, wie der Speicherplatzbedarf des Programms
mit der Anzahl der Freiheitsgrade und der Anzahl der Gitterpunkte bzw. Basisfunktionen
skaliert.
Abbildung 3.1 zeigt den Speicherplatzbedarf vonMrPropa gegen die Anzahl der Git-
terpunkte pro Dimension. Fu¨r zwei und drei Dimensionen kann die Anzahl der Gitter-
punkte pro Dimension quasi beliebig gewa¨hlt werden. Dies ist in dem Sinne gemeint, dass
in den meisten praktischen Anwendungen maximal 100 bis 150 Punkte pro Dimension
ausreichen, um die Konvergenz der numerischen Ergebnisse zu gewa¨hrleisten. Bei nicht
allzuviel
”
Aktivita¨t“ in einer Koordinate sind ha¨ufig aber schon 15 bis 30 Gitterpunkte
ausreichend. Daher sind 4D-Rechnungen meist ebenfalls problemlos zu bewerkstelligen.
Fu¨r fu¨nf oder gar sechs Dimensionen verschlechtert sich die Situation allerdings drama-
tisch. Die Ursache fu¨r dieses Verhaltens ist gro¨ßtenteils prinzipieller Natur und liegt in
der in Abschnitt 2.2.8 angesprochenen, exponentiellen Skalierung des quantenmechani-
schen Zugangs mit der Anzahl der Freiheitsgrade. Andererseits ist zu konstatieren, dass
MrPropa zur Behandlung von beliebigen System programmiert wurde und somit in ei-
nigen Teilen generell mehr Speicher verbraucht als Programme, die lediglich ein spezielles
Problem behandeln. Letztlich a¨ndert die Allgemeinheit aber nichts an der exponentiellen
Skalierung sondern geht eher als Vorfaktor in den Speichplatzbedarf ein.
Zusammenfassend gesagt, zeigt Abbildung 3.1, dass mit MrPropa problemlos bis zu
dreidimensionale Rechnungen durchgefu¨hrt werden ko¨nnen. In vier Dimensionen sind
bei 16 GByte Arbeitsspeicher noch 80 Gitterpunkte fu¨r jede Dimension mo¨glich, was
in vielen Fa¨llen ausreichend ist; insbesondere, da nicht immer dieselbe Anzahl von Git-
terpunkten pro Dimension gewa¨hlt werden muss. Ha¨ufig ko¨nnen die ND Gitterpunk-
te geschickter auf die Freiheitsgrade
”
verteilt“ werden. Fu¨nfdimensionaler Rechnungen
setzten zum einen mehr als 16 GByte Arbeitsspeicher voraus und zum anderen muss in
mindestens einem Freiheitsgrad die Konvergenz der numerischen Ergebnisse mit relativ
wenigen Gitterpunkten erreicht werden ko¨nnen. Auf dem Vektorrechner des Rechenzen-
trums Kiel, welcher u¨ber 64 GByte Arbeitsspeicher verfu¨gt, sind z.B. 5D-Rechnungen
mit einer Gitterpunktkombination 70× 70× 55× 50× 20 mo¨glich.
Sechs- oder noch ho¨her dimensionale Rechnungen sind mit dem derzeitig verfu¨gbaren
Arbeitsspeicher der meisten Rechner nicht mo¨glich bzw. wu¨rden so wenig Gitterpunkte
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Abbildung 3.1: Logarithmische Darstellung des Speicherplatzbedarfs in MByte gegen Anzahl
der Gitterpunkte pro Dimension fu¨r zwei bis sechs Dimensionen. In jeder Dimension ist die Anzahl
der Gitterpunkte N gleich, so dass die Gesamtanzahl der Gitterpunkte in D Dimensionen ND
ist. Die horizontale Linie zeigt den maximal verfu¨gbaren Speicherplatz von 16 GByte auf dem
verwendeten Rechner.
pro Freiheitsgrad voraussetzen, dass eine Konvergenz der numerischen Ergebnisse prak-
tisch nicht mehr zu erreichen ist.
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3.2 Vergleich mit Ergebnissen aus der Literatur
Die korrekte Arbeitsweise des soeben vorgestellten Propagationsprogramms soll in die-
sem Abschnitt an einigen prominenten Beispielen aus der Literatur getestet werden. Da
der Vergleich mit anderen Programmen oder Literaturergebnissen hier im Vordergrund
steht, wird die Diskussion der Resultate und die Beschreibung der gezeigten Abbildungen
relativ kurz ausfallen; dies wird ausfu¨hrlich in den Originalarbeiten getan, auf welche an
entsprechender Stelle verwiesen wird.
3.2.1 Photoelektronenspektum von FH–2
Als erster realistischer Test soll hier das System FH2 in Jacobikoordinaten (R, r, γ) be-
handelt werden (siehe Abb. 3.2 mit A=B=H und C=F). Dieses Moleku¨l wurde in der
Literatur bereits ausfu¨hrlich untersucht, sowohl von theoretischer als auch von experi-
menteller Seite. Die hier angestrebten Berechnungen beziehen sich auf die von Neumark
und Mitarbeitern [88] entwickelte
”
Spektroskopie des U¨bergangszustands“. Die Grundi-
dee ist, mit Hilfe eines Lasers ein Elektron aus einem stabilen negativen Ion herauszulo¨-
sen, wodurch das neutrale System in einer vom Anion bestimmten Geometrie entsteht.
Unter gu¨nstigen Umsta¨nden, wie es bei FH2 der Fall ist, ist diese Geometrie verschie-
den von der stabilen des Neutralsystems und liegt in Bereichen der PES, die ansonsten
experimentell nicht zuga¨nglich sind. Fu¨r das FH2-System liegt die gebildete Struktur in
der Na¨he des U¨bergangszustands der Reaktion F + H2 → HF + H. Dort ist das System
instabil und zerfa¨llt in die beiden mo¨glichen Reaktionprodukte. Der Gesamtprozess ist
also:
FH−2 + hν −→ FH‡2 + e−
FH‡2 −→ F + H2(v′, j′) , HF(v′, j′) + H.
Das Symbol ‡ soll den U¨bergangszustand andeuten und (v′, j′) bezeichnet den
Schwingungs-Rotations-Quantenzustand des gebildeten Produkts in r und γ. Die ki-
netische Energie Eφ des im ersten Schritt freiwerdenden Photoelektrons e
− ist mit der
internen Energie E des FH2-Systems u¨ber eine einfache Energieerhaltungsrelation ver-
knu¨pft:
Eφ = hν −D0 − EA + E0 − E (3.4)
mit
hν =4.657 eV : Energie des einlaufenden Photons
D0 =0.1938 eV : Dissoziationsenergie von FH2
EA =3.401196 eV : Elektronenaffinita¨t des F-Atoms
E0 =0.268 eV : Nullpunktsenergie von H2






Abbildung 3.2: Schematische Darstellung eines 3-atomigen Moleku¨ls ABC in Jacobikoordina-
ten (R, r, γ): r ist definiert als der Abstand zwischen den Atomen A und B, R ist der Abstand
des Atoms C zum Massenschwerpunkt des Fragments AB und γ der Winkel zwischen r und R.
Die interne Energie E, gemessen relativ zum Minimum der Potentialfla¨che von FH2,
ist die Energieskala der weiter unten pra¨sentierten Spektrensimulation. Mit Gl. (3.4)
erha¨lt man daraus direkt das in Abha¨ngigkeit der Photoelektronenenergie Eφ gemessene
Spektrum.
Der Tˆ-Operator in Jacobikoordinaten
Jacobikoordinaten sind zur Beschreibung dreiatomiger Moleku¨le ABC eine sehr beliebte
Wahl. Dies liegt neben der Tatsache, dass diese Koordinaten in der Dissoziationsasym-
ptote R → ∞
”
automatisch“ den richtigen Hamiltonoperator fu¨r das AB-Fragment er-
geben (entkoppelt von der AB-C-Relativbewegung), auch an der relativ einfachen Form
des Operators der kinetischen Energie. Dieser ergibt sich fu¨r die Normierungskonvention
ρ(R, r, γ) = sin γ zu















Dabei wurden, wie in diesem gesamten Abschnitt, atomare Einheiten (~ = 1) verwendet.








gegeben. Des Weiteren sind die in Gl. (3.5) auftretenden Terme lˆ und jˆ die Drehim-
pulsoperatoren der Rotation von C und AB um ihren gemeinsamen Schwerpunkt sowie
der Rotation des Fragments AB selbst. Der Gesamtdrehimpulsoperator Jˆ ist deshalb
Jˆ = lˆ+jˆ. Wird wie in den folgenden Berechnungen der Gesamtdrehimpuls vernachla¨ssigt
(Jˆ = 0 ⇔ lˆ = −jˆ), so vereinfacht sich Gl. (3.5) zu
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Der jˆ2-Operator kann in Abha¨ngigkeit der Winkelkoordinate γ und deren Ableitungen
auch als


















geschrieben werden. Diese Form des jˆ-Operators wurde angegeben, da in diesem Ab-
schnitt die korrekte Anbindung der Tnum-Methode an das MrPropa-Programm ge-
testet wird. Die von Tnum zu berechnenden kinetischen Funktionen f ij2 und f
i
1 (i, j =
R, r, γ) sind im Hinblick auf Gl. (2.144) demnach
































Zusa¨tzlich mu¨ssen sa¨mtliche Terme vor den gemischten zweiten Ableitungen, die vor den
ersten Ableitungen ∂/∂R und ∂/∂r, sowie der Extrapotentialterm Null ergeben.
In Lit. [51] ist eine weitere Schreibweise des Tˆ -Operators fu¨r die Wilson-Normierung
(ρ = 1) zu finden. Wie bereits in Abschnitt 2.4.4 erwa¨hnt, a¨ndert eine andere Normie-
rungskonvention die Terme vor den zweiten Ableitungen nicht, aber der Term vor der
erster Ableitung in γ verschwindet in diesem Fall (fγ1 = 0). Dafu¨r erscheint ein Extra-
potentialterm, welcher durch
















Das System FH2 stellt aus verschiedenen Gru¨nden sehr hohe Anforderungen an die
Bechnung der Dynamik. Dies beginnt schon damit, dass es mit F+H2 und H+HF zwei
unterschiedliche Produktta¨ler gibt, die energetisch zuga¨nglich sind. Dadurch sind die zu
beru¨cksichtigenden Koordinatenbereiche (besonders in r) sehr groß. Außerdem zeigt die
PES zwischen den beiden Produkten sehr hohe Energiedifferenzen: Der Potentialwert in
der F+H2-Asymptote liegt nur etwa 4.2 kJ/mol unterhalb der Barriere, wohingegen es
bei der H+HF-Asymptote ca. 125 kJ/mol sind. Gleichzeitig a¨ndert sich der Winkel γ
auf dem Weg der minimalen Energie von einer Asymptote zur anderen stark (von 90◦




















Abbildung 3.3: Zweidimensionaler Schnitt der Potentialenergiefla¨che von FH2 an der Stelle
γ = 147◦. Die Potentialwerte sind in kJ/mol angegeben.
auf 180◦). All dies fu¨hrt dazu, dass sehr viele Gitterpunkte in allen drei Koordinaten
notwendig sind.
Ein weiterer Punkt, der zu großen numerischen Problemen fu¨hrt, ist die Tatsache,
dass die Teile des Anfangswellenpakets, die in die H+HF-Asymptote laufen, sehr klei-
ne R-Werte erreichen ko¨nnen. Dies ist hauptsa¨chlich durch den bereits angesprochenen
großen Potentialunterschied dieser Asymptote zum U¨bergangszustand bedingt, durch
den Teile des Wellenpakets sehr stark dorthin beschleunigt werden. Die 1/R-Terme im
Tˆ -Operator fu¨hren dann fu¨r kleines R zu einem sehr großen Eigenwertspektrum, so dass
fu¨r dieses System letztendlich nur die SPO-Methode zur Zeitpropagation benutzt wer-
den kann. Zum Beispiel wird mit der SIL-Methode und einem Krylovraum der Gro¨ße
200 die Propagation nach ca. 5 fs numerisch instabil. A¨hnliches gilt fu¨r die Propagati-
onsmethoden CP und SI. Dass lediglich die SPO-Methode fu¨r FH2 geeignet ist, wurde
bereits in Lit. [89] bemerkt. Dies fu¨hrt allerdings zu einem anderen Problem: Da ei-
ne Mischung aus Orts- und Impulsoperatoren im γ-Teil des Tˆ -Operators auftritt, kann
dieser Freiheitsgrad nicht ohne Weiteres mit der SPO-Methode behandelt werden. Die
Wahl der Wilson-Normierung wu¨rde zwar wenigstens die Kombination aus Ortsoperator
und erster Ableitung in γ verschwinden lassen (wegen fγ1 = 0), und das entstehende
Extrapotential wa¨re mit der SPO-Methode problemlos zu behandeln, aber der Term
fγγ2 bliebe, wie erwa¨hnt, unvera¨ndert und somit ortsabha¨ngig. Der einzige Ausweg aus
diesem Dilemma besteht darin, den jˆ-Operator aus Gl. (3.7) fu¨r die γ-Koordinate zu
verwenden. Dabei kann man sich zunutze machen, dass die Legendre-Polynome Pj Ei-
genfunktionen des Operators jˆ2 zum Eigenwert j(j + 1) sind. Analog zur in Abschnitt
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Tabelle 3.1: Numerische Parameter des Ortsraumgitters und der Anfangswellenfunktion fu¨r die
F+H2 Rechnungen.
Q Qmin Qmax ∆Q nQ Q0 αQ
R / A˚ 0.02646 6.75 0.05294 128 2.07490 2.34171
r / A˚ 0.02646 7.42 0.05822 128 0.76995 9.17403
γ / ◦ 90.60606 179.07215 — 74 — 378.02608
2.3.1 angesprochenen Transformation Z† zwischen Orts- und Impulsraum ist fu¨r die γ-
Koordinate eine Transformation D† no¨tig, in welcher der jˆ2-Operator diagonal ist. Die
Matrixelemente D†ij dieser Transformation sind mit den Gauß-Legendre-Gewichten {wi}













2∆tΨ(R, r, γ; t) = Deif
γγ
2 (R,r,γ)j(j+1)∆tD†Ψ(R, r, γ; t) (3.12)
berechnet werden. Um fu¨r die folgenden Berechnungen die Tnum-Methode benutzen
zu ko¨nnen, mu¨ssen in diesem Spezialfall also je nach gewa¨hlter Normierung entweder
der Term fγ1 oder das Extrapotential Vep auf Null gesetzt werden. Ein anderer Fall, bei
dem dies nicht notwendig ist, wird am Beispiel HCN in Abschnitt 3.2.3 gegeben. Die
Abstandskoordinaten R und r sind in obigem Sinne unkompliziert und werden mit der
FFT-Methode behandelt.
Die wichtigen numerischen Parameter des Ortsgitters sind in Tabelle 3.1 zusammen-
gefasst. Dabei sind nQ die Anzahl der Gitterpunkte, ∆Q der Gitterabstand sowie Qmin
bzw. Qmax der Anfang- und Endwert des Gitters, jeweils fu¨r Q = R, r, γ. Fu¨r die γ-
Koordinate kann wegen des nicht-a¨quidistanten Gitters kein eindeutiger Gitterabstand
angegeben werden. Die Gesamtpropagationszeit ist 250 fs bei einem Zeitschritt ∆t von
0.1 fs. Das physikalische Potential wurde bei einem Wert von 787.65 kJ/mol abgeschnit-
ten. Um ungewollte Reflexionen des Wellenpakets zu verhindern, wurden in den R-
und r-Koordinaten absorbierende Potentiale gema¨ß Gl. (3.1) angewendet, welche bei
R0 = 5.080 A˚ bzw. r0 = 5.556 A˚ beginnen.
Die fu¨r die Spektrenberechnung verwendete Anfangswellenfunktion des Anions geht
auf ab-initio Rechnungen von Simons und Mitarbeitern [90] zuru¨ck und wurde ausfu¨hr-
licher in Lit. [91] diskutiert. Da von Simons keine vollsta¨ndige PES angegeben wurde,
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ist das Anionwellenpaket lediglich durch eine harmonische Na¨herung gegeben, also eine
dreidimensionale Gaußfunktion der Form [91]
































Die ZentrenQ0 und Breiten αQ (Q = R, r, γ) sind in Tabelle 3.1 angegeben. Im Folgenden
wird das Wellenpaket (3.13) als Simons’ Anion bezeichnet.
Simuliertes Spektrum
Die erste Simulation des Photoelektronenspektrums von FH−2 , welche in guter U¨berein-
stimmung mit dem Experiment stand, geht auf Manolopoulos et al. [92] zuru¨ck. Dabei
wurde eine von Stark und Werner [93] berechnete Potentialfla¨che (hier SW1 genannt) fu¨r
das Neutralsystem FH2 in Kombination mit Simons’ Anion benutzt. Spa¨ter konnten die
Ergebnisse durch Hartke undWerner [89] sogar noch signifikant verbessert werden. Dabei
wurde zum einen eine verbesserte Potentialfla¨che (hier HSW genannt) verwendet, wel-
che auch Spin-Bahn-Kopplungseffekte beru¨cksichtigt, und zum anderen wurde Simons’
Anion durch die exakten (anharmonischen) Eigenfunktionen einer FH−2 -ab-initio-PES
ersetzt.
Um die korrekte Arbeitsweise des neu geschriebenen Programms zu verifizieren, sollen
jetzt die Ergebnisse von MrPropa mit einem schon in der Arbeitsgruppe vorhandenen
Programm verglichen werden. Letzteres wurde fu¨r die Berechnungen in Lit. [89] einge-
setzt. Dazu wird Simons’ Anion auf der SW1-Fla¨che (siehe Abbildung 3.3) propagiert. Es
soll sich hier auf den Fall von FH−2 beschra¨nkt werden, welches durch die Reaktion von
Fluoranionen mit para-H2 gebildet wurde
‡. Der ortho-FH−2 Fall wurde auch berechnet,
wird aber nicht gezeigt, da die Schlussfolgerungen bezu¨glich des Programmvergleichs
vo¨llig analog zum para-FH−2 ausfallen.
Da ein direkter Vergleich der Dynamik beider Programme in dieser Form der Pra¨sen-
tation nur schwer mo¨glich ist, soll als
”
kondensiertere“ Vergleichsgro¨ße die Autokorrela-
tionsfunktion A dienen. Sie ist definiert als
A(t) ≡ 〈Ψ(0)|Ψ(t)〉 =
∫
Ψ∗(q, 0)Ψ(q, t) ̺(q) dq, (3.14)
wobei fu¨r reelle Anfangswellenpakete noch die folgende nu¨tzliche Relation gilt [94,95]:
A(2t) = 〈Ψ∗(t)|Ψ(t)〉 =
∫
Ψ(q, t)Ψ(q, t) ̺(q) dq. (3.15)
‡In para-H2 (antiparallele Kernspins) treten nur gerade Rotationszusta¨nde auf, wohingegen in ortho-H2
(parallele Kernspins) nur ungerade mo¨glich sind. Normaler molekularer Wasserstoff besteht aus einer
1:3 Mischung von para- und ortho-H2.
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Der Vorteil an Gl. (3.15) ist, dass bei einer Gesamtpropagationszeit T die Autokorre-
lationsfunktion bis zur Zeit 2T vorliegt. Damit kann bei gleichem Aufwandt z.B. eine
bessere Auflo¨sung eines Spektrums erzielt werden als bei Verwendung von Gl. (3.14). Das




A(t) expiEt/~ dt. (3.16)
Eine Propagationszeit von T → ∞ erga¨be ein maximal aufgelo¨stes Spektrum. Dies ist
in der Praxis natu¨rlich nicht mo¨glich. Da eine endliche Propagationszeit aber ein
”
Rau-
schen“ zwischen den einzelnen Spektralpeaks zur Folge ha¨tte, wird die Autokorrelati-
onsfunktion in praktischen Anwendungen mit einer Gaußfunktion gefaltet, durch deren
Breite die Auflo¨sung des Spektrums bestimmt wird.
Die durchgezogene Linie in Abbildung 3.4 zeigt die MrPropa-Berechnung der Auto-
korrelation, und die Kreuze stellen die Ergebnisse des Referenzprogramms dar. Wie zu
erkennen ist, liefern beide Programme identische Resultate. Als zusa¨tzlicher Test wurden
die von beiden Programmen erzeugten Wellenfunktionen zu verschiedenen Zeitpunkten
der Propagation visuell verglichen, wobei ebenfalls keinerlei Unterschied zu erkennen
waren.
Das gema¨ß Gl. (3.16) berechnete Spektrum fu¨r para-FH−2 ist in Abbildung 3.5 gezeigt
§.
Die Auflo¨sung entspricht mit 19 meV der apparativen Begrenzung des Experiments. Da
es im Experiment sehr viele nur ungenau bestimmte Parameter gibt, sind die Ho¨chst-
werte der beiden Kurven zum besseren Vergleich auf Eins normiert worden. Wie zu
erkennen ist, stimmt die theoretische Simulation gut mit dem experimentellen Resultat
u¨berein: Die Absta¨nde der Peaks werden fast exakt getroffen, wobei fu¨r die absolute
Position der experimentell bestimmte Wert der Dissoziationsenergie D0 von 0.1938 eV
auf 0.205 eV korrigiert wurde, um eine bestmo¨gliche U¨bereinstimmung zu erreichen. Mit
der exakten Eigenfunktion und der HSW-Fla¨che ist diese Korrektur nicht mehr notwen-
dig. Fu¨r weitere Einzelheiten zur Struktur des Spektrums sei an dieser Stelle auf die
Originalarbeiten [89,92] verwiesen.
§Da die Autokorrelationsfunktionen beider Programme identisch sind, ist natu¨rlich auch das daraus
resultierende Spektrum gleich, so dass nur die MrPropa-Resultate gezeigt werden.


















Abbildung 3.4: Modulus der Autokorrelationsfunktion |A(t)| gegen die Propagationszeit t in
Femtosekunden fu¨r para-FH−2 . Die durchgezogene Linie wurde mit dem Programm MrPropa
berechnet und die Ergebnisse des Referenzprogramms sind durch Kreuze gekennzeichnet. Zum
















Abbildung 3.5: Vergleich zwischen dem experimentellen Spektrum (durchgezogene Linie) und
der theoretischen Simulation (gestrichelte Linie) fu¨r den para-FH−2 -Fall aufgetragen gegen die
kinetische Energie des auslaufenden Elektrons Eφ in eV. Die gro¨ßten ”
Peaks“ beider Spektren
sind auf Eins normiert.
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3.2.2 Nicht-adiabatische Dynamik von Pyrazin
Das Pyrazinmoleku¨l (Abb. 3.6) stellt ein klassisches Beispiel fu¨r die vibronische Kopplung
zwischen elektronischen Potentialfla¨chen in einem aromatischen System dar. Eine große
Vereinfachung der Situation besteht fu¨r dieses System in der Tatsache, dass lediglich eine
Mode, v10a genannt, die niedrigsten beiden elektronisch angeregten Zusta¨nde S1(nπ
∗)
und S2(ππ
∗) miteinander koppelt. Auf experimenteller Seite wurde die vibronische Akti-
vita¨t der v10a-Mode in Absorptionsspektren, in single-vibronic-level-Fluoreszenzspektren
und im resonanten Ramanspektrum des S1-Zustands sichtbar (siehe Lit. [96] und ent-
haltene Zitate sowie Lit. [97] fu¨r einen U¨bersichtsartikel zu diesem Thema).
N
N
Abbildung 3.6: Strukturformel des Pyrazinmoleku¨ls (C4H4N2).
Ein interessanter Aspekt im Absorptionsspektrum des Pyrazinsystems ist, dass die
Anregung in den S1-Zustand in einer Reihe diskreter Linien resultiert [96], wohingegen
das S2-Absorptionsspektrum eine nahezu strukturlose breite Bande zeigt [98]. Letzte-
res deutet auf eine schnelle Relaxierung vom S2- in den S1-Zustand hin. Theoretische
Rechnungen [99] konnten, wie vermutet [100], die Existenz einer mehrdimensionalen
konischen Durchschneidung [4] besta¨tigen, durch welche es zu einer schnellen intramole-
kularen Energieumverteilung kommt.
A¨hnlich wie beim FH2-System wurde auch die Dynamik des Pyrazinmoleku¨ls ausgie-
big von theoretischer Seite untersucht, wobei das diskrete S1-Absorptionsspektrum qua-
litativ gut reproduziert werden konnte [101, 102]. Zur Beschreibung des S2-Spektrums
wurde ein realistisches Modell benutzt, welches vier vibronische Moden umfasst. Nach
Faltung des erhaltenen Spektrums mit einer breiten Gaußfunktion, wodurch die Effek-
te der verbleibenden 20 schwach koppelnden Moden auf die Dynamik na¨herungsweise
einbezogen werden, konnte auch hier eine gute U¨bereinstimmung mit dem Experiment
erreicht werden [101].
Im Folgenden soll die Dynamik des Pyrazinsystems nach Anregung in den S2-
Zustand untersucht werden. Die Rechnungen basieren auf dem angesprochenen Vier-
Modenmodell, welches zuna¨chst kurz vorgestellt wird. Die Ergebnisse von MrPropa
werden mit denen des MCTDH-Programms¶ verglichen, welches in der Literatur ha¨ufig
fu¨r Rechnungen zu diesem System eingesetzt wurde [103,104].
¶Das MCTDH-Programm (Version 8.4.0) wurde im Zuge dieser Arbeit freundlicherweise von H.-D.
Meyer (zurzeit Universita¨t Heidelberg) zur Verfu¨gung gestellt.
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Tabelle 3.2: Numerische Parameter (in eV) des Modell-Hamiltonoperators nach Krempl et
al. [106].
ω κ(1) κ(2)
ν10a 0.0936 — —
ν6a 0.0740 -0.0964 0.1194
ν1 0.1273 0.0470 0.2012
ν9a 0.1568 0.1594 0.0484
λ = 0.1825 ∆ = 0.46165
Der Modell-Hamiltonoperator
Der nachfolgend verwendete Modell-Hamiltonoperator wurde urspru¨nglich von Ko¨ppel
et al. [105] entwickelt. Er ist besonders gut geeignet, um ein System mit mehreren elek-
tronischen Fla¨chen zu beschreiben, wenn die Kernkoordinaten in den Normalmoden des
Grundzustands ausgedru¨ckt werden. Werner und Mitarbeiter [101] haben diese Arbeit
aufgegriffen und die notwendigen Parameter des Modells fu¨r die vier wichtigsten Normal-
moden (ν10a, ν6a, ν1, ν9a) des Pyrazinmoleku¨ls mit Hilfe von ab-initio-quantenchemischen
Methoden bestimmt. Da der Grundzustand S0 energetisch weit vom S1-Zustand entfernt
liegt, kann er in den Betrachtungen vernachla¨ssigt werden, so dass sich der Hamilton-




































i ∈ {10a, 6a, 1, 9a}, j ∈ {6a, 1, 9a})
schreibt. Der erste Term repra¨sentiert den Grundzustandoperator in der harmonischen
Na¨herung, wobei wi die Frequenz der i-ten Normalmode und Qi die dazu konjugierte
dimensionslose Normalkoordinate ist. Der Parameter ∆ entspricht der halben Energie-
differenz der adiabatischen Potentialfla¨chen an der Gleichgewichtsgeometrie des Grund-





j im letzten Term ergeben sich aus den Ableitungen der angeregten Potential-
fla¨chen nach den sogenannten
”
Tuning“-Moden (ν6a, ν1, ν9a), ausgewertet an der Grund-
zustandsgleichgewichtsgeometrie. Die numerischen Werte der in Gl. (3.17) auftretenden
Parameter sind in Tabelle 3.2 aufgelistet.
Numerische Ergebnisse
Die Propagation eines Wellenpakets auf mehreren elektronischen Fla¨chen erfolgt auf sehr
a¨hnliche Weise wie in dem Fall, in dem nur eine elektronische Fla¨che beru¨cksichtigt wird.
Der einzig wesentliche Unterschied besteht darin, dass der Hamiltonoperator als Matrix
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vorliegt und das Wellenpaket als Vektor. In Matrix-Vektorform schreibt sich die Wirkung
























gegeben [107, S. 355]. Die Norm sollte wa¨hrend der Propagation natu¨rlich erhalten blei-
ben; wertet man Gl.(3.20) fu¨r jeden Summanden einzeln aus, so erha¨lt man ein Bild u¨ber
die Bevo¨lkerung der einzelnen elektronischen Zusta¨nde.
Die Anregung eines Wellenpakets aus dem Grundstand in den S2-Zustand wird in
dem vorliegenden Fall dadurch simuliert, dass die Grundzustandswellenfunktion auf der
zweiten elektronischen Fla¨che platziert wird, was experimentell einem unendlich kurzen
Laserpuls entspricht. Da die Grundzustandsfla¨che nach Gl. (3.17) als harmonisch ange-
nommen wird, ist die Anfangswellenfunktion durch eine um Q0 zentrierte vierdimensio-
nale Gaußfunktion gegeben. Abbildung 3.7 zeigt die Population der beiden elektronischen
Fla¨chen als Funktion der Zeit. Dabei kann zuna¨chst einmal festgehalten werden, dass die
Ergebnisse derMCTDH-Rechnung (durch Kreuze angedeutet) mit denen vonMrPropa
(durchgezogene Linie) exakt u¨bereinstimmen. In Bezug auf die Dynamik ist in Abbildung
3.7 zu erkennen, dass ein sehr schneller Transfer vom S2- in den S1-Zustand stattfindet.
Wie bereits erwa¨hnt, kann dies zum gro¨ßten Teil durch das Vorhandensein einer koni-
schen Durchschneidung (siehe Abbildung 3.8) begru¨ndet werden. Nach ca. 80 fs kehrt
das Wellenpaket dorthin zuru¨ck, wodurch es kurzzeitig zu einer erneuten Bevo¨lkerung
des S2-Zustands kommt.













Abbildung 3.7: Population der elektronischen Fla¨chen S1 und S2 als Funktion der Zeit t.















Abbildung 3.8: Zweidimensionale Darstellung der konischen Durchschneidung der S1 und S2
Potentialenergiefla¨chen (in kJ/mol) als Funktion der dimensionslosen Normalkoordinaten Q10a
und Q6a. Die beiden verbleibenden Normalkoordinaten Q1 und Q9a wurden an der Stelle Null
festgehalten. Die isoenergetischen Linien auf der Grundfla¨che verdeutlichen die Lage der koni-
schen Durchschneidung.
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3.2.3 Hochangeregte Schwingungseigenzusta¨nde von HCN
Das HCN-System wurde bereits kurz in Abschnitt 2.5 diskutiert, um die Unterschiede
zwischen den verschiedenen reduziert-dimensionalen Modellen bei der Berechnung der
PES deutlich zu machen. In diesem Abschnitt dient es als
”
Benchmark“-System, um die
Gu¨te der drei vorgestellten Modelle untereinander und mit einer exakten 3D-Rechnung zu
vergleichen. Als Vergleichskriterium werden die stationa¨ren Eigenenergien und -zusta¨nde
herangezogen, da diese im Rahmen des cHADA-Modells bereits von Lauvergnat et al.
[62] untersucht wurden. Somit wird auch die korrekte Implementierung dieses Modells
getestet. Ein Vergleich mit dem Experiment ist hier nicht sinnvoll, da in Lit. [62] die
PES von Murrell et al. [108] aus dem Jahr 1982 verwendet wurde, die einige bekannte
Defizite aufweist [57].
Die folgenden Betrachtungen werden in Jacobikoordinaten (γ,R,r) durchgefu¨hrt. Siehe
dazu Abbildung 3.2 mit A=C, B=N und C=H.
Technische Details
Die Behandlung linearer Moleku¨le‖ wie HCN ist in Jacobikoordinaten mit einigen tech-
nischen Schwierigkeiten behaftet. Dies liegt zum einen daran, dass fu¨r die Werte γ = 0
oder π singula¨re Terme im Operator der kinetischen Energie auftreten – je nach ge-
wa¨hlter Normierung divergieren entweder die kinetischen Funktionen fγ1 (Gl. (3.9)) oder
der Extrapotentialterm (Gl. (3.10)). Dieses Verhalten ist darauf zuru¨ckzufu¨hren, dass
die Koordinatentransformation von kartesischen zu krummlinigen Koordinaten fu¨r die
Werte γ = 0, π nicht eindeutig ist und somit die Jacobideterminante verschwindet. Ein
weiterer Punkt ist, dass viele Basisfunktionen nicht die geeigneten Randbedingungen
und Symmetrieeigenschaften erfu¨llen, um ein lineares Moleku¨l im Definitionsbereich ei-
nes Valenzwinkels (0, π) darzustellen (siehe Abb. 3.10 und Bildbeschreibung). Letztlich
zeigt die perso¨nliche Erfahrung oder ein Blick in die Literatur (z.B. [57, 72]), dass die
Legendre-Polynome Pl(x) mit x ≡ cos(γ) die besten Basisfunktionen sind, um eine Win-
kelkoordinate zu beschreiben, wenn ein System u¨ber genu¨gend Energie verfu¨gt, eine
lineare Konformation zu erreichen, bzw. sogar dort das Minimum der PES lokalisiert ist.
Da das Argument der Legendre-Polynome eine Funktion des Winkels ist, ist natu¨rlich
die Produktregel bei der Verwendung des in Abschnitt 3.2.1 angegebenen Tˆ -Operators zu
beachten. Alternativ ko¨nnen anstelle der Ableitungen ∂/∂γ auch die Ableitungen ∂/∂x
verwendet werden. Dann sind die kinetischen Funktionen der Winkelkoordinate fγγ2 und
fγ1 wie folgt zu a¨ndern [109]:










1− x2) , (3.21)









‖Die Bezeichung lineares Moleku¨l wird hier synonym fu¨r die Tatsache verwendet, dass die PES des
Moleku¨ls ihr Minium in der linearen Konfiguration hat.
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Listing 3.5: zmatrix.in





6 N 2 1
7 H 2 -1 3
8
9 sym gamma R r | 180 dih nix
10 6
11 1 0.0 0.0 0.538516066 0.0 0.0 0.0
12 2 0.0 0.0 0.461483934 0.0 0.0 0.0
13 3 0.0 0.0 0.0 1.0 0.0 0.0
14 4 0.0 1.0 0.0 0.0 0.0 0.0
15 5 1.0 0.0 0.0 0.0 0.0 0.0
16 6 0.0 0.0 0.0 0.0 1.0 0.0
17
18 1 21 21 0 0 0
19
20 **********************************************************************************************
Die Funktionen bezu¨glich der Koordinaten R und r bleiben unvera¨ndert, wobei die obigen
Gleichungen fu¨r das nichteuklidische Volumenelement dτ = dR dr dx gelten.
In Listing 3.5 ist die Z-Matrix fu¨r das HCN Moleku¨l in Jacobikoordinaten angegeben.
Dazu sind einige erkla¨rende Bemerkungen angebracht:
• Die Konstruktion von Jacobikoordinaten ist durch eine Z-Matrix nicht ohne weite-
res mo¨glich, da die R-Koordinate den Abstand des H-Atoms zum Massenschwer-
punkt des CN-Fragments beschreibt und in einer Z-Matrix nur Absta¨nde zwischen
Atomen definiert werden ko¨nnen. Daher wird an der Stelle des Massenschwerpunkts
(fettgedruckter Punkt in Abb. 3.2) als Hilfmittel ein Dummyatom X eingefu¨gt.
• Durch die Einfu¨hrung eines Dummyatoms ist die r-Koordinate (der CN-Abstand)
nun nicht mehr als Z-Matrixkoordinate darstellbar, sondern ergibt sich aus der
Summe der Absta¨nde CX und XN. Diese zwei Koordinaten mu¨ssen wieder zu einer
einzigen
”
verschmolzen“ werden. Wie erwa¨hnt, ermo¨glicht Tnum die Einfu¨hrung
neuer Koordinaten Qsym als Linearkombination der Z-Matrixkoordinaten Qzmat.
Die in den Zeilen 11-16 angegebene Matrix, M genannt, vermittelt diese lineare







In vielen Fa¨llen ist auch die Matrix der inversen AbbildungM−1 bekannt.
• Das negative Vorzeichen am Bindungswinkel γ des H-Atoms (Zeile 7) bedeutet,
dass anstelle der Funktionen fγγ2 und f
γ





werden. Diese Konvention ist nicht auf den speziellen Fall von Jacobikoordinaten
beschra¨nkt. Vielmehr gilt allgemein, dass bei einem negativen Vorzeichen eines
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Valenzwinkels die kinetischen Funktionen bzgl. der Ableitung nach dem Kosinus
des Winkels berechnet werden.
• Dadurch, dass ein Dummyatom in die Z-Matrix eingefu¨hrt wurde, treten drei zu-
sa¨tzlich Koordinaten auf, die keinerlei physikalische Bedeutung haben. Beispiels-
weise beschreibt die vierte Spalte (180) der Matrix M den Winkel, der durch die
Atome C, X und N aufgespannt wird. Da diese auf einer Linie liegen mu¨ssen, wird
diese
”
Koordinate“ an dem Wert 180◦ eingefroren.
Numerische Details und Ergebnisse
Die Isomerisierungsreaktion HCN⇋CNH wird hier im Rahmen der drei reduziert-
dimensionalen Modelle durch eine aktive Koordinate, den Winkel γ, beschrieben. Wie
eingangs erwa¨hnt, wird fu¨r den Potentialteil die Murrell-PES verwendet. Diese ist zwar
in analytischer Form als volle 3D-PES im MrPropa-Code implementiert, aber, um
die reduziert-dimensionalen Modelle anwenden zu ko¨nnen, ist die Information u¨ber das
Potential VD(γ) auf dem Weg der minimalen Energie (minimum energy path, MEP)
erforderlich. Außerdem werden je nach Modell noch die Funktionen R(γ) und r(γ) so-
wie die Elemente der Hessematrix hij(γ) (i, j = R, r) beno¨tigt. Diese Daten wurden, in
der Form wie sie in Lit. [62] Verwendung fanden, freundlicherweise von D. Lauvergnat
(derzeit Universite´ Paris-Sud) zur Verfu¨gung gestellt.
Die wichtigsten numerischen Parameter sind in Tabelle 3.3 aufgefu¨hrt. Die Quan-
tenzahl der γ-Koordinate sei mit nx bezeichnet und die Quantenzahlen der R- und
r-Koordinate als n1 respektive n2.
∗∗ Die zu letzteren beiden Quantenzahlen zugeho¨rigen
1D-Eigenfunktionen eines harmonischen Oszillators seien mit hn1 und hn2 bezeichnet. Im
Rahmen des HADA-Modells wird nur eine harmonische 2D-Basisfunktion hn1⊗hn1 beno¨-
tigt, wa¨hrend fu¨r das cHADA-Modell eine relativ große Anzahl von 25 Basisfunktionen
notwendig ist. Die Matrixelemente des Hamiltonoperators der aktiven Koordinate wer-
den (fu¨r alle drei Modelle) mit einer Gauß-Legendre-Quadratur berechnet, und die des
inaktiven Hamiltonoperators des (c)HADA-Models mit einer Gauß-Hermite-Quadratur.
Tabelle 3.3: Numerische Parameter fu¨r die Berechnung der Matrixelemente des Hamiltonope-
rators. Die letzten beiden Spalten beziehen sich nur auf das cHADA- bzw. HADA-Modell.
Koordinate Basis Anzahl der Anzahl der
Basisfunktionen Quadraturpunkte
x = cos(γ) Pl(x) 51 80√
ω1Q1 (≈ R) hn1 5 bzw. 1 10√
ω2Q2 (≈ r) hn2 5 bzw. 1 10
∗∗Dies ist nicht ganz korrekt, da die inaktiven Basisfunktionen streng genommen als Linearkombination
der Koordinaten R und r ausgedru¨ckt werden. Dies ist genauer in Anhang A.3.2 ausgefu¨hrt.





















Abbildung 3.9: Elektronisches Potential VD (durchgezogene Linie) und adiabatische Potentiale



















)|2 (0, 2, 0) [0, 6, 0]
(0, 4, 1) [1, 8, 0]
Abbildung 3.10: Einige ausgewa¨hlte HCN-Zusta¨nde (runde Klammern) und CNH-Zusta¨nde
(eckige Klammern), welche mit dem HADA-Modell (gru¨ne Linien) und mit dem cHADA-Modell
(blaue Linien) berechnet wurden. Die Quantenzahlen (n1nxn2) beziehen sich respektive auf die
Koordinaten (R, γ, r). Wie zu erkennen ist, wird die maximale Aufenthaltswahrscheinlichkeit
in der linearen Konfiguration (HCN oder CNH) angenommen, wobei die CNH-Zusta¨nde zur
besseren Kenntlichkeit mit drei multipliziert wurden. Durch die Wahl der Legendre-Polynome
als Basisfunktionen der Hamiltonmatrix wird die Symmetriebedingung Ψ(γ) = Ψ(−γ) erfu¨llt.
Zusa¨tzlich sind die Randbedingungen Ψ(0◦) 6= 0 und Ψ(180◦) = 0 (oder umgekehrt) mo¨glich.
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Die Energieeigenwerte der HCN- und CNH-Zusta¨nde sind bis zur Quantenzahl nx = 8
in Tabelle 3.4 aufgelistet. Zusa¨tzlich zu den Ergebnissen der drei reduziert-dimensionalen
Modelle, welche mit dem MrPropa-Programm erhalten wurden, zeigen die letzten bei-
den Spalten die Resultate fu¨r das cHADA-Modell nach Lit. [62] und die exakte 3D-
Rechnung von Bacˇic´ [110].
Die Hauptintention dieses Abschnitts besteht darin, zu u¨berpru¨fen, ob das cHADA-
und damit natu¨rlich auch das HADA-Modell korrekt implementiert wurde. Ein Vergleich
der fu¨nften und sechsten Spalte zeigt, dass sich die Unterschiede zur Arbeit von Lauver-
gnat et al. im Bereich von ∼ 0.1 cm−1 fu¨r die niederenergetischen Zusta¨nde befinden.
Fu¨r ho¨here Quantenzahlen (nx ≥ 6) steigt die Differenz leicht an, wobei der gro¨ßte
Unterschied bei 1.3 cm−1 fu¨r den CNH-Zustand [1 8 0] liegt.
Fu¨r die Berechnungen mit den starren Zwangsbedingungen (zweite Spalte in Tabelle
3.4) ist es sinnvoll, zwei separate Rechnungen durchzufu¨hren: Um die Energien und
Zusta¨nde des HCN-Moleku¨ls zu erhalten, werden die beiden inaktiven Koordinaten an
der energetisch gu¨nstigsten Geometrie fu¨r γ = 0◦ eingefroren (R0 = 1.686 A˚, r0 =
1.153 A˚). Dementsprechend wird fu¨r das CNH-Isomer die optimale Geometrie bei γ =
180◦ gewa¨hlt (R0 = 1.531 A˚, r0 = 1.165 A˚). Wie bereits in Abb. 2.5 (Seite 43) zu
erkennen war, sind die starren Zwangsbedingungen aufgrund der sich stark a¨ndernden
R-Koordinate kein gutes Modell zur Berechnung der PES. Daher werden die Rechnungen
mit der relaxierten PES des adiabatischen Modells durchgefu¨hrt. In diesem Sinne sind
die starren Zwangsbedingungen hier eher ein Hybridmodell, d.h. starr im kinetischen
und adiabatisch im Potentialteil des Hamiltonoperators.
Betrachtet man in Tabelle 3.4 zuna¨chst nur die HCN-Energien (fu¨r n1 = n2 = 0), so
liefern alle Modelle a¨hnliche Ergebnisse; in allen Fa¨llen werden die Energien, verglichen
mit der exakten Rechnung, leicht u¨berscha¨tzt, wobei das cHADA-Modell, wie erwar-
tet, am besten mit der 3D-Rechnung u¨bereinstimmt. Diese Aussage kann bezu¨glich der
CNH-Energien fu¨r das HADA- und cHADA-Modell u¨bernommen werden. Die starren
Zwangsbedingungen und das adiabatische Modell unterscha¨tzen hier die Energien. Dies
ist darauf zuru¨ckzufu¨hren, dass diese beiden Modelle die Nullpunktsenergien der R- und
r-Koordinaten vernachla¨ssigen. Diese machen sich eher fu¨r die CNH-Zusta¨nde bemerk-
bar, da in der Tabelle die Energien relativ zur HCN-Grundzustandsenergie angegeben
werden. Werden diese Effekte einbezogen, indem anstelle des elektronischen Potentials
(durchgezogene Linie in Abb. 3.9) die PES des (0 0)-Zustands verwendet wird, liegen
die CNH-Energien wieder in den Bereichen des HADA-Modells.
Fu¨r schwingunsangeregte Zusta¨nde in der R- und r-Koordinate sind fu¨r die starren
Zwangsbedingungen und das adiabatische Modell keine Energien in der Tabelle angege-
ben, da diese nicht auf
”
natu¨rliche“ Weise in den Modellen enthalten sind. Neben der
Mo¨glichkeit, die PES des entsprechenden adiabatischen Zustands aus dem HADA-Modell
zu verwenden, um diese Energien zu berechnen, bestu¨nde eine (relativ simple) Mo¨glich-
keit darin, die massegewichtete Hessematrix fu¨r γ = 0 bzw. π zu diagonalisieren, und
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Tabelle 3.4: Energieeigenwerte (in cm−1) relativ zum HCN Grundzustand fu¨r verschiede-
ne reduziert-dimensionale Modelle im Vergleich zur exakten 3D-Rechnung. Die Notationen
(n1 nx n2) und [n1 nx n2] bezeichnen respektive die HCN- und CNH-Zusta¨nde. Wegen der Restrik-
tion J = 0 gilt auch fu¨r den Schwingungsdrehimpuls l = 0 (weshalb nur gerade Quantenzahlen
nx auftreten).





(0 0 0) 0.0 0.0 0.0 0.0 0.0 0.0
(0 2 0) 1443.9 1445.1 1443.5 1430.5 1430.5 1418.3
(0 4 0) 2863.3 2868.0 2874.9 2830.7 2830.7 2806.4
(0 6 0) 4252.6 4263.5 4288.5 4197.0 4197.1 4161.9
(0 8 0) 5605.1 5625.6 5677.3 5525.2 5525.3 5477.3
[0 0 0] 3620.2 3674.3 3809.5 3809.1 3809.1 3808.0
[0 2 0] 4584.3 4641.0 4771.2 4759.6 4759.6 4750.9
[0 4 0] 5472.4 5534.5 5675.8 5639.7 5639.8 5625.3
[0 6 0] 6089.4 6242.0 6395.7 6341.0 6340.9 6327.5
[0 8 0] 6460.2 6566.1 6730.7 6662.5 6662.5 6649.3
(1 0 0) — — 2125.6 2127.2 2127.2 2096.9
(1 2 0) — — 3565.9 3557.1 3557.1 3508.5
(1 4 0) — — 4994.7 4956.6 4956.6 4890.5
(1 6 0) — — 6406.6 6323.0 6322.6 6239.3
(1 8 0) — — 7795.0 7652.3 7650.9 7550.7
[1 0 0] — — 5865.3 5865.4 5865.4 5837.9
[1 2 0] — — 6819.1 6808.9 6808.9 6771.0
[1 4 0] — — 7722.5 7687.0 7687.0 7640.2
[1 6 0] — — 8478.8 8411.0 8410.6 8359.3
[1 8 0] — — 8921.0 8837.1 8835.8 8774.0
(0 0 1) — — 3440.2 3445.1 3445.2 3318.4
(0 2 1) — — 4863.0 4863.8 4863.8 4706.7
(0 4 1) — — 6274.3 6251.1 6251.2 6064.8
(0 6 1) — — 7668.2 7603.4 7603.5 7389.3
(0 8 1) — — 9037.8 8915.7 8915.8 8675.7
[0 0 1] — — 7589.3 7591.6 7581.7 7440.4
[0 2 1] — — 8526.8 8522.0 8522.0 8350.7
[0 4 1] — — 9416.7 9387.2 9387.3 9203.9
[0 6 1] — — 10074.6 10031.6 10031.5 9873.8
[0 8 1] — — 10310.5 10245.8 10245.5 10089.6
a Die Arbeit von Lauvergnat et al. [62].
b Die Arbeit von Bacˇic´ [110].
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die angegebenen Grundzustandsenergien um die Energieeigenwerte eines harmonischen
Oszillators in R und r zu verschieben.
Ein genereller Trend, der fu¨r das HADA-Modell in Tabelle 3.4 abgelesen werden kann,
ist, dass die Diskrepanz zu den exakten Energien mit steigender Quantenzahl der inakti-
ven Koordinaten anwa¨chst. Fu¨r das cHADA-Modell ist dieser Effekt ebenfalls sichtbar,
fa¨llt aber um einiges moderater aus. Dieses Verhalten ist auf die Vernachla¨ssigung der
Anharmonizia¨ten der PES in den inaktiven Freiheitsgraden zuru¨ckzufu¨hren und wurde
in der Literatur auch fu¨r andere Systeme als HCN dokumentiert [62,111].
Es sei erwa¨hnt, dass das (c)HADA-Model auch fu¨r zeitabha¨ngige Rechnungen imple-
mentiert wurde. Das HADA-Model entspra¨che der Propagation auf jeweils einer der in
Abb. 3.9 gezeigten adiabatischen Potentialfla¨chen (gestrichelte Linien), wohingegen das
das cHADA-Model der Propagation auf fu¨nf gekoppelten PES gleichka¨me. Vom techni-
schen Standtpunkt ist letzeres analog zur in Abschnitt 3.2.2 beschriebenen Propagation
auf mehreren elektronischen PES.††






No one knows the reason for all this, but it is probably quantum.“
— Terry Pratchett, Pyramids (Discworld Novels)
In diesem Kapitel wird der Doppelprotonentransfer im Pyrazol-Guanidinsystem unter-
sucht. Wie in Abschnitt 4.1 und 4.2 ausgefu¨hrt wird, zeigt die Potentialenergiefla¨che
dieses Systems eine sehr ungewo¨hnliche Topographie, welche in der Literatur bis da-
to nur im Bild der klassischen Dynamik behandelt wurde. In den Abschnitten 4.3 und
4.4 werden diese Betrachtungen mit unterschiedlichen Methoden auf die quantenme-
chanische Ebene erweitert. Das Kapitel schließt mit einer kurzen Zusammenfassung der
wesentlichen Resultate. Diese sind als eigene Arbeiten in Lit. [112,113] vero¨ffentlicht.
4.1 Plateaureaktionen
Energieprofile entlang eines Reaktionswegs werden fu¨r einstufige Reaktionen u¨blicher-
weise durch ein Eckart-Potential beschrieben, d.h. die Minima der PES sind durch ei-
ne gaußfo¨rmige Kurve mit einem wohldefinierten Maximum – dem U¨bergangszustand
– voneinander getrennt. Ein weiteres Lehrbuchbeispiel stellen schrittweise Reaktionsme-
chanismen dar, bei denen die Edukt/Produkt-Minima durch zwei U¨bergangszusta¨nde mit
einer innerhalb der beiden Barrieren liegenden metastabilen Zwischenstufe voneinander
getrennt sind. Diese eindimensionalen Bilder stellen die Grundlage fu¨r viele fundamenta-
le Vorstellungen und Theorien zur Behandlung von Reaktionen dar, wie etwa der Theorie
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Abbildung 4.1: Schematische Darstellung des Pyrazol-Guanidinsystems.
des U¨bergangszustands. In letzter Zeit haben einige Arbeitsgruppen u¨ber einen Reakti-
onsmechanismus berichtet (s.u.), welcher nicht durch einen der genannten beschrieben
werden kann. In diesem neuen Fall zeigt das Energieprofil eine flache plateauartige Regi-
on entlang des Reaktionswegs, und es ist nicht mehr mo¨glich, einen eindeutigen, lokalen
U¨bergangszustand zu identifizieren.
Reaktionstypen dieser Art, welche fortan als Plateaureaktionen bezeichnet werden,
wurden vorwiegend in Doppelprotonentransferreaktionen (DPTR) [114–116] aber auch
in anderen Systemen gefunden [117]. In biochemisch relevanten Systemen sind Plateau-
reaktionen ebenfalls mo¨glich. So berichten Moreno und Mitarbeiter [118] basierend auf
sehr einfachen ab-initio-Rechnungen fu¨r das Guanin-Cytosin-Basenpaar, dass eine zwit-
terionische Zwischenstufe lediglich um 1.7 kJ/mol stabilisiert ist, womit dieses System
dem Grenzfall einer Plateaureaktion bereits sehr nahe kommt.
Die Bedeutung von Protonentransferreaktionen als Schlu¨sselschritte in vielen Re-
aktionsmechanismen und insbesondere in biochemischen Prozessen steht außer Fra-
ge [119–123]. Das prominenteste Beispiel in dieser Hinsicht stellt sicherlich der Pro-
tonenaustausch in Basenpaaren dar [124, 125]. Wa¨hrend mehrdimensionale Studien zu
Einzelprotonentransferreaktionen auf hohem Niveau durchgefu¨hrt wurden [126,127] und
gute U¨bereinstimmung mit dem Experiment ergaben, ist die Anzahl von Arbeiten zu
DPT-Reaktionen, welche mehr als einen Freiheitsgrad betrachten, deutlich geringer. Das
am besten untersuchte System dieser Art ist das Ameisensa¨ure-Dimer [128–131]. Auf-
grund der Symmetrie dieses Systems ist dessen Energieprofil durch ein Eckart-Potential
beschreibbar und ermo¨glicht somit keine Erkenntnisse u¨ber Plateaureaktionen.
Schweiger et al. [132] konnten anhand eindimensionaler Studien zur DPT-Reaktion im
Pyrazol-Guanidinsystem, welches einen prototypischen Fall einer Plateaureaktion dar-
stellt, zeigen, dass fu¨r dieses System die herko¨mmliche Theorie des U¨bergangszustands
versagt. Dazu wurden klassisch-dynamische Rechnungen unter Verwendung des
”
reaction
path Hamiltonian“ (RPH) Formalismus [133] durchgefu¨hrt. Da es sich bei den transfe-
rierten Teilchen um Protonen handelt, dra¨ngt sich die Frage auf, ob und in wie weit
Quanteneffekte fu¨r den vorliegenden Prozess von fundamentaler Bedeutung sind. Die
Beantwortung dieser Frage ist das Thema der folgenden Abschnitte.
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4.2 Ab-initio- und Modell-Potentialenergiefla¨che
Grundlage fu¨r die dynamischen Rechnungen stellt eine zweidimensionale Potentialfla¨-
che von Rauhut und Schweiger [134] dar. Die aktiven Freiheitsgrade sind die beiden
NH-Absta¨nde q = (q1, q2)
T zwischen der Pyrazoleinheit und den zwei Protonen (siehe
Abb 4.1). Diese beiden Koordinaten wurden in einer vorangegangenen eindimensiona-
len Studie als diejenigen identifiziert, welche am meisten zur Form der Energiebarriere
beitragen. Leider verbietet die Gro¨ße des Systems den Einsatz hochgenauer Coupled-
Cluster-Methoden, so dass von Rauhut und Schweiger MP2-Rechnungen als Kompro-
miss zwischen Genauigkeit und numerischem Aufwand durchgefu¨hrt wurden. Fu¨r den
eindimensionalen Fall konnten sie jedoch zeigen [134], dass auch mit der MP2-Methode
die generelle Form der PES sehr gut wiedergegeben wird, mit der Einschra¨nkung, dass
die Barrierenho¨he im Vergleich zur CCSD(T)-Rechnung um ca. 30% unterscha¨tzt wird.
Als Basissatz wurde eine [aug]-cc-pVDZ-Dunningbasis [135] verwendet, um den lang-
reichweitigen Effekten und der Elektronenkorrelation Sorge zu tragen. Die diffusen Funk-
tionen sind hier in Klammern angegeben, da sie nur an den vier Stickstoff- und den
zwei Wasserstoffatomen hinzugefu¨gt wurden, welche an den Wasserstoffbru¨ckenbindun-
gen zwischen den beiden Clustern beteiligt sind.
Die Originaldaten der PES wurden im Rahmen einer Kollaboration mit der Universita¨t
Stuttgart (DFG-Normalverfahren Ha2498/6, Ra656/9) von den Autoren zur Verfu¨gung
gestellt. Da nach der urspru¨nglichen Intention allerdings hauptsa¨chlich gezeigt werden
sollte, dass die Plateauform der PES kein
”
Artefakt“ des eindimensionales Reaktionswegs
ist, sondern sich u¨ber mehrere Freiheitsgrade erstreckt, wurde zuna¨chst nur ein relativ
kleiner 2D-Bereich um den (formalen) U¨bergangszustand berechnet. Zur Durchfu¨hrung
dynamischer Berechnungen musste die PES im Zuge dieser Arbeit auf die asymptotischen
Bereiche ausgedehnt werden.
Als na¨chster Schritt wurde ein χ2-Fit an die ab-initio-Daten vorgenommen, wobei
die Basisfunktionen des Fits so gewa¨hlt wurden, dass durch Variation der 24 Fitpa-
rameter auch andere physikalisch sinnvolle Energiebarrieren modelliert werden ko¨n-
nen. Abbildung 4.2 illustriert die im Weiteren verwendeten 1D-Reaktionswege der 2D-
Potentialfla¨chen:
• Die rote Kurve zeigt an die ab-initio-Daten die gefittete PES. Diese wird fortan
auch abgeku¨rzt als Fall-1 bezeichnet.
• Die gru¨ne Kurve stellt einen erweiterten Plateaufall dar (Fall-2), bei dem die Breite
des flachen Bereichs signifikant vergro¨ßert wurde, um die dynamischen Effekte
hervorzuheben. Eine solche PES-Form wurde z.B. fu¨r das Fluorpyrazol-Guanidin-
System gefunden [136].
• Als dritter und vierter Fall (rosa und blaue Kurve) werden zwei unterschiedliche
Eckartbarrieren untersucht.





























Abbildung 4.2: Eindimensionale Reaktionsprofile der fu¨nf Modellpotentialenergiefla¨chen.
• Als weiteren Reaktionstyp zeigt die tu¨rkise Kurve den Fall einer Barriere mit einem
um ca. 11 kJ/mol stabilisierten Intermediat (Fall-5).
Wie in der Literatur ausgefu¨hrt [115, 132, 136, 137], ko¨nnen die Variationen der Ener-
gieprofile durch das Vorhandensein von zwei einfachen Barrieren erkla¨rt werden, welche
simultan, wie in den Eckartfa¨llen, oder sukzessive, wie beim Intermediat, auftreten. Die
Plateaus ergeben sich unter bestimmten Umsta¨nden als Spezialfall zwischen diesen bei-
den Grenzfa¨llen. Im vorliegenden Fall wurden bei der Berechnung der ab-initio-PES alle
Koordinaten außer den beiden aktiven (q1, q2) relaxiert. Werden die inaktiven Koordi-
naten z.B. an den Werten des formalen U¨bergangszustands eingefroren, so ergibt sich
anstelle des Plateaus ein Potentialtopf mit einer Tiefe von 5 kJ/mol.
Es soll betont werden, dass die Modellfla¨chen Fall-2-5 aus der ab-initio-Fla¨che gene-
riert wurden, wobei darauf geachtet wurde, dass sich die Deformationen hauptsa¨chlich
auf den Barrierenbereich erstrecken und in den asymptotischen Regionen so gering wie
mo¨glich ausfallen. Aus diesem Grund haben auch die als
”
Eckart“ klassifizierten Profile
keine reine Eckartform in den gezeigten eindimensionalen Schnitten. Gro¨ßere Unterschie-
de zur ab-initio-PES in den Asymptoten der Reaktion sind fu¨r das breitere Plateau leider
unvermeidbar, da eine Verbreiterung der Barriere unweigerlich ein Zusammenstauchen
der Asymptotenregionen zur Folge hat.
Insgesamt ermo¨glichen die fu¨nf prototypischen Fa¨lle die Studie von charakteristi-
schen Unterschieden im dynamischen Verhalten zwischen Plateaureaktionen und den
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herko¨mmlichen Reaktionstypen. Da die Modellfla¨chen 2-5 stark an der ab-initio-Fla¨che
orientiert sind, darf daru¨ber hinaus angenommen werden, dass sie gute Na¨herungen an
die angesprochenen anderen DPT-Reaktionen mit erweitertem oder nicht-plateauartigem
Energieprofil darstellen.
4.3 Retention auf der Barriere
Ein erster offensichtlicher Kandidat fu¨r merkliche Unterschiede ist die Verweildauer eines
Wellenpakets in der Barrierenregion. Diese Gro¨ße wurde bereits von Schweiger et al. im
Bild des klassischen RPH-Formalismus untersucht [132]. Auf der Basis dieser Studien und
aus rein physikalischer Intuition kann erwartet werden, dass sie fu¨r die beiden Eckartfa¨lle
sehr kurz und fu¨r das Intermediat relativ lang sein wird. Allerdings ist a priori unklar,
ob sich ein Plateausystem a¨hnlich wie einer dieser beiden Fa¨lle verhalten wird oder sich
eher dazwischen ansiedelt.
Als einfachen aber aussagekra¨ftigen Test dieser Situation wird ein Anfangswellenpa-
ket mit einer Breite in der Gro¨ßenordnung des Plateaus (Fall-1) auf dem formalen U¨ber-
gangszustand platziert. Fu¨r einen sinnvollen Vergleich wird das selbe Anfangswellenpaket
















Sie ist an der Stelle qj = 1.45 A˚ (j = 1, 2) zentriert und hat eine Breite von
σj = 0.15/
√
2 A˚. Abbildung 4.3 zeigt dieses Anfangswellenpaket in zweidimensionaler
Darstellung auf der Fall-1-PES.
Aufgrund der speziell gewa¨hlten Breite von Ψ0 ist der Modulus der Autokorrelations-
funktion A, welche fu¨r die Wilsonnormierung (ρ(q) = 1 ⇒ dτ = dq) durch
A(t) =
∫
Ψ∗(q, t0)Ψ(q, t) dq (4.2)
gegeben ist, ein sinnvolles Maß fu¨r die Verweildauer des Wellenpakets in der Plateau-
region. Da allerdings A(t) eine komplexe Gro¨ße ist, ist es streng genommen nicht aus-
reichend, nur |A(t)| ∈ R allein zu betrachten. Ein Abfall von |A(t)| kann durch einen
Abfall der Amplitude zwischen Ψ(q, t) und Ψ(q, t0) im Ortsraum oder im Impulsraum
(oder beidem) verursacht werden.
Eine Mo¨glichkeit diese Zweideutigkeit zu u¨berwinden, bestu¨nde darin, auch die Phase
der Autokorrelation zu betrachten, wie dies z.B. in Lit. [138] getan wurde. In dem hier
vorliegenden Fall mit komplexerer Dynamik soll anstelle dessen der quantenmechanische
Fluss, welcher die Region der Reaktionsbarriere verla¨sst, als zweites Maß fu¨r die Verweil-
dauer dienen. Zu diesem Zweck sei diese Region als eine einfache quadratische Fla¨che
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t = 0 fs
Abbildung 4.3: Anfangswellenpaket |Ψ0|2 in der Plateauregion der 2D-PES (Fall-1). Das Po-
tential ist als Farbcode (in kJ/mol) auf der Grundfla¨che dargestellt.
Ω ≡ {q ∈ R2|∀j ∈ {1, 2} : qj ≥ 1.2A˚∧ qj ≤ 1.7A˚} definiert. Der Fluss F durch den Rand




j · n dS =
∫
Ω
∇ · j dq (4.3)
mit
∇ · j = 2~ ℑ
(
Ψ∗(q, t) TˆΨ(q, t)
)
. (4.4)
Dabei wurden die u¨blichen Notationen fu¨r die Flussdichte j, den nach außen zeigenden
Normalenvektor n sowie das Fla¨chen- bzw. hier Linienelement dS gewa¨hlt. Es wurden
auch andere sinnvolle Gro¨ßen und Formen fu¨r diese Region getestet, um sicherzustellen,
dass die Resultate qualitativ unabha¨ngig von der speziellen Wahl von Ω sind.
Fu¨r die im Folgenden gezeigten Ergebnisse wird ein Ortsraumgitter zwischen qminj =
0.6 A˚ und qmaxj = 2.4 A˚ mit 80 Gitterpunkten in jeder Koordinate verwendet. Mit einer
gro¨ßeren Anzahl von Gitterpunkten (z.B. 100×100) a¨ndern sich die Resultate nicht mehr,
so dass die numerische Konvergenz gewa¨hrleistet ist. Fu¨r die Zeitpropagation wird die
SIL-Methode (siehe Abschnitt 2.3.4) mit einem Krylovraum der Dimension 12 und einem
Zeitschritt von 0.1 fs benutzt. Dies garantiert wa¨hrend der gesamten Propagation eine
Energieerhaltung < 10−5
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t = 16 fs
Abbildung 4.4: Zeitliche Entwicklung des Wellenpakets fu¨r t = 6, 11, 16 fs. Pra¨sentation
wie in Abb. 4.3.
4.3.1 Plateau vs. Eckart
In Abbildung 4.5 ist der Modulus der Autokorrelationsfunktion fu¨r die oben beschriebe-
nen fu¨nf Modellfla¨chen gezeigt. Wie erwartet, fa¨llt die Autokorrelationsfunktion wa¨hrend
der ersten 10–15 fs in den beiden Eckartfa¨llen ohne sichtbare Merkmale fast bis auf Null
ab, was einem schnellen und nahezu vollsta¨ndigen Verschwinden des Wellenpakets aus
der Barrierenregion entspricht. Dieses Verhalten wird durch die starken Peaks des aus-
laufenden Flusses (siehe Abb. 4.6 bei t = 3 fs), welchem eine schnelle Ru¨ckkehr zur
Nulllinie folgt, besta¨tigt. Offensichtlich sind die dynamischen Unterschiede zwischen den
beiden Eckartfa¨llen nur gering. Nach ungefa¨hr 30 fs sind die Wellenpakete innerhalb
der Edukt/Produkt-Minima hin und her oszilliert. Da die Messung der Retention auf
der Barriere dadurch
”
verunreinigt“ werden wu¨rde, wurden absorbierende Potentiale in
den asymptotischen Bereichen eingesetzt, welche eine Reflexion verhindern. Der verblei-
bende Wiederanstieg der Autokorrelationsfunktion bei t ≈ 30 fs ist gro¨ßtenteils auf die
Oszillation in der symmetrischen Schwingungsmode (entlang der Winkelhalbierenden in
Abb. 4.3) zuru¨ckzufu¨hren.
Die Autokorrelation fu¨r die Dynamik auf der ab-initio-PES (Fall-1, rote Linie) unter-
scheidet sich stark von den beiden Eckartfa¨llen. Zum einen fa¨llt sie wesentlich langsamer
ab als im Fall der Eckartbarrieren und zum anderen stoppt dieser Abfall bei einem Wert
von ca. 0.2, was auf eine u¨berraschend hohe Retention des Wellenpakets in der Plateaure-
gion hinweist, welche nur auf einer wesentlich la¨ngeren Zeitskala verschwindet. Die Kurve
des Flusses aus der Barrierenregion zeigt fu¨r diesen Fall wesentlich geringer ausgepra¨gte
Peaks und ist fu¨r spa¨teren Zeiten sehr viel strukturierter als in den Eckartfa¨llen. Beides
sind Zeichen fu¨r eine immernoch vorhandene Dynamik in der Barrierenregion. Abbildung
4.4 veranschaulicht dies anhand der dargestellten Aufenthaltswahrscheinlichkeit.
Alle angesprochenen Fa¨lle (Eckart und Plateau) unterscheiden sich u¨berdies klar zu
dem Fall des Intermediats (tu¨rkise Linien in Abb. 4.5 bzw. 4.6). Dort zeigt z.B. die
Autokorrelation einen wesentlich ho¨heren Wert von 0.4. Als zusa¨tzliche Signatur eines
Potentialtopfs sind zwei Peaks mit einer Periode von ca. 10 fs sichtbar (bei 22 und 32 fs),






















Abbildung 4.5: Modulus der Autokorrelationsfunktion |A(t)| fu¨r die 2D-Dynamik auf den
fu¨nf Modellfla¨chen gegen die Propagationszeit t. Die Farben der einzelnen Kurven entspre-





















Abbildung 4.6: Quantenmechanischer Fluss F(t) aus der Barrierenregion Ω gegen die
Propagationszeit t. Das Vorzeichen fu¨r auslaufenden (Netto-)Fluss ist positiv und fu¨r ein-
laufenden negativ.
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welche auf die Schwingungsbewegung innerhalb des Topfs hindeuten. Diese Charakteris-
tika finden sich wie in den anderen Fa¨llen auch in den Flussdaten.
Dieser starke Retentionseffekt wird durch einen relativ kleinen Potentialtopf erzeugt,
oder, von einem anderen Standpunkt aus betrachtet: es braucht es ein sehr ausgepra¨gtes
Plateau, um dieselben Effekte zu bewirken. Natu¨rlich erho¨ht sich die Verweildauer eines
Wellenpakets in der Plateauregion, wenn die Plateaubreite vergro¨ßert wird. Aber wie
die gru¨ne Autokorrelationskurve fu¨r das erweiterte Plateau zeigt, ist die Retention auch
bei einer Verdoppelung der Plateaubreite noch klar unterhalb der des Intermediats. Fu¨r
t > 30 fs ist ein erneutes Aufleben von A(t) zu erkennen. Dies ru¨hrt daher, dass (wie
erwa¨hnt) die Asymptotenregionen bei dieser PES sehr viel kleiner sind als in den anderen
Fa¨llen. Als Konsequenz ko¨nnen sich dort weniger Anteile des Wellenpakets sammeln und
vom CAP absorbiert werden. Ein Vergleich ist somit nur fu¨r ku¨rzere Zeiten sinnvoll.
4.3.2 Quanten- vs. klassische Mechanik
Das Hauptziel dieses Kapitels ist, zu zeigen, dass Plateaureaktionen einen eigenen Reak-
tionstyp bilden, der nicht nur im statischen Bild der Potentialfla¨che klar von dem einer
einfachen Barriere oder eines Intermediats unterschieden werden kann, sondern auch cha-
rakteristische Merkmale in der Dynamik zeigt. Dies konnte mit relativ einfachen Mitteln
im letzten Abschnitt untermauert werden und wird in Abschnitt 4.4 mit elaborierteren
Methoden noch einmal vertieft.
Gleichwohl mag die Frage aufkommen, welche der Effekte quantenmechanischer Natur
sind und welche klassisch erkla¨rt werden ko¨nnen – also z.B. durch die unterschiedlichen
PES-Formen. Da die fru¨heren eindimensionalen Untersuchungen im Rahmen des klassi-
schen RPH-Formalismus nicht direkt vergleichbar mit den hier pra¨sentierten Ergebnissen
sind, sollen (klassische) Trajektorien auf den Modellfla¨chen propagiert werden. Die klas-




p · g(q) · p+ V (q), (4.5)














pk pl − ∂V (q)
∂qj
(4.7)
zu lo¨sen, werden neben dem metrischen Tensor selbst noch dessen Ableitungen bezu¨g-
lich der aktiven Koordinaten qj beno¨tigt. Diese lassen sich ebenfalls relativ einfach mit
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dem Tnum-Code berechnen. Die Gradienten der Potentialfla¨chen ko¨nnen in analytischer
Form aus den Fitfunktionen gewonnen werden.
Fu¨r die klassische Zeitpropagation wird ein Runge-Kutta-Algorithmus vierter Ord-
nung mit einem Zeitschritt von 0.1 fs verwendet. Die Anfangsbedingungen (Ort und Im-
puls) der Trajektorien werden durch eine sogenannte Wigner-Quasi-Verteilungsfunktion















gegeben ist. Die Parameter σj und q˜
j entsprechen dabei den oben angegebenen Werten,
und fu¨r die mittleren Impulse gilt analog zum quantenmechanischen Anfangswellenpaket
p˜j = 0.











dienen. Die Funktion ΘΩ( · , t) in Gl. (4.10) ist so definiert, dass sie den Wert Eins ergibt,
falls zur Zeit t eine Trajektorie innerhalb der Barrierenregion Ω liegt und Null sonst. Um
den vierdimensionalen Phasenraum hinreichend gut abzudecken, ist eine relativ große
Gesamtanzahl von N = 215 760 Trajektorien erforderlich.
Wie Abbildung 4.7 illustriert, ist der Unterschied zwischen klassischer und quanten-
mechanischer Dynamik fu¨r den Eckartfall komplett vernachla¨ssigbar. Hier ist es wichtig
anzumerken, dass sehr spezielle Anfangsbedingungen (direkt auf der Barriere) vorliegen,
und dass deshalb Tunneleffekte durch die Eckartbarriere sowie Nullpunktsenergiekorrek-
turen keine wesentliche Rolle spielen ko¨nnen. Bei einer vollsta¨ndigen Reaktion, d.h. von
einem Minimum u¨ber die Barriere zum anderen Minimum, sind diese Effekte natu¨rlich
nicht mehr vernachla¨ssigbar. Dieser Fall wird in Abschnitt 2.6 behandelt.
Fu¨r das Fall-1-Plateau stimmen die klassischen und quantenmechanischen Resultate
innerhalb des Fehlers, der durch die endliche Anzahl von Trajektorien gemacht wird,
ebenso u¨berein. Dies besta¨tigt die von Schweiger und Rauhut in Lit. [115] gemachte
Aussage, dass Tunneln fu¨r Plateaus keine signifikanten Effekte hat – selbst mit anderen
Anfangsbedingungen (in Lit [115] wurde eine vollsta¨ndige Reaktion untersucht). Fu¨r das
breitere Plateau (Fall-3) sind Unterschiede nach ca. 20 fs erkennbar. Das bereits ange-
deutete Wiederaufleben der Autokorrelationsfunktion ist natu¨rlich auch im quantenme-
chanischen Wahrscheinlichkeitsmaß erkennbar und soll aufgrund seines unphysikalischen









































Abbildung 4.7: Quantenmechanische µQM(Ω, t) (durchgezogene Linien) und klassische
µKM(Ω, t) (gestrichelte Linien) Wahrscheinlichkeitsmaße dafu¨r, dass sich die Protonen zur
Zeit t in der Barrierenregion Ω aufhalten, gegen die Propagationszeit t. Der zweite Eckartfall
(Fall-4) ist nicht gezeigt, da die Resultate qualitativ mit denen von Fall-3 (blaue Kurven)
u¨bereinstimmen.
Ursprungs hier nicht weiter behandelt werden. Interessanterweise tritt es im klassischen
Fall aber nicht bzw. nur sehr viel weniger ausgepra¨gt auf. Eine triftige physikalische Er-
kla¨rung fu¨r dieses Verhalten kann an dieser Stelle leider nicht gegeben werden, da es nur
schwer mo¨glich ist, die Beitra¨ge der 215 760 Trajektorien systematisch zu analysieren.
Die gro¨ßten Unterschiede zeigen sich fu¨r den PES-Fall mit einer metastabilen Zwi-
schenstufe. Sie sind hauptsa¨chlich auf Tunneleffekte aus dem flachen Potentialtopf zu-
ru¨ckzufu¨hren, was sich erwartungsgema¨ß in einer deutlich geringeren quantenmechani-
schen Wahrscheinlichkeit manifestiert, die Protonen in der Barrierenregion zu finden.
4.3.3 Starre Zwangsbedingungen vs. adiabatisches Modell
Bis hierher wurden fu¨r den kinetischen Teil des Hamiltonoperators ausschließlich die star-
ren Zwangsbedingungen verwendet, bei dem die 46 inaktiven Freiheitsgrade an der Geo-
metrie des U¨bergangszustands fixiert sind. Da sich diese wa¨hrend der Reaktion a¨ndern,
sollen die Effekte der Geometriea¨nderung anhand des adiabatischen Modells untersucht
werden.
Zwei Koordinaten, die sich als Funktion der aktiven Koordinaten stark a¨ndern und
gro¨ßeren Einfluss auf das Reaktionsprofil der ab-initio-Fla¨che haben, sind die in Abb.4.1








































Abbildung 4.8: Modulus der Autokorrelationsfunktionen (linke Seite) und quantenmecha-
nischen Flu¨sse (rechte Seite) fu¨r den Fall, dass alle inaktiven Freiheitsgrade eingefroren sind
(gru¨ne Linien), und fu¨r den Fall, dass die beiden Winkelkoordinaten αi = ∠(Hi, Ni, Ci) mit
dem adiabatischen Modell behandelt werden (blaue Linien).
gezeigten Winkel αi = ∠(Hi,Ni, Ci). Die Abha¨ngigkeit dieser Freiheitsgrade von den
beiden aktiven (αi = αi(q)) wurde aus den ab-initio-Daten extrahiert und anschließend
mit einfachen Polynomfunktionen gefittet. Letzteres ist notwendig, da im Tnum-Code
die analytischen Ableitungen dieser Funktionen beno¨tigt werden.
Abbildung 4.8 zeigt die Autokorrelationsfunktionen und Flu¨sse fu¨r das adiabatische
Modell und die starren Zwangsbedingungen im direkten Vergleich, wobei wieder das
selbe Anfangswellenpaket wie in den vorherigen Betrachtungen verwendet wurde. Zwi-
schen den beiden Modellen sind deutliche Unterschiede erkennbar. Allerdings fallen diese
nicht so gravierend aus wie zwischen den oben gezeigten unterschiedlichen PES-Typen.
Eine visuelle Analyse der Wellenpaketbewegung (hier nicht dargestellt), zeigt, dass im
adiabatischen Modell ein wesentlich langsameres Zerlaufen des Pakets erfolgt. Dies ist
durch eine erho¨hte effektive Masse bedingt und gilt insbesondere fu¨r die asymmetrische
Schwingungsrichtung (senkrecht zur Winkelhalbierenden in Abb. 4.3). Wie an der Au-
tokorrelation erkennbar ist, folgt daraus unmittelbar eine ho¨here Retention als mit den
starren Zwangsbedingungen. Der Vergleich der Flusskurven besta¨tigt diese Aussage, da
der Anfangspeak zum einen wesentlich kleiner ausfa¨llt und zum anderen leicht auf der
Abszisse nach rechts verschoben ist. Die la¨ngere Dynamik in der Barrierenregion kann
auch an dem gro¨ßeren zweiten Peak (bei t = 26 fs) abgelesen werden.
4.4 Kumulative Reaktionswahrscheinlichkeiten
Im letzten Abschnitt konnte bereits mit relativ einfachen Mitteln eine klare Abgrenzung
im dynamischen Verhalten von Plateaureaktionen zu anderen Reaktionstypen demons-
triert werden. Diese beschra¨nkten sich auf wohldefinierte aber spezielle Anfangsbedin-
gungen, und die Dynamik konnte nur in der Barrierenregion und somit fu¨r relativ kurze
Zeiten sinnvoll verglichen werden. In diesem Abschnitt sollen die Betrachtungen auf ei-














Abbildung 4.9: Konturdarstellung der Fall-1-PES (schwarze Linien) und des absorbierenden
Potentials (blaue Linien). Das Kreuz oben Rechts deutet das gedrehte Koordinatensystem an.
Die gru¨nen Linien zeigen eine Eigenfunktion des Flussoperators (ein TSWP). Wie zu erkennen
ist, ist das TSWP stark auf der Trennfla¨che der Reaktion lokalisiert.
ne vollsta¨ndige Reaktion verallgemeinert werden. Dazu wird die kumulative Reaktions-
wahrscheinlichkeitN(E) fu¨r die Modellfla¨chen gema¨ß des in Abschnitt 2.6 beschriebenen
TSWP-Formalismus berechnet.
4.4.1 Numerische Details und Parameter
Zur Berechnung der CRP muss zuna¨chst die Matrix des Flussoperators aufgestellt wer-
den. Die Trennfla¨che (bzw. -linie) zwischen Edukten und Produkten ist fu¨r die beiden
Schwingungskoordinaten (q1, q2) identisch zur Winkelhalbierenden in Abbildung 4.9. Um
die numerisch wesentlich einfacher zu handhabende Gleichung (2.184) zur Berechnung
der Matrixelemente anwenden zu ko¨nnen, ist es notwendig,
”
neue“ Koordinaten q′i ein-
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um den Winkel θ = 45◦ gedreht und um einen geeigneten Wert q0 verschoben wird.
Damit ist die neue Reaktionskoordinate q′2 senkrecht zu q
′
1 und die Trennfla¨che s(q
′) = 0
96 Doppelprotonentransfer im Pyrazol-Guanidinsystem
ist durch q′2 ≡ ∆q′2/2 definiert, wobei ∆q′2 = ∆q′1 = 1.8 A˚ die Breite des verwendeten
Gitters ist.
Als 1D-Basisfunktionen der q′2-Koordinate werden Sinusfunktionen, hier ξj genannt,
verwendet. Fu¨r die q′1-Koordinate sind die Eigenfunktionen des Hamiltonoperators an







tionen des 1D-Hamiltonoperators seinen mit χi bezeichnet
∗. Die Flussoperatormatrix
wird in der Produktbasis {φij(q′) ≡ χ(q′1) ⊗ ξj(q′2)|i ∈ N≤20, j ∈ N≤75} aufgestellt und
anschließend diagonalisiert, woraus sich die zu propagierenden TSWPs ergeben (siehe
Abb. 4.4.1). Da aber, um Pechukas [140] zu zitieren,
”
der Flussoperator unglu¨cklicher-
weise ein singula¨rer Operator ist“, divergieren seine Eigenwerte bei Erho¨hung der An-
zahl der Basisfunktionen gegen Unendlich und ko¨nnen nicht fu¨r Konvergenztests genutzt
werden; die Konvergenz der Resultate muss daher am finalen N(E) Ergebnis u¨berpru¨ft
werden.
Die TSWPs ko¨nnen entweder im urspru¨nglichen oder im gedrehten Koordinatensystem
propagiert werden, wobei hier die letztere Alternative gewa¨hlt wird. Fu¨r die Zeitpropa-
gation werden die Symplektischen Integratoren (Ordnung m = 8) verwendet. Der Zeit-
schritt betra¨gt 0.05 fs und die Gesamtpropagationszeit ist fu¨r jeden der Fa¨lle 100 fs. Das
verwendetet CAP wurde so eingestellt, dass es sanft bei einem Abstand q2,0 = ±0.1 A˚
von der Winkelhalbierenden entfernt beginnt und erst in den Asymptoten der Reaktion
signifkant von Null verschieden ist (siehe Abb. 4.9).
4.4.2 Numerische Resultate
Die CRPs der drei charakteristischsten Modellfla¨chen werden in diesem Abschnitt ver-
glichen. Der zweite Eckartfall wird nicht behandelt, da bereits im letzten Abschnitt
ersichtlich wurde, dass keine qualitativen Unterschiede zwischen den beiden Eckartbar-
rieren zu erwarten sind. Bei dem breiteren Plateau wu¨rde das hier verwendete CAP,
welches fu¨r die anderen Fa¨lle die ada¨quate Wahl ist, sehr stark mit der Barrierenregion
interferieren und diese in unphysikalischer Weise vera¨ndern. Ein Vergleich ist daher nicht
sinnvoll und es wird davon Abstand genommen, diesen Fall zu pra¨sentieren.
Abbildung 4.10 zeigt die N(E)-Resultate gegen die Gesamtenergie E relativ zum Po-
tentialminimum. Als erstes fa¨llt ins Auge, dass die Kurve im Eckartfall sehr weit auf
der Energieachse verschoben ist. Dies ist durch die um ca. 30 kJ/mol ho¨here Barrie-
re (siehe Abb.4.2) bedingt, was dazu fu¨hrt, dass die Reaktion erst
”
spa¨ter“, d.h. bei
einer entsprechend ho¨heren Energie, einsetzt. Eine Verschiebung um diesen Betrag zu
niedrigeren Energien bringt die Kurve u¨ber die anderen beiden. Die Unterschiede sind
dann zum einen, dass die Reaktion fru¨her beginnt, und zum anderen leichte systemati-
sche Abweichungen bei ho¨heren Energien. Ein fru¨heres Einsetzen der Reaktion ist durch
∗Es wa¨re mo¨glich, auch in der q′1-Koordinate Sinusfunktionen als Basis zu benutzen. Allerdings wa¨ren
dann wesentlich mehr Basisfunktionen erforderlich, um die Konvergenz der Ergebnisse zu erreichen.
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Abbildung 4.10: Kumulative Reaktionswahrscheinlichkeit N(E) als Funktion der Gesamtener-
gie E relativ zum Potentialminimum fu¨r drei der charakteristischsten PES-Modelle. Die innere
Abbildung zeigt die selben Daten in logarithmischer Skalierung der Ordinate, um das Einsetzen
der Reaktion deutlicher zu machen.
Tunneleffekte durch die Eckartbarriere begru¨ndet, welche im Eckartfall signifikant gro¨ßer
sind als in den anderen Fa¨llen. Dies liegt daran, dass die Gesamtbarrierenbreite bei einer
gegebenen Energie wesentlich geringer ist. Die Abweichung bei ho¨heren Energien ergibt
sich durch die gro¨ßere Zustandsdichte der Eckart-PES im Vergleich zu den anderen.
Als weiterer wesentlicher Unterschied ist zu nennen, dass die Eckartkurve einen sehr
glatten Verlauf aufweist, wohingegen in den beiden anderen Fa¨llen eine treppenstufenar-
tige Form zu erkennen ist. Daru¨ber hinaus zeigt die Kurve des Intermediats einen Peak
bei 42 kJ/mol. Diese Eigenschaften ko¨nnen verstanden werden, indem die einzelnen Bei-
tra¨ge zur Gesamt-CRP separat analysiert werden.
Abbildung 4.11 zeigt, wie viele TSWPs propagiert werden mu¨ssen, um die Konver-
genz der CRP in einem gegebenen Energieintervall zu erreichen. Die tu¨rkisen Kurven
sind identisch zu den in Abbildung 4.10 gezeigten, welche mit 20 TSWPs berechnet
wurden, um die Konvergenz bis zu einer Energie von 150 kJ/mol zu garantieren. Die
u¨brigen Kurven zeigen die CRP, falls eine geringere Anzahl (hier 1, 3, 5 bzw. 7) TSWPs
verwendet wird. Mit wachsender Energie erreicht jeder der Kurven irgendwann einen
Maximalwert, identisch zur Anzahl der TSWPs bzw. zur Anzahl der Basisfunktionen
in der Reaktionskoordinate, und ist von dort an konstant. Dies ist das erwartete und
in der Literatur wohlbekannte Verhalten. So gilt im eindimensionalen Fall z.B. generell
N(E) ≤ 1. Im klassischen Bild ist der Verlauf einer (1D) N(E)-Kurve durch eine Stu-
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Abbildung 4.11: Konvergenz der kumulativen Reaktionswahrscheinlichkeit N(E) bezu¨glich
der Anzahl von propagierten TSWPs: N(E) wurde mit 1, 3, 5 und 7 Basisfunktionen in der
Koordinate q′1 (senkrecht zu Reaktionskoordinate) berechnet. Die tu¨rkisen Kurven zeigen die
Resultate mit insgesamt 20 TSWPs. Wie zu erkennen ist, sind bereits sieben TSWPs fu¨r die
Konvergenz bis zu einer Maximalenergie von 100 kJ/mol ausreichend.
fenfunktion gegeben, die fu¨r Energien kleiner als die Barrierenho¨he, ǫB, Null ist und
fu¨r E > ǫB den Wert Eins annimmt. Quantenmechanisch betrachtet, zeigt die N(E)-
Kurve ein sanften Anstieg, was auf Tunneleffekte durch die Barriere zuru¨ckzufu¨hren ist.
Bei Reaktionen mit mehr als einem Freiheitsgrad existieren natu¨rlich wesentlich mehr
Anfangs- und Endzusta¨nde, die mit steigender Energie irgendwann zuga¨nglich werden.
Dies ist die Begru¨ndung fu¨r den weiteren Anstieg der CRPs in Abbildung 4.11; z.B. wird
bei ca. 60 kJ/mol der erste schwingungsangeregte Zustand in der q′1-Koordinate energe-
tisch zuga¨nglich und die CRP steigt von Eins auf Zwei. Ein weiterer Anstieg der CRP
erfolgt, sobald der na¨chst ho¨here Zustand zuga¨nglich wird. Ob eine treppenstufenartige
oder glatte Form der N(E)-Kurve auftritt, wird also durch den Abstand der Energie-
zusta¨nde in den Koordinaten senkrecht zu Reaktionskoordinate bestimmt. Liegen diese
wie im Eckartfall sehr dicht beieinander, so u¨berlappen die Einzelreaktionswahrschein-
lichkeiten, was – verglichen mit dem Plateau oder dem Intermediat – in einer sehr viel
glatteren Kurve der Gesamt-CRP resultiert.
Die Einzelreaktionswahrscheinlichkeiten Nk(E) der ersten zwo¨lf (von insgesamt 20)
propagierten TSWPs sind in Abbildung 4.12 dargestellt. Wie zu erkennen ist, zeigen
auch die Nk(E)-Kurven im Eckartfall einen glatten Verlauf, wohingegen in den beiden
anderen Fa¨llen sehr ausgepra¨gte Strukturen von Peaks und Schultern auftreten. Wie
in Abschnitt 2.6 erla¨utert, sind die Einzelreaktionswahrscheinlichkeiten im Wesentlichen
Fouriertransformierte von Kreuzkorrelationsfunktionen der Flussoperatoreigenzusta¨nde.
Da das Potential fu¨r die Eckartbarriere entlang der Reaktionskoordinate sehr schnell ab-
fa¨llt, werden dementsprechend auch die TSWPs sehr schnell in die Asymptoten beschleu-
nigt. Da die Flussoperatoreigenzusta¨nde stark auf der Trennfla¨che der Reaktion lokali-
siert sind (siehe Abb. 4.4.1), entspricht dies wiederum einem schnellen und strukturlosen
Abfall der Kreuzkorrelationsfunktionen. Nach Fouriertransformation in die Energiedo-
ma¨ne ergibt sich daraus die breite und strukturlose Verteilung der Energiekomponenten.
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Abbildung 4.12: Beitra¨ge Nk(E) der ersten 12 TSWPs zur Gesamt-CRP N(E), d.h. Aus-
wertung von Gl. (2.186) ohne die Summe u¨ber k′. Die Summation u¨ber k′ ergibt die bereits in
Abb. 4.10 gezeigten Resultate.
Im Gegensatz dazu zeigen die strukturierten Einzelreaktionswahrscheinlichkeiten sowohl
fu¨r das Plateau als fu¨r das Intermediat, dass signifikante Teile der TSWPs in der Bar-
rierenregion verbleiben.
Im klassischen Bild und im Rahmen der Theorie des U¨bergangszustands ko¨nnen die
obigen Schlussfolgerungen auch wie folgt umformuliert werden: Ein Eckartpotential hat
einen wohldefinierten U¨bergangszustand mit einer nicht-verschwindenden
”
imagina¨ren“
Frequenz entlang der Reaktionskoordinate. Dies induziert Kra¨fte weg vom Sattelpunkt
und verringert die Wahrscheinlichkeit, dass Trajektorien mehrfach die Trennfla¨che der
Reaktion u¨berqueren. Im idealisierten Fall, d.h. wenn keine Trajektorie mehr als einmal
die Trennfla¨che passiert, wu¨rde dies zu einer TST-artigen Dynamik bzw. zu monoton
steigenden Nk(E)-Kurven fu¨hren [141]. Fu¨r ein (ideales) Plateau hingegen wird die ima-
gina¨re Frequenz Null, und die Trajektorien haben mehr Zeit fu¨r
”
Exkursionen“ in den
restlichen Freiheitsgraden. Folglich steigt auch die Wahrscheinlichkeit, dass ein
”
recros-
sing“ durch die Trennfla¨che erfolgt. In der Tat ist gerade das
”
recrossing“ der Grund fu¨r
das nicht-monotone Verhalten der Einzelreaktionswahrscheinlichkeiten in Abb. 4.12.
Des Weiteren kann festgehalten werden, dass sich sowohl die Einzelbeitra¨ge Nk(E) als
auch die Gesamt-CRP N(E) fu¨r das Plateau und Intermediat sehr a¨hnlich sehen. Letzt-
endlich liegt dies an den fast identischen PES-Formen beider Fa¨lle, die sich nur durch
einen flachen Potentialtopf unterscheiden. Das Vorhandensein dieser Mulde im Potential
manifestiert sich sowohl in den niederenergetischen Nk(E)-Kurven als auch in der N(E)-
Kurve als deutlicher Peak bei ca. 42 kJ/mol. Eine Analyse der 2D-Eigenfunktionen und
der entsprechenden Eigenwerte zeigt, dass genau ein gebundener Zustand mit einer Ener-
gie von 42.5 kJ/mol in dem Potentialtopf existiert. Das Tunneln durch die zwei niedrigen
Barrieren in die Asymptoten fu¨hrt zu einer Aktivierung dieser Resonanz fu¨r Energien
nahe des Eigenwerts. Bei ho¨heren Energien wird dieser resonante Pfad wieder weniger
zuga¨nglich und die Reaktionswahrscheinlichkeit nimmt dementsprechend ab.
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4.5 Zusammenfassung
Mit den obigen Untersuchungen konnten die klassisch-dynamischen Rechnungen von
Schweiger et al. [132] zur DPT-Reaktion im Pyrazol-Guanidinsystem auf die quan-
tendynamische Ebene erweitert werden. Dazu wurde zuna¨chst eine sehr flexible 2D-
Modellpotentialenergiefla¨che auf der Basis von ab-initio-Daten konstruiert, die es er-
mo¨glicht, neben plateauartigen Energieprofilen auch andere Standardreaktionstypen wie
die einer Eckartbarriere oder einer Reaktion mit einer metastabilen Zwischenstufe zu
behandeln.
Es konnte anhand relativ einfacher Gro¨ßen wie der Autokorrelationsfunktion gezeigt
werden, dass sich die Dynamik von Plateaureaktionen insbesondere in der Barrierenre-
gion signifikant von der mit den u¨blicherweise angenommenen Reaktionsprofilen unter-
scheidet. Die Analyse einer vollsta¨ndigen Reaktion anhand der kumulativen Reaktions-
wahrscheinlichkeit machte deutlich, dass sich Plateaureaktionen zwar auch hier klar von
Reaktionen mit Eckartprofil abheben, aber sehr viele Eigenschaften von mehrstufigen
Reaktionen aufweisen. Abgesehen von dem Fehlen resonanzartiger Merkmale ist eine
deutliche Abgrenzung zwischen dieses beiden Reaktionstypen nicht mo¨glich.
Abschließend ist zu konstatieren, dass die Untersuchungen in diesem Kapitel aufgrund
der Gro¨ße des Systems mit 48 internen Freiheitsgraden natu¨rlich nur erste Schritte auf
dem Weg zu einer rigorosen und vollsta¨ndigen dynamischen Behandlung seien ko¨nnen.
Erste Effekte fu¨r das Einbeziehen von mehr Freiheitsgraden konnten anhand des adiaba-
tischen Modells fu¨r die beiden Winkelkoordinaten der transferierten Protonen aufgezeigt
werden. Ungeachtet dessen ist aus den fru¨heren Studien bekannt, dass auch die Bewegung




Never calculate without first knowing the answer.“
— John A. Wheeler
In diesem Kapitel wird der intramolekulare Protonentransfer im Malonaldehyd (MA)
untersucht. Mit neun Atomen ist MA (C3O2H4) eines der einfachsten Ringsysteme, in
denen ein solcher Prozess auftritt. Diese Tatsache macht das System sowohl fu¨r theore-
tische als auch fu¨r experimentelle Untersuchungen sehr interessant.
In der Gasphase existiert das MA-Moleku¨l in zwei a¨quivalenten, Cs-symmetrischen












Abbildung 5.1: Schematische Darstellung der stationa¨ren Geometrien von Malonaldehyd.
Der Protonentransfer zwischen diesen beiden Isomeren findet u¨ber einen U¨bergangszu-
stand (MA‡) mit C2v-Symmetrie statt. Aufgrund der zwei a¨quivalenten Konfigurationen
der O-H-O-Wasserstoffbru¨ckenbindung kann das Potential durch ein bzgl. MA‡ sym-
metrisches Doppelminimumpotential modelliert werden. Fu¨r eine solche Potentialform
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spaltet sich der Grundzustand in ein Dublett zweier Zusta¨nde {|−〉 , |+〉} mit leicht
unterschiedlicher Energie ∆E = E+ − E− auf. Diese Energiedifferenz wird als Tunnel-
aufspaltung (tunneling splitting, TS) bezeichnet. Die Zusta¨nde der Isomere I-a und I-b
(hier |L〉 und |R〉 genannt) ergeben sich aus der Linearkombination der symmetrischen
bzw. antisymmetrischen Zusta¨nde {|−〉 , |+〉}, d.h.
|L〉 = 1√
2
(|−〉+ |+〉) , |R〉 = 1√
2
(|−〉 − |+〉) . (5.1)
Da |+〉 und |−〉 Eigenzusta¨nde des Hamiltonoperators sind, kann die (zeitabha¨ngige)
Wahrscheinlichkeit, den Zustand |R〉 vorzufinden, wenn sich das System urspru¨nglich im
Zustand |L〉 befindet, als










=⇒ T⇄ = 2π~
∆E
(5.2)
geschrieben werden. In (5.2) bezeichnet T⇄ die Zeit, die das System braucht, um zwischen
den beiden Zusta¨nden |L〉 und |R〉 hin und her zu oszillieren.
Von experimenteller Seite wurde das MA-System ausfu¨hrlich untersucht [142–144].
Dabei zeigten Messungen mit Hilfe der Mikrowellenspektroskpie eine sehr schnelle Tun-
nelperiode T⇄, was auf eine geringe Barrierenho¨he der PES zwischen den beiden Isome-
ren hindeutet. Die entsprechende Tunnelaufspaltung konnte mit verschwindend geringem
Fehler zu 21.58 cm−1 bestimmt werden [142]. Die Messungen schlossen auch den Fall ein,
dass das transferierte H-Atom durch Deuterium substituiert wurde. Fu¨r dieses Isotop er-
gab sich ein Wert von 2.91 cm−1 fu¨r die TS. Fortan sei die Tunnelaufspaltung von MA
mit ∆EH und die des deuterierten Moleku¨ls mit ∆ED bezeichnet.
Den experimentellen Resultaten folgte eine Vielzahl an theoretischen Studien, von de-
nen hier nur kleine Auswahl erwa¨hnt werden soll.∗ Die ersten Untersuchungen gehen auf
Fluder und de la Vega zuru¨ck [145,146], welche mit einem eindimensionalen Modell eine
Tunnelaufspaltung von lediglich ∆EH = 0.75 cm
−1 errechneten und somit mehr als eine
Gro¨ßenordnung unter dem experimentell bestimmten Wert liegen. Spa¨tere semiklassi-
sche Rechnungen von Smedarchian et al. [147] unter Verwendung des Instanton-Modells
resultierten in Tunnelaufspaltungen von ∆EH = 19.7 cm
−1 bzw. ∆ED = 2.6 cm−1 und
stehen damit in hervorragender U¨bereinstimmung mit dem Experiment. Von Tauter-
mann und Mitarbeitern wird dieses gute Ergebnis allerdings auf die Fehlerkompensati-
on des approximativen Ansatzes und einer falschen Barrierenho¨he zuru¨ckgefu¨hrt [148].
Manthe und Mitarbeiter vero¨ffentlichten 2007 eine 21D-Studie [149]. Darin wurde eine
Quanten-Monte-Carlo-Methode und die PES von Yagi et al. [127] eingesetzt. Die Tun-
nelaufspaltungen ergaben sich zu ∆EH = 25.7 cm
−1 bzw. ∆ED = 3.2 cm−1. Im Vergleich
zum Experiment ist dies nur eine geringfu¨gige U¨berscha¨tzung der TS, welche von den
Autoren einer etwas zu niedrigen Energiebarriere der Yagi-PES zugeschrieben wurde.
∗Die restlichen Studien sind in den Literaturangaben der genannten Vero¨ffentlichungen zu finden.
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5.1 Reaktionsweg und Wahl der Koordinaten
Bereits Carrington und Miller haben gezeigt [150, 151], dass der Protonentransfer im
MA-System nicht nur durch eine Reaktionskoordinate beschrieben werden kann. In den
genannten Studien wurde festgestellt, dass sich auf dem Weg der minimalen Energie
mehrere Freiheitsgrade des transferierten H-Atoms signifikant a¨ndern. Andere Autoren
zeigten [152], dass auch die Bewegungen der schwereren Atome Einfluss auf die Reaktion
haben.
Trotzdem sollen in diesem Abschnitt zuna¨chst eindimensionale Untersuchungen durch-
gefu¨hrt werden, um unterschiedliche Mo¨glichkeiten der Wahl des Koordinatensystems zu
vergleichen. Außerdem erlaubt der eindimensionale Fall – mit relativ geringem numeri-
schen Aufwand – erste Eindru¨cke u¨ber die Auswirkung verschiedener quantenchemischer
Methoden und Basissa¨tze auf die Barrierenho¨he der PES zu gewinnen.
5.1.1 KS-I: Jacobiartige Koordinaten
Der Aufbau von MA legt nahe, fu¨r den Protonentransfer zwischen den Sauerstoffatomen
ein Koordinatensystem (KS) a¨hnlich zu Jacobikoordinaten zu wa¨hlen. Die Wahl dieses
KS wurde bereits von Desouter-Lecomte und Mitarbeitern [153] vorgeschlagen, um den








In Abbildung 5.2 ist das verwendete Koordinatensystem (KS-I) gezeigt. Der Ur-
sprung des KS wird durch ein Dummyatom X festgelegt, und der Isomerisierungswinkel
θ = ∠(OXH) beschreibt den Protonentransfer. Weitere wichtige Koordinaten sind der
Abstand R vom Dummy- zum H-Atom sowie der OO-Abstand r. Das verbleibende Ske-
lett ist nahezu entkoppelt von den genannten Atomen. Die einzige Verbindung ist durch
den Abstand (nicht eingezeichnet) des X-Atoms zum
”
tiefsten“ C-Atom gegeben. Die
Koordinaten der restlichen C- und H-Atome werden in der Z-Matrix bezu¨glich dieses
C-Atoms definiert.
Fu¨r das KS-I wurden quantenchemische Rechnungen mit unterschiedlichen ab-initio-
Methoden und Basissa¨tzen durchgefu¨hrt, wobei es an dieser Stelle sinnvoll ist, zwei Kon-
ventionen bzgl. der Notation einzufu¨hren, die fu¨r das gesamte Kapitel Bestand haben:
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1. Da die Coupled-Cluster-Methode sehr rechenzeitintensiv ist, werden bei Verwen-
dung dieser Methode die optimierten Geometrien der MP2-Methode mit einem
[aug]-cc-pVDZ-Basissatz verwendet. Dies ist in der Literatur eine u¨bliche Vorge-
hensweise, da Geometrien sehr viel weniger methodenabha¨ngig sind als Energien.
2. Falls eine Dunningbasis angegeben ist, werden zusa¨tzliche diffuse Funktionen am
H- und den beiden O-Atomen der Wasserstoffbru¨ckenbindung verwendet. Um die
Notation nicht unno¨tig zu verkomplizieren, wird dies nicht (mehr) explizit notiert.
Die Ergebnisse der relaxierten 1D-Potentialfla¨chenscans sind in Abbildung 5.3 darge-
stellt. Wie erwartet zeigt das Potential in allen Fa¨llen eine symmetrische Doppelmini-
mumform. Die Barrierenho¨he ǫB variiert allerdings stark je nach verwendeter Methode
und Basis: Der kleinste Wert ergibt sich mit ǫB = 11.6 kJ/mol fu¨r die Rechnung auf
MP2/cc-pVTZ Niveau und der gro¨ßte wird mit ǫB = 18.6 kJ/mol von der CCSD(T)-
Methode mit einer cc-pVDZ-Basis produziert. Ein interessanter Punkt, der fu¨r spa¨te-
re Betrachtungen nu¨tzlich sein wird, ist, dass die
”
gu¨nstige“ MP2/6-31G(d,p)-PES fast
identisch zu der qualitativ sehr hochwertigen CCSD(T)/cc-pVTZ-Rechnung ist. Die Bar-
rieren unterscheiden sich lediglich um 0.5 kJ/mol, wobei die MP2-Methoden den niedri-
geren Wert liefert. Ebenso liegen die Minima beider Methoden identisch bei 43.8◦ bzw.
136.2◦.
Tabelle 5.1: Tunnelaufspaltungen in cm−1 fu¨r die starren Zwangsbedingungen.
Q Methode Basis ∆EH ∆ED
cos(θ) MP2 cc-pVQZ 111.8 24.2
cos(θ) CCSD(T) cc-pVDZ 42.6 4.9
cos(θ) CCSD(T) cc-pVTZ 65.2 9.7
cos(θ) MP2 6-31G(d,p) 71.3 11.1
Experiment: 21.6 2.9
Die Tunnelaufspaltung wird aus der Diagonalisierung der Hamiltonmatrix berechnet.
Dabei werden zuna¨chst die starren Zwangsbedingungen im Tˆ -Operator verwendet, wo-
bei die inaktiven Koordinaten an der Minimumsgeometrie (I-a) eingefroren sind. Die
Hamiltonmatrix wird mit 50 Legendre-Polynomen Pl(cos(θ)) und einer Anzahl von 100
Quadraturpunkten berechnet. In Tabelle 5.1 sind die Tunnelaufspaltungen fu¨r MA und
die deuterierte Spezies angegeben. Wie abzulesen ist, liegen alle Werte der TS deutlich
u¨ber dem experimentell gefundenen Resultat. In diesem 1D-Fall verwundert es nicht
weiter, dass die TS quasi umgekehrt proportional zur Barrierenho¨he ist, da sie das cha-
rakteristischste Merkmal der PES ist. Dementsprechend liefert die CCSD(T)/cc-pVDZ-
PES mit der ho¨chsten Barriere die beste
”
U¨bereinstimmung“ mit dem Experiment. Die
Coupled-Cluster-Methode erfordert allerdings eine relativ große Anzahl an Basisfunk-
tionen, um korrekte Ergebnisse zu liefern. Wird die gro¨ßere cc-pVTZ-Basis verwendet,























































Abbildung 5.4: Inaktive Koordinaten R (durchgezogene Linie, linke Skala) und r (gestrichelt-
gepunktete Linie, rechte Skala) als Funktion des Isomerisierungswinkels θ.


























Abbildung 5.5: Kinetische Funktionen fθθ2 des adiabatischen Modells (durchgezogene Linie)
und fu¨r die starren Zwangsbedingungen mit den inaktiven Koordinaten eingefroren an der I-a-























Abbildung 5.6: Analoge Darstellung zu Abb. 5.5 fu¨r die kinetischen Funktionen fθθ1 .
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zeigt sich eine deutliche A¨nderung im Ergebnis und die Barrierenho¨he sinkt von 18.6
auf 15.6 kJ/mol. Dies ist im Rahmen der verwendeten Methoden als bestes Ergebnis
anzusehen.† Die daraus resultierenden Tunnelaufspaltungen von ∆EH = 65.2 cm−1 bzw.
∆ED = 9.7 cm
−1 stehen allerdings in schlechter U¨bereinstimmung mit dem Experiment.
Die starren Zwangsbedingungen liefern keine guten Ergebnisse, da sich wa¨hrend der
Reaktion sowohl der HX- (R) als auch der OO-Abstand (r) stark a¨ndert. Dies ist in
Abbildung 5.4 dargestellt. Die restlichen Koordinaten bleiben dagegen relativ konstant.
Um die beiden wichtigen Koordinaten R und r in die Berechnungen einzubeziehen, kann
versucht werden, das adiabatische Modell anzuwenden. Es zeigt sich allerdings, dass die
A¨nderung der Koordinaten so stark ist, dass dieses Modell versagt und unphysikalische
Ergebnisse produziert. In Abbildung 5.5 und 5.6 sind die kinetischen Funktionen f2 und
f1 fu¨r den Fall gezeigt, dass dieR-Koordinate adiabatisch behandelt wird (durchgezogene
Linien). Zusa¨tzlich sind die kinetischen Funktionen der starren Zwangsbedingungen fu¨r
die Fa¨lle gezeigt, dass die inaktiven Koordinaten an der Minimumsgeometrie (gestrichelt-
gepunktete Linien) bzw. an der Geometrie des U¨bergangszustands (gestrichelte Linien)
eingefroren werden.
Der Grund, weshalb das adiabatische Modell versagt, ist, dass sich in den Umgebungen
der stationa¨ren Punkte der PES (θ = 43.8◦, 90◦, 136.2◦) die kinetischen Funktionen sehr
stark a¨ndern bzw. oszillieren; aus numerischer Sichtweise sind diese A¨nderungen schon
fast als
”
unstetig“ zu bezeichnen. An den stationa¨ren Punkten selbst sind die Funktions-
werte f2 des adiabatischen Modells identisch zu denen der starren Zwangsbedingungen.
Dies liegt daran, dass an diesen Punkten die Ableitung ∂R(θ)/∂θ verschwindet‡.
Es sei erwa¨hnt, dass in diesem Koordinatensystem auch die starren Zwangsbedin-
gungen unphysikalische Resultate produzieren, wenn die inaktiven Koordinaten an der
Geometrie des U¨bergangszustands eingefroren werden. Die TS ergibt sich in diesem Fall
zu mehreren hundert Wellenzahlen, was an den unrealistisch großen Werten der kineti-
schen Funktionen liegt (siehe Abb. 5.5 und 5.6). Diese Werte u¨bersetzen sich in eine sehr
geringe effektive Masse des H-Atoms von ca. 0.33 u.
5.1.2 KS-II: Kartesische Koordinaten
Als zweite Mo¨glichkeit den Protonentransfer zu beschreiben, wird das in Abbildung
5.7 gezeigte Koordinatensystem (KS-II) verwendet. Es ist im
”
Unterbau“ identisch zum
KS-I. Allerdings wird das transferierte H-Atom durch kartesische Koordinaten (x, y, z)
beschrieben, wobei z der Reaktionskoordinate entspricht. Der Ursprung des KS wird
durch das Dummyatom X festgelegt. Da der OO-Abstand (r) im KS-I als wichtige Ko-
ordinate identifiziert wurde, ist auch er in der Z-Matrix des KS-II definiert.
†Eine U¨berpru¨fung, ob damit die Ergebnisse bzgl. der Anzahl der Basisfunktionen konvergiert sind, war
leider nicht mo¨glich, da mit einer cc-pVQZ-Basis die Grenze der verfu¨gbaren numerischen Ressourcen
u¨berschritten wurde.
‡Siehe die Gln. (21) und (22) im Artikel zu HCN im adiabatischen Modell von Gatti et al. [57].








Abbildung 5.8 zeigt die fu¨r dieses KS berechneten Potentialfla¨chen. Die Barrieren-
ho¨hen sind identisch zu denen des KS-I. Ebenso stimmt die PES auf MP2/6-31G(d,p)
Niveau wieder sehr gut mit der CCSD(T)/cc-pVTZ-PES u¨berein. Die Barrierenho¨hen
unterscheiden sich um 0.5 kJ/mol und die Minima liegen beide bei ca. ±0.36 A˚. Im
Vergleich zum KS-I sind hier allerdings deutlichere Unterschiede zu den Minima der
MP2/cc-pVQZ-PES zu erkennen, welche bei ca. ±0.32 A˚ zu finden sind.
Tabelle 5.2 listet die mit den starren Zwangsbedingungen berechneten Tunnelaufspal-
tungen auf. Viele der fu¨r das KS-I gemachten Aussagen ko¨nnen eins-zu-eins fu¨r das
KS-II u¨bernommen werden. Beispielsweise sind die erhaltenen Tunnelaufspaltungen na-
hezu proportional zur Barrierenho¨he. Es fa¨llt allerdings ins Auge, dass sie ca. 10-20 cm−1
niedriger ausfallen als die jeweils vergleichbaren im KS-I. Die qualitativ hochwertigste
Rechnung (CCSD(T)/cc-pVTZ) liefert mit ∆EH = 50.4 cm
−1 aber immernoch einen
Wert, der ca. 19 Wellenzahlen u¨ber dem experimentellen liegt.
Tabelle 5.2: Tunnelaufspaltungen in cm−1 fu¨r die starren Zwangsbedingungen.
Q Methode Basis ∆EH ∆ED
z MP2 cc-pVQZ 95.8 25.2
z CCSD(T) cc-pVDZ 32.5 5.0
z CCSD(T) cc-pVTZ 50.4 9.6
z MP2 6-31G(d,p) 53.5 10.3
Experiment: 21.6 2.9
Die Begru¨ndung fu¨r diese Diskrepanz ist, dass sich auch im KS-II mehrere Freiheits-
grade wa¨hrend der Reaktion stark a¨ndern. Abbildung 5.9 zeigt die Variation der Koordi-
naten x und r als Funktion der Reaktionskoordinate z. Der Versuch, diese Freiheitsgrade
mit dem adiabatischen Modell zu behandeln, verla¨uft a¨hnlich erfolglos wie in Abschnitt
5.1.1, wobei hier nur die r-Koordinate Probleme bereitet. Die adiabatische Behandlung
der x-Koordinate liefert physikalisch sinnvolle Werte fu¨r die TS von ∆EH = 36.6 cm
−1
bzw. ∆ED = 6.3 cm
−1 bei Verwendung der CCSD(T)/cc-pVTZ-PES. Die Werte sind im
Vergleich zu den starren Zwangsbedingungen zwar deutlich reduziert, allerdings liegen
sie noch immer deutlich u¨ber dem Experiment. Dass die x-Koordinate trotz ihrer star-
ken A¨nderung adiabatisch behandelt werden kann, ist vermutlich auf ihren
”
kartesischen
























































Abbildung 5.9: Inaktive Koordinaten y (durchgezogene Linie, linke Skala) und r (gestrichelt-
gepunktete Linie, rechte Skala) als Funktion der Reaktionskoordinate x
























Abbildung 5.10: Kinetische Funktionen fzz2 : Die durchgezogene bzw. gestrichelt-gepunktete
Linie zeigt den Fall, dass die x- bzw. r-Koordinate adiabatisch behandelt wird. Die gestrichelte
Linie entspricht den Berechnungen mit starren Zwangsbedingungen. Hier macht es kaum einen



















Abbildung 5.11: Analoge Darstellung zu Abb. 5.10 fu¨r die kinetischen Funktionen fzz1 . Die
kinetischen Funktionen fu¨r die starren Zwangsbedingungen sind Null, weil die entsprechenden
Funktionen fzz2 quasi konstant sind.
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Charakter“ zuru¨ckzufu¨hren. Die Schwankungen der kinetischen Funktionen sind jeden-
falls deutlich weniger ausgepra¨gt als wenn die r-Koordinate mit dem adiabatischen Mo-
dell behandelt wird. Dies ist in Abbildung 5.10 und 5.11 graphisch dargestellt. Zusa¨tzlich
sind die kinetischen Funktionen mit den starren Zwangsbedingungen gezeigt. Letztere
sind in diesem Koordinatensystem quasi konstant; sie variieren zwischen −61.135 cm−1
und −61.141 cm−1 fu¨r z ∈ [−1, 1]. Da z kartesischen Ursprungs ist, konnte dieses Ver-
halten fast erwartet werden. Die angegebenen Wellenzahlen entsprechen einer effektiven
Masse von 0.984 u und liegen damit leicht unterhalb der Masse eines Wasserstoffatoms.
5.2 Mehrdimensionale Betrachtungen
Der Vergleich der Koordinatensysteme KS-I und KS-II hat gezeigt, dass in beiden Fa¨l-
len keine gute U¨bereinstimmung mit dem Experiment erreicht werden kann, sofern nur
eine aktive Koordinate verwendet wird. In Anbetracht der Untersuchungen von Car-
rington und Miller ist dies kein sonderlich u¨berraschendes Ergebnis. Fu¨r mehr aktive
Freiheitsgrade ist man aufgrund der hohen numerischen Kosten der quantenchemischen
Rechnungen allerdings gezwungen, sich fu¨r ein Koordinatensystem zu entscheiden. Da
die Resultate des KS-II dichter am Experiment liegen, wird fu¨r die mehrdimensionalen
Betrachtungen dieses Koordinatensystem gewa¨hlt.
5.2.1 Relaxationsmethode
In mehr als einer Dimension ist die Berechnung und anschließende Diagonalisierung
der Hamiltonmatrix ein ineffektives Mittel zur Berechnung der Tunnelaufspaltung, da
nur die beiden energetisch niedrigsten Eigenwerte beno¨tigt werden. In diesem Abschnitt
soll daher eine alternative, zeitabha¨ngige Methode vorgestellt und verwendet werden. Sie




Bei der Relaxationsmethode wird die Zeit t in der Schro¨dingergleichung durch eine
imagina¨re Zeit τ = it ersetzt. Damit wird die Lo¨sung der zeitabha¨ngigen Schro¨dinger-
gleichung (mit ~ = 1) fu¨r einen Anfangszustand |Ψ(0)〉 zu
|Ψ(τ)〉 = e−Hˆτ |Ψ(0)〉 . (5.3)
Wird der Anfangszustand nach Eigenfunktionen des Hamiltonoperators {ψn} entwickelt,








−Enτ |ψn〉 . (5.4)
§Der Begriff Relaxationsmethode ist eigentlich allgemeiner gefasst. Beispielsweise za¨hlt auch die
Quanten-Monte-Carlo-Methode dazu.
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Aus Gl. (5.4) ist ersichtlich, dass jede Eigenfunktion ψn mit einer Geschwindigkeit pro-
portional zu ihrem Eigenwert En gegen Null geht (”
relaxiert“). In Konsequenz ist die
Komponente der n-ten Eigenfunktion relativ zum Grundzustand nach der Zeit τ um
den Faktor exp(−(En − E0)τ) zuru¨ckgegangen. Der Grundzustand klingt ebenfalls ex-
ponentiell ab, allerdings am langsamsten. Dem kann entgegengewirkt werden, indem die
Wellenfunktion wa¨hrend der Propagation bei jedem Zeitschritt wieder auf Eins normiert
wird. Nach einer ausreichend langen Propagationszeit bleibt so nur die Grundzustands-
wellenfunktion ψ0 zuru¨ck. Bei Kenntnis von ψ0 kann die na¨chst ho¨herenergetische Ei-
genfunktion ψ1 durch eine erneute Propagation berechnet werden. Die Vorgehensweise
ist analog zu der Berechnung des Grundzustands, mit der Ausnahme, dass bei jedem
Zeitschritt die Komponente von ψ0 aus der Wellenfunktion Ψ herausprojiziert wird, d.h.
|Ψ〉 → |Ψ〉 − |ψ0〉 〈ψ0|Ψ〉. Zur Berechnung der TS sind also insgesamt nur zwei Zeit-
propagationen notwendig, was in mehreren Dimensionen gegenu¨ber der Berechnung und
Diagonalisierung einer Hamiltonmatrix sehr effizient ist. Die Effizienz wird zudem noch
dadurch erho¨ht, dass nur vergleichsweise du¨nne Gitter notwendig sind, da nur nieder-
energetische Funktionen betrachtet werden.
5.2.2 Numerische Ergebnisse in 2D
In den eindimensionalen Untersuchungen wurde deutlich, dass der OO-Abstand (r) und
die x-Koordinate wichtige Freiheitsgrade sind, die exakt behandelt werden sollten. Da-
her wurden relaxierte 2D-Potentialfla¨chen fu¨r die aktiven Koordinaten (z, r), (z, x) und
zusa¨tzlich (z, y) berechnet. Die (z, r)-PES ist in Abbildung 5.12 dargestellt. Es ist gut zu
erkennen, dass sich auf dem Weg der minimalen Energie vom U¨bergangszustand (z = 0,
r = 2.36 A˚) in die beiden PES-Minima (z = ±0.36 A˚, r = 2.58 A˚) der OO-Abstand
stark a¨ndert.
Die Tunnelaufspaltungen werden mit der Relaxationsmethode berechnet, wobei die
Chebyshev-Methode (siehe Abschnitt 2.3.3) zur Propagation in imagina¨rer Zeit verwen-
det wird. Der Zeitschritt betra¨gt 5 fs. Die Gittergro¨ße und die Anzahl der Gitterpunkte
ist fu¨r jede Koordinatenkombination unterschiedlich. Es wird aber einheitlich ein Git-
terpunktabstand von 0.025 A˚ verwendet. Das Anfangswellenpaket kann bei der Rela-
xationsmethode beliebig gewa¨hlt werden. Fu¨r die hier betrachteten Fa¨lle hat es sich
als gu¨nstig erwiesen, eine relativ schmale Gaußfunktion, die in der Na¨he des jeweiligen
U¨bergangszustands zentriert ist, zu verwenden. Damit wird eine zu¨gige Konvergenz der
Relaxation erreicht. Im vorliegenden Fall zweier quasi-entarteter Eigenzusta¨nde ist ein
recht strenges Konvergenzkriterium notwendig: Abbildung 5.13 illustriert die A¨nderung
der Energie des Wellenpakets als Funktion der Zeit fu¨r die Relaxation in die Dublettzu-
sta¨nde |±〉. Die durchgezogene Kurve des niederenergetischeren |−〉-Zustands zeigt einen
einfachen exponentiellen Abfall. Bei ca. 220 fs a¨ndert sich die Energie zwischen den Zeit-
schritten nur noch um das festgelegte Konvergenzkriterium von 10−10 kJ/mol und die
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Abbildung 5.12: Konturdarstellung der 2D-PES auf MP2/6-31G(d,p)-Niveau fu¨r die aktiven






















Abbildung 5.13: Energiea¨nderung (logarithmische Skala) des propagierten Wellenpakets als
Funktion der Zeit. Die durchgezogene Linie zeigt die Relaxation zum Grundzustand |−〉. Die
Relaxation zur na¨chst ho¨herenergetischen Eigenfunktion |+〉 ist durch die gestrichelt-gepunktete
Linie dargestellt.
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Tabelle 5.3: Tunnelaufspaltungen in cm−1. Die Spalte Q bezeichnet die aktiven Koordinaten.
Q Methode Basis ∆EH ∆ED
z MP2 6-31G(d,p) 53.5 10.3
(z, r) CCSD(T) cc-pVTZ 39.3 5.6
(z, r) MP2 6-31G(d,p) 41.9 6.0
(z, x) MP2 6-31G(d,p) 50.0 9.5
(z, y) MP2 6-31G(d,p) 35.2 6.6
Experiment: 21.6 2.9
Propagation wird beendet. Die Relaxtion in den |+〉-Zustand (gestrichelt-gepunktete Li-
nie) verla¨uft etwas komplizierter. Wa¨hrend der ersten 80 fs konvergiert die Rechnung
zuna¨chst zum ersten schwingungsangeregten Zustand. Erst dann
”
merkt“ die Methode,
dass ein weiterer, energetisch tieferliegender Zustand existiert und die Energie fa¨llt bis
t = 240 fs sta¨rker ab; von da an klingt die Energiea¨nderung wieder exponentiell ab. Der
gesuchte zweite Dublettzustand |+〉 ist dann nach 520 fs erreicht.
Tabelle 5.3 fasst die Ergebnisse der berechneten Tunnelaufspaltungen fu¨r die verschie-
denen Koordinatenkombinationen zusammen. Zusa¨tzlich ist zum Vergleich das Resultat
der 1D-Rechnung angefu¨hrt. Zuna¨chst fa¨llt auf, dass das Resultat fu¨r die Koordina-
ten (z, r) mit der CCSD(T)/cc-pVTZ-PES wieder eine nur leicht geringere TS als die
Berechnung mit der MP2/6-31G(d,p)-PES liefert. Daher wurden fu¨r die anderen Koor-
dinatenkombinationen nur Potentialfla¨chen mit der billigeren MP2-Methode berechnet.
Insgesamt zeigt die Tabelle, dass die TS fu¨r alle Koordinatenkombinationen deutlich
u¨ber dem Experiment liegen. Etwas u¨berraschend ist, dass sich die TS bei exakter Be-
handlung der x-Koordinate kaum a¨ndert. Im Vergleich zum 1D-Resultat sinkt die TS
nur um 3.5 bzw. 0.8 cm−1. Da sich diese Koordinate auf dem MEP stark a¨ndert, war eher
davon auszugehen, dass dieser Freiheitsgrad deutlicheren Einfluss auf das TS-Resultat
hat, so wie es bei der exakten Behandlung der r-Koordinaten der Fall ist. Fu¨r die aktiven
Freiheitsgrade (z, r) a¨ndert sich die TS immerhin um 11.6 bzw. 4.3 cm−1. Ein weiterer
Punkt, der nicht unbedingt zu erwarten war, ist, dass das Einbeziehen der y-Koordinate
die gro¨ßte Verringerung der TS im Vergleich zur 1D-Rechnung zur Folge hat.
Eine genaue Begru¨ndung, warum die Effekte bei der exakten Behandlung der x-
Koordinate so gering und bei der y-Koordinate am gro¨ßten sind, fa¨llt hier schwer, da bei
einem 2D-Fall viele unterschiedliche Einflu¨sse eine Rolle spielen. Die Barrierenho¨he kann
jedoch ausgeschlossen werden, da es sich in beiden Fa¨llen um relaxierte Potentialfla¨chen
handelt, die demzufolge identische Barrierenho¨hen aufweisen.
5.2.3 Numerische Ergebnisse in 3D
Da auch mit zwei aktiven Koordinaten keine U¨bereinstimmung mit dem Experiment er-
zielt werden konnte, wurden relaxierte 3D-Potentialfla¨chen auf MP2/6-31G(d,p)-Niveau
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Tabelle 5.4: Tunnelaufspaltungen in cm−1. Die Spalte Q bezeichnet die aktiven Koordinaten.
Q Methode Basis ∆EH ∆ED
(z, r, x) MP2 6-31G(d,p) 43.7 7.3
(z, x, y) MP2 6-31G(d,p) 34.2 6.2
(z, r, y) MP2 6-31G(d,p) 22.6 3.3
Experiment: 21.6 2.9
fu¨r die Koordinatenkombinationen (z, r, x), (z, x, y) und (z, r, y) berechnet. Rechnungen
mit der Coupled-Cluster-Methode und cc-pVTZ-Basissatz konnten aufgrund des hohen
numerischen Aufwands nicht mehr durchgefu¨hrt werden. Aus den 1D- und 2D-Studien
kann jedoch extrapoliert werden, dass sie wieder sehr a¨hnliche Resultate wie die verwen-
dete MP2-Methode ergeben ha¨tten.
Die Resultate der berechneten Tunnelaufspaltungen sind in Tabelle 5.4 zusammenge-
fasst. Ein Vergleich der ersten beiden Zeilen mit Tabelle 5.3 zeigt, dass das Hinzufu¨gen
der x-Koordinate als aktiven Freiheitsgrad keine signifikante Auswirkung auf die TS hat.
Die Werte von ∆EH sinken nur um 1.8 bzw. 1.0 cm
−1 verglichen mit den 2D-Resultaten
fu¨r (z, r) und (z, y). Analoges gilt fu¨r die Werte von ∆ED.
Die Rechnung fu¨r die aktiven Koordinaten (z, r, y) ergibt Tunnelaufspaltungen von
∆EH = 22.6 cm
−1 bzw. ∆ED = 3.3 cm−1 und liegt damit nur 1.0 bzw. 0.4 Wellenzahlen
u¨ber den experimentellen Ergebnissen. Dass die Koordinatenwahl (z, r, y) den gro¨ßten
Einfluss auf die TS beim U¨bergang von zwei zu drei aktiven Freiheitsgraden hat, steht im
Einklang mit den 2D-Rechnungen, bei denen das Hinzufu¨gen der r- oder y-Koordinate
ebenfalls signifigante A¨nderungen der TS im Vergleich zur 1D-Rechnung bewirkte.
Trotz (oder gerade wegen) dieser nahezu perfekten U¨bereinstimmung mit dem Expe-
riment sind zwei Bemerkungen angebracht:
1. Obwohl die Untersuchungen gezeigt haben, dass die TS sehr unempfindlich ge-
genu¨ber der exakten Behandlung der x-Koordinate ist, mu¨sste dies durch 4D-
Rechnungen fu¨r die Koordinaten (z, r, y, x) besta¨tigt werden. Eine 4D-PES lag
allerdings bei Beendigung dieser Arbeit nicht vor. Da sich gezeigt hat, dass die
quantenchemischen Berechnungen auf MP2/6-31G(d,p)-Niveau sehr a¨hnliche Er-
gebnisse wie die qualitativ hochwertigen CCSD(T)/[aug]-cc-pVTZ-Rechnungen lie-
fern, liegt die Berechnung einer realistischen 4D-PES durchaus im Bereich des
Mo¨glichen.
2. Die inaktiven Freiheitsgrade des MA-Skeletts wurden in den 3D-Rechnungen aus-
schließlich mit den starren Zwangsbedingungen behandelt. Die Behandlung mit
einem qualitativ hochwertigeren Modell – adiabatisch oder (c)HADA – wa¨re hier
erstrebenswert. Bei drei aktiven Freiheitsgraden ist die Anwendung dieser Model-
le allerdings kein triviales Unterfangen mehr, da analytische Fits der inaktiven
Koordinaten bzw. der Hessematrix beno¨tigt werden.
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5.3 Re´sume´
In diesem Kapitel wurde die Tunnelaufspaltung von Malonaldehyd ausfu¨hrlich unter-
sucht. Im Rahmen eindimensionaler Betrachtungen wurden dabei zuna¨chst zwei un-
terschiedliche Koordinatensystem verglichen. Durch diese einfachen Analysen konnten
sowohl die beno¨tige Genauigkeit der quantenchemischen Methoden und Basissa¨tze als
auch die fu¨r die Reaktion wichtigen Freiheitsgrade bestimmt werden. Die Anwendung
unterschiedlicher reduziert-dimensionaler Modelle machte dabei deutlich, dass es sich bei
dem Protonentransfer im MA-System um einen mehrdimensionalen Prozess handelt, der
nicht nur durch eine Reaktionskoordinate beschrieben werden kann. Dies besta¨tigte die
Schlussfolgerungen und Ergebnisse anderer Autoren (siehe z.B. Lit. [150,151]).
In den sich anschließenden mehrdimensionalen Betrachtungen wurde das geeignetere
Koordinatensystem verwendet, bei dem das tunnelnde H-Atom durch kartesische Ko-
ordinaten (x, y, z) beschrieben wird (siehe Abb. 5.7), wobei z der Reaktionskoordinate
entspricht. Die zweidimensionalen Studien ergaben zwar keine gute U¨bereinstimmung
mit dem Experiment, deuteten aber darauf hin, dass sowohl der OO-Abstand (r) als
auch der Freiheitsgrad, der die Bewegung des H-Atoms aus der Ebene des MA-Skeletts
beschreibt (y), erheblichen Einfluss auf die TS hat. Indessen zeigte sich bei der Einbe-
ziehung des Freiheitsgrads, der die Ho¨he des H-Atoms u¨ber dem MA-Rumpf beschreibt
(x), nur eine marginale Verringerung der TS (im Vergleich zur 1D-Rechnung), obwohl
sich dieser wa¨hrend der Reaktion stark a¨ndert.
In Konsequenz wurden 3D-Rechnungen fu¨r die Koordinatenkombinationen (z, r, x),
(z, r, y) und (z, x, y) durchgefu¨hrt. Im Vergleich zu den 2D-Ergebnissen wurde wiederum
keine signifikante Vera¨nderung der TS beobachtet, wenn die x-Koordinate als aktiver
Freiheitsgrad in den Berechnungen beru¨cksichtigt wurde. Die Koordinatenwahl (z, r, y)
ergab eine Tunnelaufspaltung von ∆EH = 22.6 cm
−1 fu¨r MA und ∆ED = 3.3 cm−1 fu¨r
das deuterierte Moleku¨l. Dies steht in sehr guter U¨bereinstimmung mit den mikrowellen-
spektroskopischen Untersuchungen von Baba et al. [142], bei denen Tunnelaufspaltungen




A conclusion is the place where you got tired of thinking.“
— Arthur Bloch
Die exakte quantenmechanische Behandlung molekularer Systeme mit mehr als drei bis
vier Atomen ist auch heute noch eine große Herausforderung. Dies liegt am nicht-lokalen
Charakter der Quantenmechanik, der eine exponentielle Skalierung des numerischen Auf-
wands mit der Anzahl der Freiheitsgrade nach sich zieht. Reduziert-dimensionale Modelle
bieten eine elegante Mo¨glichkeit, dieses Problem zu umgehen, da sie es ermo¨glichen, nur
die Freiheitsgrade zu betrachten, die entscheidend an einer Reaktion beteiligt sind. Al-
lerdings verkompliziert sich durch Zwangsbedingungen der Ausdruck des Operators der
kinetischen Energie zusehends. In Konsequenz sind die meisten Programme, die zur Lo¨-
sung der Schro¨dingergleichung der Kerne konzipiert wurden, nicht universell einsetzbar,
sondern mu¨ssen fu¨r jedes neu betrachtete System – oder jede neue Kombination von
exakt behandelten Freiheitsgraden – in aufwendiger Weise umgeschrieben werden.
Im Zuge dieser Arbeit wurde ein Programm zur Lo¨sung der zeitabha¨ngigen und zeit-
unabha¨ngigen Schro¨dingergleichung beliebiger Systeme entwickelt. Dabei besteht keine
Einschra¨nkung in der Art und Anzahl der exakt behandelten Freiheitsgrade. Die Geo-
metrie des Moleku¨ls kann sehr komfortabel u¨ber eine Z-Matrix eingegeben werden, wie
es in den meisten Quantenchemie-Programmen u¨blich ist. Im Falle gro¨ßerer Systeme, fu¨r
die eine exakte Behandlung aller Freiheitsgrade nicht mehr mo¨glich ist, ko¨nnen mit den
starren Zwangsbedingungen, dem adiabatischen Modell und der harmonischen adiaba-
tischen Approximation drei reduziert-dimensionale Modelle unterschiedlicher Gu¨te ein-
gesetzt werden. Das Aufstellungsproblem des Operators der kinetischen Energie konnte
durch die Einbettung eines numerischen aber exakten Zugangs von Lauvergnat et al. [34]
gelo¨st werden.
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Zur Lo¨sung der zeitabha¨ngigen Schro¨dingergleichung wurden mit der Chebyshev-
Propagation, den Symplektischen Integratoren, der
”
Short Iterative Lanczos“- und der
”
Split-Operator“-Methode die vier wichtigsten Propagationsalgorithmen implementiert.
Jede dieser Methoden hat ihre individuellen Vor- und Nachteile, so dass es oft hilfreich
ist, mehrere Auswahlmo¨glichkeiten zur Hand zu haben. Beispielsweise reagiert die Split-
Operator-Methode am tolerantesten, falls Teile des Eigenwertspektrums des Hamilton-
operators außerhalb des vom Propagator repra¨sentierten Bereichs liegen. Andererseits ist
sie nicht in der Lage, kompliziertere Operatoren der kinetischen Energie zu behandeln.
Des Weiteren wurden mit der
”
Discrete Variable Representation“ (DVR) und der
”
Fast-Fourier“-Methode zwei bedeutende Darstellungsmo¨glichkeiten des Hamiltonope-
rators und der Wellenfunktion ins Programm eingefu¨gt. Fu¨r die DVR-Methode ste-
hen mehrere pseudospektrale Basisfunktionen zur Verfu¨gung, mit denen unterschiedliche
Symmetrie- und Randbedingungen der Wellenfunktion realisiert werden ko¨nnen.
Um die korrekte Implementierung der zeitabha¨ngigen und zeitunabha¨ngigen Metho-
den zu u¨berpru¨fen, wurden sowohl Vergleiche mit anderen etablierten Programmen als
auch mit Ergebnissen aus der vero¨ffentlichten Literatur durchgefu¨hrt. Diese schlossen
die Reproduktion des Photoelektronenspektrums von FH−2 , der nicht-adiabatischen Dy-
namik des Pyrazinmoleku¨ls sowie der hochangeregten Schwingungseigenzusta¨nde des
HCN-Systems ein.
Im Rahmen einer Kollaboration mit der Universita¨t Stuttgart (DFG-Normalverfahren
Ha2498/6, Ra656/9) wurde der Doppelprotonentransfer (DPT) im Pyrazol-
Guanidinsystem untersucht. Die Potentialenergiefla¨che (PES) dieses Systems zeigt
eine sehr ungewo¨hnliche Topographie. Im Gegensatz zu den Reaktionsprofilen ein- oder
mehrstufiger Reaktionen, welche in der Literatur u¨blicherweise durch eine Eckartbarriere
bzw. mehrere Barrieren mit dazwischenliegenden metastabilen Zwischenstufen model-
liert werden, kann bei diesem System kein eindeutiger, lokalisierter U¨bergangszustand
identifiziert werden. Stattdessen zeigt die Potentialfla¨che eine plateauartige Region
nahezu konstanter Energie. Systeme mit dieser Eigenschaft wurden bis dato nur anhand
klassisch-mechanischer Methoden untersucht, wobei sich zeigte, dass diese sogennanten
Plateaureaktionen besondere Eigenschaften in ihrem dynamischen Verhalten aufweisen.
Da es sich bei den transferierten Teilchen um Protonen handelt, blieb in den Studien die
Frage offen, ob und in wie weit Quanteneffekte die Dynamik der Reaktion beeinflussen.
Diese Frage konnte in dieser Arbeit beantwortet werden. Dazu wurde zuna¨chst eine
flexible Modellfla¨che an die ab-initio-PES angepasst, die es ermo¨glichte, auch andere
Standardreaktionstypen zu beschreiben. In den nachfolgenden Untersuchungen konnte
gezeigt werden, dass sich die Retentionszeit eines Wellenpakets in der Barrierenregion
im Falle einer Plateaureaktion deutlich von denen der anderen betrachteten Fa¨llen
unterscheidet [112]. In weiterfu¨hrenden Studien wurde die kumulative Reaktionswahr-
scheinlichket fu¨r die unterschiedlichen Modellfla¨chen untersucht, wobei sich zeigte, dass
Plateaureaktionen sich zwar von den anderen Reaktiontypen unterscheiden, aber auch
Eigenschaften mehrstufiger Reaktionen aufweisen [113].
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In einer weiteren Anwendung wurde der intramolekulare Protonentransfer im Malonal-
dehyd (MA) untersucht. Anhand eindimensionaler Betrachtungen wurden zuna¨chst zwei
unterschiedliche Koordinatensysteme verglichen und der Einfluss verschiedener quanten-
chemischer Methoden und Basissa¨tze auf die Barrierenho¨he der PES getestet. Daru¨ber
hinaus konnten so die, fu¨r die Reaktion wichtigen Freiheitsgrade bestimmt werden. Der
Versuch, diese mit unterschiedlichen reduziert-dimensionalen Modellen zu behandeln,
schlug allerdings fehl, was sich dadurch zeigte, dass die berechnete Tunnelaufspaltung
sehr viel gro¨ßer ausfiel als die experimentell gemessene. Dies besta¨tigte die Studien an-
derer Autoren, dass es sich bei dem Tunnelprozess im MA-System um ein mehrdimen-
sionales Pha¨nomen handelt. Sich anschließende dreidimensionale Rechnungen ergaben
Tunnelaufspaltungen von 22.6 cm−1 fu¨r MA und 3.3 cm−1 fu¨r das deuterierte Isotop und
liegen damit in sehr guter U¨bereinstimmung mit den experimentell gefundenen Werten
von 21.59 cm−1 bzw. 2.91 cm−1.
Das Propagationsprogramm wird derzeit im Rahmen einer Dissertation weiterentwi-
ckelt [82]. Dies beinhaltet die Implementierung eines sehr sparsamen, adaptiven Ansatzes,
der in diesem Arbeitskreis entwickelt wurde [155]. Dabei wird die Wellenfunktion nur
dort dargestellt, wo sie signifikant von Null verschieden ist und somit der erforderliche
numerische Aufwand auf ein Minimum reduziert.
ANHANG A
Numerische Integration
Da fu¨r die meisten im Verlauf dieser Arbeit auszuwertenden Integrale keine analytischen
Lo¨sungen existieren, sind mo¨glichst effektive und genaue Verfahren erstrebenswert, um
Integrale numerisch zu berechnen.
Als wichtiges Beispiel fu¨r zu berechnende Integrale seien hier die Matrixelemente des
Hamiltonoperators Hˆ = Tˆ + Vˆ in der spektralen Darstellung (siehe Abschnitt 2.2.1)
angefu¨hrt:
Tmn = 〈Φm|Tˆ |Φn〉 =
∫
Ω
Φ∗m(Q) Tˆ (Q, ∂Q)Φn(Q) ̺(Q) dQ, (A.1)
Vmn = 〈Φm|Vˆ |Φn〉 =
∫
Ω
Φ∗m(Q) Vˆ (Q)Φn(Q) ̺(Q) dQ. (A.2)
Da sowohl der Operator der kinetischen Energie numerisch mit dem Tnum-Programm
als auch der Potentialoperator numerisch mit Hilfe von quantenchemischen Programmen
berechnet werden, liegen fu¨r die obigen Gleichungen keine analytischen Ausdru¨cke vor.
Fu¨r ein System mit n aktiven Freiheitsgraden ergeben sich die n-dimensionalen Ba-





Die Wahl der Funktionen φi ha¨ngt dabei vom Definitionsbereich der Koordinaten Qi ab.
In dieser Arbeit werden die folgenden Basisfunktionen verwendet:
• Legendre-Polynome (siehe A.3.1),




• trigonometrische Funktionen (Fourierreihen).
A.1 Newton-Cotes
Eine weit verbreitete Mo¨glichkeit, um Integrale numerisch zu berechnen, ist die Newton-
Cotes-Methode. Fu¨r eine eindimensionale Funktion f : [a, b] → R, x 7→ f(x) wird der
Definitionsbereich in N a¨quidistante Stu¨tzstellen xi = a+∆x · (i− 1) unterteilt, wobei
der Abstand zwischen den Stu¨tzstellen durch ∆x = b−aN−1 gegeben ist. Damit ergibt sich











Fu¨r die spezielle Wahl der Gewichte {wi} als wi = 12 ist Gl. (A.4) auch als Trapezregel
bekannt, und der Fehler der Integration ist von der Gro¨ßenordnung O(∆x2).
A.2 Gauß-Quadratur
Die Idee der Gauß-Quadratur ist, sich bei der Integration einen zusa¨tzlichen
”
Freiheits-
grad“ zu verschaffen, indem nicht nur wie beim Newton-Cotes-Verfahren die Gewichte frei
gewa¨hlt werden ko¨nnen, sondern auch die Stu¨tzstellen, an denen der Integrand ausgewer-
tet wird. Als Konsequenz sind die Stu¨tzstellen im Allgemeinen nicht mehr a¨quidistant,
und die allgemeine Formel der Gauß-Quadratur schreibt sich fu¨r N Integrationspunkte







wobei W eine zu wa¨hlende Gewichtsfunktion ist, die z.B. benutzt werden kann, um
integrierbare Singularita¨ten der Funktion f zu beheben.
An dieser Stelle sollen noch einige Bemerkungen gemacht werden:
• Um die Matrixelemente des Hamiltonoperators zu berechnen, werden, wie erwa¨hnt,
orthogonale Polynome verwendet. Wie der na¨chste Abschnitt zeigt, wird durch die
Wahl der Polynome ebenfalls eine Gewichtsfunktion W festgelegt.
• Gleichung (A.5) ist exakt, wenn die Funktion f ein Polynom vom Grad 2N − 1
oder weniger ist.
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• Die N Integrationspunkte {xi} sind durch die Nullstellen des Polynoms vom Grad
N gegeben, d.h. PN (xi) = 0 fu¨r i = 1, . . . ,N . Die Gewichte {wi} ergeben sich bei
Kenntnis der {xi} durch die allgemeine Formel
wi =
〈PN−1|PN−1〉
PN−1(xi) P ′N (xi)
. (A.6)
• Numerische Werte der Integrationspunkte {xi} und Gewichte {wi} sind fu¨r einige
oft genutzte Polynome z.B. in Lit. [156] tabelliert.
• Gl. (A.5) kann auch in einer Form geschrieben werden, in der die Gewichtsfunktion
W nicht explizit auftaucht: Definiert man eine Funktion g als g(x) ≡ W (x)f(x)
und
”








In diesem Teil des Anhangs werden einige wichtige Eigenschaften der Legendre- und
Hermite-Polynome erla¨utert.
A.3.1 Legendre-Polynome
Die Legendre-Polynome Pl ergeben sich aus der Dreitermrekursion
(l + 1) Pl+1(x)− (2l + 1)x Pl(x) + l Pl−1(x) = 0, (A.8)
wobei die Rekursion wie folgt beginnt:




Um die Matrixelemente des Tˆ -Operators zu berechnen, sind die Ableitungen P ′l und P
′′
l
notwendig. Fu¨r die ersten Ableitungen gilt die folgende Beziehung:







Die zweiten Ableitungen ergeben sich aus der Differentiation von Gl. (A.9).
Die Legendre-Polynome sind im Intervall [−1, 1] definiert und erfu¨llen bezu¨glich der





0 fu¨r n 6= m2
2n+1 fu¨r n = m.
(A.10)
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Der Definitionsbereich entspricht dem eines Bindungswinkels θ, wenn man x = cos θ




Pm(θ)Pn(θ) sin θ dθ =

0 fu¨r n 6= m− 22n+1 fu¨r n = m. (A.11)
A.3.2 Hermite-Polynome
Die Hermite-Polynome Hl ko¨nnen mit der Dreitermrekursion
Hl+1(x) = 2x Hl(x)− 2l Hl−1(x), (A.12)
generiert werden, wobei die Rekursion mit
H0(x) = 1, H1(x) = 2x, H2(x) = 4x
2 − 2 (A.13)
beginnt. Die erforderlichen Ableitungen H ′l und H
′′
l sind durch
H ′l(x) = 2l Hl−1(x) (A.14)
H ′′l (x) = 4l(l − 1) Hl−2(x) (A.15)








0 fu¨r n 6= m2n n! √π fu¨r n = m. (A.16)
Der Definitionsbereich der Hermite-Polynome ist (−∞,∞).
Im Kontext dieser Arbeit sind die Hermite-Polynome von großer Bedeutung, da mit








−y2/2 = H˜n(y) e−y
2/2, (A.17)
wobei H˜n ein normiertes Hermite-Polynome n-ten Grades bezeichnen soll.
Harmonische Basisfunktionen des HADA-Modells
Die Eigenfunktionen eines harmonischen Oszillators werden u.a. im Rahmen der harmo-
nischen adiabatischen Approximation (siehe Abschnitt 2.5.3, Seite 42ff.) beno¨tigt, um
die Eigenfunktionen {ΦU} des inaktiven harmonischen Hamiltonoperators Hˆhinakt (2.165)
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darzustellen. Im Fall von m inaktive Koordinate Q′′ schreiben sich diese fu¨r einen adia-















4 und y(Q′′;Q′) =
√
ωu(Q′) Qu(Q′′). (A.19)
Dabei ist ωu die Frequenz der u-ten Normalmode mit konjugierter Normalkoordinate Qu
und assoziierter Masse Mu.
Harmonische Basisfunktionen fu¨r Jacobikoordinaten
Als Beispiel wird jetzt noch einmal umrissen, wie die harmonischen Basisfunktionen fu¨r
den Spezialfall von Jacobikoodinaten (γ,R, r) berechnet werden. Wie in Abschnitt 3.2.3
ist die aktive Koodinate der Kosinus des Isomerisierungswinkels (x = cos γ) und die
beiden weiteren Koodinaten sind inaktiv (Q′′ = (R, r)T).
Da Hˆhinakt ein zweidimensionaler harmonischer Hamiltonoperator ist, ergeben sich die
Eigenfunktionen aus der Lo¨sung des folgenden Eigenwertproblems:
(K(x)− λ) |Q〉 = 0, (A.20)













Als Lo¨sung von Gl. (A.20) ergeben sich die harmonischen Frequenzen ωu(x) =
√
λu(x),
sowie die Normalkoordinaten Qu(R, r;x), welche als Linearkombination der massege-
wichteten Koordinaten Q′′ um die Gleichgewichtsgeometrie entwickelt werden, d.h.√
mR(R−Req(x)), √mr(r− req(x)). Damit schreiben sich die 2D-Eigenfunktionen eines
adiabatischen Zustands U = (n1 n2) als
ΦhU (R, r;x) = N(x)
∏
i=1,2




ωni(x) Qni(R, r) und (A.23)




Zur komfortableren Eingabe und Vera¨nderung der Parameter desMrPropa-Programms
wurde eine graphische Benutzeroberfla¨che entwickelt. Sie basiert auf der Programmier-
sprache C++ und verwendet die
”
open source“ Klassenbibliothek Qt4 (Quasar toolkit)
der norwegischen Firma Trolltech (http://trolltech.com/).
Im folgenden Abschnitt werden einige Bildschirmfotos pra¨sentiert. Die gezeigten Ein-
gabeparameter wurden gro¨ßtenteils in Abschnitt 3.1.2 beschrieben.
B.1 Ausgewa¨hlte Bildschirmfotos





Programmeinstellungen“: Auswahl der verwendete Propagationsmethode,
Darstellung des Hamiltonoperators und von zu berechnenden Gro¨ßen (Spektrum, stationa¨re Zu-
sta¨nde, N(E), k(T ), etc.).
Abbildung B.3: Einstellung der Gittergro¨ße und Anzahl der Gitterpunkte. Die Anzahl der
Zeilen wird dynamisch durch die in der Z-Matrix als aktiv markierten Koordinaten festgelegt.
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Abbildung B.4: Auswahl und Eingabeparameter der analytischen Potentiale. Neben einigen
einfachen Funkionsformen (Harmonischer Oszillator, Morse Oszillator, . . . ) ko¨nnen auch die
SW1-PES fu¨r F + H2, die Murrell-PES fu¨r HCN sowie Schinkes PES fu¨r die Dissoziation von
NOCl im T1-Zustand [157] selektiert werden.
Abbildung B.5: Parameter der SIL-Methode (siehe Abschnitt 2.3.4). Die wichtige Eingabe ist
die Dimension des Krylovraums.
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Abbildung B.6: Bei jedem Zeitschitt werden die kinetische, potentielle und extrapotentielle
Energie berechnet und ausgegeben. Damit kann die Energieerhaltung wa¨hrend der Propagati-




On-the-fly“ Bilder des Wellenpakets.
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