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Abstract
The raised user expectations of quality of service and the rapid growth of the data traffics
impose a great challenge for mobile communication systems. The performance, e.g., the
spectrum efficiency, peak data rate, cell-edge data rate, of current cellular systems is
mainly limited due to the presence of inter-cell interference. One way to combat inter-cell
interference is by exploiting cooperation between base stations (BSs), which is known as
coordinated multi-point (CoMP) transmission/reception. Depending on the levels of BS
cooperation, CoMP techniques can either coordinate or exploit the interference to improve
the system throughput and the user fairness. In the design of realistic CoMP systems,
the actual benefit of BS cooperation is affected by a variety of factors, including the
quality of channel state information (CSI), the constraints on the over-the-air feedback
links and the backhaul links between BSs, user mobility, resource allocation and data
processing schemes. This thesis investigates the resource allocation algorithm design
and the performance for downlink CoMP systems under practical constraints. The main
contributions are summarized as follows.
First, we consider a CoMP cluster where all BSs are inter-connected via backhaul
links with perfect CSI and data sharing. Joint optimization of user selection and power
allocation across multiple subchannels and multiple BSs is studied in [Paper A] with
zero-forcing joint transmission. Based on general duality theory, two centralized resource
allocation algorithms are proposed. We show that the two proposed algorithms achieve a
performance very close to the optimal, with much lower computational complexity. Multi-
BS joint transmission requires tight phase synchronization between different BSs, which
can be extremely difficult in practice due to the effect of carrier frequency offset, or/and
phase noise from local oscillators in each BS. In order to deal with this situation, a power
allocation scheme is proposed in [Paper B] considering a worst case scenario where the
carrier phases between the BSs are un-synchronized.
The second part of the thesis focus on the investigation of the consequences of im-
perfect CSI and backhaul constraints on CoMP. In [Paper C], three CoMP transmission
schemes are studied under different network architectures that introduce different back-
haul latencies and feedback errors, resulting in imperfect CSI at the transmitter side. It is
shown that different schemes are performing better in different scenarios, thus, motivating
a transmission mode switching functionality in order to improve the system performance.
In any network architecture, the use of CoMP transmission is restricted to a cluster
with limited number of cells due to practical constraints. The BS cooperation gain is then
mainly limited by the inter-cluster interference, especially for the users located at the
cluster edge area. In [Paper D], different fractional frequency reuse schemes are proposed
to coordinate inter-cluster interference, therefore, reducing the cluster edge effect.
Keywords: Coordinated multi-point (CoMP) transmission, resource allocation, general
duality theory, imperfect channel state information, imperfect synchronization, backhaul
latency, inter-cluster interference coordination, fractional frequency reuse
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Part I
Overview

Chapter 1
Introduction
Nowadays, wireless communication plays an important role as a way to let people get
information and share data with each other anywhere and anytime. A study from Ericsson
shows that the data traffic in mobile networks continues to grow at an impressive rate in
mobile networks worldwide, mainly driven by the uptake of smart devices and apps [1].
The raised user expectations of quality of service (QoS) as well as the rapid growth of
the data traffics impose very different requirements on future wireless communication
networks, such as higher system throughput and spectral efficiency, sufficient data rate
and speed to run apps with an affordable price. At the same time, the network also
needs to provide a homogenous QoS distribution over the communication area in order
to guarantee fairness among the users.
In a current cellular communication system as shown in Fig. 1.1, each base station
(BS) transmits desired signals only to users within its coverage area, namely a cell; For
each user, the signals received from other cells on the same time with the same frequency
spectrum will be treated as interference. The presence of inter-cell interference (ICI)
limits the system throughput, and it especially degrades the performance and affects the
experience of the users located in the cell-edge areas, e.g., UE1 in Fig. 1.1.
Traditional techniques for combating ICI have focused on either allocating orthogonal
radio resources to different transmit signals, for example, frequency reuse, cell sector-
ing, or canceling interference via signal processing [2, 3]. These interference mitigation
approaches can be characterized as passive. In the 3rd generation partnership project
(3GPP) long term evolution (LTE) systems, inter-BS signaling can be accomplished over
the X2 interface between BSs. Hence, inter-cell interference coordination or avoidance
was proposed as a key technique to deal with the ICI issue in a proactive way [4]. The
common theme of inter-cell interference coordination or avoidance in LTE is to apply
restrictions to the time or frequency or power resources available in a cell in a coordi-
nated way. Such restrictions provide improvement in the ratio of the desired received
signal power over interference and noise power, on the corresponding resource blocks in
the neighboring cells. Consequently, the cell-edge data rates and the cell coverage can be
improved. However, it should be pointed out that the ICI is reduced at the expense of
the available resources that can be scheduled in each cell, leading to a degradation in the
system peak or sum throughput.
Instead of coordinating ICI by restricting how radio resources are used in each cell,
multi-cell advanced coordination and joint transmission can be used as a more proactive
way to handle the ICI issue with much tighter multi-BS cooperation. The technology
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Figure 1.1: An example of a traditional cellular system
component “Coordinated multi-point (CoMP) transmission/reception”, which has the
same basic principles, is considered in 3GPP LTE-Advanced [5]. Based on the channel
state information (CSI) and/or the user data shared via backhaul links between multiple
points, CoMP operation performs dynamic coordination among multiple geographically
separated transmission points. Depending on the levels of multi-point cooperation, CoMP
techniques can either coordinate or exploit the interference in order to improve the cov-
erage of high data rates, the cell-edge throughput, as well as the system throughput.
In an ideal and global CoMP system, where the CSI and the data of all users are
perfectly shared between all transmission points, all the communication links can be ex-
ploited to provide joint data transmission to all users as shown in Fig. 1.2. The ICI can
be completely eliminated, and hence the system throughput as well as cell-edge data rates
can be significantly improved [6]. However, the involved large number of cells and users,
as well as the increased spatial degrees of freedom, make the radio resource management
that performs scheduling, power control and precoding design, more difficult and impor-
tant for a global CoMP system in order to achieve the promising cooperation gain. In a
practical wireless communication system, the performance gain provided by CoMP oper-
ation is limited by the large amount of overhead placed on the over-the-air feedback links
and the backhaul links between transmission points. The imperfect synchronization be-
tween transmission points, the transmission delay introduced by inter-transmission-point
information exchange, as well as the imperfect CSI at the transmitter (CSIT), will also
effect the resource allocation and the data transmission decisions made at the transmitter
side, and thus reduce the ideal cooperation gain [7].
The aim of this work is to develop efficient radio resource allocation methods and to
study the system level performance for realistic CoMP systems. In particular, targeting at
practical downlink CoMP transmission scenarios, we propose a set of resource allocation
algorithms considering different levels of multi-BS cooperation. The optimization criteria
that are taken into account include the sum rate, weighted sum rate or sum utility of
the system, the average and cell-edge user data rate. In addition, the consequences of
imperfect CSI on CoMP transmission are studied under different backhaul constraints.
The structure of the thesis is organized as follows. Chapter 2 introduces different
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Figure 1.2: An example of a CoMP system with multi-cell joint transmission
CoMP transmission techniques, and discusses the associated challenges for practical im-
plementations. Chapter 3 presents the system model considered for the downlink CoMP
joint transmission, where different radio resource optimization problems are discussed. In
Chapter 4, the system level design issues including network architectures and cell clus-
tering are described. Finally, Chapter 5 summarizes the contributions of the thesis. The
future work and a list of related contributions are also presented in Chapter 5.

Chapter 2
Coordinated Multi-Point Systems
Recently, cooperative transmission and reception among multiple points has been consid-
ered as a promising technique to mitigate the interference, and thus improve the system
spectrum efficiency as well as the cell-edge throughput. In the literature, a family of
cooperative communication techniques have emerged and gained significant interest, such
as “network multiple-input-multiple-output (MIMO)” [3], “network coordination” [6],
“multi-cell processing” [7], “multicell multiuser MIMO” [8–10], “distributed antenna sys-
tems” [11] and “group cells” [12]. In the 3GPP standard development organization, this
concept is referred as CoMP acronym, which is considered as a dedicated study item in
LTE-Advanced Release 11 [13].
In 3GPP LTE-Advanced, a CoMP cooperating set is defined as a set of points that
directly participate in data transmission or contribute to making decisions on schedul-
ing/beamforming in the time-frequency resource [13]. A CoMP cooperating set typically
consists of multiple geographically separated transmission points from either a homoge-
neous or a heterogeneous network. In the literature, cooperating sets are usually labeled
as “CoMP cluster”. In a homogeneous CoMP cluster, a transmission point can be repre-
sented as a set of co-located transmit antennas, a cell (sector of BS), or a remote radio
head (RRH) which is connected to a baseband unit (BBU). A heterogeneous CoMP clus-
ter may include a number of low-power transmission nodes, e.g., relay nodes or femtocells,
which are deployed within the coverage of a macrocell. The work presented in this thesis
mainly focuses on the homogeneous setup.
This chapter first gives an introduction of different transmission schemes considered
in the downlink of a CoMP cluster. Then, the associated challenges and difficulties posed
by practical constraints are discussed.
2.1 Coordinated Multi-Point Transmission
Depending on whether the user data is shared among all the transmission points within
a CoMP cluster, downlink CoMP transmission schemes can be divided into two main
categories: joint processing and coordinated scheduling/beamforming.
2.1.1 Joint Processing
In the CoMP joint processing approach, user data is available simultaneously at all trans-
mission points within the CoMP cluster. By sharing both the CSI and the data of all users
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Figure 2.1: Illustrations of different downlink CoMP transmission schemes: a) joint transmis-
sion, b) dynamic point selection/muting, c) coordinated scheduling/beamforming.
in the cluster, coordinated multiple points can act as a single and distributed antenna ar-
ray. Simultaneous data transmission can then be performed coherently or non-coherently
to a single user or multiple users from multiple transmission points in a time-frequency
resource. In this way, the ICI is mitigated as signals transmitted from other points assist
the transmission rather than acting as interference. This network MIMO technique falls
into one subset of joint processing, labeled as joint transmission, see Fig. 2.1 a).
Another subset of joint processing, which is shown in Fig. 2.1 b), is dynamic point
selection/muting, where the data of a user is only transmitted from one of the points
within the CoMP cluster in a certain time-frequency resource. However, user data is
available at multiple points and the transmission/muting point may change from one
subframe to another via dynamic scheduling by exploiting changes in the channel fading
conditions.
Note that dynamic point selection may be combined with joint transmission, that is,
multiple points can be selected for data transmission in a time-frequency resource. In this
case, data to a single user can be transmitted non-coherently from the selected multiple
points without phase adjustment. Even with perfect CSI available at the transmitter side,
this non-coherent joint transmission scheme can not completely mitigate ICI unless the
unselected points are muted. However, it might be more robust to channel uncertainty
than coherent joint transmission [14].
2.1.2 Coordinated Scheduling/Beamforming
In the coordinated scheduling/beamforming approach, as shown in Fig. 2.1 c), the data
symbols to a user is only available at and transmitted from one point from the CoMP
cluster on a time-frequency resource. However, by sharing the CSI of all users among
multiple transmission points, user scheduling and beamforming can be coordinated in
order to control ICI. Note that this CoMP approach can only mitigate ICI rather than
exploiting it.
2.2 Challenges and Difficulties
Theoretically, it has been shown that CoMP techniques can provide significant perfor-
mance gains both in terms of system spectrum efficiency and the cell-edge through-
put [6, 7]. However, the realistic gains can be limited by many practical constraints
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for a CoMP system deployment. In this section, we discuss a number of challenges that
have been partly addressed in this work.
Feedback overhead
In order to enable CoMP techniques, the CSI of all users in the CoMP cluster (named as
full CSI ) is required at the transmitter side. In a time division duplex (TDD) system, each
transmission point can obtain the CSI from the users belonging to its coverage (named
as local CSI ) by exploiting channel reciprocity. Then, the local CSI can be exchanged
via backhaul links with other coordinated points or be forwarded to a control unit (CU),
where the resource allocation and/or data processing take place. In frequency division
duplex (FDD) systems, each point acquires local CSI through feedback from its users
instead. In this thesis, we focus on FDD systems. In contrast to the traditional non-
cooperative networks, each user within the FDD-mode CoMP cluster needs to not only
estimate and feedback the CSI related to the strongest transmission point, but also related
to the other coordinated points. Therefore, the feedback load grows proportional to the
number of transmission points in the cluster [15, 16].
It should be pointed out that different levels of channel knowledge may be required
by different categories of CoMP transmission schemes [17]. E.g., for coordinated schedul-
ing/beamforming and dynamic point selection, no inter-point phase information is needed.
However, for coherent joint transmission schemes, inter-point phase information is re-
quired, inter-point amplitude information may also be needed. Therefore, the feedback
overhead might be different when considering different CoMP techniques.
Backhaul overhead
The fed back local CSI needs to be shared over backhaul links among multiple points in
order to gather the full CSI at the transmitter side. In addition, the control signaling
information may also need to be exchanged between different points in order to either
mitigate or exploit interference. For the case of joint processing, user data also needs to
be available simultaneously to multiple points. All those inter-point information exchange
places a large amount of overhead on the backhaul links [15, 18]. In order to achieve the
potential cooperation gain, high capacity and low latency backhaul links are required, es-
pecially for the joint processing schemes. Depending on the backhaul network deployment
of a realistic system, e.g., the transport technology and the network topology, the overall
latency introduced by only one hop backhaul link can range from hundreds of microsec-
onds to 20 ms, and the capacity requirement ranges from a few Mbps to 10 Gbps [19]. It is
also pointed out in [19] that, even with point-to-point fiber technology, inter-BS informa-
tion exchange may require the X2 logical link to go through several aggregation routers,
hence, the normal latency between two BSs (eNBs) would be 10-20 ms. Besides capacity
and latency constraints, the reliability of the backhaul links also plays an important role
when performing different CoMP techniques [20].
Synchronization
CoMP transmission also requires tight time and frequency synchronization between dif-
ferent transmission points. The synchronization constraint is most challenging for joint
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transmission between BSs, since the carrier phases between coordinated BSs also need
to be synchronized, which can be extremely difficult mainly due to the effect of carrier
frequency offset, or/and phase noise from local oscillators in each BS [21–23]. An example
in [23] shows that for a small relative velocity (5 km/h), the phase noise process can be
assumed to vary much faster than the channel. This is because the bandwidth of the
phase noise (arising from the local oscillators) is much higher than the Doppler spread.
Note that the user velocity of interest in 3GPP LTE-A CoMP scenarios is 3 km/h [13],
which makes the difference even larger. In a worst case scenario, where the phase shift of
each link (arising from the oscillator) has a random uniform distribution and varies much
faster than the channel fading, the effect of phase adjustment by joint precoding will be
averaged out. In this case, if phase uncertainty is not handled, joint precoding cannot
contribute to the performance improvement when performing CoMP joint processing.
Resource allocation
In order to achieve a certain network design objective, the available resources need to be ef-
ficiently allocated among the users. Resource allocation may include user scheduling, sub-
channel allocation, antenna selection, power control, as well as precoding/beamforming
design. In general, the optimization problems in a multi-cell multi-user system are non-
convex and difficult to solve. The computational complexity for a centralized resource
allocation increases with the number of subchannels, users and antennas in the system.
In addition, resource allocation algorithms are designed based on the CSI available at the
transmitter side. Therefore, the algorithms relying on perfect CSI may lose significant
cooperation gains under practical scenarios, where the CSI can be corrupted. Develop-
ing practical resource allocation solutions for CoMP systems, taking different practical
constraints into account, is a difficult task. This is the main focus of this thesis.
System level design
The CoMP performance gains highly rely on the accuracy of CSIT. How to acquire the full
CSI and design CoMP transmission parameters is an important issue for the system level
design. Regarding this aspect, different centralized and decentralized CoMP architectures
are proposed [24, 25]. In this thesis, the consequences of imperfect CSI and backhaul
latency on different network architectures are investigated.
As the size of cluster increases, i.e., the number of transmission points and users in-
crease, the inter-point information exchange via backhaul links, as well as the amount of
CSI fed back from users over the feedback links will increase. In addition, the complexity
for resource allocation will become prohibitively high. Therefore, the cluster size is limited
by the feedback, backhaul, synchronization, and complexity constraints in a real system.
A CoMP-enabled network is typically divided into clusters of coordinated points so that
CoMP transmission techniques can be independently implemented within each cluster.
The cluster formation becomes another important issue that affects the cooperation per-
formance. Note that a coordinated cluster may also cause inter-cluster interference to the
users in the neighboring clusters, especially to users in the cluster-edge area, named as
cluster edge effect. As we will show later in this thesis, fractional frequency reuse can be
considered as a promising technique to coordinate the inter-cluster interference for static
CoMP clusters, thus, mitigating this so-called cluster edge effect.
Chapter 3
Resource Allocation in CoMP
Resource allocation plays an important role in communication networks as a way of opti-
mizing the assignment of available resources to achieve a network design objective and at
the same time guarantee the QoS for all users. All CoMP techniques, i.e., joint processing
and coordinated scheduling/beamforming, require the network to jointly design the user
scheduling, subchannel allocation, power control, and the precoding/beamforming ma-
trices for all transmission points within the CoMP cluster. In general, the optimization
problems are non-convex and difficult to solve. In a CoMP cluster, where large number of
cells and users are involved, the resource allocation and data processing problems can be
more complex and challenging, especially for the joint transmission case. In addition, the
design of resource allocation algorithms highly rely on the CSIT, which can be corrupted
by various practical constraints as mentioned in Chapter 2. Developing practical resource
allocation solutions for CoMP systems, taking different practical constraints into account,
is a difficult task. This is the main focus of this thesis.
In this chapter, a system model for the downlink joint transmission in a CoMP cluster
is presented in Section 3.1. In Section 3.2, we introduce basic concepts of convex op-
timization. Then, different joint precoding problems that can be formulated in convex
forms are discussed in Section 3.3. Finally, the effect of different practical constraints on
the design of resource allocation algorithms for CoMP transmission will be discussed in
Section 3.4.
3.1 System Model
We consider the downlink of a CoMP cluster, which consists of N single-antenna BSs
and M single-antenna users. The system spectrum bandwidth, B, is divided into K
subchannels and is universally reused by each BS. The N coordinated BS antennas are
assumed to have the same maximum transmit power constraint Pmax. At each time slot,
let xk = [xk1, ..., x
k
N ]
T denote the signal vector transmitted from all N BSs on subchannel
k. Then, the received signal at user m user on subchannel k is
ykm = h
k
mx
k + nkm, (3.1)
where hkm = [h
k
m1, ..., h
k
mN ] is the channel vector between user m and all N BSs on sub-
channel k. Here, nkm is the sum of the thermal noise and the uncoordinated out-of-cluster
interference on subchannel k, modeled as independent complex additive Gaussian noise
with zero mean and covariance σ2.
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Assume that the CSI and data symbols of the M users are perfectly known at each
BS. The N BSs can provide a set of users with joint transmission at the same time using
the same spectral resource. Let S(k) be the set of scheduled users on subchannel k, with
S(k) ⊆ {1, ...,M} and |S(k)| ≤ N . Here, |S(k)| denotes the cardinality of the set S(k).
The channel matrix of the scheduled users on subchannel k is denoted by Hk ∈ C|S(k)|×N ,
whose row vector, hkm, is the channel vector for a user m in set S(k). By using linear
precoding, the transmit signal vector xk can be expressed as
xk =Wkbk, (3.2)
where bk ∈ C|S(k)| denotes the normalized complex data symbols for the users in set S(k),
with E[bkm(b
k
m)
H ] = 1. Here, Wk ∈ CN×|S(k)| is the precoding matrix used to map the
data symbol vector to the transmit signal vector. Each column of Wk denoted by wkm
with wkm = [w
k
1m, ..., w
k
Nm]
T , corresponds to a precoding vector intended for a user m in
set S(k) on subchannel k.
Substituting (3.2) into (3.1), the received signal of user m in set S(k) is
ykm = h
k
mw
k
mb
k
m +
∑
i∈S(k),i 6=m
hkmw
k
i b
k
i + n
k
m, (3.3)
We assume that data symbols for different users are independent. Then, the signal to
interference plus noise ratio (SINR) of user m on subchannel k is
γkm =
∥∥hkmwkm∥∥2∑
i∈S(k),i 6=m
∥∥hkmwki ∥∥2 + σ2 (3.4)
=
∥∥hkmvkm∥∥2 pkm∑
i∈S(k),i 6=m
∥∥hkmvki ∥∥2 pki + σ2 . (3.5)
Here, wkm = p
k
mv
k
m and
∥∥vkm∥∥ = 1. By treating interference as noise, the achievable data
rate of user m on subchannel k is
Rkm = log2(1 + γ
k
m), m ∈ S(k). (3.6)
Then, the data rate for user m in a given time slot becomes
∑K
k=1R
k
m. According to (3.2),
the transmit power of BS n on subchannel k can be derived as
P kn = E[x
k
n(x
k
n)
H ] =
∑
m∈S(k)
‖wnm‖2 . (3.7)
Thus, the total transmit power of BS n is
∑K
k=1 P
k
n .
For any given time slot, the coordinated N BSs need to jointly determine the set of
selected users S (k) for each subchannel k, as well as the precoding vector wkm for each
selected user m on subchannel k, so as to achieve a certain system-level criterion by taking
user experiences into account. In general, the optimization objectives can be divided into
two categories
 Power minimization: min f0
(∑K
k=1 P
k
1 , . . . ,
∑K
k=1 P
k
n . . . ,
∑K
k=1 P
k
N
)
;
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 Rate maximization: max f0
(∑K
k=1R
k
1 , . . . ,
∑K
k=1R
k
m . . . ,
∑K
k=1R
k
M
)
.
Typical examples for the functions f0 () are weighted sum, max or min. The constraints
include 1) the per-BS power constraints,
K∑
k=1
P kn ≤ Pmax, ∀n, (3.8)
and 2) the QoS required by the users, which is usually modeled as a function of the SINR
γkm ≥ Γkm, ∀k and ∀m, (3.9)
or a function of the user data rate as
K∑
k=1
Rkm ≥ rm, ∀m, (3.10)
where Γkm and rm denote the target SINR and the target data rate for user m.
Finding the optimal resource allocation solution for a multi-cell multi-user multi-
subchannel CoMP system is generally NP hard. One idea aiming at simplifying the
resource allocation problem is to separate the resource allocation problem into two phases.
In the first phase, the user set is scheduled on each time-frequency resource block. Joint
precoding with respect to the selected users is designed in the second phase. By doing
this, as will be shown in Section 3.3, some joint precoding problems in the second phase
can be formulated or transformed into convex problems. Thus, they can be efficiently
solved by using standard optimization techniques.
3.2 Convex Optimization Problem
In this section we first review the basic concepts of convex optimization problem. Recog-
nizing or formulating convex problems for joint precoding design will then be discussed
in the next section. A generic optimization problem has the standard form
min
x
f0(x)
s.t. fi(x) ≤ 0, i = 1, . . . , m,
hi(x) = 0, i = 1, · · · , p,
(3.11)
where x ∈ Rn is the optimization variable, the function f0 is the objective function,
f1, . . . , fm are the m inequality constraint functions and h1, . . . , hp are the p equality
constraint functions. A convex problem is one in which the equality constraint func-
tions (h1, . . . , hp) are affine, and the objective function (fo) and the inequality constraint
functions (f1, . . . , fm) are convex, i.e.,
fi(α1x1 + α2x2) ≤ α1fi(x1) + α2fi(x2), i = 0, 1, . . . , m, (3.12)
for all x1,x2 ∈ Rn and all α1, α2 ∈ R with α1 + α2 = 1, α1, α2 ≥ 0. A fundamental
property of convex problems is that the local optimal point is also globally optimal.
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Another attractive property is that the optimal solution of the primary convex problem
(3.11) can be obtained by solving its Lagrange dual problem, leading to decomposable
structures and distributed algorithm design [26, 27]. In general, a convex optimization
problem can be solved efficiently and reliably by using interior-point methods or other
methods. There are many standard convex optimization software, such as CVX [28],
YALMIP [29], developed for solving different classes of convex problems.
The benefits of convex optimization only come when the problem is a convex problem.
In many cases, the original optimization problem does not have a standard convex from.
Recognizing a convex problem or transforming an original problem into a convex problem
is a big challenge. In Section 3.3, we will introduce three widely considered resource
allocation problems in CoMP systems. Some of them can be reformulated to a convex
problem, thus, efficiently solved via convex optimization approaches.
3.3 Joint Precoding Design
Assuming that the user selection is pre-designed, i.e., S(k) is given for all subchannels k,
the focus of this section is on the design of precoding vectors wkm for the selected users
on each subchannel k. Here, we discuss three main categories of optimization problems
widely considered in joint precoding design: transmit power minimization, worst SINR
maximization, sum rate maximization.
3.3.1 Transmit Power Minimization
The first category of the optimization problems is to minimize some functions of transmit
power of N BSs subject to SINR constraints for the selected users. Let Γkm be the target
SINR value given for the mth selected user on subchannel k. We assume that the target
SINR values are feasible. The weighted sum transmit power minimization problem can
be formulated as
min
wkm
N∑
n=1
αn
(
K∑
k=1
P kn
)
s.t. 1)
K∑
k=1
P kn ≤ Pmax, ∀n,
2)γkm ≥ Γkm, ∀k and ∀m ∈ S(k),
(3.13)
where αn denotes the weight assigned to BS n, which can be used to balance the power
consumptions of different BSs. Plugging (3.4) and (3.7) into (3.13), the objective function
and the per-BS maximum transmit power constraints are convex. The SINR constraints
are not in a convex form. However, notice that a phase shift added on any precoding
vector wkm will not effect the values of γ
k
m and P
k
n for all k, n and m ∈ S(k). Hence, if wkm
is optimal, then wkme
jφm is also optimal. Therefore, as shown in [30–32], we can choose
to find the optimal precoders so that hkmw
k
m is a non-negative real value for all selected
users on subchannel k. Then, the SINR constraints in (3.13) can be rewritten as a set of
second order cone constraints as√
1 +
1
Γkm
hkmw
k
m ≥
∥∥∥[hkmWk, σ]T∥∥∥ , ∀k and ∀m ∈ S(k), (3.14)
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which are convex. Thus, the optimization problem (3.13) can be transformed into a convex
form, which can be efficiently solved via standard convex optimization techniques [33].
In case it is difficult to choose the weights for all BSs, an alternative is to minimize
the maximum transmit power over all the N coordinated BSs [32]. In this case, the
optimization problem is
min
wkm,ρ
ρ
s.t. 1)
K∑
k=1
P kn ≤ ρ, ∀n,
2)γkm ≥ Γkm, ∀k and ∀m ∈ S(k).
(3.15)
Similar to (3.13), problem (3.15) can be transformed into a convex form, thus solved via
convex optimization.
3.3.2 Worst SINR Maximization
Another category of joint precoding problems is to maximize the worst SINR subject
to per-BS power constraints in order to guarantee the user fairness [30, 35, 36]. The
optimization problem can be written as
max
wkm
min(γkm)
s.t.
K∑
k=1
P kn ≤ Pmax, ∀n.
(3.16)
Using the fact that for any give target SINR value Γ, similar to (3.14), γkm ≥ Γ can
be reformulated as a second order cone constraint. Therefore, the objective function
min(γkm) is quasi-concave in w
k
m. Hence, (3.16) can be efficiently solved by using the
bisection method, which is illustrated in Algorithm 1 [33].
In a system where some users have different QoS requirements, the design objective
can be modified by replacing the γkm with γ
k
mβm in (3.16). Here, βm is the weight for user
m used to prioritize different users. In this case, the solution of (3.16) ensures a weighted
user fairness among users.
3.3.3 Sum Rate Maximization
In general, the weighted sum rate maximization problem subject to per-BS power con-
straints can be formulated as
max
wkm
M∑
m=1
αn
(
K∑
k=1
log2(1 + γ
k
m)
)
s.t.
K∑
k=1
P kn ≤ Pmax, ∀n.
(3.18)
Even if the scheduled user set S(k) is given for each subchannel k, the problem (3.18)
is still not convex. Finding the optimal solution of (3.18) is typically non-tractable.
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Algorithm 1 Bisection method for maximization of the worst SINR
given l ≤ γ∗ and u ≥ γ∗, tolerance ǫ > 0.
repeat
1: t = (l + u) /2.
2: Solve the convex feasibility problem:
find wkm, ∀k, m ∈ S(k)
s.t. 1)
K∑
k=1
P kn ≤ ρ, ∀n,
2)
√
1 +
1
t
hkmw
k
m ≥
∥∥∥∥[hkmWk, σ]T
∥∥∥∥ ,∀k and ∀m ∈ S(k),
(3.17)
3: if (3.17) is feasible then
4: l := t;
5: else
6: u := t.
7: end if
until u− l < ǫ.
However, some iterative algorithms can be designed to obtain the local optimal solutions,
for example, by iteratively solving a set of Karush-Kuhn-Tucker (KKT) conditions of the
non-convex problem [34], or by iteratively solving the problem in each step with respect
to one variable keeping the other variables fixed [35].
Note that the precoding matrix specifies both the beamforming vectors and the allo-
cated power to each data symbol. Thus, wkm can be further divided into two parts, i.e., the
normalized beamforming vector vkm and the symbol power p
k
m allocated for the mth user
on subchannel k, with wkm = p
k
mv
k
m and
∥∥vkm∥∥ = 1. A simple linear beamforming scheme
for joint transmission is known as zero-forcing (ZF) beamforming, where the beamforming
matrix Vk is firstly calculated as the pseudo-inverse of the channel matrix Hk, then the
columns of Vk are normalized to have a unit norm. With ZF beamforming, the inter-user
interference within the cooperation cluster can be eliminated, that is
hkmv
k
j = 0, j 6= m and m, j ∈ S(k). (3.19)
The problem of maximizing the weighted sum rate in (3.18) is reduced to a joint power
allocation problem given by
max
pkm
M∑
m=1
αn
(
K∑
k=1
log2(1 +
∥∥hkmvkm∥∥2 pkm
σ2
)
)
s.t.
K∑
k=1
∑
m∈S(k)
‖vnm‖2 pkm ≤ Pmax, ∀n.
(3.20)
where the beamforming vector vk are fixed. The problem (3.20) is convex since the
objective function is concave in pkm and the constraints are linear. Therefore, it can be
effectively solved by standard convex optimization techniques [37, 38].
It should be pointed out that the optimization problems, i.e., (3.13), (3.15), (3.17) and
(3.20), are convex only when the user selection is pre-fixed, or not coupled with the precod-
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ing design. The problem of jointly optimizing the user selection and the precoding design
is difficult to address, since user selection and precoding design on different subchannels
are coupled in the power constraints. In addition, user selection across multiple subchan-
nels is a combinatorial problem which is non-convex. The computational complexity for
finding the optimal solution is exponential in the number of coordinated BSs and sub-
channels. One way for approximating the optimal solution while reducing the complexity,
as shown in Paper A, is by using the Lagrange dual decomposition method [26, 27], where
the dual problem can be decomposed into K independent per-subchannel optimization
problems.
3.4 Remarks on Practical Constraints
The resource allocation problems discussed above are based on the assumption that the
data symbols of allM users are perfectly synchronized at each BS. However, as mentioned
in Chapter 2, the phase synchronization between coordinated BSs can be extremely diffi-
cult in practice. Imperfect phase synchronization can significantly reduce the joint trans-
mission gain. In the worst case, as shown in Paper B, the random phase shift arising from
the oscillators of different BSs can average out the effect of phase adjustment provided by
joint precoding, thus, resulting in a different power allocation solution. In addition, due
to practical constraints on feedback and backhaul, only imperfect CSI is available at the
transmitter side. As can be seen from Paper C, the quality of CSIT will also affect the
user scheduling and the design of transmission parameters.

Chapter 4
System Level Design
In order to apply CoMP techniques in practice, CSI of all users in the system needs to be
available at the transmitter side. For the joint transmission case, it is also required that
coordinated BSs perfectly share the data of scheduled users. How to exchange the CSI as
well as the control information between different BSs is an important issue for the CoMP
system design. Different network architectures may pose different constraints on the
feedback and backhaul links, leading to different CSI and control information distribution
mechanisms. In this chapter, three network architectures, commonly considered when
supporting CoMP transmission, are introduced in Section 4.1.
In any network architecture, as the number of transmission points and the number of
users increase, the control information exchange via backhaul links as well as the amount
of CSI fed back from users over the feedback links increase. In addition, the complexity
for resource allocation will become prohibitively high. Therefore, the use of CoMP is
restricted to a limited number of cells or areas of the system. How to divide the network
into different clusters of cells will then be discussed in Section 4.2.
4.1 Network Architectures
In traditional single cell transmission systems, shown in Figure 4.1, each user feeds back
the CSI to its serving BS. Based on the local CSI, each BS independently designs the
resource allocation and data transmission parameters without considering ICI, resulting
in poor situation for cell-edge users.
In CoMP systems, the ICI can be mitigated by multi-BS cooperation, which requires
the CSI of all users to be available at the transmitter side. The CSI acquisition mechanism
has great impact on the user scheduling and the adjustment of transmission parameters.
Regarding this aspect, different network architectures are proposed for enabling CoMP
techniques. Here, we focus on the systems under FDD mode.
 Centralized architecture [39]: as illustrated in Figure 4.2, coordinated BSs are as-
sumed to be connected to a CU via backhaul links. Each user estimates the CSI
to all coordinated BSs, and then feeds it back to its serving BS that is selected
based on long-term channel gain. In a second step, each coordinated BS forwards
this information via backhaul links to the CU. Based on the available CSI of all
users (full CSI), the CU designs the resource allocation and transmission scheme. It
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Figure 4.1: An illustration of a traditional single-cell transmission system with 3 BSs and 3
UEs. BS i is the serving cell of UE i. Flat-fading channels are assumed. Here, hii
denotes the channel vector between UE i and BS i.
then forwards these decisions via backhaul links to each coordinated BS. This cen-
tralized framework poses tight capacity and latency requirements on the backhaul
links, which increase the infrastructure costs. If the backhaul latency is high, it can
significantly decrease the system performance [14].
 Semi-distributed architecture [22]: a CU is co-located at each BS. Each BS gathers
the CSI from the users belonging to its cell (local CSI), in a first step. Then, the
full CSI is obtained at each BS by exchanging these local CSI between coordinated
BSs via backhaul links. Therefore, the user scheduling and data transmission are
performed in a distributed fashion at each BS. An illustration of a semi-distributed
CoMP architecture is shown in Fig. 4.3.
 Fully-distributed architecture [24]: a CU is co-located at each BS. Each user broad-
casts the CSI to all the coordinated BSs, see Fig. 4.4. This way, each BS gathers
the full CSI without the need for any CSI exchange via backhaul links. Each BS
performs CoMP transmission independently based on the received full CSI.
4.2 Cell Clustering
The cooperation area is limited by the feedback, backhaul, synchronization, and com-
plexity constraints in a real system deployment. A CoMP-enabled network is typically
divided into clusters of coordinated points so that CoMP transmission techniques can
be independently implemented within each cluster. The cluster formation becomes an
important issue that affects the cooperation performance.
There are various ways to divided the network into different cooperation clusters.
Based on the cluster reconfiguration time scale, the cluster formation can be characterized
into two categories:
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Figure 4.2: An illustration of a centralized CoMP architecture with 3 BSs and 3 UEs. Here
and in the following figures, we assume flat-fading channels with hi = [hi1, hi2, hi3]
denoting the channel vector between UE i and all three coordinated BSs, and BS
i is the serving cell of UE i. Based on the gathered full CSI, the CU designs the
transmit precoding matrix, W, then distributes the ith row of W, i.e., W(i,:), to
BS i.
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Figure 4.3: An illustration of a semi-distributed CoMP architecture with 3 BSs and 3 UEs.
The transmit precoding weights are designed locally at each BS.
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Figure 4.4: An illustration of a semi-distributed CoMP architecture with 3 BSs and 3 UEs.
Each UE i broadcasts hi to all BSs. The transmit precoding weights are designed
locally at each BS.
 Static clustering, which specifies a predefined set of disjoint clusters of cells that do
not change in time [40, 41]. The static cluster formation is easily implementable,
and it requires very limited inter-BS information exchange.
 Dynamic clustering, where the clusters are formed based on the varying channel
conditions of the users [42, 43] or uneven traffic load of the system [44]. With
higher flexibility, theoretically, the dynamic cluster formation can provide more co-
operation gains compared to the static clustering approach. However, large amount
of signaling information exchange between different BSs is needed for cluster recon-
figuration decisions, which is infeasible in large networks. Examples of exchanged
information can be traffic-distribution within different cells, downlink interference
contribution from cell A to cell B, user channel conditions, etc.
Depending on where the cluster formation decision is made, cell clustering can also be
classified as network-specific, user-specific or hybrid.
 Network-specific clustering: disjoint clusters of cells are formed by the network
based on e.g., the dominating interference cells and/or the traffic-distribution within
different cells, regardless of the channel condition of each individual user. Users
belonging to the same cell are assigned to the same cluster. The cluster construction
can be performed either in a static or a dynamic fashion. Static network-specific
clustering can only mitigate the interference within the cluster. The performance is
mainly limited by the inter-cluster interference, especially for the users located at
the cluster edge area, referred as cluster edge effect. An example of network-specific
dynamic clustering is shown in Fig. 4.5 where, in a certain time frame, cell 1 is
grouped with cell 2 and cell 3 as a cluster; In the next time frame, according to the
network traffic distribution cell 2 will be replaced by cell 4 to form a new cluster.
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Figure 4.5: An example of dynamic network-specific clustering.
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Figure 4.6: An example of user-specific clustering based on the slide Group Cell method.
 User-specific clustering: each user selects a set of BSs that are suitable to form
a cluster. The clusters of different users may overlap. The construction of the
cluster for each user can be semi-static or changed dynamically based on the channel
conditions between the user and the BSs. This way, users are guaranteed to be
always located at the cluster center to avoid the cluster edge effect. However, user-
specific clustering requires joint scheduling across BSs, which increases the inter-
BS information exchange as well as the resource allocation complexity. Fig. 4.6
illustrates a user-specific clustering method, named as slide Group Cell, proposed
in [45]. In the current time slot, cells 1, 3 and 4 are selected by UE 1 as a CoMP
cluster, while the cluster for UE 2 is formed by cells 1, 2 and 3. In the next time
slot, with the possible move of UE 1 and UE 2, UE 1 will select cells 1, 2 and 3 as
its cluster and UE 2 will choose cells 1, 3 and 4 to form a new cluster.
 Hybrid clustering: the network pre-divides the whole system into several clusters.
Within each pre-defined cluster, each user selects a subset of cells from the cluster
for CoMP transmission [17].

Chapter 5
Conclusions and Future Work
5.1 Contributions
This thesis aimed to develop efficient resource allocation algorithms and study the system
level performance of realistic CoMP systems. To achieve this, a number of contribu-
tions were introduced considering different levels of multi-BS cooperation. This section
summarizes the contributions of this thesis, which can be divided into three categories:
centralized resource allocation algorithm design, resource allocation under backhaul con-
straints, and inter-cluster interference coordination. The main contributions are found in
four included papers. Related contributions, which are not included in this thesis, are
listed in Section 5.3.
5.1.1 Centralized Resource Allocation Algorithm Design
Assuming that all coordinated BSs are connected to a CU, different centralized resource
allocation algorithms have been proposed.
Paper A: “Resource allocation for OFDMA systems with multi-cell joint trans-
mission”
In this paper, we consider a a multi-cell multi-subchannel system with perfect CSI and
data sharing between BSs. With the objective of maximizing the weighted sum rate under
per-BS power constraints, joint optimization of user scheduling and power allocation is
studied, considering zero-forcing coherent joint transmission. Based on dual decomposi-
tion, the optimization problem is decomposed into a set of independent per-subchannel
optimization subproblems in each iteration. Two iterative resource allocation algorithms
are proposed and compared to the optimal solution, which requires an exhaustive search
of all possible combinations of users over all subchannels. We show that the proposed
algorithms achieve a solution close to the optimal with a lower complexity.
Paper B: “Power allocation for two-cell two-user joint transmission”
In this paper, we study a worst case scenario where the carrier phases between the BSs
are un-synchronized so that joint transmission must be performed without precoding. A
power allocation scheme is proposed for the downlink of a two-cell two-user joint transmis-
sion system with the objective of maximizing the sum rate. The derived power allocation
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scheme is remarkably simple, i.e., each cell transmits with full power to only one user. In
addition, we show that, in this scenario, the joint transmission case happens with higher
probability when the two users are in the overlapped cell-edge area.
Related contributions
Multi-cell joint transmission can also be performed in a non-coherent way, which does
not require joint beamforming between BSs. In this case, a joint user scheduling and
power allocation algorithm was first proposed in [C1] focusing on a flat-fading channel,
and then was extended to multi-subchannel scenarios in [C2]. In a communication system,
different users may have different traffic patterns, resulting in diverse QoS requirement.
Taking this into account, different utility based joint resource allocation algorithms have
been proposed in [C3, C4, J1], considering mixed real-time voice over IP and best-effort
services.
5.1.2 Resource Allocation under Backhaul Constraints
All CoMP techniques rely on information exchange between BSs through the backhaul
network. The consequences of imperfect backhaul network for performing CoMP downlink
transmission has been studied for different CoMP transmission schemes.
Paper C: “On the gains of CoMP under imperfect CSI and backhaul con-
straints”
In this paper, we study the consequences of imperfect CSI and backhaul latency on dif-
ferent CoMP transmission schemes. Three network architectures are characterized and
compared: 1) a centralized architecture with a star-like backhaul topology, 2) a semi-
distributed architecture with a mesh backhaul topology, and 3) a fully-distributed archi-
tecture without inter-connecting backhaul links. Different network architectures intro-
duce different transmission latencies and feedback errors, resulting in imperfect CSIT.
Particularly, the paper investigates two questions: 1) The effect of different network ar-
chitectures on the performance of each CoMP transmission technique, considering both
predicted CSI and outdated CSI. 2) The optimal transmission mode switching method
for each considered CoMP architecture, and how is it affected by user mobility.
Related contributions
In the heterogeneous and future dense wireless networks, the backhaul links between
different transmit nodes can be unreliable. In [C5], a backhauling model is introduced by
assigning link failure probability to backhaul links. The performance of various CoMP
schemes is investigated under unreliable backhaul. We show that the performance gains
offered by CoMP quickly diminish, as the unreliability of the backhaul links grows. This
work has been extended in [J2], where the impact of control channel reliability on CoMP is
studied. Another constraint imposed by the backhaul network is backhaul capacity. This
issue has been partly addressed in [C6] and [C7], where different backhaul load reduction
schemes are proposed for zero-forcing joint transmission.
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5.1.3 Inter-Cluster Interference Coordination
Due to practical constraints, the use of CoMP techniques is restricted to a cluster with
limited number of cells. Different frequency reuse schemes have been proposed to mitigate
inter-cluster interference in order to reduce the cluster edge effect.
Paper D: “Resource allocation for clustered network MIMO OFDMA sys-
tems”
In this paper, we assume that the whole system is statically divided into disjoint clusters
of sectors. A two-step resource allocation scheme with inter-cluster interference mitigation
and intra-cluster joint scheduling and power allocation has been proposed. The main task
of managing the inter-cluster interference is accomplished by two fractional frequency
reuse approaches, which restrict the available frequency resources for cluster-edge users
in a cooperative way.
5.2 Future Work
The resource allocation algorithms proposed in the included papers, except Paper B, are
based on the assumption of perfect CSIT. As shown in Paper C, imperfect CSIT due to
feedback and backhaul constraints can significantly affect the performance gain provided
by CoMP operation. In future heterogeneous and dense wireless networks, CoMP tech-
niques will play a significant role for coordinating the transmit nodes to mitigate high ICI
and guarantee high QoS. However, high-capacity and reliable feedback links are unlikely to
be available due to the limited bandwidth and high ICI. Furthermore, the backhaul links
interconnecting access nodes, e.g., macro BSs, relay nodes, or femto-cells, are highly likely
to be wireless and unreliable. For future work, we will consider modeling the CoMP trans-
mission problems by taking these new challenges into account. Distributed and robust
resource allocation algorithms will be designed. In addition, fractional frequency reuse
combined with interference pre-cancellation techniques will be considered for inter-cluster
interference mitigation.
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