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Abstract—Land Mobile Satellite (LMS) networks, forming a 
key component of future mobile Internet and broadcasting, can 
benefit from Multiple-Input Multiple-Output (MIMO) 
techniques to improve spectral efficiency and outage. LMS-
MIMO networks can be obtained using multiple satellites with 
single polarization antennas with spatial multiplex channel 
coding, or by a single satellite with dual polarization antennas 
providing polarization multiplex channel coding. In this paper, a 
guide is presented showing the steps required to implement a 
simple empirical-stochastic dual circular polarized LMS-MIMO 
narrowband channel model with validation both with and 
without a line of sight. The model is based on an S-band tree-
lined road measurement campaign using dual circular 
polarizations at low elevations. Application of the model is aimed 
at LMS-MIMO physical layer researchers and system designers, 
who need an easy to implement and reliable model, 
representative of typical LMS-MIMO channel conditions. 
 
Index Terms—LMS (Land Mobile Satellite), MIMO (Multiple-
Input Multiple-Output), Channel Model, Stochastic, Propagation 
I. INTRODUCTION 
he benefit of applying MIMO (Multiple-Input Multiple-
Output) techniques to the LMS (Land Mobile Satellite) 
channel, in terms of capacity gain and diversity gain, was 
shown in [1] and [2] respectively. In recent years, the use of 
MIMO in terrestrial wireless systems including the next 
generation wireless networks, IEEE 802.11n [3] as well as 
wide area networks, IEEE 802.16m [4] and long term 
evolution of third generation mobile (3GPP LTE) [5] has 
become widespread. More recently the use of MIMO for LMS 
has gained interest with regards to satellite based digital video 
broadcasting standards DVB-SH and DVB-NGH [6]. 
However, before LMS-MIMO systems are in widespread use, 
suitable and simple to implement channel models that give a 
general model of the radio environment are required. This 
paper defines an empirical-stochastic channel model for such 
use. 
As is typical for LMS channel models, as well as the model 
presented in this paper, large scale fading comprises Markov 
Chains to represent the ‘on/off’ nature of the channel and 
filtered log-normal simulation to represent the shadowing 
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effects, and Ricean simulation to represent the small scale 
fading effects [7]. However, this model extends the 
capabilities to the MIMO case, where its stochastic properties 
are derived from an S-band tree-lined road measurement 
campaign using dual circular polarizations at low elevations. 
Furthermore, this model in particular compared to existing 
models to date [8][9] considers the interdependence between 
the small scale fading. The authors have found the most 
appropriate means to accommodate this interdependence is to 
use a Ricean fading model, where the co-polar and cross-polar 
components are suitably correlated. 
Section two of this paper describes the typical factors 
unique to a dual circular polarization LMS-MIMO channel 
modeling, including the need for a four-state Markov chain to 
form simultaneous dual polar shadowing models as well as 
small-scale fading models. This is followed by sections 
detailing the measurement campaign carried out to show the 
Markov chain behavior in the LMS-MIMO channel. A step by 
step guide is then provided in generating the proposed 
empirical-stochastic model informed by measurement data. 
The reader can use the information presented to implement the 
necessary code for such a model. Finally validation tests are 
shown to clarify the model’s application in both line of sight 
and non line of sight regions. 
II. LMS-MIMO CHANNEL MODEL CONSTRUCTION 
The structure of an LMS-MIMO channel model is a 2x2 
MIMO system whereby the two antennas at each end are dual 
circular polarized with right hand and left hand circular 
polarizations (RHCP and LHCP) as illustrated in Figure 1.  
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Figure 1 - Diagram of satellite MIMO channel structure 
The model presented in this paper is considered to be suitable 
for the L-band and S-band frequency ranges such that the 
ionospheric and tropospheric effects are considered negligible. 
The largest impact would be Faraday rotation in the 
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ionosphere [7], which would be overcome using circular 
polarization. Ignoring any ionospheric and tropospheric 
effects, the main item of interest for satellite MIMO is the 
multipath caused by local scatterers near to the mobile. The 
scattering caused in this region will create some depolarization 
from RHCP to LHCP and from LHCP to RHCP, which are 
represented in a 2x2 MIMO channel matrix, H, where there 
are two co-polar (RHCP to RHCP and LCHP to LHCP) and 
two cross-polar circularly polarized channels (RHCP to LHCP 
and LCHP to RHCP). These four channels are conveniently 
represented as follows with subscripts R and L: 
 






=
LRRL
LRRR
hh
hh
H  
 
 
(1) 
 
where the channel matrix is used as the multiplicative 
component within the channel so that the output signal vector 
received at the mobile, y(t) relates to the input signal vector 
x(t) by the following equation: 
 
( ) ( ) ( ) ( )tttt nxHy +=  (2) 
 
where n(t) is a vector to represent additive white Gaussian 
noise at the receiver. It is therefore of interest to model the 
channel state at time t, H(t). The simplest means to model the 
LMS-MIMO channel is to use a stochastic random process, 
which will define the distribution of channel states (or first 
order statistics), but it is also necessary to define how the 
channel evolves, by considering what is known as the second 
order statistics.  
 
For satellite MIMO, it is best to break the channel H into three 
components: 
 
1. Free space path loss – This is defined theoretically 
by the well known Friis’ formula [7] though for 
convenience of being able to analyze the channel, it 
is normalized in this case, since it is merely an offset 
value. 
2. Shadowing or large scale fading – When the mobile 
is on the ground, it may either have a direct line of 
sight link to the satellite, or there may be a building, 
tree or other large scattering object blocking the 
direct path. Thus the mobile is within the shadow of 
the scatterer and will be subject to extra path loss. In 
the case of satellite communications, the mobile is 
constantly moving in and out of the shadow regions 
as illustrated in Figure 2. Here the mobile is a vehicle 
moving along the road, it will enter regions between 
scatterers on its left hand side where it will have a 
line of sight link with the satellite. Therefore there is 
a need to statistically model scenarios where there is 
both high and low shadowing. Therefore it is 
necessary to model when the mobile is switching 
between high and low shadowing, which is best 
achieved by using a Markov chain [10]. 
3. Small scale fading – In the local area around the 
mobile there will be several scattering objects, which 
will produce reflected, refracted and diffracted 
signals. As the mobile moves, these reflections, 
refractions and diffractions are constantly changing 
and thus the received signal is constantly changing. 
In some instances, the reflected signals will add up 
constructively in phase, while in other cases they will 
add up destructively out of phase and the received 
signal will go into a deep fade.  
 
It is therefore necessary to separately model the small scale 
and large scale fading characteristics of the channel H(t) as it 
changes over time with mobile movement.  
To Satellite
Low Shadowing Regions
Moving vehicle
 
Figure 2 - Diagram illustrating an example of high and low 
shadowing regions 
For LMS-MIMO, there are a number of modeling challenges 
not addressed in other LMS channel models that must be 
considered and which have led to the construction of a simple 
to implement stochastic model provided in this paper. The 
factors that require consideration include the following: 
 
• The MIMO branches are in the circular polarization 
domain, rather than the spatial domain. Therefore, 
channel multiplexing occurs in this domain, which 
will give different characteristics in the eigen 
decomposition of the channel, as will be seen from 
measurement data later in this paper. Therefore 
different eigen characteristics [11] from conventional 
MIMO channel models need to be modeled. 
• The large scale fading changes constantly when 
switching from high to low shadowing. This 
produces different characteristics for the co-polar and 
cross-polar channel branches and likewise should be 
modeled to be consistent with simultaneous 
measurements of these channels. Furthermore the 
shadowing characteristics should be compared for 
both polarizations so that their interdependence is 
maintained. 
• The small scale fading channels for each of the four 
MIMO paths are not necessarily independent, 
especially when there is a line of sight link. Therefore 
in such circumstances, the interdependence must be 
appropriately modeled so that both the model and 
real measured data have comparable eigen 
decomposition. 
 
Before developing models, the Markov chain, polarization and 
interdependence characteristics need to be identified from real 
measurement data, which the next section of this paper 
addresses. After describing the measurements, this paper 
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describes the stages involved in creating the large scale fading 
characteristics, Markov chain and small scale fading. 
III. MEASUREMENT SETUP 
Extensive measurements were carried out on the edge of the 
town of Guildford, UK, representative of a suburban/rural area 
that would be applicable to LMS-MIMO during the summer 
time (with trees in full foliage). An artificial terrestrially based 
platform (acting as a satellite) was placed on top of a hill 
overlooking a road, as illustrated in Figure 3 containing 
directional RHCP and LHCP antennas, spaced just under one 
wavelength apart. Each antenna had a gain of 12dBi and a 3dB 
beamwidth of 30
o
. A mobile van contained the receiver and its 
roof was fitted with an omnidirectional RHCP and LHCP 
antenna spaced four wavelengths apart. These two antennas 
had a beamwidth of 70
o
 in elevation. The satellite elevation 
angles ranged from 7
o
 to 18
o
 as the mobile moved along the 
tree-lined road. Although many operational satellite elevations 
exceed these, some geostationary and low Earth orbiting 
mobile satellite services are required to work at low 
elevations. The present experiment therefore represents these 
as worst case system scenarios, where such elevations enable 
the highest degrees of multipath. Varying levels of Rice factor, 
as defined by the Ricean distribution, as well as channel 
correlations provide a usefully wide range of empirical results. 
  
 
Figure 3 - Diagram of measurement setup of artificial 
platform 
An Elektrobit Propsound wideband MIMO channel sounder 
was configured for a carrier frequency of 2.45GHz and a 
bandwidth of 200MHz. Each MIMO channel was obtained 
sequentially by using fast switching at a rate of 152.7Hz, 
which is over twice the maximum Doppler shift of 73Hz for 
the vehicle speed, thus meeting Nyquist criteria. This is 
assumed to be the case on the tree-lined road where there were 
few vehicles in motion.  
 
Within the data, suitable results were found whereby the 
channel could be captured within the channel sounder’s 
sensitivity giving a signal to noise ratio that enabled the 
multipath to be measured without error due to receiver noise. 
There were many cases of interference from local wireless 
area networks that had to be filtered out from the measurement 
data and replaced with interpolated data. Data sampling being 
more than the required Nyquist criteria meant it was possible 
to achieve this.  
 
Figure 4 - Sample measurement showing the Markov 
chain characteristics of the LMS-MIMO channel 
An example of the measurement data obtained to illustrate the 
Markov chain behavior of the high and low shadowing is 
shown in Figure 4 for all four MIMO branches. For clarity, the 
free space loss (FSL) is normalized out of the channel. Clearly 
it can be seen that there are different small scale fading 
characteristics in high and low shadowing regions, as well as 
Markov chain characteristics that are related for co-polar and 
cross-polar channels though they are required to be generated 
separately. The next section will explain in detail how the 
large scale fading, Markov chain and small scale fading are 
generated in three separate steps and then integrated in order 
to form a working channel matrix.  
IV. MODEL GENERATION 
A. Step 1 – Generate large scale fading for high and low 
shadowing 
For 2x2 MIMO, four simultaneous models of high shadowing 
that will vary over distance (i.e. in non line of sight region) are 
required to produce vector shigh and four simultaneous models 
of low shadowing (i.e. in line of sight region) are required to 
produce vector slow, in dB by using zero mean, unity standard 
deviation Gaussian random noise signals. 
 
In order for these two sets of four shadowing models to have 
interdependence, a 4x4 correlation matrix for large scale 
fading, Clarge, is then applied [7] to both high and low 
shadowing as analysis of measurement data has shown both 
shadowing cases to follow the necessary Gaussian 
distribution. This will accommodate the interdependence 
between the four MIMO branches so that correlated 
shadowing, shigh|c and slow|c is formed as follows: 
 
highlargec|high
2
1
sCs =  
lowlarge|clow
2
1
sCs =  
 
 
(3) 
 
where the ½ denotes the Cholesky factorization. An 
appropriate set of values for Clarge are taken from the 
measurement data representing a typical tree lined road in a 
suburban environment. To assist with understanding the 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
4 
matrix formation, the matrix has notations for each element 
where as an example, the correlation, clarge|RR,LL gives the 
correlation of the shadowing between the right to right hand 
branch and the left to left hand branch. Therefore all sixteen 
possible permutations of this notation are shown in the matrix 
as follows, from which values from the measured data are then 
given: 
 




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



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=


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






=
188.087.09.0
88.0191.085.0
9.091.0186.0
9.085.086.01
large
LRLR,large|LRRL,large|LRLL,large|LRRR,large|
RLLR,large|RLRL,large|RLLL,large|RLRR,large|
LLLR,large|LLRL,large|LLLL,large|LLRR,large|
RRLR,large|RRRL,large|RRLL,large|RRRR,large|
large
C
C
cccc
cccc
cccc
cccc
 
 
 
 
 
 
 
 
 
 
(4) 
 
The correlation values are high, as expected due to the close 
proximity of the two transmit and two receive antennas and 
other measurements have shown that high correlation is 
maintained in different channel scenarios. Using these 
correlations, eight time-synchronized simulations are created 
that are defined by the following process in order to form the 
second order statistics [12][13]: 
 
( ) ( )1)(
cfhighchighcfhigh
−+=
∆
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( ) ( )1)(
cflowclowcflow
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−
nenn c
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(5) 
 
where the time variation is determined by a coherence 
distance, rc for a given mobile speed, vm with sample time ∆t 
and shighc and slowc are the correlated Gaussian distributed 
random variables with zero mean and unity standard deviation. 
Measurements used in this paper have shown rc to be 25m on 
average for a tree-lined road environment. The range of rc 
values recorded spanned from 23m through to 29m. It is 
assumed in this case that each sample, n, is taken for every 
meter. The shadowing then requires normalization where a set 
of standard deviations to the shadowing represented by vectors 
σhigh and σlow and mean values, represented by vectors µhigh 
and µlow, all in dB, are applied, where ° denotes elementwise 
multiplication and the normalized, filtered and correlated 
shadowing, shigh|cfn and slow|cfn are therefore: 
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(6) 
 
Empirical values of standard deviations σhigh and σlow and 
mean values, µhigh and µlow for co-polar and cross-polar 
channels in the tree-lined road environment in dB are shown 
in Table 1, which are derived generically from all 
measurement data taken as the highest and lowest values. 
Finally the data must be reshaped to create two separate 2x2 
channel matrices Hhigh and Hlow.  
 
Polarization High shadowing (dB) Low shadowing (dB) 
 µhigh σhigh µlow σlow 
Co-polar -20.5 6.5 -1.5 4.0 
Cross-polar -21.5 6.0 -4.5 3.0 
Table 1 – Shadowing model mean and standard deviations 
B. Step 2 - Generate Markov chain 
Having generated data for high and low shadowing sequences, 
a Markov Chain [10] is used to select between the regions of 
high and low shadowing for both co-polar and cross-polar 
channels. This allows the sharp transitions that occur as a 
mobile moves past buildings as illustrated in Figure 2 to be 
suitably modeled. Therefore if two polarizations are 
considered, there are four possible Markov states as illustrated 
in Figure 5. It is assumed that the behavior is the same 
whichever of RHCP or LHCP is being transmitted. Once the 
polarization is defined at the transmit end, these four possible 
states therefore consider whether the co-polar or cross-polar 
channels at the receive end are both in a high or low state or in 
opposite states, as can happen in certain instances. Given that 
there are four possible states, there are therefore sixteen 
possible state transitions as shown by the arrows. The Markov 
chain statistics are extracted from the measurement data (once 
a threshold is selected for high and low shadowing in the 
measurement data) and the results are shown in Table 2, which 
are derived from analyzing the Markov chain of all 
measurement samples. The Markov chain derived from the 
measurement data using the chosen threshold was analysed to 
ensure that where state transitions did occur, they were true 
cases of a real transitions. There can be cases with extreme 
low probability where a high state shadowing falls below the 
threshold while also a low state threshold rises above the 
threshold. Inspection of the Markov chain removed any of 
these remotely possible occurrences. The columns of the state 
transitions represent the probability of one state moving to 
another listed in the right hand column, while each row 
represents the probability of moving to the state shown on the 
right hand column from a previous state shown on the bottom 
row. Thus the top right hand state transition of 0.1037 is the 
probability of moving from state “CP High, XP High” to “CP 
Low, XP Low”, where CP is a co-polar channel and XP is a 
cross-polar channel. In the majority of cases for this 
measurement, both CP and XP are in a high shadowing state, 
which reflects the measurement scenario being a road lined 
with houses and trees with foliage thus providing dense 
multipath and the satellite at a low elevation. From applying 
the Markov chain analysis, sampled every meter, to the large 
scale shadowing, a 2x2 channel matrix, Hlarge can finally be 
created. 
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Figure 5 - Illustration of the four Markov states for the 
LMS-MIMO channel 
After producing the Markov chain, the data must be up-
sampled to match the resolution of the small scale fading that 
is generated next. Up-sampling is required because the rate of 
change of fading for the large scale fading is considerably low 
compared to that of the small scale fading and therefore does 
not require such a large scale of sampling (based upon the size 
of rc) in the first instance. However, for the large scale fading 
to be integrated with the small scale fading at a later stage, it is 
necessary that the large scale fading matches the necessary 
sampling rate for the small scale fading. 
 
State Transitions State 
0.6822 0.1579 0.0561 0.1037 0.0764 CP low 
XP low 
0.2887 0.2474 0.0447 0.4192 0.0416 CP low 
XP high 
0.1682 0.0966 0.1745 0.5607 0.0229 CP high 
XP low 
0.0098 0.0199 0.0150 0.9554 0.8591 CP high 
XP high 
CP low 
XP low 
CP low 
XP high 
CP high 
XP low 
CP high 
XP high 
  
Table 2 - Markov State and State Transition Table 
C. Step 3 – Generate small scale fast fading 
The small scale fading is modeled in this case by a Ricean 
distribution, where the low shadowing region will have a 
higher Rice factor than that of the high shadowing region, 
which will be subject to denser multipath. The usage of values 
of Rice factors based on measurements are discussed later in 
Table 3.  
 
Using the Rice factors, Ricean fading with appropriate second 
order statistics can be generated for each MIMO branch by 
using a ring scatterer model [14] (though other well known 
methods to generate small scale fading such as Doppler 
filtering and autocorrelation matrices [7] are equally 
acceptable). For each sample n, the small scale fading 
elements, denoted by subscripts xx of Hsmall are derived in this 
case as:  
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(7) 
 
where Nf is the sampling factor equal to the sampling 
frequency divided by the maximum Doppler shift, fm due to 
mobile movement. The Rayleigh (or scattered) part of the 
small scale fading is normalized by Mnorm so that its mean is 
unity. The components of the Rayleigh part will arrive at angle 
φi and have a random phase θi. The four hsmallxx elements are 
arranged into the 2x2 matrix Hsmall.  
 
In the high shadowing regions, there is in general a non line of 
sight (NLOS) condition and the Rice factor is low. In the case 
of the LMS, the scatterering rich environment local to the 
mobile terminal provides low correlation between the antenna 
branches, while at the satellite there are directional antennas 
with highly orthogonal circular polarizations, thus their 
correlation is also low. At each end therefore, the correlation 
is controlled independently and also remains low in a non line 
of sight scenario, which therefore justifies that the channel is 
separable in order to allow the well known Kronecker model 
to be applied [15] to model the correlated small scale fading, 
as follows: 
 
( ) ( )NLOSsmall|NLOSsmall|csmall vecvec 2
1
HRH =   
(8) 
 
where vec is the vectorize function. Values for the small scale 
fading correlation matrix are also taken from measurements, 
where the values are derived as an average of correlation 
values evaluated over the whole sampled measurement data. 
The format of matrix Rsmall follows the same pattern as that 
used for Clarge in equation (4): 
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RLLR,small|RLRL,small|RLLL,small|RLRR,small|
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rrrr
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(9) 
 
In the case where there is low shadowing and a line of sight 
(LOS), the channel cannot be considered separable and thus 
the Kronecker assumption does not hold. Thus the Kronecker 
model has been extended here such that it is suited to a 2x2 
satellite MIMO system in a LOS environment with dual 
circular polarization, which enables polarization multiplexing.  
 
Firstly a co-polar correlation matrix, RCP (within which a 
complex correlation [7], rCP of hRR and hLL is used) is defined 
as the following 2x2 matrix:  
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The phase information in the matrix may be used, though as 
the validation section later on will clarify, it is not essential to 
include when generating a model. Secondly a cross polar 
correlation matrix, RXP is also defined in a similar way. The 
correlation component, rXP is derived by taking an average of 
the complex correlation of hLL and hLR and the correlation of 
hRR and hRL. Again the phase information is not essential and it 
is assumed the two antennas at the transmit end have similar 
characteristics in terms of gain patterns and polarization 
purity. The same must also be true at the receive end, though 
the transmit antennas do not have to be the same as the receive 
antennas. The 2x2 correlation matrix for the cross-polar is 
defined as follows: 
 

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

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1
XP
*
XP
XP
r
r
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(11) 
 
The two matrices in equations (10) and (11) will influence the 
orthogonality of the right hand and left hand polarizations, 
which will be key to a MIMO channel.  A 1x2 channel vector 
of the co-polar components, hCP|small, is then generated using 
Rice factors determined from measurement using equation (7) 
and then the two co-polarizations are correlated to gain 
hCP|small|C as follows: 
 
smallCP|
2/1
CPsmall|CCP| hRh =  
(12) 
 
Likewise the same can be done for the cross polar 
components, which have a very different correlation and Rice 
factor compared to the co-polar case: 
 
smallXP|
2/1
XPsmall|CXP| hRh =  
(13) 
 
The four elements once generated can easily be inserted into a 
2x2 matrix to generate the small scale fading, Hsmall.. After 
applying the correlation, it is necessary to re-normalise the 
mean values of all four MIMO branches. For the cross polar 
components, hsmallLR and hsmallRL, the mean values must also be 
divided by the square root of the cross polar ratio, XPD . 
The XPD is defined as the ratio of the mean co-polar power to 
the mean cross-polar power. It is assumed XPD is the same 
whether the co-polar component is left hand or right hand 
circularly polarized.  
 
Measurements provided data showing Rice factors ranging 
from 0 to 10 for co-polar data. The cross polar Rice factors 
were also found to be wide ranging, though as a rule they are 
always less than the co-polar Rice factor for a set of samples, 
thus any Rice factors can be selected for a model that adhere 
to the rule, though corresponding XPD and correlations have 
to be used alongside given Rice factors. Table 3 and Table 4 
present suitable corresponding values of correlation and XPD 
respectively taken from analyzing measurement data available. 
In the case of a high Rice factor, the co-polar correlation will 
be inherently high, while for a low Rice factor the correlation 
is lower and has a greater variance. XPD can be as high as 
15dB for a high Rice factor, though on average it is closer to 
10dB. For lower Rice factors, where the scattering causes 
significant de-polarization the average XPD is closer to 0dB. 
 
Rice 
Factor 
Mean  
rCP 
rCP 
Standard 
Deviation 
Mean  
rXP 
rXP 
Standard 
Deviation 
0 to 2 0.41 0.24 0.28 0.177 
2 to 4 0.73 0.19 0.18 0.13 
4 to 10 0.87 0.0052 0.42 0.24 
Table 3 - Comparison of mean and standard deviation 
values of complex correlation magnitude against Rice 
factor 
Rice 
Factor 
Max XPD 
(dB) 
Min XPD 
(dB) 
0 to 2 6 0 
2 to 4 6 0 
4 to 10 15 4 
Table 4 - Comparison of maximum and minimum XPD 
against Rice factor 
D. Step 4 – Integrate steps 1, 2 and 3 
Now that the large and small scale fading channels are created, 
they can simply be multiplied together to form the final 
channel model such that: 
 
smalllarge HHH =  
(14) 
 
where ° denotes an elementwise multiplication of the two 
matrices. It should be noted that the resultant large scale 
fading Hlarge is already normalized to the bulk mean free space 
path loss and any other losses in the ionosphere or 
troposphere. However, the resultant small scale fading Hsmall 
must be normalised to unity mean power. 
V. LMS-MIMO CHANNEL MODEL VALIDATION OF SMALL 
SCALE FADING 
An important validation for MIMO channel models is to 
ensure that the eigenvalue cumulative distributions produced 
by the model are in good agreement with measured data. This 
will not only ensure that the first and second order statistics of 
the physical channel are suitably modeled but also that the 
interdependence between them is suitably accounted for in 
order to demonstrate the diversity and multiplexing 
capabilities of the model.  
 
Scenario XPD 
(dB) 
kCP kXP rCP rXP 
NLOS 5.9 2.43 0.97 0.65 0.34 
LOS 8.1 6.01 2.04 0.92 0.61 
Table 5 – Correlation, XPD and Rice factor values used in 
the NLOS and LOS cases for validation 
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To demonstrate the validation of the model, two LOS and 
NLOS cases were chosen, which had values of Rice factor, 
XPD and correlation shown in Table 5. The values for Rice 
factor are in linear form. 
 
The following three sub-sections compare the first order, 
second order and eigen analysis as a validation of the model 
proposed using appropriate sections of the measurement data. 
The narrowband measurement data used for validation has a 
sampling rate of more than twice the maximum Doppler shift 
so as to meet Nyquist criteria. 
A. First Order Statistics 
Figure 6 and Figure 7 illustrate the cumulative distribution of 
the small scale fading for all four branches of the NLOS and 
LOS regions. In both cases there is good agreement between 
the measurement data and model, where in the LOS scenario, 
a wider gap can be identified between co-polar and cross-polar 
branches. It is interesting to note that the mean value of the 
cross-polar component for LHCP transmission is shifted by 
over 6dB when compared to RHCP, where the multipath was 
found to better combine constructively within the sampled 
time window. The model, however, has not accommodated 
this difference, since the negligible contribution of the cross-
polar element to the MIMO channel has no real effect on the 
capacity or eigen analysis. 
B. Second Order Statistics 
Figure 8 shows the Doppler spread in both left hand to left 
hand (hLL) and right hand to right hand (hRR) polarized cases, 
where polarization makes little difference in LOS or NLOS. 
The Doppler spread shown verifies the suitability of the 
Ricean distribution for small scale modeling based on a 
Classical bath tub model with the addition of a delta function 
for the Rice component [7]. A high Rice component is 
identified in Figure 8 for the LOS case while still a small Rice 
component is identified in the NLOS case due to non uniform 
angle of arrival.  
 
Figure 6 - Cumulative distribution plot of the modeled and 
measured channel for high shadowing (NLOS) 
A further validation of the second order statistics is presented 
in Figure 9, which shows a good agreement between level 
crossing rate and average fade duration when comparing the 
measured narrowband data and the modeled narrowband data. 
Free space loss and the maximum Doppler frequency are 
labeled FSL and fm respectively. 
 
Figure 7 - Cumulative distribution plot of the modeled and 
measured channel for low shadowing (LOS) 
 
Figure 8 - Comparison of the right to right hand and left to 
left hand polarized Doppler spread in NLOS and LOS 
 
Figure 9 - Validation of the second order statistics based 
on level crossing rate and average fade duration 
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C. Eigen-Analysis 
Figure 10 presents results of the eigen analysis of the model 
and measurement data as well as the modeled data for the 
NLOS case. Clearly there is a good consistency, which 
verifies the Kronecker model approach is sufficient for this 
scenario. In this graph, the notation sn is denoted as an 
eigenvalue where n is 1 or 2 for a 2x2 MIMO system.  
 
Figure 11 on the other hand compares measured and modeled 
eigenvalues in the LOS case using the new model approach. 
Compared to the NLOS case, the LOS channel is clearly rich 
in polarization multiplexing, as opposed to diversity because 
the eigenvalue distributions are closer. This is expected due to 
fewer scatterers. Results are in agreement, though it should be 
noted that in this validation, the phase information was applied 
in the correlation matrices. Were the phase information not 
applied, the second eigenvalue would marginally change its 
gradient, moving away from the measured data by less than 
2dB. Given the negligible impact this would have on modeled 
channel capacity, use of the phase information is therefore not 
important. A similar scenario occurs when modeling other 
LOS regions. 
 
Figure 10 - Comparison of the model and measurement 
eigenvalues for the high shadowing (NLOS) region 
 
Figure 11 - Comparison of the model and measurement 
eigenvalues for the low shadowing (LOS) region 
VI. CONCLUSION 
The procedure for implementing a simple empirical-stochastic 
based model for the dual circular polar 2x2 LMS-MIMO 
channel has been presented along with results to validate the 
model at low elevation, which is based on switching between 
high and low shadowing regions with different multipath 
conditions. The validation of the model at such elevations will 
also be suited to higher elevation angles where the multipath is 
reduced and the opportunity to implement polarization 
multiplexing is increased. The well known Kronecker model is 
suitable for the non line of sight case, while a new model has 
been presented to be applied to a polarization multiplexing 
rich scenario in the line of sight case. Comparisons show good 
accuracy in both cases. Given the simplicity of generating a 
Markov chain and correlated small scale and large scale 
fading, it is highly appropriate for conformance testing for 
satellite MIMO applications with the simplicity of controlling 
the channel through altering Rice factors, correlation and XPD 
values according to guidelines presented. 
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