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Abstract
This paper is concerned with the existence and uniqueness, and Ulam–Hyers stabil-
ities of solutions of nonlinear impulsive ϕ–Hilfer fractional differential equations. Fur-
ther, we investigate the dependence of the solution on the initial conditions, order of
derivative and the functions involved in the equations. The outcomes are acquired in
the space of weighted piecewise continuous functions by means of fixed point theorems
and the generalized version of Gronwall inequality.
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1 Introduction
The qualitative theory of impulsive fractional differential equations (FDEs) is of extraordi-
nary significance in view of its applications in exhibiting numerous characteristic of physical
phenomena which are appearing in the field of medicine, biology, mechanics and electrical
engineering. Consequently numerous scientists [1]–[12] engaged with working on impul-
sive FDEs and examining the existence and uniqueness, dependence and various kinds of
stabilities of solution.
On the other hand, the representation formula for the solution of impulsive FDEs of
the form: 

cD̺u(t) = f(t, u(t)), t ∈ [0, T ], t 6= tk,
∆u|t=tk = Ik(y(t
−
k ))
u(0) = u0 ∈ R,
(1.1)
have different approaches [1, 2]. Consequently analysis of impulsive FDEs have been done
with different representation formula of the solution. Wang et al. [3, 5, 13, 14] have analyzed
nonlinear impulsive differential equations with Caputo fractional derivative for existence,
uniqueness and data dependence of solutions via generalized singular Gronwall inequalities.
Benchohra et al. [6, 15, 16, 17] investigated the sufficient conditions for the existence of
solutions for different kinds of impulsive FDEs. Mophou [7] investigated the existence and
uniqueness of a mild solution to impulsive semilinear FDEs. Zhang and Wang [8] examined
the existence of solutions for an anti-periodic boundary value problem of nonlinear impulsive
FDEs via fixed point theorems. For other interesting work on analysis of different class of
impulsive fractional differential equations we refer the reader to [18]–[21].
1
2On the other hand, Harrat et al.[22], utilizing the tools of fixed point technique, semi-
group theory and multivalued analysis, investigated the solvability and optimal controls
of an impulsive nonlinear delay evolution inclusion in Banach spaces with Hilfer fractional
derivative. Harikrishnan et al.[23], established existence and stability of solutions for im-
pulsive Hilfer FDEs using fixed point theorem of Banach and Schaefer. Ahmed et al. [24]
examined existence and approximate controllability for Sobolev-type impulsive FDEs in-
volving the Hilfer derivative.
However, as talked about in [25], numerous definitions of fractional derivatives and in-
tegrals have been proposed in the literature. One can see that existence, uniqueness and
many other essential qualitative properties of solution for FDEs have been demonstrated for
similar type of nonlinear FDEs with different fractional order derivative operators. Hence
it is have to research nonlinear FDEs with more general fractional operators which incorpo-
rates all the specific fractional derivative operators including Caputo and Riemann-Liouville
derivatives and all other well known fractional derivative operators such as Hadamard
derivative, Katugampola derivative, Hilfer derivative, Chen derivative, Prabhakar deriva-
tive, Erdlyi-Kober derivative, Riesz derivative, Feller derivative, Weyl derivative, Cassar
derivative etc. Hence it is imperative to analyze the impulsive FDEs with broad class of
fractional derivative operator that incorporate various definitions of well known fractional
derivatives.
The definition of the Riemann-Liouville fractional integral have been extended to a
fractional integral of a function with respect to the another function viz. ϕ-Riemann-
Liouville fractional integral [26, Chapter 2]. Using concept of generalized fractional inte-
gral, the Riemann-Liouville and Caputo version of fractional derivative have been intro-
duced namely ϕ-Riemann-Liouville fractional derivative [26, Chapter 2] and the ϕ-Caputo
fractional derivative [27]. Properties of these generalized fractional derivatives one can find
in [26, 27]. Jarad and coauthors [28]–[30] analyzed distinctive class of FDEs for existence,
uniqueness and the Ulam-Hyers stabilities of solution. Following the technique of [26, 27],
Sousa and Olivera [31, 32] presented a Hilfer version of fractional derivative viz. ϕ–Hilfer
fractional derivative which incorporate the Hilfer fractional derivative [33] as well as in-
cludes a wide class of well known fractional derivatives including most widely used Caputo
and Riemann-Liouville derivative.
The list of all possible fractional derivatives which are the particular cases of ϕ–Hilfer
fractional derivatives have been provided in [31].
In [34], Sousa et al. established generalized Gronwall inequality involving ϕ-Riemann-
Liouville fractional integral and utilized it to investigate the qualitative properties of so-
lutions such as uniqueness, continuous dependence of solution on different data for the
Cauchy-type problem with ϕ -Hilfer fractional derivative. Kucche et al. [35] investigated
the existence and uniqueness, dependence of solution for ϕ–Hilfer FDEs in the weighted
space of functions through Weissinger fixed point theorem. Further derived representation
formula for the solution of linear Cauchy problem for ϕ–Hilfer FDEs obtained by using
Picards successive approximation method.
In [36], Kucche et al. investigated the formula for the solution of nonlinear ϕ-Hilfer
impulsive FDEs and established the existence and uniqueness results. It is proved that
the obtained formula for the solution of nonlinear ϕ-Hilfer impulsive FDEs includes the
formula for the solution of impulsive FDEs involving Riemann-Liouville and Caputo deriva-
3tives. Sousa et al. [37] derived sufficient conditions to ensure existence and uniqueness
of solutions and δ–Ulam–Hyers–Rassias stability of an impulsive FDEs involving ϕ-Hilfer
fractional derivative. Liu et al. [38] presented existence, uniqueness, and Ulam–Hyers–
Mittag–Leffler stability of solutions to a class of ϕ-Hilfer fractional-order delay differential
equations through Picard operator thoery and a generalized Gronwall inequality.
In the present paper, we consider the nonlinear impulsive ϕ-Hilfer fractional differential
equation (ϕ-HFDE) with initial condition of the form:

HD̺, ν;ϕ
a+
u(t) = f(t, u(t)), t ∈ J = [a, T ]− {t1, t2, · · · , tm}
∆I1−σ;ϕ
a+
u(tk) = Jk(u(t
−
k )), k = 1, 2, · · · ,m,
I1−σ;ϕ
a+
u(a) = ua ∈ R, σ = ̺+ ν − ̺ν,
(1.2)
where ϕ ∈ C1(I,R) be an increasing function with ϕ′(x) 6= 0, for all x ∈ I, HD̺, ν;ϕ
a+
(·) is
the ϕ-Hilfer fractional derivative [31] of order ̺ (0 < ̺ < 1) and type ν (0 ≤ ν ≤ 1) defined
by
HD̺, ν;ϕ
a+
f(t) = I
ν(1−̺);ϕ
a+
(
1
ϕ
′(t)
d
dt
)′
I
(1−ν)(1−̺); ϕ
a+
f(t),
and I1−σ;ϕ
a+
is left sided ϕ-Riemann Liouville fractional integration operator [31], which
defined for any ̺ > 0
I̺;ϕa+ f (t) :=
1
Γ (̺)
∫ t
a
ϕ′ (σ) (ϕ (t)− ϕ (σ))̺−1 f (σ) dσ.
Let a = t0 < t1 < t2 < · · · < tm < tm+1 = T , ∆I
1−σ;ϕ
a+
u(tk) = I
1−σ;ϕ
a+
u(t+k ) − I
1−σ;ϕ
a+
u(t−k ),
I1−σ;ϕ
a+
u(t+k ) = limǫ→0+ I
1−σ;ϕ
a+
u(tk + ǫ) and I
1−σ;ϕ
a+
u(t−k ) = limǫ→0− I
1−σ;ϕ
a+
u(tk + ǫ). The
functions f : (a, T ]× R→ R and Jk : R→ R are appropriate functions specified latter.
The motivation for the work presented in the present paper is originated from [3, 14, 36].
Main objective of the present paper is to establish the existence results for the impul-
sive ϕ-Hilfer fractional differential equation (impulsive ϕ-HFDE ) with initial condition via
Schaefer fixed point theorem. Additionally, by utilizing the generalized version of Gronwall
inequality, we examine the uniqueness of solution, dependence of the solution on the initial
conditions, order of the ϕ-Hilfer derivative and the functions involved in the equations.
Further, we investigate the Ulam–Hyers and Ulam–Hyers–Rassias stabilities via generalized
version of Gronwall inequality.
The remainder of this paper is organized as follows. In Section 2, existence results are
exhibited. In Section 3, the dependence of the solution associated with initial conditions, the
functions involved in the equations and the order of ϕ-Hilfer derivative have been examined.
Section 4, deals with the Ulam–Hyers and Ulam–Hyers–Rassias stabilities for (1.2). Finally
in section 5, we give an example to illustrate the obtained results.
2 Preliminaries
Consider the weighted space [31] defined by
C1−σ;ϕ(I) =
{
u : (a, b]→ R : (ϕ(t) − ϕ(a))1−σu(t) ∈ C(I)
}
, 0 < σ ≤ 1.
4Define the weighted space of piecewise continuous functions as
PC1−σ;ϕ(I,R) = {u : (a, b]→ R : u ∈ C1−σ;ϕ((tk, tk+1],R), k = 0, 1, 2, · · · ,m,
I1−σ;ϕ
a+
u(t+k ), I
1−σ;ϕ
a+
u(t−k ) exists and I
1−σ;ϕ
a+
u(t−k ) = I
1−σ;ϕ
a+
u(tk)
for k = 1, 2, · · · ,m}
Clearly, PC1−σ;ϕ(I,R) is a Banach space with the norm
‖u‖PC1−σ;ϕ(I,R) = sup
t∈I
∣∣(ϕ(t) − ϕ(a))1−σu(t)∣∣ .
Note that for σ = 1, we get PC0;ϕ(I,R) = PC(I,R) a particular case of the space
PC1−σ;ϕ(I,R), whose details are given in [15, 4, 39].
Lemma 2.1 (PC1−σ;ϕ type Arzela-Ascoli Theorem, [36]) Let X be a Banach space
and W1−σ;ϕ ⊂ PC1−σ;ϕ(J ,X ). If the following conditions are satisfied:
(a) W1−σ;ϕ is uniformly bounded subset of PC1−σ;ϕ(J ,X );
(b) W1−σ;ϕ is equicontinuous in (tk, tk+1), k = 0, 1, 2, · · · ,m,where t0 = a, tm+1 = T ;
(c) W1−σ;ϕ(t) = {u(t) : u ∈ W1−σ;ϕ, t ∈ J − t1, · · · , tm},W1−σ;ϕ(t
+
k ) = {u(t
+
k ) : u ∈
W1−σ;ϕ} and W1−σ;ϕ(t
−
k ) = {u(t
−
k ) : u ∈ W1−σ;ϕ} are relatively compact subsets of
X,
then W1−σ;ϕ is a relatively compact subset of PC1−σ;ϕ(J ,X).
Theorem 2.2 (Schaefer, [40]) Let F : C(J,R) → C(J,R) be a completely continuous
operator. If the set
G(F) = {u ∈ C(J,R) : u = λF(u), for some λ ∈ (0, 1)}
is bounded, then F has at least one fixed point.
Lemma 2.3 ([41]) Let U ∈ PC1−σ;ϕ (J, R) satisfying the following inequality
U(t) ≤ V(t) + g(t)
∫ t
a
ϕ
′
(s)(ϕ(t)− ϕ(s))̺−1 U(s) ds +
∑
a<tk<t
βkU(t
−
k ), t > a,
where g is a continuous function, V ∈ PC1−σ;ϕ (J, R) is non-negative, βk > 0 for k =
1, 2, · · · ,m, then we have
U(t) ≤ V(t)
[
k∏
i=1
{1 + βiE̺ (g(t)Γ(̺)(ϕ(ti)− ϕ(a))
̺)}
]
× E̺ (g(t)Γ(̺)(ϕ(t) − ϕ(a))
̺) , t ∈ (tk, tk+1]
5To analyze the impulsive ϕ-HFDE (1.2), we utilize its equivalent fractional integral
given in the following Lemma.
Lemma 2.4 ([36]) Let h : J → R be a continuous function. Then a function u ∈
PC1−σ;ϕ (J, R) is a solution of impulsive ϕ–HFDE (1.2) if and only if u is a solution
of the following fractional integral equation
u(t) =


(ϕ(t)−ϕ(a))σ−1
Γ(σ) ua + I
̺;ϕ
a+
h(t), t ∈ [a, t1],
(ϕ(t)−ϕ(a))σ−1
Γ(σ)
(
ua +
∑k
i=1 Ji(u(t
−
i ))
)
+ I̺;ϕ
a+
h(t), t ∈ (tk, tk+1], k = 1, 2, · · · ,m.
(2.1)
3 Existence results
In this section, we derive the existence of solution to the problem (1.2) by means of Schaefer’s
fixed point theorem.
Theorem 3.1 Assume that:
(H1) The function f : (a, T ]× R→ R is continuous and satisfy the following conditions:
(i) f(·, u(·)) ∈ PC1−σ;ϕ (J, R) for any u ∈ PC1−σ;ϕ (J, R) ,
(ii) |f(t, u(t))− f(t, v(t))| ≤ (ϕ(t)−ϕ(a))1−σ |u(t)−v(t)|, t ∈ J , u, v ∈ PC1−σ;ϕ (J, R) ,
(H2) The functions Jk : R→ R, (k = 1, 2, · · · ,m.) satisfy the condition
(i)
∣∣Jk(u(t−k ))− Jk(v(t−k ))∣∣ ≤ (ϕ(t−k )−ϕ(a))1−σ |u(t−k )−v(t−k )|, u ∈ PC1−σ;ϕ (J , R) ,
(ii) there exist ζk > 0 such that |Jk(u(t
−
k ))| ≤ ζk, u ∈ PC1−σ;ϕ (J , R).
Then, the problem (1.2) has at least one solution in the space PC1−σ;ϕ (J, R) .
Proof: Consider the operator F defined on PC1−σ;ϕ (J, R) by
(Fu)(t) =
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
(
ua +
∑
a<tk<t
Jk(u(t
−
k ))
)
+ I̺;ϕ
a+
f(t, u(t)), t ∈ J . (3.1)
Then as proved in [36], F is mapping from PC1−σ;ϕ (J, R) to itself. Further, our problem
of finding the solution to (1.2) is reduced to find a fixed point to the operator F. Utilizing
Schaefer fixed point theorem, we prove that the operator F has fixed point, and the proof
of same given in following four steps.
6Step 1: F is continuous.
Let {un} be a sequence such that un → u in PC1−σ;ϕ (J, R) . Then for each t ∈ J,
(ϕ(t) − ϕ(a))1−σ |(Fun)(t)− (Fu)(t)|
=
∣∣∣∣∣ 1Γ(σ)
(
ua +
∑
a<tk<t
Jk(un(t
−
k ))
)
+ (ϕ(t)− ϕ(a))1−σ I̺;ϕ
a+
f(t, un(t))
−
1
Γ(σ)
(
ua +
∑
a<tk<t
Jk(u(t
−
k ))
)
− (ϕ(t) − ϕ(a))1−σ I̺;ϕ
a+
f(t, u(t))
∣∣∣∣∣
≤
1
Γ(σ)
∑
a<tk<t
∣∣Jk(un(t−k ))− Jk(u(t−k ))∣∣
+ (ϕ(t) − ϕ(a))1−σ
∣∣I̺;ϕ
a+
(f(t, un(t))− f(t, u(t)))
∣∣
Since, f and Jk, (k = 1, · · · , n) are continuous functions, we have∣∣Jk(un(t−k ))− Jk(u(t−k ))∣∣→ 0
and
|(f(t, un(t))− f(t, u(t)))| → 0
as n→∞. Therefore,
(ϕ(t)− ϕ(a))1−σ |(Fun)(t)− (Fu)(t)| → 0 asn→∞,
which gives
‖Fun − Fu‖PC1−σ;ϕ(J,R) → 0 asn→∞.
This proves the operator F : PC1−σ;ϕ (J, R)→ PC1−σ;ϕ (J, R) is continuous.
Step 2: F maps bounded sets into bounded sets.
To prove this we shall show that for δ > 0 there exists η > 0 such that for any u ∈
Dδ =
{
u ∈ PC1−σ;ϕ (J, R) : ‖u‖PC1−σ;ϕ(J,R) ≤ δ
}
one has ‖Fu‖PC1−σ;ϕ(J,R) ≤ η. Let M
∗ =
sups∈J |f(s, 0)| and ζ =
∑m
k=1 ζk. Then, using the hypotheses (H1)(ii) and (H2)(ii), for
each t ∈ J , we have
(ϕ(t) − ϕ(a))1−σ |(Fu)(t)|
≤
|ua|
Γ(σ)
+
1
Γ(σ)
∑
a<tk<t
∣∣Jk(u(t−k ))∣∣+ (ϕ(t) − ϕ(a))1−σ ∣∣I̺;ϕa+ f(t, u(t))∣∣
≤
|ua|
Γ(σ)
+
1
Γ(σ)
∑
a<tk<t
ζk +
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 |f(s, u(s))− f(s, 0)| ds
+
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 |f(s, 0)| ds
≤
|ua|
Γ(σ)
+
ζ
Γ(σ)
+
(ϕ(t)− ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1(ϕ(s)− ϕ(a))1−σ |u(s)| ds
+
M∗(ϕ(t)− ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 ds
7≤
|ua|+ ζ
Γ(σ)
+
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
‖u‖PC1−σ;ϕ(J,R)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 ds
+
M∗(ϕ(t)− ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 ds
=
|ua|+ ζ
Γ(σ)
+
(ϕ(t) − ϕ(a))1−σ+̺
Γ(̺+ 1)
(
‖u‖PC1−σ;ϕ(J,R) +M
∗
)
≤
|ua|+ ζ
Γ(σ)
+
(ϕ(T ) − ϕ(a))1−σ+̺
Γ(̺+ 1)
(δ +M∗)
:= η.
This gives ‖Fu‖PC1−σ;ϕ(J,R) ≤ η. Thus the proof of the operator F maps bounded sets into
bounded set is completed.
Step 3: F is equicontinuous.
Let u ∈ C1−σ;ϕ (J, R)and t1, t2 ∈ J with a < t1 < t2 < T, we get
|(Fu)(t2)− (Fu)(t1)|
=
∣∣∣∣∣ (ϕ(t2)− ϕ(a))
σ−1
Γ(σ)
(
ua +
∑
a<tk<t2
Jk(u(t
−
k ))
)
+ I̺;ϕ
a+
f(t2, u(t2))
−
(ϕ(t1)− ϕ(a))
σ−1
Γ(σ)
(
ua +
∑
a<tk<t1
Jk(u(t
−
k ))
)
− I̺;ϕ
a+
f(t1, u(t1))
∣∣∣∣∣
≤ |ua|
∣∣∣∣(ϕ(t2)− ϕ(a))σ−1Γ(σ) − (ϕ(t1)− ϕ(a))
σ−1
Γ(σ)
∣∣∣∣
+
∣∣∣∣∣(ϕ(t2)− ϕ(a))
σ−1
Γ(σ)
∑
a<tk<t2
Jk(u(t
−
k ))−
(ϕ(t1)− ϕ(a))
σ−1
Γ(σ)
∑
a<tk<t1
Jk(u(t
−
k ))
∣∣∣∣∣
+
1
Γ(̺)
∫ t2
a
ϕ
′
(s)(ϕ(t2)− ϕ(s))
̺−1|f(s, u(s))| ds
−
1
Γ(̺)
∫ t1
a
ϕ
′
(s)(ϕ(t1)− ϕ(s))
̺−1|f(s, u(s))| ds
≤ |ua|
∣∣∣∣(ϕ(t2)− ϕ(a))σ−1Γ(σ) − (ϕ(t1)− ϕ(a))
σ−1
Γ(σ)
∣∣∣∣+
∣∣∣∣∣(ϕ(t2)− ϕ(a))
σ−1
Γ(σ)
∑
a<tk<t2−t1
Jk(u(t
−
k )
∣∣∣∣∣
+
1
Γ(̺)
∫ t2
a
ϕ
′
(s)(ϕ(t2)− ϕ(s))
̺−1 (ϕ(s)− ϕ(a))σ−1 (ϕ(s)− ϕ(a))1−σ |f(s, u(s))| ds
−
1
Γ(̺)
∫ t1
a
ϕ
′
(s)(ϕ(t1)− ϕ(s))
̺−1 (ϕ(s)− ϕ(a))σ−1 (ϕ(s)− ϕ(a))1−σ |f(s, u(s))| ds
≤ |ua|
∣∣∣∣(ϕ(t2)− ϕ(a))σ−1Γ(σ) − (ϕ(t1)− ϕ(a))
σ−1
Γ(σ)
∣∣∣∣+ (ϕ(t2)− ϕ(a))σ−1Γ(σ)
∑
a<tk<t2−t1
∣∣Jk(u(t−k )∣∣
+ ‖f‖PC1−σ;ϕ(J,R)
(
I̺;ϕ
a+
(ϕ(t2)− ϕ(a))
σ−1 − I̺;ϕ
a+
(ϕ(t1)− ϕ(a))
σ−1
)
=≤ |ua|
∣∣∣∣(ϕ(t2)− ϕ(a))σ−1Γ(σ) − (ϕ(t1)− ϕ(a))
σ−1
Γ(σ)
∣∣∣∣+ (ϕ(t2)− ϕ(a))σ−1Γ(σ)
∑
a<tk<t2−t1
∣∣Jk(u(t−k )∣∣
8+ ‖f‖PC1−σ;ϕ(J,R)
{
Γ(σ)
Γ(̺+ σ)
[
(ϕ(t2)− ϕ(a))
̺+σ−1 − (ϕ(t1)− ϕ(a))
̺+σ−1
]}
.
Therefore
|(Fu)(t2)− (Fu)(t1)| → 0 as |t1 − t2| → 0.
This shows that F is equi-continuous on J . By utilizing PC1−σ;ϕ type of Arzela-Ascoli
Theorem 2.1, the operator F is completely continuous.
Step 4: Finally, we show that the set
D = {u ∈ PC1−σ;ϕ (J, R) : u = λFu, for someλ ∈ (0, 1)}
is bounded. Let any u ∈ D. Then
|u(t)| = |λFu(t)| < |Fu(t)|.
Let N ∗ = maxa<tk<t |Jk(0)|. Then, using hypotheses (H1)(i) and (H2)(i), for each t ∈ J,
we have
(ϕ(t) − ϕ(a))1−σ |u(t)|
<
|ua|
Γ(σ)
+
1
Γ(σ)
∑
a<tk<t
∣∣Jk(u(t−k ))∣∣+ (ϕ(t) − ϕ(a))1−σ ∣∣I̺;ϕa+ f(t, u(t))∣∣
≤
|ua|
Γ(σ)
+
1
Γ(σ)
∑
a<tk<t
∣∣Jk(u(t−k )− Jk(o(t−k ))∣∣+ 1Γ(σ)
∑
a<tk<t
∣∣Jk(o(t−k ))∣∣
+ (ϕ(t) − ϕ(a))1−σ
∣∣I̺;ϕ
a+
(f(t, u(t))− f(t, 0))
∣∣
+ (ϕ(t) − ϕ(a))1−σ
∣∣I̺;ϕ
a+
f(t, 0)
∣∣
≤
|ua|
Γ(σ)
+
1
Γ(σ)
∑
a<tk<t
(ϕ(tk)− ϕ(a))
1−σ |u(t−k )|+
1
Γ(σ)
∑
a<tk<t
|Jk(0)|
+
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 (ϕ(s)− ϕ(a))1−σ |u(s)| ds
+
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 |f(s, 0)| ds
≤
(
|ua|
Γ(σ)
+
mN ∗
Γ(σ)
+
M∗(ϕ(T ) − ϕ(a))1−σ+̺
Γ(̺+ 1)
)
+
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 (ϕ(s)− ϕ(a))1−σ |u(s)| ds
+
1
Γ(σ)
∑
a<tk<t
(ϕ(tk)− ϕ(a))
1−σ |u(t−k )|.
Now applying the Lemma 2.3 with
U(t) = (ϕ(t)− ϕ(a))1−σ |u(t)| ,
V(t) =
|ua|
Γ(σ)
+
mN ∗
Γ(σ)
+
M∗(ϕ(T )− ϕ(a))1−σ+̺
Γ(̺+ 1)
,
g(t) =
(ϕ(t)− ϕ(a))1−σ
Γ(̺)
,
9βk =
1
Γ(σ)
,
we obtain
(ϕ(t) − ϕ(a))1−σ |u(t)|
≤
(
|ua|
Γ(σ)
+
mN ∗
Γ(σ)
+
M∗(ϕ(T )− ϕ(a))1−σ+̺
Γ(̺+ 1)
)
×
[
k∏
i=1
{
1 +
1
Γ(σ)
E̺
(
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
Γ(̺)(ϕ(ti)− ϕ(a))
̺
)}]
× E̺
(
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
Γ(̺)(ϕ(t) − ϕ(a))̺
)
.
Since ϕ is increasing, (ϕ(ti) − ϕ(a))
̺ ≤ (ϕ(t) − ϕ(a))̺, k = 1, 2, · · · ,m. Therefore, we
have
(ϕ(t) − ϕ(a))1−σ |u(t)| ≤
(
|ua|
Γ(σ)
+
mN ∗
Γ(σ)
+
M∗(ϕ(T ) − ϕ(a))1−σ+̺
Γ(̺+ 1)
)
×
(
1 +
1
Γ(σ)
E̺((ϕ(T ) − ϕ(a))
1−σ+̺)
)m
× E̺
(
(ϕ(T )− ϕ(a))1−σ+̺
)
Therefore for each t ∈ J , we have
(ϕ(t)− ϕ(a))1−σ |u(t)| ≤
(
|ua|
Γ(σ)
+
mN ∗
Γ(σ)
+
M∗(ϕ(T ) − ϕ(a))1−σ+̺
Γ(̺+ 1)
)
Am,̺,
where
Am,̺ =
(
1 +
1
Γ(σ)
E̺((ϕ(T )− ϕ(a))
1−σ+̺)
)m
E̺
(
(ϕ(T ) − ϕ(a))1−σ+̺
)
. (3.2)
Thus
‖u‖PC1−σ;ϕ(J,R) ≤ Am,̺
(
|ua|
Γ(σ)
+
mN ∗
Γ(σ)
+
M∗(ϕ(T ) − ϕ(a))1−σ+̺
Γ(̺+ 1)
)
.
This shows that the set D is bounded subset of PC1−σ;ϕ (J, R) . Hence by Schaefer’s fixed
point theorem F has at least one fixed point in PC1−σ;ϕ (J, R) which is the solution of
problem (1.2). ✷
4 Continuous dependence of solution
This section deals with the continuous dependence of solutions of the problem (1.2) on
initial conditions and the functions involved in (1.2) on the right hand sides.
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4.1 Continuous Dependence on initial conditions
Theorem 4.1 Suppose that the functions f : (a, T ] → R and Jk : R → R satisfy the
hypotheses (H1)(ii) and (H2)(i) respectively. Let u, v ∈ PC1−σ;ϕ (J, R) are the solutions of
the problem 

HD̺, ν;ϕ
a+
u(t) = f(t, u(t)), t ∈ J − {t1, t2, · · · , tm},
∆I1−σ;ϕ
a+
u(tk) = Jk(u(t
−
k )), k = 1, 2, · · · ,m,
(4.1)
corresponding to I1−σ;ϕ
a+
u(a) = ua and I
1−σ;ϕ
a+
u(a) = va respectively. Then,
‖u− v‖PC1−σ;ϕ(J,R) ≤
|ua − va|
Γ(σ)
(
1 +
1
Γ(σ)
E̺(ϕ(T ) − ϕ(a))
1−σ+̺
)m
×E̺
(
(ϕ(T )− ϕ(a))1−σ+̺
)
. (4.2)
Proof: Let u, v ∈ PC1−σ;ϕ (J, R) are the solutions of the problem (4.1) corresponding to
I1−σ;ϕ
a+
v(a) = ua and I
1−σ;ϕ
a+
u(a) = va respectively. Then in the view of lemma 2.4, we have
u(t) =
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
(
ua +
∑
a<tk<t
Jk(u(t
−
k ))
)
+ I̺;ϕ
a+
f(t, u(t))
and
v(t) =
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
(
va +
∑
a<tk<t
Jk(v(t
−
k ))
)
+ I̺;ϕ
a+
f(t, v(t)).
Using the hypotheses (H1)(ii), (H2)(i) for any t ∈ J , we have
(ϕ(t) − ϕ(a))1−σ |u(t)− v(t)|
≤
|ua − va|
Γ(σ)
+
1
Γ(σ)
∑
a<tk<t
(ϕ(tk)− ϕ(a))
1−σ
∣∣u(t−k )− v(t−k )∣∣
+
(ϕ(t)− ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 (ϕ(s) − ϕ(a))1−σ |u(s)− v(s)| ds.
By application of Lemma (2.3) to the above inequality with U(t), g(t) and βk as given in
the proof of Theorem 5.2 and V(t) = |ua−va|Γ(σ) , we obtain
(ϕ(t)− ϕ(a))1−σ |u(t)− v(t)|
≤
|ua − va|
Γ(σ)
(
1 +
1
Γ(σ)
E̺(ϕ(T )− ϕ(a))
1−σ+̺
)m
E̺
(
(ϕ(T )− ϕ(a))1−σ+̺
)
, t ∈ J.
This gives the inequality (4.2). ✷
Remark 4.2 The inequality (4.2) gives dependence of solution of impulsive ϕ–HFDE (1.2)
on initial conditions. Further, for ua = va the inequality (4.2) gives uniqueness of the
solution also.
11
4.2 Continuous dependence on the functions
Now consider the following impulsive ϕ- HFDE

HD̺, ν;ϕ
a+
v(t) = f˜(t, v(t)), t ∈ J − {t1, t2, · · · , tm},
∆I1−σ;ϕ
a+
v(tk) = J˜k(v(t
−
k )), k = 1, 2, · · · ,m,
I1−σ;ϕ
a+
v(a) = va ∈ R,
(4.3)
where f˜ : (a, T ] → R and J˜k : R → R are the functions other than f and Jk specified in
the problem (1.2).
Theorem 4.3 Suppose that the functions f : (a, T ] → R and Jk : R → R satisfy the
hypotheses (H1)(ii) and (H2)(i) respectively. Further, suppose that there is a constant δa >
0, εf > 0, εJ > 0 such that
|ua − va| ≤ δa,
|f(t, u(t))− f˜(t, u(t))| ≤ εf ,
|Jk(u(t
−
k ))− J˜k(u(t
−
k ))| ≤ εJ .
Then, the solution u ∈ PC1−σ;ϕ (J, R) of (1.2) and the solution v ∈ PC1−σ;ϕ (J, R) of (4.3)
satisfy the inequality
‖u− v‖PC1−σ;ϕ(J,R) (4.4)
≤
(
1
Γ(σ)
δa +
m
Γ(σ)
εJ +
(ϕ(T ) − ϕ(a))1−σ+̺
Γ(̺+ 1)
εf
)
×
(
1 +
1
Γ(σ)
E̺(ϕ(T )− ϕ(a))
1−σ+̺
)m
E̺
(
(ϕ(T )− ϕ(a))1−σ+̺
)
. (4.5)
Proof: Let u ∈ PC1−σ;ϕ (J, R) be the solution of (1.2) and v ∈ PC1−σ;ϕ (J, R) be the
solution of (4.3). Then, their corresponding equivalent integral equations are given by
respectively
u(t) =
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
(
ua +
∑
a<tk<t
Jk(u(t
−
k ))
)
+ I̺;ϕ
a+
f(t, u(t))
and
v(t) =
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
(
va +
∑
a<tk<t
J˜k(v(t
−
k ))
)
+ I̺;ϕ
a+
f˜(t, v(t)).
Using the hypotheses (H1)(ii) and (H2)(i), for any t ∈ J , we have
|u(t)− v(t)| ≤
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
δa +
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
∑
a<tk<t
∣∣Jk(u(t−k ))− Jk(v(t−k ))∣∣
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+
(ϕ(t)− ϕ(a))σ−1
Γ(σ)
∑
a<tk<t
∣∣∣Jk(v(t−k ))− J˜k(v(t−k ))∣∣∣
+
∣∣I̺;ϕ
a+
(f(t, u(t))− f(t, v(t)))
∣∣+ ∣∣∣I̺;ϕa+ (f(t, v(t))− f˜(t, v(t)))
∣∣∣
≤
(
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
δa +
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
mεJ +
(ϕ(t) − ϕ(a))̺
Γ(̺+ 1)
εf
)
+
(ϕ(t)− ϕ(a))σ−1
Γ(σ)
∑
a<tk<t
(ϕ(t−k )− ϕ(a))
1−σ
∣∣u(t−k )− v(t−k )∣∣
+
1
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 (ϕ(s)− ϕ(a))1−σ |u(s)− v(s)| ds.
Thus
(ϕ(t)− ϕ(a))1−σ |u(s)− v(s)|
≤
(
1
Γ(σ)
δa +
m
Γ(σ)
εJ +
(ϕ(t)− ϕ(a))1−σ+̺
Γ(̺+ 1)
εf
)
+
1
Γ(σ)
∑
a<tk<t
(ϕ(t−k )− ϕ(a))
1−σ
∣∣u(t−k )− v(t−k )∣∣
+
(ϕ(t)− ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t)− ϕ(s))̺−1 (ϕ(s)− ϕ(a))1−σ |u(s)− v(s)| ds, t ∈ J
Applying lemma 2.3 to the above inequality with U(t), g(t) and βk as given in the proof of
Theorem 5.2 and
V(t) =
(
1
Γ(σ)
δa +
m
Γ(σ)
εJ +
(ϕ(t)− ϕ(a))1−σ+̺
Γ(̺+ 1)
εf
)
,
we obtain
(ϕ(t)− ϕ(a))1−σ |u(s)− v(s)|
≤
(
δa
Γ(σ)
+
1
Γ(σ)
mεJ +
(ϕ(T ) − ϕ(a))1−σ+̺
Γ(̺+ 1)
εf
)
×
(
1 +
1
Γ(σ)
E̺(ϕ(T )− ϕ(a))
1−σ+̺
)m
E̺
(
(ϕ(T )− ϕ(a))1−σ+̺
)
, t ∈ J.
This gives the inequality (4.4). ✷
Remark 4.4
(1) Inequality (4.4) shows that the solution u of (1.2) depends continuously on the func-
tions involved in right hand side of (1.2).
(2) If δa → 0, εJ → 0, εf → 0, then we get the uniqueness of the solution of the problem
(1.2).
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(3) If εf = εJ = 0, then the inequality (4.4) gives the dependence of solution of the
problem (1.2) on the initial condition.
4.3 Continuous dependence on the order of ϕ-Hilfer derivative
Now consider the following impulsive ϕ- HFDE

HD̺−δ, ν;ϕ
a+
v(t) = f(t, v(t)), t ∈ J − {t1, t2, · · · , tm},
∆I1−σ
∗;ϕ
a+
v(tk) = Jk(v(t
−
k )), k = 1, 2, · · · ,m,
I1−σ
∗;ϕ
a+
v(a) = va ∈ R,
(4.6)
where f and Jk specified in the problem (1.2) and σ
∗ = σ + δ(ν − 1), δ > 0.
Theorem 4.5 Suppose that the functions f : (a, T ] → R and Jk : R → R satisfy the
hypotheses (H1) and (H2) respectively. Then, the solution u ∈ PC1−σ;ϕ (J, R) of (1.2) and
the solution v ∈ PC1−σ∗;ϕ (J, R) of (4.6) satisfy the inequality
(ϕ(t) − ϕ(a))1−σ |u(t)− v(t)|
≤ B(t)
(
1 +
1
Γ(σ)
E̺(ϕ(T ) − ϕ(a))
1−σ+̺
)m
E̺
(
(ϕ(T ) − ϕ(a))1−σ+̺
)
, (4.7)
where
B(t) =
∣∣∣∣∣ uaΓ(σ) − va(ϕ(t) − ϕ(a))
δ(β−1))
Γ(σ + δ(β − 1))
∣∣∣∣∣+ ζ
∣∣∣∣∣ 1Γ(σ) − (ϕ(t)− ϕ(a))
(δ(β−1))
Γ(σ + δ(β − 1))
∣∣∣∣∣
+ ‖f‖PC1−σ;ϕ
{
Γ(σ)(ϕ(t) − ϕ(a))̺
Γ(σ + ̺)
−
Γ(σ)(ϕ(t) − ϕ(a))̺−δ
Γ(σ + ̺− δ)
}
, (4.8)
and ζ =
∑m
k=1 ζk.
Proof: Let u ∈ PC1−σ;ϕ (J, R) be the solution of (1.2) and v ∈ PC1−σ∗;ϕ (J, R) be the
solution of (4.6). Then, their corresponding equivalent integral equations are given by
respectively
u(t) =
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
(
ua +
∑
a<tk<t
Jk(u(t
−
k ))
)
+ I̺;ϕ
a+
f(t, u(t))
and
v(t) =
(ϕ(t) − ϕ(a))σ
′
−1
Γ(σ′)
(
va +
∑
a<tk<t
Jk(v(t
−
k ))
)
+ I̺−δ;ϕ
a+
f(t, v(t)).
Using the hypotheses (H1) and (H2), for any t ∈ J , we have
|u(t)− v(t)| ≤
∣∣∣∣∣ua(ϕ(t) − ϕ(a))
σ−1
Γ(σ)
−
va(ϕ(t) − ϕ(a))
(σ
′
−1)
Γ(σ′)
∣∣∣∣∣
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+
∣∣∣∣∣(ϕ(t) − ϕ(a))
σ−1
Γ(σ)
∑
a<tk<t
Jk(u(t
−
k ))−
(ϕ(t)− ϕ(a))(σ
′
−1)
Γ(σ
′
)
∑
a<tk<t
Jk(v(t
−
k ))
∣∣∣∣∣
+
∣∣∣I̺;ϕa+ f(t, u(t))− I̺−δ;ϕa+ f(t, v(t))
∣∣∣
≤
∣∣∣∣∣ua(ϕ(t) − ϕ(a))
σ−1
Γ(σ)
−
va(ϕ(t) − ϕ(a))
(σ−1+δ(β−1))
Γ(σ + δ(β − 1))
∣∣∣∣∣
+
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
∑
a<tk<t
∣∣Jk(u(t−k ))− Jk(v(t−k ))∣∣
+
∣∣∣∣∣(ϕ(t) − ϕ(a))
σ−1
Γ(σ)
−
(ϕ(t) − ϕ(a))(σ−1+δ(β−1))
Γ(σ − 1 + δ(β − 1))
∣∣∣∣∣
∑
a<tk<t
∣∣Jk(v(t−k ))∣∣
+
1
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 |f(s, u(s))− f(s, v(s))| ds
+
∫ t
a
ϕ
′
(s)
(
(ϕ(t) − ϕ(s))̺−1
Γ(̺)
−
(ϕ(t) − ϕ(s))̺−δ−1
Γ(̺− δ)
)
|f(s, v(s))| ds
≤
∣∣∣∣∣ua(ϕ(t) − ϕ(a))
σ−1
Γ(σ)
−
va(ϕ(t) − ϕ(a))
(σ−1+δ(β−1))
Γ(σ + δ(β − 1))
∣∣∣∣∣
+
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
∑
a<tk<t
(ϕ(tk)− ϕ(a))
σ−1
∣∣u(t−k )− v(t−k )∣∣
+ ζ
∣∣∣∣∣(ϕ(t) − ϕ(a))
σ−1
Γ(σ)
−
(ϕ(t) − ϕ(a))(σ−1+δ(β−1))
Γ(σ − 1 + δ(β − 1))
∣∣∣∣∣
+
1
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 (ϕ(s)− ϕ(a))1−σ |u(s)− v(s)| ds
+
∫ t
a
ϕ
′
(s)
(
(ϕ(t) − ϕ(s))̺−1
Γ(̺)
−
(ϕ(t) − ϕ(s))̺−δ−1
Γ(̺− δ)
)
(ϕ(s)− ϕ(a))σ−1(ϕ(s)− ϕ(a))1−σ |f(s, v(s))| ds
≤
∣∣∣∣∣ua(ϕ(t) − ϕ(a))
σ−1
Γ(σ)
−
va(ϕ(t) − ϕ(a))
(σ−1+δ(β−1))
Γ(σ + δ(β − 1))
∣∣∣∣∣
+
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
∑
a<tk<t
(ϕ(tk)− ϕ(a))
σ−1
∣∣u(t−k )− v(t−k )∣∣
+ ζ
∣∣∣∣∣(ϕ(t) − ϕ(a))
σ−1
Γ(σ)
−
(ϕ(t) − ϕ(a))(σ−1+δ(β−1))
Γ(σ − 1 + δ(β − 1))
∣∣∣∣∣
+
1
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 (ϕ(s)− ϕ(a))1−σ |u(s)− v(s)| ds
+ ‖f‖PC1−σ;ϕ
{
Γ(σ)(ϕ(t) − ϕ(a))̺+σ−1
Γ(σ + ̺)
−
Γ(σ)(ϕ(t) − ϕ(a))̺−δ+σ−1
Γ(σ + ̺− δ)
}
.
Therefore, for each t ∈ J we have
(ϕ(t) − ϕ(a))1−σ |u(t)− v(t)|
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≤ B(t) +
1
Γ(σ)
∑
a<tk<t
(ϕ(tk)− ϕ(a))
1−σ
∣∣u(t−k )− v(t−k )∣∣
+
(ϕ(t) − ϕ(a))1−̺
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 (ϕ(s)− ϕ(a))1−σ |u(s)− v(s)| ds, (4.9)
where B(t) is as defined in (4.8). Now applying the Lemma 2.3 to (4.9) with
U(t) = (ϕ(t)− ϕ(a))1−σ |u(t)− v(t)|, V(t) = B(t), g(t) =
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
, and βk =
1
Γ(σ)
,
we obtain
(ϕ(t)− ϕ(a))1−σ |u(t)− v(t)|
≤ B(t)
[
k∏
i=1
{
1 +
1
Γ(σ)
E̺
(
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
Γ(̺)(ϕ(ti)− ϕ(a))
̺
)}]
× E̺
(
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
Γ(̺)(ϕ(t) − ϕ(a))̺
)
= B(t)
[
k∏
i=1
{
1 +
1
Γ(σ)
E̺
(
(ϕ(ti)− ϕ(a))
1−σ+̺
)}]
E̺
(
(ϕ(t)− ϕ(a))1−σ+̺
)
≤ B(t)
(
1 +
1
Γ(σ)
E̺(ϕ(T )− ϕ(a))
1−σ+̺
)m
E̺
(
(ϕ(T )− ϕ(a))1−σ+̺
)
.
✷
Remark 4.6 The inequality (4.7) gives not only the dependence of solution on the order of
ϕ-Hilfer derivative but also gives the dependency of solution on the initial condition. Indeed,
(1) if ua 6= va and taking δ → 0 then the inequality (4.7) gives dependency of solution on
initial condition.
(2) if ua = va then the inequality (4.7) gives dependency of solution on the order of
ϕ-Hilfer derivative.
5 Ulam Stabilities of ϕ–HFDE
In this section, we investigate the Ulam–Hyers stabilities of the impulsive ϕ-HFDE (1.2).
Let u˜ ∈ PC1−σ;ϕ (J, R), χ > 0, ǫ > 0 and θ : J → R be a nondecreasing function. We
consider the following inequalities:{
|HD̺,ν;ϕ
a+
u˜(t)− f(t, u˜(t))| ≤ ǫ, t ∈ J
|∆I1−σ;ϕ
a+
u˜(tk)− Jk(u˜(t
−
k ))| ≤ ǫ, k = 1, 2, · · · ,m,
(5.1)
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{
|HD̺,ν;ϕ
a+
u˜(t)− f(t, u˜(t))| ≤ θ(t), t ∈ J
|∆I1−σ;ϕ
a+
u˜(tk)− Jk(u˜(t
−
k ))| ≤ χ, k = 1, 2, · · · ,m
(5.2)
and {
|HD̺,ν;ϕ
a+
u˜(t)− f(t, u˜(t))| ≤ ǫ θ(t), t ∈ J
|∆I1−σ;ϕ
a+
u˜(tk)− Jk(u˜(t
−
k ))| ≤ ǫ χ, k = 1, 2, · · · ,m.
(5.3)
Definition 5.1 The problem (1.2) is said to be Ulam–Hyers (UH) stable if for ǫ > 0 there
exists a constant Cm,̺ > 0 such that, for every solution u˜ ∈ PC1−σ;ϕ (J, R) of the inequality
(5.1), there is a unique solution u ∈ PC1−σ;ϕ (J, R) to the problem (1.2) satisfying
‖u˜− u‖PC1−σ;ϕ(J,R) ≤ Cm,̺ ǫ, t ∈ J.
Definition 5.2 The problem (1.2) is said to be generalized Ulam–Hyers (GUH) stable
if there exists φm,̺ ∈ C(R
+,R+) with φm,̺(0) = 0 such that for each solution u˜ ∈
PC1−σ;ϕ (J, R) of the inequality (5.2) there is a unique solution u ∈ PC1−σ;ϕ (J, R) to
the problem (1.2) satisfying
‖u˜− u‖PC1−σ;ϕ(J,R) ≤ φm,̺(ǫ), t ∈ J.
Definition 5.3 The problem (1.2) is said to be Ulam–Hyers–Rassias (UHR) stable cor-
responding to (θ, χ) if for every ǫ > 0 there exists a real number Cm,̺,θ > 0 such that,
for every solution u˜ ∈ PC1−σ;ϕ (J, R) of the inequality (5.3), there is a unique solution
u ∈ PC1−σ;ϕ (J, R) to the problem (1.2) satisfying
(ϕ(t) − ϕ(a))1−σ |u˜(t)− u(t)| ≤ Cm,̺,θ ǫ (θ(t) + χ), t ∈ J.
Definition 5.4 The problem (1.2) is said to be generalized Ulam–Hyers–Rassias (GUHR)stable
corresponding to (θ, χ) if there exists a constant Cm,̺,θ > 0 such that, for every solution
u˜ ∈ PC1−σ;ϕ (J, R) of the inequality (5.2),there is a unique solution u ∈ PC1−σ;ϕ (J, R) to
the problem (1.2) satisfying
(ϕ(t)− ϕ(a))1−σ |u˜(t)− u(t)| ≤ Cm,̺,θ (θ(t) + χ), t ∈ J.
Remark 5.1 The function u˜ ∈ PC1−σ;ϕ (J, R) is called a solution of the inequality (5.1)
if there is a function E ∈ PC1−σ;ϕ (J, R) together with a sequence {Ek}, k = 1, 2, · · · ,m
depending on u˜ with
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(1) |E(t)| ≤ ǫ, |Ek| ≤ ǫ, t ∈ J, k = 1, 2, · · · ,m,
(2) HD̺, ν;ϕ
a+
u˜(t) = f(t, u˜(t)) + E(t), t ∈ J,
(3) ∆I1−σ;ϕ
a+
u˜(tk) = Jk(u(t
−
k )) + Ek, k = 1, 2, · · · ,m.
Looking towards the Remark 5.1, one can state similar types of remark for the inequal-
ities (5.2) and (5.3).
Theorem 5.2 If the hypotheses (H1)(ii) and (H2)(i) are satisfied then the problem (1.2)
is UH stable.
Proof: Let u˜ ∈ PC1−σ;ϕ (J, R) be the solution of the inequality (5.1). Then in the view of
Remark 5.1, we have
u˜(t) =
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
(
I1−σ;ϕ
a+
u˜(a) +
∑
a<tk<t
Jk(u˜(t
−
k )) +
∑
a<tk<t
Ek
)
+ I̺;ϕ
a+
f(t, u˜(t)) + I̺;ϕ
a+
E(t). (5.4)
Therefore, we have∣∣∣∣∣u˜(t)− (ϕ(t) − ϕ(a))
σ−1
Γ(σ)
(
I1−σ;ϕ
a+
u˜(a) +
∑
a<tk<t
Jk(u˜(t
−
k ))
)
− I̺;ϕ
a+
f(t, u˜(t))
∣∣∣∣∣
=
∣∣∣∣∣ (ϕ(t)− ϕ(a))
σ−1
Γ(σ)
∑
a<tk<t
Ek + I
̺;ϕ
a+
E(t)
∣∣∣∣∣
≤
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
∑
a<tk<t
ǫ + ǫ I̺;ϕ
a+
(ϕ(t)− ϕ(a))0
≤
mǫ (ϕ(t) − ϕ(a))σ−1
Γ(σ)
+
ǫ (ϕ(t) − ϕ(a))̺
Γ(̺+ 1)
(5.5)
Consider the impulsive ϕ-HFDE

HD̺, ν;ϕ
a+
u(t) = f(t, u(t)), t ∈ J − {t1, t2, · · · , tm},
∆I1−σ;ϕ
a+
u(tk) = Jk(u(t
−
k )), k = 1, 2, · · · ,m,
I1−σ;ϕ
a+
u(a) = I1−σ;ϕ
a+
u˜(a).
Then by existence Theorem 3.1 it has at least one solution and in the view of lemma 2.4,
we have
u(t) =
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
(
I1−σ;ϕ
a+
u˜(a) +
∑
a<tk<t
Jk(u(t
−
k ))
)
+ I̺;ϕ
a+
f(t, u(t)), t ∈ J . (5.6)
Utilizing (5.5), (5.6) and the hypotheses (H1)(ii) and (H2)(i), we get
|u˜(t)− u(t)|
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=
∣∣∣∣∣u˜(t)− (ϕ(t) − ϕ(a))
σ−1
Γ(σ)
(
I1−σ;ϕ
a+
u˜(a) +
∑
a<tk<t
Jk(u(t
−
k ))
)
− I̺;ϕ
a+
f(t, u(t))
∣∣∣∣∣
≤
∣∣∣∣∣u˜(t)− (ϕ(t) − ϕ(a))
σ−1
Γ(σ)
(
I1−σ;ϕ
a+
u˜(a) +
∑
a<tk<t
Jk(u˜(t
−
k ))
)
− I̺;ϕ
a+
f(t, u˜(t))
∣∣∣∣∣
+
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
∑
a<tk<t
∣∣Jk(u˜(t−k ))− Jk(u(t−k ))∣∣
+
∣∣I̺;ϕ
a+
(f(t, u˜(t))− f(t, u(t)))
∣∣
≤
mǫ (ϕ(t) − ϕ(a))σ−1
Γ(σ)
+
ǫ (ϕ(t) − ϕ(a))̺
Γ(̺+ 1)
+
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
∑
a<tk<t
(ϕ(tk)− ϕ(a))
1−σ
∣∣u˜(t−k )− u(t−k )∣∣
+
1
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 (ϕ(s)− ϕ(a))1−σ |u˜(s)− u(s)| ds.
Thus for any t ∈ J , we have
(ϕ(t)− ϕ(a))1−σ |u˜(t)− u(t)|
≤ ǫ
(
m
Γ(σ)
+
(ϕ(T )− ϕ(a))1−σ+̺
Γ(̺+ 1)
)
+
1
Γ(σ)
∑
a<tk<t
(ϕ(t−k )− ϕ(a))
1−σ
∣∣u˜(t−k )− u(t−k )∣∣
+
(ϕ(t)− ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 (ϕ(s) − ϕ(a))1−σ |u˜(s)− u(s)| ds.
By application of Lemma (2.3) to the above inequality with
U(t) = (ϕ(t)− ϕ(a))1−σ |u˜(t)− u(t)| ,
V(t) = ǫ
(
m
Γ(σ)
+
(ϕ(T )− ϕ(a))1−σ+̺
Γ(̺+ 1)
)
,
g(t) =
(ϕ(t)− ϕ(a))1−σ
Γ(̺)
,
βk =
1
Γ(σ)
,
we obtain
(ϕ(t) − ϕ(a))1−σ |u˜(t)− u(t)| ≤ ǫ
(
m
Γ(σ)
+
(ϕ(T ) − ϕ(a))1−σ+̺
Γ(̺+ 1)
)
×
[
k∏
i=1
{
1 +
1
Γ(σ)
E̺
(
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
Γ(̺)(ϕ(ti)− ϕ(a))
̺
)}]
× E̺
(
(ϕ(t) − ϕ(a))1−σ
Γ(̺)
Γ(̺)(ϕ(t) − ϕ(a))̺
)
.
Since ϕ is increasing, (ϕ(ti)− ϕ(a))
̺ ≤ (ϕ(t) − ϕ(a))̺, k = 1, 2, · · · ,m, and hence above
inequality reduces to
(ϕ(t) − ϕ(a))1−σ |u˜(t)− u(t)| ≤ ǫ Am,̺
(
m
Γ(σ)
+
(ϕ(T )− ϕ(a))1−σ+̺
Γ(̺+ 1)
)
, t ∈ J,
19
where Am,̺ is defined in (3.2). Therefore,
‖u˜− u‖PC1−σ;ϕ(J,R) ≤ Cm,̺ ǫ,
where
Cm,̺ = Am,̺
(
m
Γ(σ)
+
(ϕ(T )− ϕ(a))1−σ+̺
Γ(̺+ 1)
)
This proves the problem (1.2) is UH stable. ✷
Corollary 5.3 If the hypotheses (H1)(ii) and (H2)(i) are satisfied then the problem (1.2)
is GUH stable.
Proof: Proof follows by setting φm,̺(ǫ) = Cm,̺ ǫ. ✷
Theorem 5.4 Suppose that (H1)(ii) and (H2)(i) hold. Moreover, assume that for a non-
decreasing function θ ∈ C(J,R) there exists λθ > 0 such that I
̺;ϕ
a+
θ(t) ≤ λθ θ(t), t ∈ J .
Then, the problem (1.2) is UHR stable with respect to (θ, χ).
Proof: Let u˜ ∈ PC1−σ;ϕ (J, R) is a solution of the inequality (5.2). Then proceeding as in
the proof of Theorem 5.2, we obtain∣∣∣∣∣u˜(t)− (ϕ(t)− ϕ(a))
σ−1
Γ(σ)
(
ua +
∑
a<tk<t
Jk(u˜(t
−
k ))
)
− I̺;ϕ
a+
f(t, u˜(t))
∣∣∣∣∣
≤
m ǫχ (ϕ(t) − ϕ(a))σ−1
Γ(σ)
+ ǫ λθ θ(t). (5.7)
Utilizing(5.6), (5.7) and the hypotheses (H1)(ii) and (H2)(i), we get
|u˜(t)− u(t)|
=
∣∣∣∣∣u˜(t)− (ϕ(t)− ϕ(a))
σ−1
Γ(σ)
(
ua +
∑
a<tk<t
Jk(u˜(t
−
k ))
)
− I̺;ϕ
a+
f(t, u˜(t))
∣∣∣∣∣
+
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
∑
a<tk<t
∣∣Jk(u˜(t−k ))− Jk(u(t−k ))∣∣
+
∣∣I̺;ϕ
a+
(f(t, u˜(t))− f(t, u(t)))
∣∣
≤
(
m ǫχ (ϕ(t)− ϕ(a))σ−1
Γ(σ)
+ ǫ λθ θ(t)
)
+
(ϕ(t) − ϕ(a))σ−1
Γ(σ)
∑
a<tk<t
(ϕ(t−k )− ϕ(a))
1−σ
∣∣u˜(t−k )− u(t−k )∣∣
+
1
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 (ϕ(s) − ϕ(a))1−σ |u˜(s)− u(s)| ds.
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Thus for each t ∈ J, we obtain
(ϕ(t)− ϕ(a))1−σ |u˜(t)− u(t)|
≤ ǫ
(
mχ
Γ(σ)
+ λθ (ϕ(t) − ϕ(a))
1−σθ(t)
)
+
1
Γ(σ)
∑
a<tk<t
(ϕ(tk)− ϕ(a))
1−σ
∣∣u˜(t−k )− u(t−k )∣∣
+
(ϕ(t)− ϕ(a))1−σ
Γ(̺)
∫ t
a
ϕ
′
(s)(ϕ(t) − ϕ(s))̺−1 (ϕ(s)− ϕ(a))1−σ |u˜(s)− u(s)| ds.
By application of Lemma (2.3) to the above inequality with U(t), g(t) and βk as given in
proof Theorem 5.2 and V(t) = ǫ
(
mχ
Γ(σ) + λθ (ϕ(t) − ϕ(a))
1−σθ(t)
)
, we obtain
(ϕ(t) − ϕ(a))1−σ |u˜(t)− u(t)| ≤ ǫ
(
mχ
Γ(σ)
+ λθ (ϕ(t)− ϕ(a))
1−σθ(t)
)
Am,̺,
where Am,̺ is defined in (3.2). Therefore
(ϕ(t)− ϕ(a))1−σ |u˜(t)− u(t)| ≤ Cm,̺,θ ǫ (χ+ θ(t)),
where
Cm,̺,θ =
(
m
Γ(σ)
+ λθ (ϕ(T )− ϕ(a))
1−σ
)
Am,̺.
Hence the problem (1.2) is UHR stable. ✷
Corollary 5.5 Let the hypotheses of the Theorem 5.4 hold. Then, the problem (1.2) is
GHUR stable with respect to (θ, χ).
Proof: Proof follows by setting ǫ = 1. ✷
6 Examples
Example 6.1 Consider the following impulsive ϕ–HFDE

HD̺, ν;ϕ
0+
u(t) = (ϕ(t)−ϕ(0))
1−σ
1+|u(t)| + 3 sin
2(ϕ(t) − ϕ(0)), t ∈ J = [0, 1] − {12}
∆I1−σ;ϕ
0+
u(12) =
(ϕ( 12 )−ϕ(0))
1−σ
∣
∣
∣u( 1
2
−
)
∣
∣
∣
1+
∣
∣
∣u( 1
2
−
)
∣
∣
∣
,
I1−σ;ϕ
0+
u(0) = ζ ∈ R.
(6.1)
Define f : (0, 1] × R→ R by
f (t, u) =
(ϕ(t)− ϕ(0))1−σ
1 + |u|
+ 3 sin2(ϕ(t)− ϕ(0))
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and J1 : R→ R by
J1(u) =
(
ϕ(12 )− ϕ(0)
)1−σ
|u|
1 + |u|
.
Note that for any u, v ∈ R and t ∈ [0, 1], we have
|f (t, u)− f (t, v)| ≤ (ϕ(t)− ϕ(0))1−σ
∣∣∣∣ 11 + |u| − 11 + |v|
∣∣∣∣
≤ (ϕ(t)− ϕ(0))1−σ |u− v |
and
|J1(u)− J1(v)| =
(
ϕ
(
1
2
)
− ϕ(0)
)1−γ (∣∣∣∣ |u|1 + |u| − |v|1 + |v|
∣∣∣∣
)
≤
(
ϕ
(
1
2
)
− ϕ(0)
)1−σ
|u− v|,
|J1(u)| =
(
ϕ
(
1
2
)
− ϕ(0)
)1−σ
|u|
1 + |u|
≤
(
ϕ
(
1
2
)
− ϕ(0)
)1−σ
= ζ1.
Observe that f and J1 satisfy the hypotheses (H1) and (H2). By applying the Theorem
3.1, the problem (6.1) has a unique solution on [0, 1]. Also by the Theorem 5.2, the problem
(6.1) is UH stable. In addition for any solution v ∈ PC1−σ;ϕ (J, R) of the inequality{
|HD̺,ν;ϕ
0+
v(t)− f(t, v(t))| ≤ ǫ, t ∈ J
|∆I1−σ;ϕ
0+
v(12 )− J1(v(
1
2
−
))| ≤ ǫ,
there exists a unique solution u of the problem (6.1) such that
‖v − u‖PC1−σ;ϕ(J,R) ≤ C1,̺ ǫ,
where
C1,̺ =
(
1
Γ(σ)
+
(ϕ(1) − ϕ(0))1−σ+̺
Γ(̺+ 1)
)(
1 +
1
Γ(σ)
E̺((ϕ(1) − ϕ(0))
1−σ+̺)
)
×E̺
(
(ϕ(1) − ϕ(0))1−σ+̺
)
.
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