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Determiningthevisualﬁdelityof animageisafundamentalproblemincomputer graph-
ics. When is an image good enough; i.e. when does it convey a convincing representa-
tion of a scene? Most graphics algorithms either aim to compute a physically accurate
solution matching the real world, or they leave judgments of ﬁdelity entirely up to the
end user. The former is often computationally intractable, and the latter is ad-hoc since
it cannot be generalized or predicted.
In this dissertation, we chart a new course between these two approaches. We propose
visual equivalence, a new standard of image ﬁdelity that focuses on what is visually
important to the observer: the appearance of the scene, consisting of impressions of
shapes, materials, and lighting. Under visual equivalence, an image with noticeable,
pixel-by-pixel dierences from a perfect reference can still be a high ﬁdelity represen-
tation of the same scene, provided it conveys the same impression of scene appearance.
This appearance-preserving standard is, to our knowledge, the ﬁrst approach to image
ﬁdelity that permits judgments of this kind.
We present an end-to-end psychophysical and algorithmic investigation of visual equiv-
alence, and its impact on scene modeling and rendering in computer graphics. For
natural illumination, we measure the degree to which representations of lighting can
be approximated or manipulated without aecting object appearance, and demonstrate
how the resulting metrics can motivate new algorithms resulting in improved speedup
and compression for rendering. For complex aggregate geometry, we investigate howdierent combinations of object shapes and colors aect appearance, and derive thresh-
olds that can be used to reduce scene complexity. Finally, for texture, we describe how
texture synthesis can be characterized in terms of visual equivalence, and present an
ecient synthesis algorithm for a range of constrained synthesis applications, including
the synthesis of visually equivalent detail to enhance low-resolution images.
This research takes some important ﬁrst steps into a large new space in perceptually
based rendering and modeling, which can address the challenges of future complex
scenes in computer graphics.BIOGRAPHICAL SKETCH
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INTRODUCTION
Characterizing and measuring the visual ﬁdelity of an image is a fundamental problem
in computer graphics. When is an image good enough? In other words, when is an
image’s ﬁdelity high enough that it conveys a convincing representation of a scene? It
is surprising that computer graphics has advanced as far as it has without a satisfying
answer to this question. A better understanding of image ﬁdelity is required to more
aggressively take advantage of the tradeos inherent in designing computationally de-
manding graphics algorithms.
The majority of algorithms in graphics today approach image ﬁdelity in one of two
ways. They either try to match the complexity of the real world, to the extent that it is
tractable to do so, or they attempt to generate output that looks “good enough”, i.e. an
astute observer is perceptually convinced that the resulting output is good. The fact that
both approaches are used is proof that neither is a complete characterization of image
ﬁdelity; certainly, expensive simulations of the real world are realistic and compelling,
but more ecient, physically inaccurate simulations can appear very realistic as well,
provided they live up to the enigmatic standard of “good enough”.
Our goal is to chart a new course between these two approaches, relaxing the overly
constraining standard of radiometric realism, but also providing a more principled per-
ceptual basis for when an image has high ﬁdelity. Previous attempts have focused on
modeling the lowest levels of human perception, analyzing images purely at the pixel
level. However, when we look at images, we don’t see pixels - we see whole objects,
made of dierent materials, arranged in certain ways. In other words, we get a visual
1impression of the scene represented by the image. Therefore, to maintain high ﬁdelity,
one need only ensure that these impressions of scene appearance are faithful.
In this dissertation, we propose visual equivalence, a new appearance-based standard
of image ﬁdelity that goes beyond pixels to focus on the visually important scene prop-
erties that observers care about - shapes, materials, lighting, and so on. Under visual
equivalence, images that are pixel-to-pixel dierent can still both be equally good, high
ﬁdelity representations of the same scene. Our work is, to our knowledge, the ﬁrst ap-
proach to image ﬁdelity that permits judgments of this kind. With this new ﬂexibility,
we hope visual equivalence opens up a large new space of possibilities in perceptually
based rendering algorithm design, that can address the challenges of future complex
scenes in computer graphics.
In the sections to follow, we will ﬁrst take a closer look at image ﬁdelity in computer
graphics and how it has typically been characterized. We will then give a more detailed
overview of visual equivalence, the proposed new standard of image ﬁdelity. Finally,
we will summarize the main contributions of this research, and outline the structure of
the rest of the dissertation.
1.1 Approaches to Image Fidelity
Image ﬁdelity is a critical aspect of an algorithm’s ﬁtness in computer graphics. Ideally,
an algorithm would be cheap and generate breathtakingly realistic images; in practice,
greater image ﬁdelity comes with greater computational cost. However, even the most
2ecient algorithm is not usable if its image ﬁdelity is poor. The critical questions are
what standard of image ﬁdelity achieves the best tradeo with computational cost, and
how this standard of image ﬁdelity is to be achieved.
In this section we will summarize several established standards of ﬁdelity used in com-
puter graphics today. These range from having no perception component (physically
based) to being based entirely on a human’s visual impression (observer-based). In
between these two extremes are perceptually based methods, which aim to exploit the
limits of the human visual system in a more principled manner. We will argue that none
of the existing approaches actually tries to model what is visually important in an image,
which is the main motivation of our new approach.
1.1.1 Physically Based Standard
The most natural standard of ﬁdelity is based on how accurately an image synthesis
algorithm simulates real light transport and physics in a scene. This approach has in-
spired and motivated a lot of early work in rendering algorithms like radiosity and global
illumination [67]. For an algorithm to be considered good under this standard, any mea-
surement of the algorithm’s simulation of the scene must match the corresponding mea-
surement of the real world. For instance, a rendering algorithm’s simulation of a room
scene would be judged on its ability to match radiometric measurements of the actual
room being modeled. We call this a physically based image ﬁdelity standard.
The physically based standard states that an image is “good enough” when it is an exact
representation of the real world. To employ this standard, graphics practicioners typ-
3ically use a reference image, to which algorithm output is carefully compared. Using
pixel-level measures such as image dierences and mean squared error, it is possible
to evaluate an algorithm in the context of a speciﬁc reference image. Figure 1.1 shows
an example with the well-known Cornell box scene compared to a photograph. While
not ﬂawless, the algorithm output shown has achieved a high level of physically based
ﬁdelity.
The physically based standard is still frequently used in graphics, where Monte Carlo
simulations [194] act as suitable physically based references for new rendering algo-
rithms and approximations. Though this standard is well deﬁned, it has a fundamental
drawback - it is expensive to compute and in many cases impractical, due to the re-
quirement of a perfect, physically based reference. It also does not leverage human
perception, which plays a prominent role in image ﬁdelity.
Reference (measured) Algorithm Output Difference Image
Figure 1.1: A rendering of the Cornell Box (center), evaluated using the physically
based standard of ﬁdelity (photograph on left, dierence image on right)
1.1.2 Observer-Based Standard
Having looked at the physically based standard, let us now look at the other end of the
spectrum. Since image synthesis applications produce images for human consumption,
4another approach is to allow humans to be the ﬁnal arbiter on decisions of image ﬁdelity,
no matter what approximations or algorithms were used to produce the result. Since the
human visual system is not powerful enough to perceive [73] or eciently encode [30]
all of the detail present in the world, it is natural to expect that many algorithms that
do not achieve perfect radiometric accuracy will still have high ﬁdelity. We call this an
observer-based image ﬁdelity standard.
The observer-based standard essentially states that an image is “good enough” when a
human being says so. This standard is implicit in a large variety of situations, where im-
agery is being generated for the sake of complexity and richness. In applications such
as movies and games, where performance and rendering time are critical considerations,
the observer-based standard is employed to ensure that no matter what algorithmic ap-
proximations are made, the ﬁnal product conveys the appropriate level of realism to the
end observer.
While this approach is certainly intuitive and logical, at its core it is an ad-hoc method
that isapplied ona caseby case basis, which cannoteectively begeneralized tobroader
contexts. In general, it is certainly useful to incorporate aspects of the human visual sys-
tem into standards of ﬁdelity, but simply treating the visual system as a black box does
not provide any fundamental insights that can be incorporated into algorithm design.
1.1.3 Early-Vision Based Standard
The physically based and observer-based standards of ﬁdelity represent two extremes,
the former of which relies entirely on the real world, and the latter of which relies
5entirely on the whims of an observer without any principled foundation. It is clear that
human perception should play a role; the question is how best to take advantage of it.
The ﬁeld of perceptually based rendering [55] has long studied the question of image
ﬁdelity in the context of the human visual system. Perceptually based rendering algo-
rithms aim to exploit the limits of human vision in order to more eciently synthesize
computer graphics imagery. These limits, in turn, are characterized by rigorous psy-
chophysical studies of the human visual system.
The goal of traditional perceptually based rendering algorithms is to synthesize images
that are visually indistinguishable from a reference image. This is achieved by taking
advantage of limits in early vision: simulating only what is visible to the human eye,
and saving on all remaining computational costs. The approach of these algorithms is
perhaps best captured by the visible dierence predictors of Daly [40] and Lubin [107].
A visible dierences predictor, or VDP, takes two images as input, and predicts where
people are likely to see dierences between them. It runs the image pixels through a
simulation of early vision, applying the results of psychophysical studies of contrast,
frequency, and masking. Thus, we say that algorithms based on VDPs and related tech-
niques use an early-vision image ﬁdelity standard.
The early vision ﬁdelity standard states that an image is “good enough” if, to the naked
eye, it looks the same as a reference image. This approach is notable for its solid foun-
dation in psychophysical experimentation and research, but its main drawback is com-
putation time. Models of early vision are quite elaborate, involving time consuming
operations such as hierarchical ﬁlter bank decompositions and inter-frequency masking
computations. Thus, while VDPs and related techniques do enjoy use in the literature,
6they are not yet widespread because their computational expense typically osets the
gains achieved by incorporating them into algorithms.
Reference (Monte Carlo) Algorithm Output Visible Differences
need austin
Figure 1.2: A rendering of a kitchen (center), evaluated using the early-vision based
standard of ﬁdelity (Monte Carlo solution on left, predicted visble dierences on right)
1.1.4 The Need for a New Approach - Moving Beyond Pixels
Although all three standards of ﬁdelity described so far are useful in computer graph-
ics, we believe research needs to move in a fundamentally new direction to identify
better standards of ﬁdelity. Finding a middle ground between the physically based and
observer-basedstandardsispromising, asdemonstratedbythedevelopmentoftheearly-
vision based standard. However, the early-vision based standard still shares one limita-
tion of the physically based standard - it only analyzes images at the pixel level.
When we, as human beings, look at images, we do not see just pixels. Our visual
system processes these pixels further to develop a mental model of the scene we are
actually looking at. Thus, we believe that any standard based on early vision is still
too conservative with respect to the kinds of approximations that can be applied during
image synthesis. By taking advantage of these additional levels of visual processing, it
should be possible develop standards that speak to what is actually visually important in
7an image. This can enable image synthesis algorithms to obtain computational savings
beyond what can be done with the early-vision based standard alone.
1.2 Visual Equivalence: An Appearance-Based Standard
Our aim in this research is to develop a ﬁdelity standard for image synthesis that speaks
fundamentally to when an image is “good enough”. We would like this standard to
be generalizable, inexpensive, and applicable to basic algorithm design for computer
graphics. At the same time, we would like to move beyond previous perceptually based
approaches, which focus only on early vision. In the sections to follow, we describe our
new approach, called visual equivalence.
1.2.1 Images as Representations of Scene Appearance
One of our key guiding principles is to try and capture what is visually important to
an observer in an image. To do this, we begin with a simple characterization of how
our visual system processes the world around it. When we ‘see’, light enters our eye,
focused onto photoreceptor cells in our retina, which measure and record information
from the current environment. This information is then processed by various cells sensi-
tive to speciﬁc traits like color, depth, and motion. The results are then sent up the optic
nerve, through the lateral geniculate nucleus, and ultimately to the visual cortex, where
the majority of higher level visual processing occurs. It is here that visual information
is reconstructed and ultimately interpreted by the brain as impressions of actual objects
8in a environment.
When we view imagery, a similar process occurs. Though an image is, at a low level,
nothing but a collection of pixels, the human visual system ultimately transforms these
pixels into impressions of actual objects in an environment. We collectively refer to
these impressions as scene appearance. We propose that what is actually visually im-
portant in an image is to correctly represent and convey this scene appearance.
The key distinction we draw here is between the visual system as a sensor, and the visual
system as an interpreter of signals that result in percepts of a scene. The early-vision
based standard of ﬁdelity only considers the sensor behavior of the visual system. We
would like to somehow capture the interpretive behavior of the visual system as well.
To do this, we require a method to analyze scene appearance in the context of computer
graphics.
1.2.2 Properties of Scene Appearance in Computer Graphics
How can an abstract concept such as scene appearance be concretely applied to com-
puter graphics algorithms? This is a challenging problem, since the higher levels of
visual coding that encode appearance are not very well understood. Our approach is to
look at scene appearance in terms of its constituent properties. There is a substantial
literature in psychophysics on speciﬁc properties fundamental to our impressions of ob-
jects in real environments. For static scenes, these properties can be classiﬁed broadly
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Figure 1.3: Images as representations of scene appearance. Computer graphics scenes
are composed of geometries, materials, and illumination. Though image synthesis al-
gorithms combine these three components into pixels, the human visual system is able
to process these pixels and convert them back into impressions of the original shapes,
materials, and lighting in the scene.
into three categories 1:
 Geometry. Geometric properties consists of the kinds of objects in a scene, their
shapes, numerosity, relative spatial relationships, and so on.
 Material. Material properties encompass color, glossiness (rough/shiny), translu-
cency, texture, and so on.
 Illumination. Illumination properties are those associated with the lighting de-
scription, including brightness, intensity, directionality, shadows, and so on.
Unsurprisingly, in computer graphics, humans specify image synthesis problems with
exactly the same three categories of inputs. Rendering algorithms, for example, take
analytical descriptions of geometry, materials, and illumination, and compute a result
imagewhichrepresentstheinputscene. Figure1.3showssuchanimage, andthenshows
1While the focus of this dissertation is static scenes, it is possible to extend the above discussion for
dynamic scenes as well, for example, by considering motion, changing viewpoint, physical simulations,
and so on.
10how a human observer extracts from it impressions of the original shapes, materials, and
lighting that went into specifying the scene.
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Figure 1.4: Determining if two images convey the same impressions of scene appear-
ance. Given two analytically dierent scenes, and potentially dierent images synthe-
sized from those scenes, we run psychophysical studies to determine if and when prop-
erties of appearance conveyed by both images are the same, so that a human being’s
overall impression of both scenes is also the same.
To measure individual properties of scene appearance, we take a psychophysical ap-
proach, and perform studies in order to characterize human impressions of various as-
pects of geometry, materials, and illumination. However, studying an exhaustive list of
properties for arbitrary images is extremely time consuming, and can also be dicult to
standardize in the context of a psychophysical experiment.
We address this problem by focusing on the eects of scene manipulations. Figure 1.4
shows the basic principle. In our experiments we look at images generated by two
11dierent, but related, scenes. While the analytical descriptions of these scenes are inten-
tionally dierent (fG1;M1;I1g , fG2;M2;I2g) and while the rendered images may also
be dierent (Image1 , Image2), our goal is to ﬁnd out precisely when the properties of
appearance conveyed by both images are the same (app(Image1) = app(Image2)). When
the appearance of both images is equal, the images are visually equivalent. This concept
of visual equivalence will be presented in more detail in the chapters to follow, as we
discuss our speciﬁc studies and application areas.
1.2.3 Visual Equivalence Deﬁned
Reference (Monte Carlo) Algorithm Output Visible Differences
need austin ≡ ≡ ≡ ≡
Figure 1.5: An example of visual equivalence. Even though there are pixel-to-pixel
dierences between the left and center images (as shown in red and green in visible
dierences predictor output on the right), these dierences are not visually important
because both images convey the same impressions of scene appearance to a human
observer.
Having established what appearance is and how it can be understood in terms of prop-
erties, we can deﬁne visual equivalence, our new appearance-based standard of ﬁdelity:
Two images are visually equivalent if they convey the same impression of scene appear-
ance, despite noticeable pixel-to-pixel dierences.
Under this standard, we say an algorithm’s output is high ﬁdelity if it is visually equiva-
12lent to a reference. Figure 1.5 shows an example with the scene from Figure 1.3, now in
an environment. Both the left and center images convey the same impressions of scene
appearance in terms of geometry, materials, and illumination, but there are obvious no-
ticeable dierences between the two images, as shown by the VDP output on the right.
It is clear to a human that either image is “as good” as the other, as in the observer-based
standard, but in our approach, we have arrived at this conclusion by applying a per-
ceptual framework. Furthermore, and perhaps most remarkably, this equivalence was
predicted and validated through the use of suitable metrics, which we will describe later
in this dissertation.
Physical Early-vision Appearance
(visual equivalence)
Observer
Figure 1.6: Visual equivalence as it relates to other standards of ﬁdelity. As an
appearance-based standard, visual equivalence moves away from the pixel-dependent
nature of the physically based and early-vision based standards, but since it also builds
on psychophysical studies and perceptual metrics, it is not ad-hoc, like the observer-
based standard.
Figure 1.6 shows the four standards of image ﬁdelity we have discussed so far, plot-
ted on an abstract spectrum. On the left is the radiometric, pixel-dependent physically
based standard; on the right is the entirely human decision dependent observer-based
standard. All perceptually based approaches fall in between these two extremes. Vi-
sual equivalence, which incorporates higher level aspects of perception, is to the right
of the early-vision based standard, but it doesn’t go as far as the ad-hoc observer-based
standard. Ultimately, the goal of research into ﬁdelity standards is to move as close
to the observer-based standard as possible, while still providing a principled perceptual
foundation. We believe visual equivalence takes an important step in that direction.
131.3 Summary of Contributions
This dissertation investigates visual equivalence for each of the 3 major components that
aect appearance in graphics scenes: illumination (Chapter 3), geometry (Chapter 4),
and materials (Chapter 5). We present the following unique contributions to computer
graphics:
Visual equivalence, an appearance-based standard of image ﬁdelity built on higher
levels of visual coding. Visual equivalence is the ﬁrst perceptual framework for image
ﬁdelity that goes beyond visual indistinguishability and, instead of looking at images
as pixels, treats images as representations of scene appearance. In doing so, it takes
advantage of higher levels of visual coding, which were up until now rarely used in the
graphics and perception communities.
An experimental framework for measuring visual equivalence, based on preserva-
tion of scene appearance. In order to perform a psychophysical investigation of visual
equivalence, we have developed a forced-choice experimental framework for evaluat-
ing whether two images share the same high level properties of scene appearance, and
applied it both in the context of natural environment maps and aggregate geometry.
A series of psychophysical metrics that can predict visual equivalence in a variety
of settings. Based on the results of our psychophysical experiments, we have derived
metrics to predict when visual equivalence will occur in more general settings. We call
these metrics visual equivalence predictors, or VEPs. We have applied these metrics
in novel settings not analyzed in our experiments, and validated that they predict visual
equivalence with high accuracy.
14Graphics algorithms that use the principles and metrics of visual equivalence to
achieve algorithmic speedups and reduce human eort. For the cases of natural
illumination, aggregate geometry, and texture detail synthesis, we have demonstrated
visual equivalence based techniques for reducing modeling and rendering costs in com-
plex scenes. This completes the picture and shows how visual equivalence opens the
door to new approaches to designing ecient graphics algorithms.
We believe these results only scratch the surface of what is possible with visual equiva-
lence, and look forward to how this standard of ﬁdelity is applied and improved in future
research.
1.4 Outline of Dissertation
The rest of the dissertation will proceed as follows. In Chapter 2, we will brieﬂy survey
related work in the areas of psychophysics of appearance, perceptually based rendering,
and visual image understanding / processing. Chapter 3 looks at visual equivalence for
natural environment maps in renderings of single objects, and presents some results for
accelerating rendering algorithms [151]. Chapter 4 looks at the problem of aggregate
appearance, and investigates manipulations of ratios in large collections of aggregate
geometry for the purpose of reducing model complexity [148]. Chapter 5 ties the themes
of visual equivalence to the well-studied problem of texture synthesis, and presents a
general texture synthesis framework particularly suited to enhancing a low-resolution
texture with visually equivalent detail from a high-resolution source [147]. Chapter 6
then concludes with a discussion of visual equivalence and directions for future work.
15CHAPTER 2
PRIOR WORK
The content of this dissertation spans many ﬁelds of research, combining insights from
the computer graphics, perception, and image analysis literatures. In this chapter we
will survey important contributions from each of these ﬁelds that have inﬂuenced our
work.
2.1 Image Fidelity and Perceptually Based Rendering
Due to the computational expense of realistic image synthesis, there has always been
great interest in developing more ecient, high ﬁdelity rendering algorithms for com-
puter graphics. One of the more recent approaches has been perceptually based ren-
dering [55]. The goal of perceptually based rendering is to improve the eciency of
realistic image synthesis by taking the limits of human vision into account. We will
discuss two kinds of algorithms here - those that focus on visible dierences and the
early-vision standard of image ﬁdelity, and those that look at other aspects of human
perception.
2.1.1 Computational Models of Early-Vision Image Fidelity
The primary approach of most perceptually based rendering algorithms has been to use
VDPs, algorithmic models of the early-vision based standard of ﬁdelity (Chapter 1.1.3).
16The Daly VDP [40] and the Sarno VDM [107] are the two earliest and most popular
such models. VDPs have since been reﬁned and extended by researchers such as Bolin
and Meyer [18], Mantiuk [114] and others.
AlthoughtherearevariousdierencesbetweenindividualVDPalgorithms, theyallhave
the same basic structure. A VDP typically takes as input two images for comparison.
After transforming these images into a suitable chrominance / luminance space based
on models of receptors in the retina, a cortex ﬁltering operation is performed. Cortex
ﬁltering, one of the main computational expenses of VDP algorithms, involves spatial
frequency based ﬁltering of the input images, at multiple resolutions. This operation
can be performed with many dierent pyramid decomposition schemes, such as Gaus-
sian pyramids, steerable pyramids [172], Fourier transforms, Haar wavelets [17], and so
on. The next major step is to ﬁlter the image dierences using contrast sensitivity, com-
monly achieved by applying the CSF, or contrast sensitivity function. Following this, a
visual masking stage determines what frequencies in the images are visible, based on the
presence of other, competing frequencies. Finally, in the spatial pooling phase, informa-
tion from multiple image regions are combined together to predict whether dierences
can be seen, and if so, where.
Several approaches have attempted to directly apply VDPs to image synthesis [17, 152].
VDPs and related low-level vision models have also been used for geometric simpli-
ﬁcation [110, 206], including eects of texture masking [144]. Myszkowski [118] has
extended the notion of a VDP to animations, formulating something known as an anima-
tion qualty metric (AQM). While all of these approaches oer a principled foundation
for perceptually based modeling and rendering algorithms, the overhead of evaluating
VDPs and the conservative threshold metrics they incorporate has, to a large extent,
17limited the performance gains that have been achieved.
2.1.2 Using Other Aspects of Visual Processing
A secondary approach to perceptually based rendering is to take advantage of other
aspects of visual processing. Yee et. al. [210] and Anson et. al. [4] have used percep-
tual saliency maps to more aggressively compute indirect illumination in dynamic en-
vironments, and compute lighting eects from participating media, respectively. Cater,
Chalmers, and colleagues [30, 29, 32] have looked at visual attention and change blind-
ness as a mechanism to reduce computation in less visually important parts of the image.
Researchers have also looked at other variations, such as the relative perceptual impor-
tance of dierent illumination components [176, 42], and task importance [54, 177], in
the general context of rendering. Similar ideas have also been applied speciﬁcally to ge-
ometric simpliﬁcation; for example, schemes have been coupled with information about
visual attention and object velocity [154, 23, 131] and saliency [78, 98].
2.2 Perception and Appearance of Single Objects
The approach presented in this dissertation is founded on the appearance of various
elements of a scene: why do things look as they do? This question, posed in 1935
by psychologist Kurt Koka [94], has been a central theme in the ﬁeld of perception
psychology. The way human vision untangles the patterns of light in retinal images to
perceive the properties of objects in the world is the subject of a vast research literature,
18surveyed in the authoritative work of Palmer [130]). Each of the computer graphics
scene components, namely shapes (geometry), materials, and illumination, has received
signiﬁcant attention in the perception literature, which we will now brieﬂy review.
2.2.1 Shape Perception
The central problem in shape perception is how the visual system recovers the three-
dimensional shapes of objects from two-dimensional retinal images. Many potential
sources of information have been identiﬁed, including shading, shadows, perspective,
reﬂections, texture, motion, and occlusion [65, 157]. Modern work has focused on
trying to measure the ecacy of dierent sources [183, 31, 39, 59], and build com-
putational models of how vision might combine dierent sources [91] to recover shape.
Researchers have also discovered how the limitations of ﬁxed viewpoints make it mathe-
matically impossible to recover the exact shape of objects under certain conditions [12].
2.2.2 Material Perception
Historically, there has been relatively little research on material perception [10]. How-
ever, there is now a growing literature that spans computer graphics and vision research.
One active area of research includes studies of surface lightness and color [66, 1, 22],
recognizing that these intrinsic material properties that can often be recovered under dif-
ferent lighting conditions, a property known as color constancy. Another area is glossy
materials and specularities [16]. Researchers have looked at color constancy in the
19presence of gloss [185, 209], as well as gloss constancy [122]. There has been work
on the interplay between material and shape perception [59], as well as material and
illumination [58, 70]. There has also been work on translucency and subsurface scatter-
ing [156, 57], and surface texture [41, 180, 77].
2.2.3 Illumination Perception
While accurate rendering of illumination is a central issue in graphics, in vision research
it is often regarded as something to be discounted to achieve constancy [66, 1, 22, 197],
as mentioned above. Recently, greater focus has been placed on understanding percep-
tion of illumination in its own right. Many researchers [183, 93, 180, 89] have looked
at the ability to estimate the directionality and complexity of illumination ﬁelds. Dror
et al. [47] have characterized natural illumination statistics, Pont and Koenderink [140]
have studied surface illuminance ﬂow, which contributes to the appearance of mesoscale
shading on an object, and Ostrovsky et al. [127] have studied the visual system’s high
tolerance for illumination inconsistencies even in synthetic scenes.
2.3 Appearance of Multiple Objects and Images
There has been relatively little work done on the perception of multiple real-world ob-
jects. However, useful insights can be drawn from research areas that touch on the
perception of whole images, including texture analysis/synthesis, visual attention, and
scene understanding.
202.3.1 Texture Perception and Perceptual Grouping
Our ability to recognize objects in a complex scene and distinguish them from one an-
other is closely related to texture perception [85] and perceptual grouping [94]. Early
work on pre-attentive texture segregation hypothesized the fundamental importance of
texture elements [9, 115], most famously Julesz’ textons [86], which are based on fea-
tures such as size, crossings, and terminators. There has been followup work on the
importance of arrangement [11], structural edges between textures [120], and asymme-
tries in texture segregation [68]. Work on the perceptual dimensions of texture [153, 72]
suggests the importance of properties such as numerosity and orientedness in under-
standing texture appearance. There are also models of pre-attentive segmentation based
purely on spatial frequency and orientation responses, such as those found in early vi-
sion processing [13, 113].
2.3.2 Texture Analysis and Synthesis
Texture analysis and synthesis represent the computational side of capturing and mod-
eling the appearance of texture. Texture analysis refers to the algorithms and models
required to represent and understand texture. Countless analysis methods exist, based
on textons [111, 112], frequency decompositions [141], and other related techniques.
Paired with texture analysis is the related problem of texture synthesis, where a model
of texture (often derived from a example image) is used to create more texture with the
same properties. Analysis and synthesis methods go hand-in-hand, as an analysis pro-
cedure can typically be ‘inverted’ in order to drive texture synthesis; this terminology is
21similar to how analysis and synthesis procedures are described for wavelet decomposi-
tions.
Texture synthesis has recently gained attention as an important problem in its own
right [75], and not just as an inverse of analysis. The analysis functionality still exists as
a fundamental component of synthesis algorithms, although it is not exposed as a sep-
arate component. Pixel-based synthesis algorithms[19, 52, 203] grow an output texture
pixel-by-pixel, often using scale-space representations to match statistical information
between the source and the output. These approaches are quite eective on stochastic
textures, but they typically fail on textures with more coherent structure. Patch-based
synthesis algorithms[51, 102, 97] copy whole source patches into the output instead of
single pixels. Because of this, they tend to be faster and better at capturing visual coher-
ence than pixel-based algorithms. Ashikhmin[5] proposes pixel-by-pixel patch growing,
which represents a middle ground between pixel-based and patch-based methods.
Some recent texture synthesis methods have seen success using multiple passes of
pixel-local updates [96], which, when coupled with suitably compressed measures
of neighborhood similarity, can result in fast synthesis algorithms that run on the
GPU [100, 101]. There has also been work in identifying and incorporating local [208]
and global [106] properties of structure into the synthesis process.
2.3.3 Visual Attention, Search, and Popout
Given the sheer volume of visual information conveyed by imagery, it is natural to ask
howthehumanvisualsystemisabletoquicklysortthroughthisinformationandidentify
22important local properties, such as ﬁnding individual objects. The ﬁeld of visual search
and attention is concerned with exactly this question (see Wolfe [207] for a review).
Inﬂuential models such as feature integration theory [186] and saliency maps [92] for-
mulate attention in terms of feature maps for primary features such as color, orientation,
and luminance, that are then used for pre-attentive and attentive visual processing. Sig-
niﬁcant work has focused on understanding the relative strengths of these cues [60, 45],
the eects of density and set size on them [163, 6], and computational models based
on them [82]. Metrics of clutter have been also developed [160] based on the idea of
multiple competing feature maps. In addition, researchers have looked at variations of
visual search, such as conjunction visual search [132] , where the target and distractors
share certain features, preventing pop-out, and comparative visual search [139], where
displays are compared side by side for objects that appear in one display but not in
another.
2.3.4 Scene Understanding
The most general kind of aggregate is a complex image or scene, made of multiple var-
ied objects, such as a bustling street corner. Despite the immense complexity of such
scenes, the human visual system is quite adept at processing the whole and extract-
ing meaningful information quickly [142]. In this sense, basic aggregate perception is
fundamentally tied to scene understanding. Research on scene ‘gists’ [124] suggests
that people estimate the global properties of a scene robustly, without paying speciﬁc
attention to individual objects [173, 125]. Oliva et. al. [123] have approached the prob-
lem by trying to embed scene perception in a multidimensional perceptual, similar to
the texture dimensionality studies mentioned earlier. The suggest the importance of di-
23mensions such as numerosity and structure, which are similar to cues used in visual
discrimination and search tasks.
2.3.5 Appearance in Graphics Algorithms
Recently, there has been interest in higher level metrics for image synthesis that attempt
to capture aspects of appearance. Cleju and Saupe [34] and Watson et al. [201] have
explored supra-threshold metrics for evaluating model ﬁdelity. Rogowitz and Rush-
meier [159] have characterized the consequences of substituting texture for geometry in
model appearance. Several researchers have developed psychophysically based models
for describing and controlling material appearance [135, 204, 88, 117].
24CHAPTER 3
VISUAL EQUIVALENCE AND ILLUMINATION
As a ﬁrst step to understanding visual equivalence, in this chapter we focus on the ef-
fects of illumination on the appearance of single objects. Illumination is important to
pursue for two reasons. One, representations of illumination are very tightly coupled
with the performance of rendering and image synthesis algorithms. Two, illumination
has a tremendous impact on how we perceive the appearance of objects in synthetically
rendered scenes. Our investigation of visual equivalence will provide insight into how
best to eciently represent and approximate illumination, without aecting the appear-
ance of the rendered result.
Lighting in graphics scenes can be represented in many dierent ways, including point
lights, area lights, directional lights, and so on. For the purposes of our investigation,
we focus our attention on illumination maps. Recent studies by Fleming et. al. [58, 59]
have shown that natural illumination maps are very important for accurate impressions
of shape and material appearance. In addition, illumination maps are complex and rep-
resentative of lighting in the real world. Both of these points make illumination maps
ideal candidates for study.
Contributions
In the sections to follow, we describe an end-to-end framework to study visual equiva-
lenceforillumination. Wewillﬁrstexplainhowshape, material, andilluminationarethe
key attributes of appearance for single objects, and then we will describe a series of psy-
chophysical experiments that quantify how two sets of transformations on illumination
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Figure 3.1: Visual equivalence in illumination. (a) shows an illumination map, and (b)
shows a warped version of the same map. The scenes shown in (c) and (d) were rendered
with the original and warped maps respectively. Notice that in both images the dragon
has the same appearance; i.e. the images are visually equivalent. (e) shows the output
of a visible dierences predictor (VDP), indicating the reﬂection patterns in the two
images are visibly dierent.
maps, blurring and warping, aect these appearance attributes. Then, based on these ex-
periments, we develop two visual equivalence predictor (VEP) metrics for illumination
blurring and warping, predicting when images rendered with transformed illumination
maps will convey the same appearance as images rendered with reference illumination
maps. We then run a conﬁrmatory study to validate that these VEPs generalize, ac-
curately reﬂecting observers’ judgments about visual equivalence for new geometries,
materials, and illuminations. Figure 3.1 shows one example that was correctly predicted
and validated. Finally, we demonstrate how VEPs can be used to improve the eciency
of two rendering algorithms: Lightcuts [196] and wavelet compression for precomputed
radiance transfer [119].
3.1 Illumination and the Appearance of Single Objects
In this section, we describe the important attributes of appearance that we will concen-
trate on in our study of illumination. As discussed in Chapter 1, graphics scenes are
composed of geometry (shapes), materials, and illumination, and as reviewed in Chap-
26ter 2, each of these elements contributes fundamentally to the appearance of a scene.
However, the space of interactions between all three is too large to examine within a
single study, even given our focus on illumination.
Furthermore, there is a question of how to represent and vary these elements. For the
purposes of our study, we will analyze the appearance of scenes consisting of single
objects lit by natural illumination maps. There are many good reasons to take this
approach:
 HDR environment maps of natural illumination are widely used and readily avail-
able. Recent research has demonstrated the importance of natural illumination
(which can be encoded in such maps) for tasks such as shape [59] and material
appearance perception [58].
 Focusing on single objects enables us to concentrate on important variations of its
material and shape, which would become impractical with multiple objects (we
revisit this in Chapter 4).
 An analysis in terms of incident illumination on single objects is general enough
tobeappliedtovariousreal-worldrenderingcontexts, includingthosethatsupport
full global illumination.
3.1.1 Important Properties of Appearance and their Interactions
We now describe how geometry, materials, and illumination interact to convey appear-
ance, focusing mainly on the eects of illumination. This will provide the required
27foundation for our study design, the details of which are described in Section 3.2.
(a) (b)
Figure 3.2: Material and geometry. An object’s material and geometry aect how it
reﬂects the incoming illumination ﬁeld. (a) A glossy material blurs the illumination
map, producing a blurry reﬂection (see bottom array) of the checkerboard environment.
(b) A shiny, bumpy object disorders the illumination map, as shown in the bottom array.
Illumination
Illumination is not something we can directly see in a scene. What we actually see
are the eects of illumination on objects in the scene. Colors, specular highlights, and
reﬂections all convey important information about what the illumination in a scene is
like. In this sense, all opaque objects in a scene can be thought of as mirrors providing
information about the appearance of illumination in the scene. Some objects, such as ﬂat
metal surfaces, are good mirrors, in that they produce regular, high contrast, coherent
reﬂections of the environment. Other objects are bad mirrors, though bad mirrors can
be bad in dierent ways, depending on their geometry and material composition.
Material
There are a great many material models in use in computer graphics, each of which
interacts with illumination in dierent ways, but we cannot study them all. We focus
28on the Ward model [199] for glossy materials, due to its realistic appearance, its small
number of parameters, and the existing precedent in the literature for analyzing its psy-
chophysics [56].
Glossy materials have a large impact on how well an object reﬂects an incoming illu-
mination ﬁeld. Compared to a smooth shiny surface, a smooth rough surface reﬂects a
blurred version of the incoming illumination ﬁeld. The degree of the blur depends on
the width of the material’s specular lobe. Figure 3.2-(a) shows how material blurs a 1D
checkerboard environment map.
Geometry
Geometric variation also has a large impact on the reﬂection produced by an object
surface. While a smooth shiny surfaces faithfully reﬂects an incoming illumination
ﬁeld, a bumpy surface disorders the illumination ﬁeld, producing a distorted reﬂection.
Figure 3.2-(b) shows how bumpy geometry disorders access into the 1D checkerboard
environment map. Characterizing this access pattern precisely is dicult for arbitrary
geometry, but when we look at a small surface patch, we can think of how it shows a
warp of the illumination map. The extent of the warp depends on the local curvature of
the surface.
293.1.2 Appearance Under Illumination Transformations
Our general approach in studying visual equivalence, outlined in Chapter 1, is to ﬁnd
transformations that can preserve scene appearance, despite introducing noticeable dif-
ferences in the rendered result. In this chapter, we of course pursue illumination trans-
formations. However, the space of transformations on illumination maps is potentially
inﬁnite - how do we decide which ones are worth studying? We looked at several dier-
ent possibilities:
 Blurring. Inspired by our discussion of material above, one transformation is
to blur incident illumination, reducing its frequency content and improving ren-
dering eciency when the illumination is encoded in a dierent basis, such as
spherical harmonics. This is also exploited in interactive rendering using pre-
ﬁltered environment maps [25, 87, 145], where a rough glossy material’s eect on
incident light is precomputed by blurring the incident illumination map.
 Warping. Inspired by our discussion of geometry above, another transformation
is to warp, or disorder, illumination, changing the spatial location of incident
illumination relative to the object being rendered. There is evidence that humans
are somewhat insensitive to such directional inconsistencies in illumination [127],
which implies that some warps can likely be performed without aecting scene
appearance.
 Blocking. The blocking transformation relates to how a lighting signal gets com-
pressed by Haar wavelets [119], becoming composed of square blocks of diering
sizes, particularly for very low wavelet counts. On smooth objects, a block-shaped
highlight is very apparent and unrealistic; however, on bumpy objects, this is often
30not the case, as the distortions on the surface of the object hide the fact that the
wavelet compressed lighting is square shaped.
 Energy segmentation. Any of the above transformations can be combined with
energy segmentation. The energy segmentation transformation splits a lighting
signal into a high energy and low energy component. The idea behind this tech-
nique is that high energy lighting, responsible for specular reﬂections, is much
more visually important than low energy lighting, which provides environment
reﬂections, so the two can be handled dierently.
Choice of Transformations. Though we investigated all of these transformations, we
decided to focus our eorts on blurs and warps. The relationship between blurring and
glossy materials, and similarly warping and geometry, provides good insight on how we
can mathematically perform these two transformations.
Range of Test Objects
We cannot focus on all the dierent possible kinds of shapes and materials in graphics
in a single study. However, it is important to cover a range of objects, as we saw in
our discussion of objects as mirrors conveying illumination information. We expect
that more extreme illumination transformations should be possible on objects that are
poorer mirrors, and vice-versa for objects that are better mirrors. As mentioned above,
for materials we analyze the Ward model [199, 56]. For geometry, we also build on
established precedent, and study blobby shapes [183] that represent deviations from
spheres. By carefully choosing the particular blobby shapes and Ward materials we use,
31we will be able to derive results that can be applied to much more general settings (see
Sections 3.4.2 and 3.4.3). The exact objects we study are described in Section 3.2.1.
3.2 A Study of The Visual Equivalence of Illumination Maps
To understand the eects of illumination transformations on visual equivalence, we con-
ducted a series of psychophysical experiments measuring how illumination changes in-
teract with object geometry and material properties to aect appearance. Speciﬁcally,
we designed studies to answer the following questions: 1) when do changes in illumi-
nation produce visible dierences in images; and 2) when do changes in illumination
produce renderings that are visually equivalent despite these dierences? In the follow-
ing sections, we describe our stimuli and experimental procedure.
3.2.1 Stimuli
First, we created a set of images that would allow us to systematically explore interac-
tions between geometry, materials, and illumination. Figure 3.3 shows the test objects in
our stimulus set. The scene model consists of a bumpy ball-like test object on a brick pa-
tio ﬂanked by two pairs of children’s blocks (see Figure 3.5). The following paragraphs
describe the object, scene, and rendering parameters we used to generate the images.
Geometry: We created four object geometries (G0-G3), shown in the rows of Fig-
ure 3.3. G0 is a sphere (approximated by a triangle mesh with 164k vertices and normal
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Figure 3.3: The geometries and materials used in the experiments. Speciﬁc parameters
are given in the text.
interpolation) while G1-G3 are modiﬁed spheres with bumps of uniform amplitude and
increasing spatial frequency. G1-G3 were created by applying a scaled cube of Perlin
noise [136] to the sphere mesh with cube sizes of f8, 4, 2g, which was judged to pro-
duce objects of roughly uniformly increasing “bumpiness”. We chose these geometries
because: 1) their functional deﬁnitions should facilitate formal analysis of the eects
of geometry on appearance; 2) there is a precedent in the shape perception literature
for similar geometries [183, 185]; and 3) there are recent studies that point to the im-
portance of mesoscale surface variations in the perception of material and illumination
properties [180].
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Figure 3.4: The illumination transformations used in the experiments, and the resulting
renderings on object G1/M0.
Materials: The columns of Figure 3.3 show the materials used in the experiments,
which represent brushed aluminums with dierent degrees of microscale surface rough-
ness. Materials were deﬁned using an isotropic version of the Ward light reﬂection
model [199]. The Ward model uses three parameters to describe surface reﬂectance
properties: d (diuse reﬂectance), s (specular reﬂectance), and  (specular lobe
width). For all materials, d = 0:15 and s = 0:19.  values for M0 through M3 were set
to f0.01,0.06,0.11,0.16g respectively. We chose these parameters to: 1) span a signiﬁcant
range of high-to-low-gloss reﬂectance (producing visually salient reﬂected images); and
2) represent perceptually equal changes in gloss appearance [135].
Illumination: Recent studies have demonstrated the importance of real-world illumi-
nation for the accurate perception of shape and material properties [59, 57]. We used
Debevec’s Grove (UC Berkeley Eucalyptus Grove) HDR environment map [43]. We
34chose this map in particular because Fleming et al. [58] found that it allowed subjects to
most accurately discriminate material properties. Starting with the original Grove map,
we ﬁrst generated a reference map that incorporated the other components of our scene
(i.e., the brick patio and the children’s blocks, which provided high contrast, colored
features one would expect to see in object reﬂections). We then generated two sets of
transformed maps, via blurring and warping:
 Blurs: We convolved the reference map with progressively larger Gaussian blur-
ring kernels. Keeping in mind the relationship between blur and material proper-
ties, the sizes of these kernels roughly corresponded to Ward  values of f0.01,
0.035, 0.06, 0.085, 0.11g. The top row of Figure 3.4 shows a section of each
blurred illumination map, and below it the result of applying the blurred illumina-
tion to an object with geometry G1 and material M0.
 Warps: We wanted to create illumination distortions similar to those seen in the
reﬂectiononabumpysurface. Toachievethis, wegeneratedadditionalbumpytest
objects using the Perlin noise technique described earlier, using scaling factors of
f
p
2;1;
p
1=2;1=2;
p
1=8g, respectively, to eventually produce ﬁve warps. For each
object, we computed a warp in the form of a normal map as follows. For every
sphere direction, we found the surface point seen from the center of the bumpy
object in that particular direction, and used its surface normal to lookup in the
reference map. For a sphere, this is an identity mapping, but if there is any surface
variation, the initial ray gets perturbed, resulting in a warp (refer to Figure 3.2-
b). Lastly, we renormalized the warped maps to have the same overall energy
as the reference. The bottom row of Figure 3.4 shows a section of each warped
illumination map, and below it and the result of applying the warped illumination
to an object with geometry G1 and material M0.
35Rendering and display: The images were rendered at 484x342 using a Monte Carlo
path tracer. The test object was illuminated by either the reference map, a blurred map,
or a warped map, while the rest of the scene was always illuminated by the original
Grove map. Overall, 176 images were rendered for the stimulus set (4 geometries x
4 materials x 11 illuminations (reference, 5 blurs, 5 warps)). For display, the images
were tone mapped using a global sigmoid [188] that was tuned to the characteristics of
the LCD display (Dell 2000FP, 20” diagonal, 1600x1200 resolution, sRGB color space,
max luminance 200 cd=m2, 60:1 dynamic range, gamma 2.2). The images were viewed
under dim oce lighting conditions. At a nominal 24” viewing distance each image
subtended 11.6 degrees of visual angle and each test object subtended 7 degrees.
3.2.2 Procedure
The images in the stimulus set were presented to subjects in pairs using the browser-
based interface shown in Figure 3.5. The pairs always showed objects with the same
geometry and material properties. The only dierence was that one was lit by the refer-
ence map and the other by a transformed (blurred or warped) map. In some cases (Tasks
1 and 4) a third reference image was displayed above the test pair.
3.2.3 Study Questions
Recall our study has two goals. First, we wanted to see in which cases the illumination
transformation produces a rendering that is visibly dierent from a reference. This is
36Figure 3.5: Browser-based interface used in the experiment. Shown: Illumination task,
G1/M0 object, rendered with warp5 illumination map on left, and reference map on
right.
accomplished with an image dierences task, where observers report whether or not
they can see the dierence between two images. Second, we wanted to see when visibly
dierent images still conveyed the same appearance to an observer. For the stimuli in
this chapter, this is determined by asking observers about the appearance of shapes,
materials, and illumination in both images. Images are visually equivalent if:
 The object’s shape and material are judged to be the same in both images, and
 In a side-by-side comparison, a person is unable to correctly identify which object
has been rendered with the reference map.
37These are evaluated using the shape, material, and illumination tasks. All of these tasks
are now described in detail:
1. Image dierences task: In this task, subjects were shown a reference image, and
a pair of test images, all of the same object. The reference image and one of the
test images were rendered with the reference map; these images were identical.
The other test image was rendered with one of the transformed maps. Subjects
were asked: “Which test image is the same as the reference image?”. The pur-
pose of this task was to determine when the illumination transformations produce
images that are visibly dierent (in the VDP sense) from the reference.
2. Shape task: In this task, subjects were shown two images of the same object.
One object was rendered with the reference map the other was rendered with a
transformed map. Subjects were asked: “Are the left and right test objects the
same shape?”. The purpose of this task was to determine if the transformed maps
produce illusory changes in the apparent shapes of the objects.
3. Material task: In this task, subjects were shown two images of the same object.
One object was rendered with the reference map the other was lit with a trans-
formed map. Subjects were asked: “Are the left and right test objects made
of the same material?”. The purpose of this task was to determine if the trans-
formed maps produce illusory changes in the apparent material properties of the
test objects.
4. Illumination task: In this task, subjects were shown a reference image, and a pair
of test images. The reference image showed an ideal mirror sphere rendered with
the reference map. The test images showed identical objects, one rendered with
the reference map and one rendered with a transformed map. Subjects were asked:
“Which test object is lit the same as the reference object?”. The purpose of
38this task was to determine if subjects can use surface reﬂection patterns to detect
dierences in scene illumination.
Separate experiments were conducted for the “blurred” and “warped” map image sets.
For each image set, each subject performed the image dierences task ﬁrst. To reduce
the experiment size, if the subject incorrectly identiﬁed which image was the same as
the reference, then they could not distinguish the reference from the test image, and that
pair was not shown in later tasks. The shape, material, and illumination tasks were then
delivered in random order. Within each task both the overall order of presentation and
left/right positions of the images were randomized across trials.
Subjects entered their responses with a keyboard and mouse using the buttons shown
in the interface. Response times were recorded, but the trials themselves were open-
ended and subjects could take as much time as they needed. On average, subjects took
approximately 45 minutes to complete all four tasks.
Overall, 30 subjects participated in the experiments (15 each in the blurred map and
warped map conditions). The subjects were university students, sta, and faculty (ages
20 to 50). Many had technical backgrounds, but none in computer graphics. All were
na¨ ıve to the design and purpose of the experiments, and all had normal or corrected-to-
normal vision.
39Figure 3.6: Summary of results for the experiments. The top and bottom rows show
results for the blur and warp studies, respectively. Green circles mark cases where ob-
jects rendered with transformed illumination maps had the same appearance as objects
rendered with reference maps. Red squares show cases where object appearance was
dierent from from the reference. Among the green circles (same appearance), there
is a further distinction between the cases where images were indistinguishable (solid
circles) and cases where the images were dierent but conveyed the same appearance
(circles with a dot). Visual equivalence is represented by this latter set.
3.3 Experiment Results
Our results are summarized in Figure 3.6. Recall that we are interested in answering two
questions: 1) when do changes in illumination produce images that are visibly dier-
ent; and 2) when do dierent illuminations produce images that are visually equivalent
(i.e. same scene appearance) despite these dierences? Task 1 addressed the image
dierences question and Tasks 2, 3, and 4 addressed the appearance question.
3.3.1 Task 1 - Image Dierences
Task 1 tested if subjects could see any dierences between images rendered with the
transformed maps and the reference map. Performance on the task was measured using
40a 75% threshold (2AFC) [64]. In Figure 3.6, the cases where images were indistin-
guishable are indicated with solid green circles; in all other cases, visible dierences
were detected. The top row summarizes the results for the blurred maps, with the blur
increasingacrossthepanelsfromlefttoright. Overall, astheblurincreasestheillumina-
tion transform becomes more detectable, as expected. Within this broad trend, visibility
of dierences is aected by the object geometry and material. In general, more blur is
tolerated as the material gloss decreases (i.e., moving up from M0 to M3 within each
panel). There is also a small eect of geometry; the blur is less detectable as surface
bumpiness increases (moving right from G0 to G3 within each panel). Although, as
with any psychophysical experiment, there is some noise in the data, these results are
well understood within characterizations of object-illumination interactions as a ﬁltering
operation [145].
The results for the warped maps are shown in the bottom row of Figure 3.6. Again,
overall detectability of dierences between the test and reference images increases with
the warp level. However, unlike the blur results, which showed a gradual increase in
dierences across the range, here the eect is dramatic. While some images rendered
with warp1 are indistinguishable from the reference, virtually all images rendered with
warp2 and above were judged to be visibly dierent (very few solid green circles). This
reﬂects the reports of subjects who said that it was relatively easy to see this kind of im-
age dierence because it produces distinctly dierent reﬂection patterns in the surfaces.
The detectability of this kind of transformation on the illumination map is relatively
unaected by the object geometry, and only modestly aected by material properties.
We also ran an open source VDP1 [114] on our test pairs to predict the visibility of
1http://www.mpi-inf.mpg.de/resources/hdr/vdp
41dierences and it generally agreed with the judgments of our subjects.
The Task 1 results show that: 1) the transformations we have made on the illumination
maps often produce images that are visibly dierent from reference images, and 2) the
blur and warp transformations appear to be dierent in kind, where the detectability
of blur increases gradually and is aected by object properties, but warping is reliably
detected at all but the lowest warp level, and detection is largely independent of object
properties.
3.3.2 Tasks 2, 3, and 4 - Changes in Appearance
ThefocusofTask1wasonsimpledetectabilityofpixelorregion-wiseimagedierences
without regard for image content (similar to measures produced by VDPs). The focus
of Tasks 2, 3, and 4 was on how the blur and warp transformations aect the appearance
attributes of the test objects (shape, material, and lighting respectively). Since distortion
of any appearance attribute indicates a failure of visual equivalence, in reporting the
results we have combined the data from the three tasks. Speciﬁcally, if for Task 2 or
Task 3 subjects consistently reported that one of the object’s attributes looked dierent
(50% threshold for yes/no design), or if for Task 4 the correctly rendered object was
picked at least 75% of the time (2AFC threshold), then the transformed illumination
map did not preserve appearance for that object.
We refer again to the top row of Figure 3.6 for the results of Tasks 2, 3, and 4 for the
blurred maps. Red squares indicate where subjects saw changes in appearance for that
particular object/illumination combination; green circles (solid or with a dot) indicate
42where appearance was preserved. As with Task 1, there appears to be an interaction be-
tween illumination blur and object material properties. At the lowest blur level (blur1),
with one exception, subjects saw no dierences in appearance between objects rendered
with the blurred and reference maps, but as blur increases (blur2-blur5) more objects
were aected.
The results of Tasks 2, 3, and 4 for the warped maps are shown in the bottom row of
Figure 3.6. Similar to the blur results, smaller warps have less eect on appearance
than greater warps; however, even at the higher warp levels (warp3-warp5) there are
signiﬁcant regions where subjects said the warp and reference rendered objects appeared
the same.
3.3.3 Notes on Question Design and Data Analysis
Yes/no question designs (Tasks 2 and 3) are suspect to user bias, which can aect the
50% threshold used for such designs. In our experiment, this is not a problem because
the correct answer to Tasks 2 and 3 is always “yes” (only the illumination is ever chang-
ing). Thus, users are biased towards answering “no”, which makes our 50% threshold
more conservative than necessary. An alternative is to adopt a forced-choice design
(Task 4) for Tasks 2 and 3 as well. Unfortunately, this requires an analog to a shiny
chrome reference ball for the shape and material tasks. Lacking a suitable canonical
representation of shape or material, we opted for the yes/no design. Recently published
research [192] has conﬁrmed our suspicions that canonical representations of shape and
material are very dicult to deﬁne.
43An ANOVA of our data showed statistically signiﬁcant results across dierent test ob-
jects and illumination transformations. By sampling more data points it should be pos-
sible to pursue an analysis using psychometric functions along the geometry, material,
and illumination transform axes.
3.3.4 Signiﬁcance of the Results
Here we summarize the results of the experiments.
1. First, for the range of objects we tested, it is often possible to signiﬁcantly trans-
form the illumination maps used in rendering without aecting the object’s ap-
pearance (green circles);
2. Second, it is not just that the images produced by the reference and transformed
maps are visually indistinguishable from each other, because in many cases the
images were clearly dierent; rather, it is that images could be visually equivalent
(i.e. same scene appearance) despite these dierences (green circles vs. green
circles with dots);
3. Third, while the eects of the blur transformation are largely predicted by visible
dierences (Task 1), the eects of the warp transformation depend much more
strongly on properties of appearance (Tasks 2, 3, and 4), which are frequently
preserved even for large warps (many more green circles with dots for the warp
transformation).
44Figure 3.7: Visual equivalence predictors (VEPs) for illumination transformations. The
dashed lines represent the original SVM plane ﬁt, and the blue regions represent a more
conservative partitioning. For blur, the planes have a shallow slope, indicating the main
interaction is with material properties. For warp, the planes have a steep slope, indicat-
ing the main interaction is with geometry.
3.4 Metric, Conﬁrmatory Study, and Validation
To use the ﬁndings of the experiments, we would like metrics that can predict when im-
ages rendered with transformed illumination maps will be visually equivalent with ref-
erence renderings. In this section, we derive these visual equivalence predictors (VEPs)
based on our experiment data. We then describe geometry and material measures to
apply our VEP metrics to objects other than those tested in the experiment.
3.4.1 Deﬁning the Metrics
For each geometry, material, and illumination transformation included in the experi-
ment, we know whether the resulting rendering was visually equivalent to a reference
45rendering or not (Figure 3.6). To deﬁne metrics, we need classiﬁers that accurately
separate the results into “good” (green) and “bad” (red) for the blur and warp transfor-
mations.
Support Vector Machines (SVM) [193] are a well-known technique used in machine
learning for classiﬁcation and regression. A support vector machine ﬁnds an optimal
separating hyperplane between members and non-members of a given class in an ab-
stract space. Depending on the kernel functions used, SVMs can function as linear or
non-linear classiﬁers. SVMs are good at simultaneously minimizing classiﬁcation error
and maximizing the geometric margin.
We used the popular SVM software SVMlight2 [84] to ﬁnd a linear classiﬁcation of our
data. Figure 3.7 shows the resulting plane ﬁts, which classify the results with 90% ac-
curacy. Given a point (g;m;i) in the geometry, material and illumination transformation
axes, the equations of the original SVM separating planes for blur B and warp W are:
B : 0:181g+0:546m 0:728i+1:177 = 0 (3.1)
W : 0:772g+0:178m 0:456i+0:500 = 0 (3.2)
These planes are indicated by the dashed lines in Figure 3.7. Notice how most reds
(dierent appearance) lie on one side of these lines, and most greens (same appearance)
lie on the other side. While this is the best ﬁt, we may want to use more conservative
metrics since the misclassiﬁcation penalty for our data is asymmetric (it is worse to
misclassify a conﬁguration as visually equivalent when it actually is not). Conservative
plane ﬁts are given by:
BC : 0:181g+0:546m 0:728i+1:027 = 0 (3.3)
WC : 0:772g+0:128m 0:456i 0:299 = 0 (3.4)
2http://svmlight.joachims.org
46which classify the blue regions in Figure 3.7 as having a dierent appearance. Our
conservative metrics have the property that no instance of dierent appearance is mis-
classiﬁed, except for three cases in the blur experiment where the dierence is so subtle
it cannot be detected by a VDP. We attribute this to minute changes in the brightness of
certain highlights that users learned to spot during the course of the experiment.
We considered the possibility of obtaining a non-linear ﬁt for our data. However, com-
puting higher dimensional ﬁts for datasets of our size (80 points) is not encouraged with
SVMs, so we leave this as future work.
3.4.2 Applying the Metrics to Novel Scenes
To apply our metrics to scenes with arbitrary geometries and materials, we need to
be able to map these properties into their corresponding positions in the conﬁguration
space deﬁned by the test objects in the experiment. In particular, given a new object,
we would like to derive the closest corresponding g and m values that describe it. The
metrics will then predict levels and types of illumination transformations that result in
visual equivalence for that object.
Geometry. Given a general geometric model, what g value should be associated with
it? Many characterizations of geometry are possible [62, 44]. We use a relatively simple
measure that proved eective: we compute the local standard deviation of the surface
normal per degree of visual angle squared (42x42 pixels), and associate the center pixel
of that region with the test object (G0-G3) whose average local standard deviation is
most similar. Note this measure takes the viewpoint into consideration, so the same
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Figure 3.8: Geometry measure for bunny and dragon.
object may correspond to dierent values depending on viewing distance and angle.
The average local standard deviations were f0.157, 0.245, 0.408, 0.592g for G0 to G3,
respectively, given the camera view used to render the test stimuli. Figure 3.8 shows
a false colored image of the bunny and dragon with automatically computed g values.
This can be treated as a pixel-wise measure, or it can be averaged to associate a single g
value with a new object.
Material. Any Ward material can be linearly mapped into our space based on its c and
d values using the equations from [135], provided that c  0:221, the contrast gloss for
our test material, which is on the upper end of the scale of glossiness. In fact, the less
you can see reﬂected in the object, the more aggressively our metrics can be applied.
Mappings for other material models are left as future work.
Illumination. Once we compute the g and m value for an arbitrary model, we can use
our metrics to check which illumination transformations lie on the allowed (visually
equivalent) side of the separating plane. We can then pick the most advantageous one
for the particular application. Blur values directly correspond to a ﬁlter width or down-
48sampling that can be used on an illumination map. For warps, we computed the average
angular displacement of pixels in the warped maps (f0.074, 0.123, 0.154, 0.241, 0.310g
radians for warp1 to warp5, respectively) and use this to characterize arbitrary warps.
Reference Transformation VDP
(b) Generalization Across Geometry: Grove, Dragon, M2, Warp3
(c) Generalization Across Both: St. Peter’s, Bunny, M2, Warp2
≡ ≡ ≡ ≡
≡ ≡ ≡ ≡
≡ ≡ ≡ ≡
(a) Generalization Across Illumination: Galileo, G1, M0, Warp1
Figure 3.9: Predicting visual equivalence for novel scenes. (a) generalization across il-
lumination; (b) generalization across geometry; (c) generalization across both geometry
and illumination.
3.4.3 Metric Generalization and Validation
To test how well our metrics work on objects and illuminations not studied in the ex-
periment, we created new scenes using more of Debevec’s HDR environment maps
(Galileo, StPeters, and Campus). We also used the Stanford bunny and dragon geome-
tries, which have g values of roughly 1:5 and 2:5 respectively, based on pixel averaging
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Bunny M1 Blur4 Campus
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G1 M0 Warp1 Galileo
G1 M0 Warp4 Galileo
Dragon M2 Warp3 Grove
Dragon M2 Warp5 Grove
Bunny M1 Warp2 StPeters
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Dragon M1 Warp2 Galileo
Dragon M1 Warp5 Galileo
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Figure 3.10: Results of our follow-up experiment showing the predictive power of our
metrics. We achieve 93% accuracy, with our only error being a conservative classiﬁca-
tion (predicting inequivalence when the images were equivalent). The visually equiva-
lent image pairs in Figures 3.1 and 3.9 were all validated in this experiment.
of the geometry measure described earlier. Figure 3.9 shows some examples, using the
conservative metrics of Equations 3.3 and 3.4. In Figure 3.9-(a), we generalize across
illumination only, replacing Grove with Galileo but still using our test geometries. In
Figure 3.9-(b), we generalize across geometry only, replacing our test geometries with
the dragon model. In Figure 3.9-(c), we generalize across both geometry and illumina-
tion with the bunny in StPeters. Figure 3.1 shows full generalization across geometry,
illumination, and material for warp2.
To conﬁrm the predictions of our metrics with the new scenes, we performed a follow-
up experiment with 10 additional subjects, identical to the experiment described in Sec-
tion3.2.2. TheresultsforthesescenesaresummarizedinFigure3.10. Of14teststimuli,
7 predicted dierent and 7 predicted equivalent by our metrics, we achieved 93% accu-
racy relative to the subjects’ judgments, with our only mismatch being a conservative
classiﬁcation.
503.5 Applications
Visual equivalence has a wide variety of potential applications which we have only
started to explore. Using new metrics of appearance, it should be possible to create algo-
rithms that reduce image generation costs and enable greater data compression. We have
applied our illumination metrics to two such applications with promising early results:
high quality rendering using Lightcuts [196], and wavelet compression of illumination
for precomputed radiance transfer (PRT) style applications [119].
Figure 3.11: Application of visual equivalence predictors to the Lightcuts rendering
algorithm. Using a warp3 based error threshold reduced the rendering time in half,
while the warp5 based threshold was correctly predicted as not acceptable.
3.5.1 Lightcuts
Lightcuts [196] is a scalable algorithm for computing the illumination from complex
sources including area lights, HDR environment maps, and indirect illumination. It
converts these sources into many point lights, clusters them into a light hierarchy, and
adaptively chooses an appropriate clustering for each point to be illuminated, using a 2%
error criteria. When a cluster is used instead of individual lights, a single representative
light participates in the computation, instead of all cluster members. This results in
signiﬁcant computational savings.
51The adaptive approximation procedure for lighting computations involves maintaining
a cut of the hierarchy that encodes the current proposed approximation. It works as
follows:
Cut C = new Cut();
C.add(root);
WHILE there exists N in C violating 2% threshold {
C.remove(N);
C.add(N.children());
}
Now, with some creative thinking, it is possible to regard light clustering as a warping
operation. When a cluster representative is used instead of individual lights, the repre-
sentative can be considered a condensed, warped version of the individuals. We can ap-
peal to our VEP warping metric to decide when this amount of clustering is acceptable,
even if the 2% error threshold is violated. In other words, visual equivalence allows us
to use more aggressive approximations that the early-vision based 2% threshold metric
prohibits. Recall from Section 3.4.2 that warp levels 1 through 5 can be associated with
progressively increasing amounts of angular displacement. By solving Equation 3.4 for
i in terms of g and m, and using this to lookup into the angular displacements of Sec-
tion 3.4.2, we can, for any given object, compute the maximum tolerable amount of
warp in incident lighting. This results in the following modiﬁed pseudocode:
// warpmetricMaxAngle(g, m) specifies
// the amount of angular displacement warp acceptable
// for a given geometry and material
52Cut C = new Cut();
C.add(root);
WHILE there exists N in C violating 2% threshold
AND N.angle() > warpmetricMaxAngle(g, m) { // violates VEP
C.remove(N);
C.add(N.children());
}
g and m, the arguments of warpmetricMaxAngle, are computed using the geometry
and material measures presented in Section 3.4.2. The results of this modiﬁcation of
the illumination approximation eciency even beyond the original Lightcuts algorithm.
For example, for the dragon model with the M2 material lit by the Grove HDR map,
rendering using the appropriate max angle (which is close to warp3) reduced the ren-
dering time from 143 to 77 seconds, producing a visually equivalent image (Figure 3.11
center).
Interestingly, our metrics also correctly predict that if an extreme max angle is used,
the result will have objectionable changes in appearance, and will be inequivalent. Fig-
ure3.11(right)showswhathappenswhenweincorrectlyusethresholdsbasedonwarp5.
The eects seen here are similar to those observed with extreme illumination warps in
the warp experiment.
533.5.2 Precomputed Radiance Transfer
Precomputed Radiance Transfer (PRT) [174] techniques use specialized and highly
compressed representations of material and illumination properties to quickly compute
images of complex objects under rich illumination, often at interactive rates. One com-
mon method is to treat incident illumination as a cube map (same as in this chapter),
and apply 2D Haar wavelet compression to each face [119]. Using fewer coecients
reduces memory and computational cost, but also introduces blurring and reduces the
contrast in the illumination, which can aect material perception.
Level 0
Level 1
Level 2
Figure 3.12: First three levels of the 2D Haar wavelet basis commonly used in graphics
applications.
It turns out that by looking closely at how wavelets are represented, we can apply our
visual equivalence metrics in some interesting ways to this application as well. Fig-
ure 3.12 shows a 2D Haar wavelet basis (there are actually two dierent 2D Haar bases,
but the one in the ﬁgure is most commonly used in graphics applications). Notice how,
like all wavelets, the basis is spatially variant. This gives it great ﬂexibility in adapt-
ing to local features, but it also means that the eciency of encoding a signal can vary
signiﬁcantly based on where key signal features are located on each cube map face.
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Figure 3.13: Shifting a signal can make it much easier to encode in wavelets. The orig-
inal signal (top row) takes 13 wavelets to encode accurately. If the signal is shifted
diagonally up and to the right (middle row), it can be encoded in 4 wavelets. For com-
parison, if we attempt to encode the original signal in 4 wavelets (bottom row), the
signal’s representation is partially blurred and incomplete.
We have experimented with ‘pre-warping’ the illumination before lossy wavelet com-
pression such that the compressed illumination map more faithfully represents the fea-
tures of the original. By warping the signal, it may be possible to encode the same fea-
tures in a dierent location, but at cheaper cost. Stated dierently, given a ﬁxed wavelet
budget, it can be possible to encode the same features, in a dierent location, without as
much blurring. Figure 3.13 demonstrates the idea. The initial signal (Figure 3.13, top
row), sitting in the very center of the cube map face, aligns poorly with the Haar basis
grid, so the variance in each quadrant of the face is signiﬁcant. However, if the signal is
shifted diagonally up and to the right (Figure 3.13, middle row)m the variance in each
quadrant is zero, and the entire signal can be encoded in 4 wavelets, without any level 2
basis functions. If we were to encode the original signal with the same wavelet budget
55(Figure 3.13, bottom row), we get a much poorer reconstruction, with three of the four
quadrants blurred.
In general, if we look at the values of an illumination map in a given square domain, say,
the support of a wavelet at level i, it may be possible to shift around blocks at level i+1
to reduce variance and preserve more contrast in the wavelet encoding. These shifts are
permissible provided that the aected pixels remain within some maximum deviation of
their original location, based on the visual equivalence warp metric.
Speciﬁcally, let P be a block corresponding to the support of a given wavelet at level
i, and let its sub-blocks fP0g be its four quadrants (i.e. the supports of wavelets in that
block at level i+1). We ﬁrst ﬁnd the particular sub-block P0 which deviates the most
from the average value of P (thus it requires the most eort to encode with additional
wavelets). For example, if P were the upper left quadrant of the signal in the top row of
Figure 3.13, the bottom right sub-block would deviate the most from the average, and
would be the candidate P0 for swapping. Then we search for a nearby block Q, within
the angular displacement speciﬁed by the warp metric, that has a sub-block Q0 to swap
with P0, reducing the total variance of P and Q and ultimately improving the wavelet
encoding. Our current implementation performs an exhaustive search of all candidates,
although more sophisticated implementations are possible. The pseudocode for this
algorithm is as follows:
Image I = new Image(cubeMapFace); // the cube map face
I.createBlockDataStructure(); // creates blocks at all levels
maxDist = warpmetricMaxAngle(g, m);
56void swapAtLevel(int L) {
for(Block P in I) { // iterators through all level L blocks in I
// Q is level L+1 block that varies the most from the mean of P
Block Q = findMaxDeviationSubblockInBlock(P);
Block bestCandidate = null;
for(Block P' in I such that distance(P, P') < maxDist) {
// Q' is the subblock of P' such that, after swapping with Q,
// P and P' both have maximally less variance
Block Q' = findBestBlockSwap(P, Q, P');
if(savings(Q, Q') > savings(Q, bestCandidate) &&
swapRespectsDistance(Q, Q', maxDist))
bestCandidate = Q';
}
if(bestCandidate != null) swap(Q, bestCandidate);
}
}
The swapRespectsDistance call is implemented as follows. For each pixel, we maintain
arecordofitsoriginallocationanditscurrentswappedlocation. Then, whenperforming
future swaps, we test if any pixel will move too far away from its original location. With
this function, we have the ability to run the swapAtLevel procedure as many times as
we want, at any level, without violating the warp metric.
We have tried running this as two passes of multiple swapAtLevel calls, moving ﬁrst
from high to low levels (bigger to smaller blocks), then low to high (smaller to bigger
blocks). Figure 3.14 shows one of our results, starting with 32x32 pixel blocks. On
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Orig. Illumination Map 50 wavelets (no warp) 50 wavelets (post-warp)
Figure3.14: AnexampleofwarpingforbettercompressionandcontrastinPRT.Theleft
dragon, illuminated with uncompressed lighting, has a glossy appearance. Compressing
the lighting down to the 50 strongest Haar wavelets results in the center dragon, which
has a smoother, less glossy appearance. However, by warping ﬁrst and then compressing
down to the 50 strongest wavelets, we are able to restore some of the glossiness and
contrast of the original.
the left, we see the result of illuminating the dragon model with material M1 using the
original, uncompressed Grove map. The center shows the result of compressing the
illumination with 50 wavelet coecients - the glossy material’s appearance has changed
signiﬁcantly. On the right, we see that by warping and still only using 50 coecients,
we can restore the contrast and glossier appearance of the original, at reduced cost.
Discussion
So far, using the warp metric, we have demonstrated gains in two algorithms for ﬁxed-
camera renderings of objects under distant lighting (the applications of the blur metric
are more straightforward). These proof-of-concept examples, while promising, are only
a ﬁrst step. There is room to develop these algorithms and think of more creative ways
the blur and warp metrics can be applied to improve rendering algorithms.
583.6 Conclusions and Future Work
In this chapter, we have introduced the concept of visual equivalence for illumination. In
a series of psychophysical experiments, we have characterized conditions under which
twoclassesoftransformationsonilluminationmaps(blurringandwarping)yieldimages
that are visually equivalent to reference solutions. On the basis of these experiments,
we have derived metrics for predicting visual equivalence for these transformations, and
in a follow-up experiment we have validated that the predictive power of the metrics
generalizes across dierent geometries, materials, and illumination maps. Finally, we
have shown how these metrics can be applied to two existing rendering algorithms to
increase eciency while maintaining image ﬁdelity.
While these initial ﬁndings are encouraging, there is still much work to be done. In the
short term, it is necessary to perform further testing of our metrics and analyses of our
data to fully understand the generality of our results. Along this vein, it would be very
useful to do targeted, narrower experiments in speciﬁc parts of the broad space studied
in this chapter, so that we may derive more precise models and metrics of what we have
observed. In the long term, once these metrics are fully generalized, we can use visual
equivalence predictors of illumination to develop advanced perceptually based render-
ing algorithms. This will require an understanding of how exactly to apply these metrics
in the context of global illumination and multiple objects, but given the high compu-
tational complexity of many lighting eects, pursing this path could unlock signiﬁcant
computational savings in rendering.
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VISUAL EQUIVALENCE AND GEOMETRY
In this chapter, we explore aspects of visual equivalence in the context of complex ge-
ometry. Complex geometry is an indispensable part of compelling graphics imagery,
where scene polygon counts push the limits of current rendering systems. However, ap-
pearance is not always a question of polygon count; just as we see images as more than
pixels, we see objects as more than the triangles that compose them. Understanding the
appearance of complex geometry could hold the key to understanding how to tame the
rapidly increasing polygon counts seen in modern computer graphics scenes.
The appearance of complex geometry can be approached in two dierent ways. The
ﬁrst approach is to consider geometry at the individual object level. This focuses on
the properties of single objects, such as size, orientation, curvature, shape, and spatial
relationship with other objects. A number of papers have studied individual objects, in
terms of perception [130] and simpliﬁcation [109]. A common approach to reducing
the complexity of individual objects is to apply level of detail, where a triangle mesh
is simpliﬁed based on the amount of space it takes up on screen. Several important
advances exist in this area for simplifying single object meshes, and they are character-
ized by just-noticeable dierences and the early-vision standard of ﬁdelity, which was
discussed in Chapter 1.
The second approach is to consider geometry at the aggregate level. Rather than fo-
cusing on the properties of individual objects, this looks at large collections of objects
and focuses on the emergent properties of the entire collection. Forests, ﬁelds, crowds
of people, herds of animals, bins of candy, and piles of fruit are all examples of aggre-
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Figure 4.1: Visual equivalence of aggregate geometry. Using our experiments, the
ﬂower scenes on the left and right were predicted to have the same appearance (and
veriﬁed in a conﬁrmatory study), despite dierent ratios of objects and polygon counts
in each scene.
gates. While aggregates occur frequently in computer graphics scenes, relatively little is
known about how their appearance is perceived. Paradoxically, the cost of modeling and
rendering aggregates is high, even though people looking at aggregates are not focusing
much attention on the individual objects in them.
Contributions
Our goal in this chapter is to develop an understanding of the appearance of aggregate
geometry, and extend this to derive metrics of visual equivalence that can be used to
simplify aggregates in complex scenes. We will ﬁrst present a characterization of ag-
gregates that draws on a broad array of perception and vision literature, and use this to
identify the important axes of aggregate appearance. Then, in the following sections, we
will describe a psychophysical study of aggregate geometry at high numerosity, where
we measure the extent to which object ratios in aggregates can be changed without af-
fecting appearance. We will then show how these measurements directly determine a
method for simplifying aggregate geometry. Figure 4.1 shows an example, where an
aggregate of ﬂowers is simpliﬁed by changing the ratio of objects in favor of the less
complex model, without aecting the overall appearance of the aggregate.
614.1 Aggregates and Characterizing their Appearance
In this section we will describe aggregates in some detail and discuss their important
properties. An aggregate is a collection of objects where the characteristics of the whole
collection are more important (formally, perceptually salient) than the characteristics of
any speciﬁc individual. Figure 4.2 shows some simple examples of aggregates from
the real world. For example, in a forest or pile of rocks, no individual tree or rock
is of particular importance, but overall the collection of individual objects conveys an
impression that is important to capture faithfully.
Figure 4.2: Some examples of aggregates in the real world: forest (left) and pile of rocks
(right)
It is critical to emphasize that both parts of our deﬁnition of an aggregate are neces-
sary. If either part is false, we cease to have an aggregate. For a collection of objects
where neither the characteristics of the whole nor the individuals are salient, it follows
that we can remove the collection from the scene without changing its overall appear-
ance, so this is a rather trivial and uninteresting case. The more interesting case is when
both the characteristics of the whole and the characteristics of speciﬁc individuals are
salient. Consider a forest scene intended to represent a certain North American ecosys-
tem, which will be reviewed by an ecologist. She will be very sensitive to the properties
of individual trees, and relationships between trees, which subjects each tree in the for-
62est to scrutiny. In this case, the forest scene is clearly not an aggregate because the
importance of the individuals has ‘de-aggregated’ it into individual objects.
4.1.1 Previous Approaches to Aggregates in Graphics
Due to the frequent occurrence of aggregates in complex scenes, there has been signif-
icant interest in the computer graphics literature in trying to reduce the memory and/or
processing required to model and render scenes containing high geometric complexity.
We quickly survey some of these approaches here.
Instancing. The paradigm of instancing, originally developed by Sutherland [178], is
ubiquitous in graphics applications today as a means to add aggregate complexity to
scenes while simplifying model speciﬁcation and reducing memory storage. There has
been particular interest in converting fractal and other procedural models into instanc-
ing hierarchies [69]. Work in plant generation has recognized that in complex plant
scenes, parametrically similar objects (such as a collection of trees derived from a com-
mon L-system parse tree) can be approximated as a single instance without aecting
quality [175, 46, 24].
Geometric simpliﬁcation and level-of-detail. Most of the traditional work on level-
of-detail (see [109] for a survey) focuses on reducing the polygon count of a single
object. Cohen et. al. [35] and Luebke et. al. [110] have studied the perception of
LOD by considering contrast and texture masking. Rushmeier et. al. [162] studied how
shape and texture interact with each other, where LOD representations of objects are
combined with better textures to maintain object ﬁdelity. Lee et. al. [98] have looked at
63mesh saliency for simpliﬁcation of individual meshes. While many approaches to LOD
are based on sub-threshold, early-vision ﬁdelity standard based dierences, Watson et.
al. [202] have looked at supra-threshold perception for LODs as well.
LOD-style simpliﬁcation can be applied to multiple objects as well by treating scenes as
triangle soup [108], although they do not work as well because LOD algorithms often
take advantage of knowing the structure of the meshes being simpliﬁed. Recent work
by Cook et. al. [36] has shown how some aggregates can be stochastically simpliﬁed
based on camera position by using single large elements as proxies for multiple small,
often subpixel, elements.
4.1.2 Insights into Aggregate Appearance from Related Fields
Though aggregates have received some attention in the graphics literature, relatively
little is known about their appearance, limiting possible approaches to simplifying them
in general contexts. What is visually important when viewing an aggregate - what are
its emergent properties? We can gain considerable insight into the problem from other
ﬁelds that have analyzed the interactions between human beings and complex imagery.
These ﬁelds are:
 Visual search and attention. Work in this area measures the ability of humans
to ﬁnd a speciﬁc object in a ﬁeld of distractors, with variations across several
dierent feature axes [186, 92, 7]. Of interest in this dissertation is the speciﬁc
axes used by researchers to vary the properties of the objects and distractors.
64 Scene understanding. Several experiments have been conducted to understand
the perceptual dimensions of visual complexity and scene understanding for im-
agery [123, 153, 72]. We describe one such experiment in Appendix A, where
visual complexity was studied speciﬁcally for computer graphics scenes.
 Texture perception. Textures are spatially varying data (e.g. an image) used to
represent dierent kinds of surface or material level detail in computer graphics.
They are very similar to aggregates in that a human observer cares more about the
emergent properties of texture, and less about individual texture elements. Both
the perception [86] and computer vision [113] communities have analyzed texture
in various ways, both in terms of its fundamental building blocks and its overall
important properties.
 Perceptual grouping. When confronted with large numbers of objects, human
beings often attempt to ﬁnd patterns and perceptually group objects based on these
patterns in order to more eciently code what they are looking at. Of interest in
this area are the speciﬁc cues that induce grouping, and the relative strengths they
have.
Wewilldescribeeachoftheseﬁeldsinsomemoredetail, pointingoutspeciﬁcproperties
that can play a role for aggregate geometry.
Visual Search
Visual search is a common problem in the visual processing of complex imagery where
a human being must locate a speciﬁc object of interest in a ﬁeld of distractors. To
make visual search experiments interesting, researchers vary the relationships between
65the object of interest and the distractors in very speciﬁc ways. Speciﬁcally, they try
to determine what characteristics of the object of interest can help visually distinguish
it from distractors, and under what conditions. Common axes of variation in search
experiments include:
 Numerosity - the total number of objects present in the search task. [163, 6]
(known in the visual search literature as ‘display size’)
 Shape - the particular shapes used for the objects and distractors. Simple shapes
such as circles, squares, and triangles are commonly used. [139]
 Color - the particular colors used for the objects and distractors. [121]
 Variety - the number of dierent shapes and colors in the experiment [181, 7, 139]
(visual search with two kinds of distractors is dierent than search with twenty
kinds of distractors)
 Density - the number of objects per unit area in the image. [163, 6]
Scene Understanding
Scene understanding research speaks directly to how human beings code and interpret
realistic, compleximagery. Anumberofstudieshaveshownhowoverallimagestatistics
have patterns that correlate with important visual properties of images [124]. There are
also several studies of the overall dimensions of visual complexity in imagery [123, 148]
Perceptually important axes identiﬁed in these experiments include:
 Numerosity - the total number of objects in the scene.
66 Clutter / Openness - the number of objects per unit area in the images (same as
density)
 Structure / Symmetry / Organization - the means by which objects in the scene are
conﬁgured with respect to one another
 Variety - the number of dierent shapes and materials in the scene. Also includes
the amount of variation in lighting.
4.1.3 Texture Perception
Texture perception has long fascinated people interested in how human beings under-
stand the world around them. Like aggregates, textures are perceived as whole entities,
despite being composed of individual elements [85]. In fact, in many cases, the dier-
ence between an aggregate and a texture is simply a question of scale. For example, a
micro-scale description of a carpet could consist of lots of ﬁber geometry, but a macro-
scale description is easily given by a raster image texture.
The speciﬁc characteristics that make a texture what it is have been the subject of
decades of research. In particular, there have been inﬂuential studies on the overall
dimensions of texture perception [153, 72], emphasizing such axes as:
 Shape / Color - the speciﬁc properties of individual texture elements
 Regularity / Disorder - the degree to which texture elements are arranged in a
pattern.
67 Directionality / Orientation - the degree to which texture elements are associated
with a particular direction on the xy-plane.
 Busyness / Complexity - the overall density of texture elements and extent to which
they follow a simple pattern.
 Roughness - the extent to which a human’s visual impression of the tactile impres-
sion of the texture is rough
 Contrast - the magnitude of dierence between properties of dierent texture el-
ements
4.1.4 Perceptual Grouping
Perceptual grouping research aims to characterize how human beings associate similar
and dissimilar objects with one another when they appear together in a given image or
scene. It isoneoftheoldest ﬁeldsofresearchwebuild on, andisreviewedextensively in
Palmer’s text on perception [130]. Important properties in perceptual grouping include:
 Shape / Color - the speciﬁc properties of individual objects
 Proximity - how close / far away individual objects are from one another
 Grouping cues - does the arrangement of unrelated objects in the scene suggest
that two objects should be together?
684.2 Important Dimensions of Aggregate Appearance
As described above, aspects of visual search, scene understanding, texture perception,
and perceptual grouping are all important in understanding complex entities like aggre-
gate geometry. At ﬁrst glance, there are substantial dierences in models proposed in
these areas, and it is unclear how much they overlap (for example, is aggregate per-
ception more like visual search or perceptual grouping?) However, a closer look reveals
that all of the properties mentioned above fall into three broad categories. These include:
numerosity—the number of objects visible in a scene; variety—the range of variation in
the shapes, sizes, and material properties of the objects that make up the aggregate;
and arrangement—the layout of objects in the scene. We now brieﬂy describe these
dimensions.
4.2.1 Numerosity
Figure 4.3: Examples of numerosity in an aggregate, from low (left) to high (right).
Numerosity refers to the number of objects in an aggregate, and is in some sense an ag-
gregate’s fundamental deﬁning property. Figure 4.3 shows an example ranging from low
to high numerosity. Research in scene understanding and visual complexity suggests
that numerosity is consistently a key perceptual indicator of complexity in computer
69graphics scenes [123, 148]. It is therefore not surprising that numerosity has played an
important role in many of the areas of research described above, and will likely play an
important role in general aggregate perception as well.
There is an interesting question as to how numerous a collection of objects must be be-
fore it becomes an aggregate. Intuitively, a single object is not an aggregate, and ten
thousand objects are. Thus, as numerosity increases, at some point a transition happens
and an aggregate is formed. Determining exactly where this point lies is beyond the
scope of this dissertation; our focus is aggregates, so we look at high numerosity, where
the transition to aggregate has already occurred. However, several seminal papers in
visual search [163, 6] indicate that there is a mid-range numerosity level where visual
search performance is worse than both low and high numerosity. This could be indica-
tive of an ‘in-between’ state where a collection of objects is transitioning from individ-
uals to an aggregate, and the human visual system is adapting between two dierent
search modes to compensate. This behavior is also likely to depend on the particular
shapes and materials of the objects in the aggregate.
4.2.2 Arrangement
Arrangement is a term we used to describe all aspects of the spatial relationships be-
tween individual objects in a collection. It encompasses properties such as density,
regularity/disorder, clutter/openness, orientation, symmetry, and proximity; Figure 4.4
shows a range of examples. From these, it is clear that arrangement itself is a very high
dimensional space that is challenging to study. Nonetheless, human observers clearly
use the arrangement of objects to help them understand real-world scenes. For example,
70Figure 4.4: Examples of arrangement in an aggregate. Left: random, center: rows, right:
3d cloud.
the regularity of trees arranged in patterns in an orchard is perceived dierently from
the disordered arrangement of trees in a natural forest. Similarly, the density of ﬂowers
in a garden is perceived dierently from a uniform scattering of ﬂowers over a large
meadow. The spatial dimensions of an aggregate can also vary, e.g. one dimension (a
string of beads), two dimensions (plants on terrain), or three dimensions (leaves on a
tree).
A ﬁnal axis of variation for aggregate arrangement is spatiotemporal dimensionality.
This axis is not emphasized much in the above discussion, which covers research ﬁelds
that scrutinize mostly two-dimensional imagery, but in the context of computer graph-
ics, three and even higher-dimensional arrangements are clearly important. For instance,
while one-dimensional arrangements such as a string of beads, or two-dimensional ar-
rangements such as a planted crop of corn, are easily captured by two-dimensional im-
agery, a three-dimensional arrangement such as a ﬂock of birds can only truly be under-
stood with three-dimensional perspective and a moving camera. Incorporating time (the
fourth dimension) further increases the number of possible arrangements, introducing
eects such as periodic or coordinated motion.
714.2.3 Variety
Figure 4.5: Examples of variety in an aggregate. Left: shape variety, center: color
variety, right: both simultaneously.
Finally, the term variety is used to describe the homogeneity or heterogeneity of the
aggregate. It consists of all aspects of shapes and material (often restricted to color
in the research described above). For example, a bin of candy could consist solely of
red lollipops, it could have dierent colors of lollipops (variety in material), or it could
contain candy canes and candy corn as well (variety in shape). It could even contain
multiple colors of multiple dierent candies (variety in both material and shape). If
an aggregate is heterogeneous, there is also a question of how many objects exist of
each kind. Quickly, it becomes evident that the number of unique varieties of any given
aggregate is limitless. Figure 4.5 shows a small set of examples.
Another interesting question that arises here is the interplay between variety and ar-
rangement. Just as one can imagine the shapes and colors of an aggregate varying, one
can just as easily imagine the spatial relationships of objects in an aggregate varying
depending upon spatial location. For instance, consider a regular grid of apple trees sur-
rounded by a wild apple forest. By virtue of the fact that everything is an apple tree, one
could argue that everything is perceived as one big aggregate with varying arrangement;
however, it seems more natural to think of two dierent aggregates, the grid of trees and
the wild forest. This an important problem to consider as future research tackles higher
order aspects of aggregate perception.
724.3 A Study of the Visual Equivalence of Binary Aggregates
Having discussed the important properties of aggregate appearance, in this section we
describe how we have studied these properties to investigate visual equivalence for ag-
gregates. We ﬁrst explain the choices we made to limit the scope of our experiments to a
tractable and yet useful set of cases. We then describe the psychophysical study we ran,
from the composition of the stimulus images to the study question and methodology.
4.3.1 Scope of Our Experiments
The aggregate properties of numerosity, variety, and arrangement, as discussed in the
previous section, are each multidimensional in their own right. It is not feasible to study
all these dimensions within the scope of a single experiment unless each subject endures
hours of experimentation. Therefore, in this section we describe the set of choices we
made to deﬁne a reasonable sub-space that is (a) small enough to be manageable, and
(b) general enough to be practically useful for graphics applications. Where possible,
we have made conservative choices to broaden the range of cases in which our study
could apply.
Numerosity
Ideally we would like to study complex models where the numerosity of objects is on the
order of real-world scenes. Prior research in search tasks [163] has shown that humans
73are more accurate in estimating properties of numerous, dense distributions; thus, we
conservatively chose to study as high a numerosity as possible. However, if too high,
the limits of image size and resolution make objects so small as to be indistinguishable
from one another. For our stimulus set, an aggregate size of n = 200 provided maximum
numerosity and density while still keeping the individual objects distinguishable (see
Section 4.3 for more details).
Variety
Variety in an aggregate, arising from dierences in both the shapes and material prop-
erties of objects, is again a very large space to study. To keep our study conservative
and tractable, we focused on binary aggregates: aggregates consisting of two types of
shapes. Intuitively, an aggregate should be harder to understand if there is more va-
riety, because our visual system would need to code all of the resulting inter-object
dierences. Thus, thresholds measured for binary aggregates should be conservative
for ternary and higher aggregates; indeed, we observed this eect in pilot studies, and
also in our validation studies (see Figure 4.12). We studied a range of dierent pairs of
shapes and materials, as described in the next section.
Arrangement
Because of the powerful interactions between positioning and perceptual grouping, ag-
gregate appearance is aected greatly by arrangement. While studying the eects of
regularity and disorder on the perception of aggregates would be valuable, for our exper-
74iments we have chosen to study aggregates of disordered objects. This is representative
of the aggregates encountered in many natural scenes, such as plants in a ﬁeld, rocks on
a beach, and so on.
Even with disordered arrangement, we had to decide how to distribute the objects spa-
tially. Distributions in 3D raise the problem of occlusion, which from a single viewpoint
can distort an observer’s perception of both the number and variety of objects in an ag-
gregate. This likely occurs because the properties of unoccluded foreground objects are
more salient than those of partially occluded background objects. To avoid this problem,
we restrict our studies to random arrangements of objects on a ﬂat surface (no stacking),
viewed at an angle from above (though not directly overhead), to maintain 3D scene
understanding while minimizing occlusion.
4.3.2 Study Objects and Materials
Now that the scope of our experiments has been decided, we must determine what ob-
jects and materials we will include in our study. The space of all possible shapes and
materials is of course very large. Even having limited ourselves to binary aggregates,
the two objects contained in a binary aggregate can be almost the same, vastly dier-
ent, or anything in between. To develop a sense of how dierences between individual
objects can aect aggregate perception, we studied a range of pairs of shapes, from
similar to dissimilar. For materials we focused on color variations, both correlated and
uncorrelated with shape variation.
75B1 B0 B2 D
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Figure 4.6: The geometries and materials used in our experiments. The B objects are
similar to each other, and the D object is completely dierent. The colors used are, in
order from left to right, cyan, yellow, magenta, red, blue, and green.
Shape
We selected the set of geometries shown in Figure 4.6. Our canonical reference object
is B0, a smooth, sphere-like object. B0 is a ‘blobby’ created in the spirit of shape stud-
ies [184]. We selected this object because it is recognizable, while not being a perfect
shape. To generate B0, we used the technique described in Chapter 3.2.1, where sphere
vertices are perturbed along their normal direction as a function of a 3D Perlin noise
cube [136]. We used a sphere of radius 0.81 and scaled the noise cube by a factor of
1.68.
To understand how geometric similarity aects perception, we created two object
shapes, B1 and B2, that are bumpier versions of B0. 1 B1 and B2 were selected to be
equally spaced perceptually and clearly distinguishable. To conﬁrm this we passed im-
age pairs through the visible dierences predictor (VDP) of Mantiuk et. al. [114]. At
a nominal viewing size of 3030 pixels (.72 degrees visual angle), the percentage of
pixels above VDP threshold comparing diuse renderings of B0 and B1 is 45:89%, and
the percentage for B0 and B2 is 69:82%.
1B1 and B2 were generated using Perlin noise scaling factors of 3.2 and 5.66, respectively.
76To understand the eect of object dissimilarity, we also wanted to analyze binary aggre-
gates with an object maximally dierent from B0. We considered many choices, such as
cubes with varying volumes, cones, and cylinders with heights comparable to or greater
than B0. We sought an object that was distinct enough from B0 such that, when aggre-
gated with B0, it would stand out just as strongly as B0 itself. Ultimately, we settled on
D, a small rectangular prism, with a completely dierent shape, volume, and features
from B0.
Material and lighting
Previous research has shown that specular reﬂections of realistic lighting are a strong
cue for shape [59]; so we picked glossy Ward materials and lit the objects with the UC
Berkeley Eucalyptus Grove environment map [43]. Gloss properties were deﬁned using
the perceptually uniform c;d gloss space of Ferwerda et. al. [56]. All materials had a c
value of 0:09 which shows specular cues, falls within a range of realistic materials [199],
and is not unrealistically shiny. Instead of focusing on changing glossy material proper-
ties, which are hard to perceive in large aggregates, we varied the objects’ diuse color
to create variety in the material properties of the aggregate. Furthermore, color can vary
correlated with shape (red balls and blue cubes), or uncorrelated with shape (red and
blue balls, or red and blue cubes). We studied both possibilities.
774.3.3 Rendering Stimulus Images of Aggregates
This section describes the scene setup we used to visualize our aggregate stimuli, in
particular our speciﬁcation of random arrangements on the plane, and the camera / ren-
dering setup.
Object arrangement
To model the aggregates we used in the experiments, we randomly placed individual ob-
jects on a gray, diuse plane. We use fast Poisson disk sampling [49] to cover the plane
with n candidate locations in the view frustum. We achieve a dense distribution [163]
by matching the radius of the Poisson disks with the radius of the test objects. To stay
maximally dierent, D’s size remains much smaller than the Poisson disk size.
Camera view
We set the camera view at a viewing angle of 45 degrees above the plane to balance two
eects; one, that the aggregate is viewed in perspective, and two, that occlusion is low.
The camera view distance was calibrated to maximize the number of objects on screen,
while keeping the stimulus images a reasonable size so that objects are distinguishable
from each other even when they are viewed in perspective. Stimulus images were 590
475 pixels (14 degrees visual angle) with 200 objects in the aggregate, each with a
minimum object size of 3030 pixels (.72 degrees visual angle). Figures 4.7 shows
some examples.
78Rendering
Based on the experiment design described in the next section, each image was rendered
by placing the appropriate objects in the locations computed by the Poisson disk sam-
pling, and assigned suitable material properties. The ﬁnal images were rendered with
environment map lighting using the Lightcuts algorithm [196, 195].
(i) B0 vs. B1, 50:50 (ii) B0 vs. B2, 20:80 (iii) B0 vs. D 80:20
(iv) 2 correlated colors:
B0 (cyan) vs. D (yellow), 50:50
(v) 2 uncorrelated colors
B0 vs. D, {cyan, yellow}, 50:50
(vi) 200 uncorrelated colors
B0 vs. D, {HSV}, 50:50
Figure 4.7: Example stimuli from our experiments. (i)-(iii) show aggregates composed
with B0 and B1 / B2 / D, respectively. (iv)-(vi) show dierent examples of color variation
for B0 and D: correlated color in (iv) and uncorrelated color in (v)-(vi).
Specifying numerosity and variety for stimulus images
For our experiment we must create dierent object distributions. In a binary aggregate,
two shapes are being tested. We specify r, the ratio between the two shapes. Since all
our aggregates had 200 objects, an aggregate of B0 and B1 with r = 50:50 would have
100 B0 and 100 B1, an aggregate of of B0 and B2 with r = 20:80 would have 40 B0 and
79160 B2, and ﬁnally, an aggregate of B0 and D with r = 80:20 would have 160 B0 and 40
D. These examples are shown in Figure 4.7-(i)-(iii), respectively, where all objects are
of one color.
The materials of an aggregate are varied by changing the color of the objects. We have
two choices: to correlate the color change with shape, or not. When color is correlated,
then each shape is always associated with the same color. Figure 4.7-(iv) shows such an
aggregate where all B0 are cyan, and all D are yellow, and r = 50:50 (100 of each). The
colors can also be uncorrelated, in which case each object can be either cyan or yellow
with equal probability, independent of its shape; this is shown in Figure 4.7-(v). When
uncorrelated, an aggregate can have more than two colors; an extreme case with 200
colors is shown in Figure 4.7-(vi).
4.3.4 Experiment Design
Our goal is to study the sensitivity of human observers to the composition of objects in
binary aggregates. We now describe the psychophysical experiments we conducted with
our stimulus set to study this. We ran two experiments: in Experiment 1, we focused on
varying shapes in the aggregate, and in Experiment 2 we focused on varying material
(color).
80Visual Equivalence for Ratio Transformations
We begin with a binary aggregate of two shapes (;). We looked at many conditions,
with dierent pairs of shapes, dierent colors, and ratios. For each condition, the shape
variationofanystimulusimageischaracterizedbytheratior, e.g. 50:50(seeFigure4.7-
(i)).
As in Chapter 3, we will determine visual equivalence by making a suitable transforma-
tion to a reference aggregate and ﬁnding the threshold at which study participants think
the aggregate’s appearance has changed. For binary aggregates, a very natural transfor-
mation is to modify the ratio r. For example, how visually important is the dierence
between a 50:50 ratio and a 55:45 ratio? How about 45:55?
More generally, given an aggregate with base ratio br = br:br, we want to determine
the thresholds up and down such that an aggregate with ratio br+up:br up (resp.
br  down:br +down) has the same appearance as an aggregate with the base ratio
br.1
Study Question
Now we move onto the ﬁnal component of the experiment, the study question and in-
terface. In Chapter 3, we approached this problem by asking speciﬁc questions about
the properties of shape, material, and illumination for a single object. Faced with ag-
1While it may seem that up and down should be equal, pilot studies showed this not to be the case,
so we measured them separately.
81gregates of hundreds objects, we need to take a dierent approach. We could ask about
every aggregate property individually, but the resulting study would be extremely long,
and some of the questions might be confusing for the study participants.
Given the scope of our experiments, we know that all aggregates in our experiments are
randomly arranged, and two aggregates are only compared if they represent the same
variety condition, and dier in ratio alone. Thus, for the purposes of our study, the
question to ask need only relate to the relative numerosity of each type of object in the
aggregate.
One approach is to simply ask participants to look at two images representing dierent
object ratios of a certain variety condition, and answer, Which image has more of
object X? This question is simple, but it does not characterize appearance in the way we
wouldlike. Inintroductorystudies, wefoundthatwhenaskedthisquestion, aparticipant
is capable of detecting very slight dierences in relative numerosities (e.g. 50:50 vs.
52:48), but these dierences, while noticeable, are not visually important.
A better approach, and the approach we ultimately took, is shown in Figure 4.8. On
the top is the base ratio br = br : br, shown as the reference image. Below that are
two stimulus images, with ratios r0 and r00. One of these two images (either the left
or the right) is always the SAME aggregate as the reference; i.e., r0 = br, except the
objects are shued around / arranged dierently. The other image has a perturbed ratio.
The question we ask is, Which image shows the same collection of objects as the
reference?
On the surface, this isnot as intuitive a question as a simple counting question. However,
82it speaks directly to appearance - if a participant ‘sees’ two collections as the same,
then he ﬁnds their ratio dierence to be visually unimportant, and the resulting images
representing the collections are visually equivalent. We also note that this question is a
2AFC design [64] mirroring the illumination question in Chapter 3.
Figure 4.8: Screenshot of the experiment GUI. Shown: B0 vs. D.
Experiment 1: Single-color ratio sensitivity
In Experiment 1 we explored sensitivity to ratios purely in terms of shape variation. All
objects were made of the cyan material. We looked at three speciﬁc kinds of binary
aggregates (see Figure 4.7):
 B0 vs. B1: two geometrically similar objects.
83 B0 vs. B2: two geometrically similar objects, but less similar than B0 vs. B1.
 B0 vs. D: two geometrically dissimilar objects.
Our goal was to measure when a change in ratio resulted in a noticeable change in
aggregate appearance. We expected that thresholds could be dierent depending on the
initial composition of the aggregate, so we considered 5 base ratios for the reference
image: 20:80, 35:65, 50:50, 65:35, and 80:20; i.e., these had (40;70;100;130;160) B0
objects, and (160;130;100;70;40) of the other object, respectively. For each of these
ratios, our goal was to ﬁnd up and down, such that the aggregate with 200up more,
or 200down fewer, B0 objects, had the same appearance as the reference.
Experiment 2: Multi-color ratio sensitivity
In our second experiment, we looked at material variety (by changing color), while
holding the ratio of the objects in the aggregate ﬁxed. We tested the following two kinds
of binary aggregates:
 B0 vs. B1: two geometrically similar objects.
 B0 vs. D: two geometrically dissimilar objects.
For each of these, we tested a wide variety of color conditions, all at the ratio
50:50. Each object had a color associated with it at random from the following 6
color distributions: only one color fcyang; two colors fcyan;yellowg, three colors
84fcyan;yellow;magentag, and so on, in the order shown in Figure 4.6. We also con-
sidered two extreme cases: correlated color, and ‘lots’ of color. In the correlated case,
each kind of object was associated with a single color; i.e. B0 was cyan, and B1 or D
were yellow. In the ‘lots’ case, each object in the aggregate had assigned to it a unique
color from the HSV cone (H sampled in 200 divisions, S = 0:91, V = 0:338).
4.3.5 Hypotheses
We have taken some eort to design a broad study that provides insight into several
dierent important variables in aggregate appearance. Prior to running the study, we
expected the following trends:
 Highest thresholds at 50:50. We expected that large changes in aggregate ratio
would be harder to see if both objects in the aggregate were numerous.
 Threshold symmetry. Building on our prediction above, we initially expected
up and down to be roughly equal in all cases. However, in pilot studies we
found that thresholds were actually asymmetric. We will discuss this issue more
in Section 4.4.
 Similar shapes have higher thresholds. We expected that B0 vs. B1 would
have the highest thresholds, because B1 looks the most like B0 and is most easily
confused with it. Likewise, we expected that B0 vs. D would have the lowest
thresholds, since D is completely dierent from B0, and we felt B0 vs. B2 would
lie some where in the middle.
85 Correlated color raises thresholds. Color is a very strong grouping cue that
often cannot be ignored even in unrelated search tasks [182]. For this reason, we
expected that color would raise thresholds for aggregate appearance.
 Uncorrelated color reduces thresholds. The one exception to the above is the
correlated color case. When both color and geometry work together to distinguish
two objects, we expected subjects to be quite accurate.
4.3.6 Experimental Methodology
Here we will discuss a few details of how we measured thresholds for aggregate appear-
ance and conducted our studies.
Measuring thresholds
To measure thresholds we built on the QUEST [200] method, as implemented in the
MATLAB PsychToolbox 2. QUEST adaptively presents trials to a subject based on
their past performance, which is useful when a good a priori estimate of threshold is not
available. It maintains a likelihood function, deﬁned over all potential threshold values,
that is updated with each subject response, and used to determine the ﬁnal measured
threshold.
In our study, we were interested in locating many (around 60) thresholds, spanning a
2http://www.psychtoolbox.org
86number of aggregate test conditions. We also wanted to keep the study size reasonable
(under 1 hour worst case). Thus, we limited ourselves to 7 QUEST-suggested trials per
subject per threshold value. To ensure each subject saw a full range of stimuli and to
keep subject performance independent, state was not shared between subjects; that is,
subject i’s responses did not aect the trials provided to subject i+1.
To combine all subject data into a single threshold value, rather than computing a thresh-
old per subject and averaging, which is noisy with only 7 trials per subject per threshold
value, we pooled all subject responses into a single likelihood function and used it to
compute threshold and error bars (given by standard deviations). Computationally, this
is equivalent to treating all responses as belonging to a single super-subject, and esti-
mating the threshold for that super-subject. In Section 4.5 we will show our perceptual
validation of this measurement strategy, and compare thresholds obtained in this matter
to bootstrapping methods [205].
Experimental Procedure
Prior to taking the experiment, the study question (Section 4.3.4) was explained to each
subject, using simple examples with a few objects. Then the subject began the actual
experiment on a computer using the GUI mentioned earlier (Figure 4.8). The GUI in-
dicated the trial number and also the number of correct responses the subject had given
thus far - we found this improved subject performance and morale in what was otherwise
a monotonous task.
For each aggregate type (i.e. B0 vs. B1), trials were presented in random order, one at a
87time. They were also interleaved across all base ratios in order to ensure statistical inde-
pendence [200]. Experiments 1 and 2 were run on 17 subjects each, all in their twenties
to ﬁfties and with normal or corrected-to-normal vision. Experiment 1 took about 45
minutes per subject and Experiment 2 took 30 minutes per subject. The experiment was
conducted in a dark room using an LCD display (Dell 2000FP, 20” diagonal, 1600x1200
resolution, sRGB, max luminance 200 cd=m2, 60:1 dynamic range, gamma 2.2).
4.4 Experimental Results
We now present the results of our experiments on binary aggregate perception. We
will ﬁrst discuss the single-color case, which investigates the impact of shape similarity
alone on the appearance of aggregates with dierent distributions. We then discuss the
multi-color case, where we look at how color variety modulates the thresholds observed
in the single-color case, and ﬁnally we summarize the results.
4.4.1 Experiment 1 - Eects of Shape on Aggregate Appearance
The results of Experiment 1 are shown in Figure 4.9, indicating how sensitive observers
are to changes in shape ratios. The top row corresponds to down, and the bottom row
corresponds to up. For example, looking at Figure 4.9-(i), 50 on the x-axis is associated
with the value 18. This indicates that if you start with 50% B0, you can reduce this by
18%, replacing B0 with B1, and the new aggregate (which only has 32% B0) will have
the same appearance. In other words, for base ratio 50:50, down = 18%.
88B1 B0 vs
B0 B2 vs
B0 D vs
40 70 100130160
0
20
40
60
80
100
40 70 100130160
0
20
40
60
80
100
40 70 100130160
0
20
40
60
80
100
40 70 100130160
0
20
40
60
80
100 (i) (ii)
(iv) (v)
40 70 100130160
0
20
40
60
80
100
40 70 100130160
0
20
40
60
80
100
(iii)
(vi)
100 20 35 50 65 80
Initial %B0 in aggregate
20
30
50
10
0
40
20 35 50 65 80
Initial %B0 in aggregate
20 35 50 65 80
Initial %B0 in aggregate
20
30
50
10
0
40
20
30
50
10
0
40
%
 
t
o
t
a
l
 
o
b
j
s
 
c
h
a
n
g
e
d
100 100
100 20 35 50 65 80
Initial %D in aggregate
20
30
50
10
0
40
100 20 35 50 65 80
Initial %B2 in aggregate
100 20 35 50 65 80
Initial %B1 in aggregate
20
30
50
10
0
40
20
30
50
10
0
40
%
 
t
o
t
a
l
 
o
b
j
s
 
c
h
a
n
g
e
d
B1→B0
(Δup)
B0→B1
(Δdown)
0 0 0
0 0 0
B0→B2
(Δdown)
B0→D
(Δdown)
B2→B0
(Δup)
D→B0
(Δup)
Figure 4.9: Thresholds for shape variations. The top row shows insensitivity to decreas-
ing B0 in the ratio. The bottom row shows insensitivity to decreasing the other object in
the ratio. In both cases, the more of an object you start with, the more you can decrease
it before subjects noticed. The ﬁnal points in the curves dip because the total number of
objects in each image is constant, so when one kind of object is too numerous, the other
one starts to pop out more.
Overall trends
The ﬁrst thing to notice in Figure 4.9 is that overall, the most similar object to B0, B1,
has the highest thresholds, and the least similar object, D, has the lowest thresholds.
This supports our hypotheses that objects more similar to B0 will have higher thresholds
(i.e., more replacements are possible). B2 lies in between, but is not very dierent from
B1.
The second thing to notice is that for the ﬁrst four data points in each graph, thresholds
are trending up (linear regression R2 between :76 and :95). That is, the more  you
89start with, the less sensitive you are to replacing  with something else. Intuitively, this
makes sense; with a large number of , estimates of numerosity are likely to be less
accurate than with a small number of . This is an interesting trend that indicates that
aggregate perception may have Weber’s law like characteristics [130].
Behavior of the ﬁnal data point
The ﬁfth data point in every graph reveals some interesting behavior - the upward trend
stops, and either stays ﬂat or changes direction. Recall that each aggregate has a total of
200 objects, so when we have 160 of object  (80% point on the x-axis), we only have
40 of object . If  is salient in the ﬁeld of s, then we can use estimates of  to better
understand how many objects there are. For example, it is easier to notice 20 objects
becoming 40 than to notice 180 objects becoming 160.
By this reasoning, the behavior of the ﬁfth data point in these curves gives a sense of
how much eort is required to discriminate  and . For B1 (Figure 4.9-(i,iv)), the eect
is slight; this reﬂects the high similarity of B0 and B1. Many subjects reported that
they found the shape dierence subtle, despite the fact that the VDP indicates that the
dierences are well above threshold. For B2 (Figure 4.9-(ii,v)), the eect is dramatic;
this shows that B0 and B2 are easily distinguishable. For D (Figure 4.9-(iii,vi)), the eect
exists, but it is much larger when D is getting replaced with B0 (Figure 4.9-(vi)). This is
because B0, being bigger and more densely packed, groups together better than D, and
therefore provides better information for judging aggregate properties.
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Figure 4.10: Threshold asymmetry and visual equivalence. When plotting all result
curves together, notice that the curves can dier for skewed distributions, but they meet
near the 50:50 point. The lack of perfect symmetry between the curves possibly indi-
cates a subject preference for focusing on one object over another. The green regions
indicate the overall trend of how visual equivalence occurs; the size of of each region
increases until 50:50 and then decreases, with the exception of a bump in (iii) 35:65.
Threshold asymmetry
There is a relationship between the graphs of Figure 4.9 - since the binary aggregates are
of ﬁxed total numerosity, when B0 is decreased, B1 is increased, and vice-versa. Thus,
the curves Figure 4.9(i-iii) are naturally paired with the curves (iv-vi). To understand
this further, in Figure 4.10, we combine each set of two curves into a single plot. The
blue curves in the bottom row of Figure 4.9, which show the eect of increasing B0
(up), have been ﬂipped and overlaid on the green curves, which show the eect of
decreasing B0 (down). The x-axes have also been combined to show the aggregate base
ratio for each point.
The ﬁrst thing to notice here is that the curves on each plot cross. For example, looking
at Figure 4.10-(i), for 20:80 B0 vs. B1, observers are far more sensitive to decreasing
B0 than decreasing B1. However, for 80:20, the thresholds are reversed. This is to
91be expected, since as mentioned earlier, driving an object close to extinction is very
perceptually salient. Next, notice that as we near the 50:50 point, the two curves get
closer together and the thresholds are more symmetric. The curves in Figure 4.10-(ii)
show similar behavior. In Figure 4.10-(iii), for high numerosities of B0 (50 80%) the
curves in the plot have the same form as the other two and the same explanation can be
applied. However, for low numerosities (20 30%) the crossing has collapsed and the
curves are essentially the same. This can again be attributed to dierences in how well
the dense B0 and sparse D objects group with each other.
Overall trend of visual equivalence
Finally, we identify the main trend of visual equivalence of aggregate appearance based
on our experiments. Each graph in Figure 4.10 has had its lower envelope, called the
equivalence region, colored in green. Given any base aggregate ratio (on the x-axis), it is
possible to increase OR decrease this ratio by an amount that falls within the equivalence
region and generate a visually equivalent output. In general, there is more room to in-
crease or decrease near balanced ratios like 50:50, and less room near unbalanced ratios
on either side of the x-axis. This eect is consistent with our hypotheses (Section 4.3.5),
even though we did not expect threshold asymmetry.
The one exception to this discussion is a small bump in Figure 4.10 (iii) 35:65. While
this could be noise in our experiment results, it is also possible that B0 vs. D is more
accurately characterized by a ﬂat region of equivalence, rather than one that increases
and decreases. More studies are required to determine which is the case.
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Figure 4.11: Binary aggregates under color variation. (i) For similar objects B0 and
B1, correlated color (2(c)) enhances shape distinctions, but uncorrelated color does the
opposite because color is a strong cue, especially when there are only two. As colors
increase, thresholds decrease but never beyond single color performance (Figure 4.9).
(ii) For completely dissimilar objects B0 and D, color has virtually no eect because the
shape dierence dominates the color dierence.
4.4.2 Experiment 2 - Eects of Color on Aggregate Appearance
The purpose of Experiment 2 was to gauge the impact of color on the perception of
aggregates. Recall that we tested two geometrically similar objects, B0 vs. B1, and two
dissimilar objects, B0 vs. D, in a variety of color conditions. The results are summa-
rized in Figure 4.11, where the x-axis indicates the number of uncorrelated colors tested
(‘2(c)’ and ‘lots’ indicate the extreme cases of correlated color and one unique color per
object, as described in Section 4.3.2. As shown in the ﬁgure, while color did not have
a large eect on B0 vs. D, it has a large eect on B0 vs. B1, often making subjects
completely ignore the geometric dierences between the objects. Furthermore, when
correlating color with geometry, thresholds for B0 vs. B1 became much lower, whereas
no similar eect was noticed for B0 vs. D.
We will now examine the results in more detail. Looking at Figure 4.11-(i), thresholds
increase dramatically from 1 color to 2 colors, and then taper o as even more colors are
added. At the rightmost data point, which uses a unique color for each object on screen,
93thresholds in one direction are comparable to thresholds for a single color, but always
greater. One possible explanation is that as the number of dierent colors on screen
becomes large, color is less usable as a cue for aggregate properties, so shape dierence
information dominates, as is the case with a single color. Thus, while uncorrelated color
can result in signiﬁcant threshold elevation, its worst-case behavior is bounded by the
single color case.
The correlated color case (2(c), the leftmost data point) shows another extreme. When
geometry and color are correlated, dierences in either cue can be used to discriminate
objects, and for B0 vs. B1 or B2 geometries, color is the stronger cue, so thresholds are
reduced.
In contrast, B0 vs. D tells a dierent story. Regardless of the amount of color variety
or its correlation, thresholds are almost the same across all conditions, with perhaps a
small amount of elevation for extreme color cases. This insensitivity to color variation
arises because the geometric dierences between D and B0 are so great that they provide
a much stronger cue for aggregate appearance than color dierences.
4.4.3 Summary of Results
We summarize the results from our experiments:
 The more numerous an object, the less noticeable when it is replaced. Objects of
the same type behave similarly (B0 vs. B1, B2). Very dierent objects (B0 vs. D)
94have much lower thresholds.
 If objects are similar, correlated color decreased thresholds, and uncorrelated
color increased thresholds, although with too many colors this eects weakens.
If objects are very dierent, color has virtually no eect on threshold.
4.5 Conﬁrmatory Study and Validation
To understand if these results generalize to other scenes, we created aggregates of more
realistic kinds of objects and materials, and tried to predict when these new aggregates
are perceived as equivalent even when the ratios of objects in them are dierent. We
did this by associating each aggregate with the appropriate result curve measured in our
experiment, and testing whether our measured thresholds predicted the performance of
subjects on these new aggregates. We used the exact same study setup of Experiments
1 and 2, except that we used the method of constant stimuli, testing speciﬁc ratio mod-
iﬁcations for each aggregate, rather than using an adaptive mechanism like QUEST. 11
subjects participated in the conﬁrmatory study, and it took about 15 minutes per subject.
4.5.1 Predictive Metric
To predict the results of this study, we used the results of Section 4.4 as a metric by
associating each aggregate with the most similar object pairings we tested, as follows.
When color was correlated between similar objects (e.g. ﬂower1 vs. ﬂower2), we used
the B0 vs. B1 correlated color threshold of Experiment 2. When color was uncorrelated
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Figure 4.12: The results of our conﬁrmatory study on aggregates of more realistic ob-
jects. The metrics presented in Section 4.4 predicted results 96% of the time, being
exactly accurate 82% of the time, even including dicult untested cases such as the
ternary (3 shape) car aggregate (bottom right).
across similar objects (e.g. toyota vs. bmw), we used the B0 vs. B2 curve of Experiment
1. In all other cases, where shapes are signiﬁcantly dierent, we used the B0 vs. D
curve, which, by Experiment 2, can apply to all color situations. The geometrically
simpler object was always associated with B0.
Figure 4.12 summarizes our results for the 94 data points tested. In each case, we
picked several base ratios (x-axis of Figure 4.10), and tested various modiﬁcations of
these ratios, both below and above threshold. We were able to conservatively predict
the results for 96% of cases; 82% were exact predictions, and 14% were conservative in
that subjects judged the appearance to be the same at a higher threshold than predicted
by the curve. In the 4% cases where our predictions were not conservative, predicted
thresholds were within 5% of the number of total objects n.
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Figure 4.13: 75% thresholds and error bars for QUEST [200] and Monte Carlo boot-
strapping [205]. The bootstrapping results are more conservative, despite the success
of the QUEST thresholds in the conﬁrmatory study, but the overall trends described in
Section 4.4 still hold.
Recall that our QUEST-based computation of thresholds combined the results of all sub-
jects across all trials for a given base ratio. In this section we compare this technique
with Monte Carlo bootstrapping [205], which runs multiple simulations based on the ex-
periment data to determine thresholds more accurately. One advantage of the bootstrap-
ping technique is that it can easily handle adaptive experiments as well as experiments
based on the method of constant stimuli.
Due to a bug in the current version of psigniﬁt, the Monte Carlo bootstrapping tool pro-
vided by the authors of [205], we could not compute thresholds at the 82% point, as
QUEST does, and as we used in our conﬁrmatory study. To compensate, we modiﬁed
97our QUEST threshold computation to work at the 75% point, as is done by psigniﬁt, and
compared the analysis results of both methods. The results are shown in Figure 4.13.
Overall, we can see that the bootstrapping results are more conservative, but the main
trends remain intact. There are several data points where thresholds and standard devi-
ation calculations have changed somewhat signiﬁcantly from the original plots in Fig-
ures 4.10 and 4.11. While the cause is not certain, it is likely this can be attributed to
noise in the data, and improved in future experiments where speciﬁc thresholds can be
isolated and studied in detail.
4.6 Possible Applications
As demonstrated in Figure 4.1 and validated in Section 4.5, it is possible to vary the
composition of an aggregate without aecting how observers perceive its appearance;
furthermore, this can be predicted with the thresholds we have presented. We now
describe how this can help in the modeling and rendering of complex scenes.
Aggregate Simpliﬁcation
One approach is to use our thresholds on existing aggregates. In the simplest case, con-
sider a unary aggregate of one object. In a pilot study, we found that subjects’ ability
to count objects reﬂected performance very similar to our B0 vs. D curve, with slightly
lower thresholds. Stated simply, people appear to be insensitive to 5% changes in nu-
merosity without aecting appearance. This argument is similar to Weber’s law [130]
98Stimulus 2: ball vs. jack, 70:30
Reference toyota vs. bmw, 50:50
Reference ball vs. jack, 70:30 Stimulus 1: ball vs. jack, 75:25
8% less polygons
Stimulus 1: toyota vs. bmw, 70:30
7% less polygons
Stimulus 2: toyota vs. bmw, 50:50
Figure 4.14: Validation and application. Like Figure 4.1, we show a few examples
where we predicted and experimentally validated a change in object ratios, preserving
appearance while reducing polygon count. Top row: balls and jacks, 5% ratio change,
Bottom row: cars, 20% ratio change.
for light intensity, where it is possible to eliminate some fraction of light energy without
it being perceptually salient.
For aggregates of multiple objects, there are several ways to proceed. For binary ag-
gregates, we can use object similarity to pick a threshold metric from Figure 4.9, which
can be used to replace some objects with others. In addition to the ﬂowers example
in Figure 4.1, we show some more proof-of-concept examples in Figure 4.14. In all
of these scenes, the two objects don’t have the same polygon count, so we can skew
the distribution in favor of the geometrically simpler object. For instance, the jacks are
9K polygons, and the balls are 2.5K; thus, replacing the jacks with balls decreases the
total polygon count of the scene by 6.5K per object. In the ﬂower case, the polygon
counts are 30K vs. 10K. Polygon savings are 7 20%, depending on the relative model
99complexities in the aggregate. For ternary and higher aggregates, one can treat them as a
binary aggregate of 1 object and k 1 objects, as demonstrated in the conﬁrmatory study
(Figure 4.12 bottom). It may also be possible to simplify such aggregates by considering
each pair of shapes individually, and applying the relevant binary thresholds, but more
studies are required to validate this approach.
Aggregate Design
Our metrics also speak fundamentally to tradeos that can be made by designers of
aggregates, procedural models, and other high-complexity geometric graphics content.
Taking into account object similarity and color variation, designers will have a good idea
of how much they can play with the distribution of an aggregate before its appearance
fundamentally changes. Additionally, the threshold elevation that occurs with uncor-
related color is a useful tool for a designer. Note that uncorrelated color does occur
somewhat frequently in the real world (autumn leaves, plants, fruits, toys, stationery,
etc).
4.7 Conclusions
The work presented in this chapter represents some ﬁrst steps toward understanding and
taking advantage of the perception of complex aggregates in computer graphics. We ﬁrst
described a set of psychophysical studies that explored the roles that object geometry
and material properties play in observers’ abilities to discriminate the ratios of objects in
100heterogeneous aggregates. The main results of the experiments showed that depending
on the properties of the objects, observers can be insensitive to changes in object ratios
and judge aggregates to have the same appearance with respect to the dimensions of
numerosity, variety, and arrangement. The thresholds derived from these results enable
us to predict when dierent aggregates are visually equivalent, which we were able to
validate for objects not in our initial experiments. In addition we have discussed some
proof-of-conceptapplications forhow theseresultsmay beapplied tosimplify aggregate
geometry in complex scenes.
4.7.1 Limitations of the Current Experiments and Future Work
While these initial ﬁndings are both interesting and useful, there is still much more to
do. The current experiments speak to binary aggregates, randomly arranged, with color
variation. However, recalling the vast set of properties for aggregate appearance, the
scope of psychophysical studies can be extended in many directions, in particular to
account for more than two or three varieties of objects, and dierent kinds of arrange-
ment. The extension to 3D layout is probably the most challenging, due to the problem
of occlusion and the perceptual implications thereof.
With respect to perceptual metrics for aggregate modeling and rendering, it would be
useful to develop more detailed models of the eects we have observed. The main
requirement to proceed in this direction is to have better metrics for the interplay of
geometry and material properties in aggregate appearance. While metrics on material
properties are possible, the current state of the art in research does not have satisfactory
comparative metrics of shape appearance and object complexity. This is a potentially
101rich area of future research with many interesting and dicult problems.
Finally, while we have only characterized aggregate appearance in terms of the entire
aggregate being in view, it would be interesting to look at dierent formalizations de-
pending on camera zoom and motion, to develop more advanced metrics that can be
applied to dynamic aggregates and moving viewpoints with changes in scale. It is quite
likely that human beings are more insensitive to the properties of dynamic simulations
of aggregates than they are to dynamic simulations of single objects (studied in [129]).
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VISUAL EQUIVALENCE AND TEXTURE
In previous chapters, we have investigated visual equivalence in the context of complex
illumination (in the case of an illumination map) and complex geometry (in the case of
aggregates). To study visual equivalence for materials, the third and ﬁnal component of
the appearance of static scenes in computer graphics, we will focus on texture.
Characterizing the appearance of texture and its important properties has been a subject
of research for almost half a century [85]. Today, there is a rich body of research in
the computer graphics, computer vision, and human vision communities, spanning tex-
ture perception, modeling, and representation (reviewed in Chapter 2). In the computer
graphics and computer vision communities in particular, there has been important focus
on the problem of texture synthesis. Texture synthesis algorithms aim to generate output
textures that match a given source texture in appearance, and are therefore closely re-
lated to visual equivalence. Surprisingly, relatively simple algorithms based on statistics
and neighborhood coherency have been powerful enough to capture the appearance of
a range of textures; thus texture synthesis provides insight into how visual equivalence
and properties of appearance may be broadly captured for general graphics scenes.
Contributions
In this chapter, we present an ecient and ﬂexible energy minimization framework to
synthesize texture for a variety of applications, such as texture-by-numbers, artistic ﬁl-
tering, and texture transfer. Our work builds on two well-known texture synthesis al-
gorithms. The ﬁrst, Image Analogies [76], speciﬁes a method for using training image
103pairs to guide texture synthesis for a variety of applications. The second, Graphcut
Textures [97], introduces some important optimizations for ecient synthesis of large
output textures. By combining the strengths of both methods, we formulate a method
that exhibits both speed and control for challenging texture synthesis problems. We will
focus particular attention on the problem of texture and image detail synthesis [61, 81],
where we believe our approach is particularly well-suited, and speaks fundamentally to
the advantages of incorporating visual equivalence into algorithm design in computer
graphics
5.1 An Introduction to Texture Synthesis
The problem of texture synthesis has its roots in research conducted almost 40 years ago
in the human vision community. Certainly an important and interesting problem to all
texture researchers, the term “texture synthesis” can be traced back to 1970, in a book
by Lipkin and Rosenfeld entitled “Picture Processing and Psychopictorics” [104]. It
became an active subﬁeld of computer graphics after the inﬂuential work of Heeger and
Bergen [75], and has seen a myriad of advances [61, 208, 97, 3, 211, 106, 102, 96, 81,
203, 198, 76, 51, 19, 52] since then.
The goal of a texture synthesis algorithm can be stated as follows: Given a source tex-
ture S, generate an output texture O that “matches” the source, without being a simple
copy or tiling. Figure 5.1 illustrates a simple example. Typically, the texture synthesis
algorithm must attempt to infer and capture all of a texture’s structures and properties
on its own, although in practice most algorithms have several parameters that can be
104Source S
Output O
Figure 5.1: An example of texture synthesis (courtesy Kwatra et. al. [97])
used to guide the algorithm appropriately for a given source texture S. The user also has
control over the size of the output texture O; a very common usage scenario is that an
source texture sample is too small and needs to be grown to ﬁll a larger space.
5.1.1 Relationship to Visual Equivalence
When surveying the texture synthesis literature, many phrases have been used to de-
scribe the particular kind of “match” that a texture synthesis algorithm is trying to
achieve between the source S and output O. Heeger and Bergen’s originally stated
goal was to create O such that it “matched the texture appearance” [75] of S. De Bonet
described it as generating an O that “will dier from the original, yet have perceptually
identical texture characteristics” [19]. Efros and Leung posed it as a problem where,
“given a ﬁnite sample from some texture, [one wants to] synthesize other samples from
the same texture” [52]. The notions of “same texture”, “matching appearance”, and
“perceptually identical characteristics” are somewhat vague, yet all are intuitive. In the
context of this dissertation, these notions can easily be understood as statements of vi-
sual equivalence.
105Given the more than decade of recent research on texture synthesis, where scores of tex-
ture synthesis algorithms have been both presented and evaluated based on their ability
to generate outputs that are visually equivalent to their inputs, we will not in this chap-
ter lay a psychophysical foundation for equivalence in texture, as we have done in the
previous chapters on illumination and geometry. There is considerable anecdotal evi-
dence that statistical models of texture, relating to neighborhood similarity and Hidden
Markov models, can adequately capture the behavior of a wide variety of textures (al-
though a notable exception is the near-regular texture family [106, 103], which we will
not analyze further here). We will build on these models, and use our results to reinforce
how visual equivalence can open new doors in algorithm design.
5.1.2 Texture Synthesis Applications: Importance of Constraints
The ability to generate an arbitrary texture that is visually equivalent to a source texture,
at ﬁrst glance, seems both useful and powerful. However, as a task it is also tremen-
dously underspeciﬁed. Thus, while texture synthesis has gotten a lot of exposure in the
research community, most applications incorporate some additional information along
with the source image S. These include:
 Stitching of multiple images. Combine two images together without any visible
seams or artifacts. [97, 3]
 Hole ﬁlling. Replace blank pixel areas in an image with plausible visual detail
that blends with the rest of the image. [52]
 Synthesis by example. Given a set of training images depicting the eects of a
106desired synthesis operation, perform the same operation on a new input. (First
introduced as image analogies by Hertzmann et. al. [76])
In other words, most successful applications of texture synthesis require a way to con-
strain the process. For instance, the data used to ﬁll an image hole must agree with the
data on the boundaries of that hole. This amounts to providing additional information
to select what kind of synthesized sample is most appropriate for a given region of the
output image, for a given application.
High-resolution
source data
Low-resolution
image
Enhanced with
synthesized detail
Puffed rice texture
Human face
Face with puffed
rice texture
Rough / grainy artistic filter
Same filter inferred and applied to new image
Mapping associating each color with a texture region
Same mapping applied to a new arrangement of colors
(A) Artistic Filering (B) Texture Transfer
(C) Texture-by-numbers (D) Detail Synthesis
Figure 5.2: Applications of constrained texture synthesis examined in this chapter. Each
of these can be regarded as instances of synthesis by example.
107In this chapter, we will focus on synthesis by example, where whole constraint images
are used to convey the exact texture synthesis operation that is desired. Allowing full
images to specify constraints gives the user a lot of ﬂexibility to specify new, concep-
tually dierent synthesis operations. The speciﬁc applications we will support were all
introduced in the original paper of Hertzmann et. al. [76], although several were discov-
ered and researched independently as well. Each one is summarized in Figure 5.2. They
are:
 Artistic ﬁltering by example. Infer an artistic, Photoshop-like ﬁlter, purely by
processing the input and output of that ﬁlter (Figure 5.2-(A))
 Texture transfer. [51] ‘Paint’ a source texture onto a constraint texture, resulting
in an image that matches the features of the constraint, but appears to have been
made out of the source. (Figure 5.2-(B))
 Design through texture-by-numbers. Similar to painting by numbers, where a
color coding is used to specify how parts of the source texture should be combined
in the output texture. (Figure 5.2-(C))
 Detail synthesis. [81, 198, 61] Incorporate high resolution information from an
exemplar to enhance the detail of a low resolution image.This is also referred to as
super-resolution in the literature.1 (Figure 5.2-(D)) See Appendix B for an alter-
native, discontinuity-based approach image and texture resolution enhancement.
1Detail synthesis and super-resolution are very similar concepts, with one key dierence. Super-
resolution [20] usually applies to situations where the original high-resolution can be recovered, by using
aliasing, multiple frames, or assumptions about the underlying signal. Detail synthesis [81], on the other
hand, generates plausible high-resolution detail in cases where the real data is impossible to get (such as
with single low-resolution images). Although the term ‘super-resolution’ is often used in this context as
well, we prefer the term ‘detail synthesis’ because it emphasizes the dierence between recovering real
data and generating plausible data.
1085.2 Constrained Minimization Synthesis
We now introduce CMS (constrained minimization synthesis), our algorithm for han-
dling the synthesis-by-example cases introduced above. We will begin by brieﬂy intro-
ducing the Graphcut Textures [97] and Image Analogies [76] algorithms on which it is
based. We will then given an overview of the CMS approach and show some results.
5.2.1 Graphcut Textures and Image Analogies: An Overview
The two algorithms CMS is built on represent two dierent families of texture synthesis
algorithms. Image Analogies is a member of the pixel-based family, and Graphcut Tex-
tures is a member of the patch-based family. Pixel-based algorithms synthesize output
texture at the pixel level, and thus are very ﬂexible and can adapt to many dierent con-
straint scenarios. Patch-based algorithms, on the other hand, synthesize output texture
in large coherent “patches” of pixels, which greatly improves performance and output
quality, at the cost of some ﬂexibility. We now discuss these algorithms in a little bit of
detail.
Image Analogies
The Image Analogies [76] algorithm, introduced by Hertzmann et. al., provides a very
clever means to specify control in a texture synthesis problem. The idea is to adapt the
idea of verbal analogies to images. For example, a simple verbal analogy is head:hat::
109hand:glove. This is read as: “Head is to hat as hand is to glove.” An example of an
image analogy, given by A : A0 :: B : B0, is:
A
B' B
A'
Figure 5.3: An example of image analogies for artistic ﬁltering (see Figure 5.2-(A))
Note that this is the same example as Figure 5.2-(A), except with the images labeled
with their roles in the Image Analogies algorithm. Given B, the goal is to ﬁnd a output
B0 such that B : B0 best matches the relationship expressed by the training pair A : A0.
It is important to note that the algorithm does not actually know the mathematical func-
tion that takes A to A0; this is inferred through synthesis. The analogies problem is
tremendously underspeciﬁed (like ordinary texture synthesis) and in some cases it is
unclear what one should expect as output. Algorithmically, however, the computation
performed is well-deﬁned - the idea is to compute which regions of A are similar to B,
and then incorporate the corresponding data from A0 to make B0.
110Graphcut Textures
The Graphcut Textures [97] algorithm of Kwatra et. al. builds on earlier work in patch-
based texture synthesis by enabling patches of texture to be pasted together arbitrarily.
One of the main issues in patch-based texture synthesis is how to place patches and elim-
inate visible seams between them. The Image Quilting algorithm [51], which introduced
patch-basedsynthesistocomputergraphics, arrangedpatchesasoverlappingsquaretiles
and computed minimum energy seams between them using a shape-dependent dynamic
programming algorithm. Graphcut Textures extends this by using maximum ﬂow / min-
imum cut to compute an optimal seam between an arbitrary pair of patches, no matter
what shape or size the overlap region is. Note the boundaries in this seamless-looking
texture:
Seam Boundaries
Source Texture Output Texture
Figure 5.4: Sample Graphcut Textures result (ﬁgure courtesy of Kwatra et. al. [97])
In addition to seam computation, Graphcut Textures introduces a set of heuristics for
quickly ﬁnding a suitable set of patches to synthesize an output from a given source.
Together, these two contributions signiﬁcantly increase the speed, ﬂexibility, and quality
of the patch-based texture synthesis approach.
1115.2.2 CMS: Constrained Minimization Synthesis
Figure 5.5: CMS overview. The user provides input S (bottom left), and additional
images Q (top left) and C (top right) to control the synthesis process. CMS uses patch-
based synthesis to iteratively drive Q towards C, and applies the exact same process in
parallel to S to create the output O (moving left to right). Once Q’s output OQ = C, the
process is ﬁnished, and we say that O has been generated successfully as well.
The goal of the CMS algorithm is to combine the power of both the Image Analogies
and Graphcut Textures algorithms described above. An overview is shown in Figure 5.5.
As in normal texture synthesis, the user provides a source image S to synthesize an out-
put O. To control synthesis, the user represents the desired synthesis process in another
domain, in the form of two additional input images, the mapped source Q and the con-
straint C. For instance, in Figure 5.5, we see the earlier texture-by-numbers example of
Figure 5.2-(C); Q consists of various colored regions corresponding to structures in S,
and C is a challenging rearrangement of these colors corresponding to a desired output.
The idea is to compute the synthesis process that takes Q to C, and apply it to S to get
O.
Speciﬁcally, CMS takes the image pair fS;Qg and synthesizes another image pair
fOQ;Og. Synthesis is performed in parallel; whenever a pixel is copied from S to O, the
corresponding pixel from Q is copied into OQ. This proceeds iteratively (moving left to
right in Figure 5.5). If, through multiple synthesis iterations, we can make OQ look like
112C, then by analogy we can claim that O has been synthesized properly as well. We also
would like O to be visually seamless. Thus the goal of CMS is to take Q, S, and C, and
generate an output O such that
 OQ =C (constraint match)
 O has no visual seams (texture seamlessness)
In this framework, the Image Analogies relationship A : A0 :: B : B0 is given by Q : S ::
C : O. We prefer the latter terminology because it emphasizes the speciﬁc roles of each
image in the algorithm.
CMS
Image
Quilting
Image
Analogies
Mapped
Sources Q
Sources S
Constraint C
Compared to:
Figure 5.6: Detail synthesis with CMS. The constraint is a blurry image, and the sources
are high resolution texture (left). CMS is able to eectively match the constraint and
synthesize plausible high-resolution detail for the blurry constraint image. Other algo-
rithms are unable to do so without artifacts right)
Figure5.6showsanexampleofdetailsynthesiscastintheCMSframework. Synthesisis
performed in the low-resolution domain by blurring/downsampling S to form Q (which
should then have low frequencies similar to C). Then, by synthesizing Q into C, we can
analogously synthesize S into O, the high-resolution enhancement of C. This particular
example shows 3 enhancement, but for particularly low resolution images, we will also
show how multiple constraints can be combined to produce high ﬁdelity detail synthesis
113output at even higher levels of zoom (10). This is a new functionality not demonstrated
in previous work.
5.3 Constrained Synthesis as Energy Minimization
The core of CMS is a labeling L that maintains the synthesis moves computed by the
algorithm, stored as the pasting of dierent patches from S. An energy function is de-
ﬁnedover L tocaptureconstraintmatchingandtextureseamlessness, andthisfunctionis
minimized using graphcut energy minimization[21] to generate the ﬁnal output O. This
section explains this construction in detail, starting with an overview of graphcut energy
minimization, and ending with a complete description of the algorithm in Section 5.3.3.
5.3.1 Graphcut Minimization Review
Graphcut minimization[21] can be used to assign labels to a grid of pixels such that the
assignment minimizes an energy function of the form
E(L) =
P
p U(p;L(p))+
P
(p;q) V(p;q;L(p);L(q)) (5.1)
where p is a pixel location, (p;q) are neighboring pixel locations, and L(p) is the label
114assigned to p. U, the assignment cost, captures how well a label suits a particular
pixel. V, the separation cost, imposes a penalty if neighboring pixels have incompatible
labels. In computer vision problems, labels typically represent disparity or depth. The
overall approach is to iteratively improve the labeling L by repeatedly trying many label
swapping moves, stopping when the energy cannot be decreased further.
The power of this algorithm comes from the particular swapping moves used to improve
the labeling, most notably the -expansion[21]. An -expansion permits every pixel to
either keep its current label or ﬂip it to , picking the overall ﬂip that reduces energy the
most. Graphcut minimization will repeatedly perform -expansions for every possible
label until convergence. A single -expansion can be computed very eciently via
graph max-ﬂow/min-cut[37], and it is from this reduction that graphcut minimization
gets its name.
The optimality of the solution obtained by this algorithm depends solely on V. For sim-
ple V, it is possible to ﬁnd minima that are a factor of 2 within the global minimum (i.e.
a 2-approximation). If V is a metric, it is possible to ﬁnd what is referred to as a “strong
local minimum”[95]. As V’s theoretical properties worsen, optimality guarantees get
weaker, but results are still excellent in practice.
5.3.2 Constrained Texture Synthesis as Energy Minimization
Here we explain how CMS is cast as a graphcut minimization problem. We adapt the
construction of Graphcut Textures, which just uses the separation cost mentioned above,
and augment it with an assignment cost to capture the eect of the constraint C.
115Deﬁning the label space
j j = 450  = 450
i i = 213  = 213 i i = 264  = 264
j j = -75  = -75
i i = -111  = -111
j j = -91  = -91
l = (213, 450) l = (-111, -91)
(A) Various Sl (different transformations of source S)
(B) Synthesis result after 10 patches pasted (including the three above)
(264, -75)
(213, 450)
(-111, -91)
(-111, -91)
(213, 450)
(264, -75)
Labeling L
Output O (shaded to show patch labels)
(other patch labels in grey)
l = (264, -75)
S
S
S
Figure 5.7: (A) Some example labels. The label l = (i; j) corresponds to an image S l,
which represents a translation of S i pixels horizontally and j pixels vertically. (B) Left:
An example labeling, with the labels from (A) marked in color, and all others marked
grey. Right: the synthesis result, again with corresponding regions marked in color.
To apply graphcut minimization, we must deﬁne synthesis in terms of a labeling L. In
patch-based texture synthesis, the goal is to paste a set of candidate patches into the
output, stitching them together to form a seamless image. In our application, the set of
candidate patches is the set of translations and 90-degree rotations of S. Therefore, each
label will correspond to a speciﬁc transformation of S.
For example, consider translations alone. Let (0;0) be the lower left corner of O. We
can deﬁne a translation label as l = (i; j), where (i; j) represents the oset of (the lower
116left corner of) S in O prior to pasting. Figure 5.7A shows some examples for a simple
brick texture source. The label l = ( 111; 91) would correspond to aligning the lower
left corner of S with the lower left corner of O, moving S 111 pixels to the left and 91
pixels down, and then pasting S into O. We call this resulting image S l; note that Sl is
the same size as O. Arbitrary patch transformations are handled in an analogous manner.
A sample labeling L is shown in Figure 5.7-(B).The synthesis result L is a mapping of
locations in O to labels in this space.
Deﬁning the energy function
Texture Seamlessness
Output O Seams
B
Labeling L
Np
A
Constraint Match
Np ˆ ˆ Np ˆ ˆ
Mapped Output OQ Constraint C
Figure 5.8: The energy function E(L) balances two measures of quality: constraint
matching (captured by A) and texture seamlessness (captured by B). A computes the
match between OQ andC B computes the visual disparity between dierent labels along
their boundaries.
Now that we have the labeling L, we need to deﬁne the energy function E capturing
synthesis quality. We will ﬁrst deﬁne some terminology to express the correspondence
of pixels and neighborhoods between the various images we have. Let p be a pixel
117location in L (or O), and Np its neighborhood; then in C, the corresponding location and
neighborhood are given by ˆ p and ˆ Nˆ p, respectively (the same terminology is used for OQ
as well). The ‘hat’ notation serves to dierentiate between the domain of the constraint
and the domain of the output.
The energy function E we deﬁne over L requires several derived quantities. Recall that
we synthesize two images in parallel: the mapped output OQ from Q, and the output O
from S. OQ is used to determine if we have matched C, and O is the ﬁnal output we are
computing. Both of these images can be computed from L as follows:
 LetgO bethefunctionthatcreatestheoutputOfromthelabeling L; i.e. gO(L)=O.
This is computed by looking up each location’s label in L and using it to ﬁnd the
appropriate source transformation to copy from. For example, if L(p) = l, then to
ﬁnd O(p), transform S as per the label l, forming S l, and take the pixel S l(p).
 Let gOQ be the function that creates the mapped output OQ from L; i.e. gOQ(L) =
OQ. This is computed in an analogous manner; if L(p) = l, then we transform Q
as per the label l, forming Ql, and take the pixel Ql(ˆ p).
Given this, the energy function E characterizing the quality of the synthesis result can
be deﬁned as:
E(L) =
P
p A(p;L)+
P
(p;q) B(p;q;L(p);L(q)) (5.2)
118where the second summation is over all pairs of neighboring pixels (p;q). Note the
similarity to Equation 5.1.
Figure 5.8 gives an overview of E and its two terms. The A function, the agreement
cost, captures how well our current synthesis matches the constraint at p. It is given by:
A(p;L) = KSSD ˆ Nˆ p(gOQ(L);C) = SSD ˆ Nˆ p(OQ;C) (5.3)
where K is a weighting factor, and SSDN(X;Y) is the sum of square dierences between
images X and Y over a neighborhood N:
SSDN(X;Y) =
X
p2N
jX(p) Y(p)j2
The neighborhood Np in O matches the constraint if the dierence between ˆ Nˆ p in OQ
and ˆ Nˆ p in C is small. It is possible to deﬁne A by only looking at the individual pixels p
and ˆ p, but this approach will not capture visual coherence and continuity; therefore, we
use neighborhoods.
The B function, the boundary cost, captures how visible the boundaries are between
dierent adjacent labels (and therefore dierent patches) in the output O. Our function
is equivalent to the M function of Graphcut Textures. It is given by:
119B(p;q;L(p);L(q)) = jjS L(p)(p) S L(q)(p)jj2 (5.4)
+ jjS L(p)(q) S L(q)(q)jj2 (5.5)
Intuitively, this function is capturing the following: if pixels p and q are copied from
dierent patches, then when walking from p to q, will one notice that the patch has
actually changed (and vice-versa)? If two neighboring pixels are copied from the same
patch, the B cost is 0 for that pair, since their labels are the same.
There are two user inputs aecting the energy function E (Equation 5.2). One is K,
which weights the A and B costs during synthesis. The other is is N, the size of the
neighborhoods CMS considers (i.e. the size of Np and ˆ Nˆ p). In general, larger N captures
larger structures, and larger K enforces a closer constraint match; see Section 5.4.8 for
details.
Graphcut minimization for CMS
There are two issues with applying the graphcut framework directly to CMS. Firstly,
we must modify our objective function before we can use graphcut minimization. Sec-
ondly, we must introduce a heuristic to make graphcut minimization feasible for our
application.
Modifying the agreement cost A. The assignment cost U in Equation 5.1 is nearly
120Np in L Np ˆ ˆ in OQ
A
A'
Np ˆ ˆ in QL(p)
Np in O
L(p)
(C)
(D)
(E)
SSD with: Labels:
(multiple patch labels)
(single patch label)
(constrained and seamless)
SSD with: Labels:
Labeling L
(A)
Np
Constraint C
(B)
Np ˆ ˆ
center
pixel p L(p)
L(q)
≈
Figure 5.9: Graphcut minimization cannot work with the A cost function because of
multiple labels in a single neighborhood. Therefore we approximate A with A0, which
only looks at the center label. (A) Constraint neighborhood ˆ Nˆ p in C. (B) Corresponding
neighborhood Np in L. (C) The A function uses ˆ Nˆ p in OQ, corresponding to Np in L,
which has multiple labels. (D) The A0 function only looks at the center pixel label,
so it just uses ˆ Nˆ p in QL(p), which is the patch corresponding to the center label. The
neighborhoods in OQ and QL(p) are similar after several patch pasting moves, showing
that this is a reasonable approximation in practice. (E) Np in the resulting ﬁnal output
O.
suited to represent A. However, the deﬁnition of A is not directly applicable because it
is deﬁned over a neighborhood of L, which contains multiple labels, rather than over the
single label L(p) (as required by graphcut minimization). Therefore, we approximate A
with another function A0 that does have the correct form. A0 evaluates how suitable a
patch label is for a location p. At L(p):
A0(p;L(p)) = K SSD ˆ Nˆ p(QL(p);C)
121Intuitively, this treats a neighborhood of pixel locations with possibly dierent labels as
if it were a neighborhood of pixel locations all with a single label: the label of the center
pixel. See Figure 5.9 for an illustration. The reason A0 works well is that optimizing the
A0 and B costs at all locations in Np tends to force local agreement even at patch bound-
aries. Therefore, even if Np contains dierent patch labels in L, the actual neighborhood
ˆ Nˆ p in the mapped output image OQ will eventually look like it came from a single patch.
With this change, we have a new energy function that is amenable to graphcut mini-
mization:
E0(L) =
P
p A0(p;L(p))+
P
(p;q) B(p;q;L(p);L(q)) (5.6)
Many labels. CMS presents a challenge for graphcut minimization because the set of
labelsisextremelylarge, andtheoriginalminimizationalgorithmtriesalllabelsmultiple
times until convergence. This is a recognized open problem in the vision community as
well[15]. Translations alone require O(n+m) labels, where m is the number of pixels in
S and n is the number of pixels in O (the lower left corner of S can be translated to every
pixel of O, and then every remaining pixel of S can be translated to the lower left corner
O). Adding basic rotations or other ane transformations expands this further. Because
of the lack of constraints, Graphcut Textures does not need to paste many patches to
produce good output (on the order of tens). By contrast, CMS needs to adapt to all the
features in C, and thus it needs to paste many more times (100-500 in our examples).
122Furthermore, to get the best output, one needs to consider as much of the full label space
as possible. Even for small output images (e.g. n = 128128) the space is huge.
We apply a heuristic to get around this issue. To select a good -expansion, CMS ﬁrst
ranks all output locations according to the following match error metric, which is a local
version of our original texture quality energy function E:
MatchErr(p;L) = A(p;L)+
X
(p;q)2Np
B(p;q;L(p);L(q)) (5.7)
The idea behind MatchErr is to ﬁnd a neighborhood where the labeling has high energy,
so that we can search for an -expansion to improve it. The A cost is evaluated solely
at p, and the B cost is evaluated for all adjacent pixel pairs (p;q) 2 Np. Now, for every
output location p that has a large match error, we rank all candidate labels that could
possibly improve the texture at p, based on the following improvement metric:
Imprv(l;L) = A0(p;l)+SSDNp(S l;gO(L))
= KSSD ˆ Nˆ p(Ql;C)+SSDNp(S l;O) (5.8)
The Imprv metric is trying to guess which -expansions will successfully reduce the
energy at p. The ﬁrst term is A0, which as discussed earlier evaluates the suitability of a
123particular label for a particular location. The second term tries to predict the seam cost
after the -expansion by comparing S l and O in this neighborhood.
After ranking all labels, we select the top c candidates (typically c = 5). Experimentally,
output quality seems to be insensitive to increasing this parameter further. For perfor-
mance reasons, we have found that c=1 is not the best choice for our algorithm because
we search for candidate patches using a local measure of improvement, whereas an -
expansion move can have a much more global eect that our metrics cannot take into
account. It is quite possible that the best candidate based on our local measure does
not actually result in the best -expansion for our output location; therefore, it is useful
to perform expansions for all of the top c matches. Computationally, patch search is
slower than -expansion computation, so it is to our advantage to use one patch search
to come up with and try many candidate labels to speed up convergence. For example,
this results in a 3 speedup for the cloth synthesis example in Figure 5.13A.
We avoid picking tightly clustered labels corresponding to similar translations by en-
forcing that each label lies beyond some minimum cuto distance d from any other
candidate label (like the Poisson distribution in[211]). In our implementation we use
d = 20.
5.3.3 Algorithm
We now describe the algorithm for CMS. The main computation of the algorithm is
summarized in Figure 5.10, which shows the steps of the iterative reﬁnement process
that ultimately computes an acceptable synthesis output. This computation is subject to
124Figure 5.10: Overview of a single iteration of CMS. (1) Find a location in O that
needs improvement. (2) Find candidate labels that match this region by searching Q
for matches with C (constraint) and S for corresponding matches with O (seamlessness,
not shown). (3) Perform -expansions integrating data from S with O. Steps (1)-(3) are
repeated until the termination condition is satisﬁed.
a termination condition that estimates when additional iterations are unlikely to improve
the output texture signiﬁcantly. The full algorithm is simply these two components,
preceded by an appropriate initialization step. The steps, in detail, are as follows:
Step 0: Initialization. To start, all locations in L are assigned to a dummy label that
has an artiﬁcially large cost. Thus, any label we choose will be preferred to this dummy
label in the optimization process. We have found that our initialization of L does not
signiﬁcantly aect performance or convergence properties.
Step 1: Output reﬁnement location. Find the worst location p0 in O by evaluating
MatchErr (Equation 5.7) at each location p and storing the results in a priority queue
HistLocs. Pick the top location.
125Step 2: -expansion search. Find the best c candidate labels to improve p0 by eval-
uating Imprv (Equation 5.8) at each label and storing the results in a priority queue
SourceLocs, picking the top c labels.
Step 3: Performing the -expansion. Perform an -expansion for each of the c labels
as described by[21], using U = A0 and V = B as the cost functions.
Step 4: Termination. On each iteration, the algorithm maintains a history of h locations
we have tried to improve (h = 5-10 for all our examples). If all c moves combined
don’t provide enough improvement for the “worst location” p0 (as computed by Step
1), then we look in HistLocs for the next “worst locations” p1;p2;::::::ph 1, repeating
Steps 2 and 3 for each, until we ﬁnd moves that improve the energy. If none of the h
locations can be improved by more than some tolerance energy t, iterative synthesis is
terminated. Because K scales the A0 energy term, t should be proportional to K. We use
t = 5(K +2) for all our examples; smaller values of t do not appear to improve image
quality signiﬁcantly.
Extensions: CMS easily extends to handle multiple sources and multiple constraints.
In general, given sources fS jg and constraints fCkg, CMS requires as additional input
mapped sources fQjkg to interrelate all sources and constraints. The only change re-
quired to the cost functions is that A and A0 must now sum over all constraints, instead
of just looking at one.
1265.3.4 Detailed Comparisons with Other Algorithms
Ourworkcombininggraphcutminimizationandconstrainedsynthesisdiersfromother
related approaches in the following ways:
Graphcut Textures[97]. While the mechanisms of our algorithm and Graphcut Tex-
tures are similar, the most obvious dierence between the two is the domain of applica-
tion. Graphcut Textures addresses the problem of unconstrained synthesis, where there
is no assignment cost to guide patch placement. Therefore, it is necessary in their work
to develop a variety of patch searching / pasting heuristics and graphcut extensions to
somehow capture the structure of a variety of textures while still maintaining some ir-
regularity in the output. CMS, on the other hand, is focused on constrained synthesis,
captured by the addition of the assignment cost term. We use one deterministic heuris-
tic for all results, and our implementation of the graphcut minimization technique is
entirely modeled after the original construction in Boykov et. al.
Algorithmically, the presence of an assignment cost results in many more patch pasting
moves than in Graphcut Textures, which is the reason we opted for an automated ter-
mination condition and c expansion moves per heuristic search, instead of one, as done
in Graphcut Textures. One could imagine adding similar automated termination condi-
tions and multiple patch pasting moves to Graphcut Textures without much diculty,
although such additions are probably not useful without an assignment cost.
Interactive Digital Photomontage[3]. Interactive Digital Photomontage uses a graph-
cut energy formulation containing both an assignment cost and a separation cost to cap-
ture the idea of interactive image editing for various user-speciﬁed objectives, such as
127color, focus, and so on. The primary dierence it has with CMS is that it performs -
expansions through user guidance and interaction. A user will typically paint a ‘single-
image objective’ capturing some desired attribute, and the interface will provide the
user with a limited set of patch pastings (-expansions) to choose from. Automatic min-
imization along the lines of CMS (referred to as a ‘multi-image objective’ in their work)
is not typically encouraged because the application is interactive.
BTF surface decoration[212]. Zhou et. al. also use an assignment cost and a separa-
tion cost for the application of BTF synthesis on surfaces. Their constraints are typically
binary masks, which is ideal for their application (binary masks show presence/absence
of a new BTF texture patch). However, instead of -expansions, they use square patch
quilting for synthesis, and perform a graphcut computation to ﬁnd optimal seams be-
tween patches. CMS, on the other hand, uses much more general image constraints, and
attempts to run a full optimization in the spirit of Boykov et. al.
Image Quilting[51]. The constrained version of this algorithm is a multi-pass hierar-
chical technique. First, patches of a certain size in S (say 6464) and pasted into O
in raster order, using quilting. Patches are selected based on how well they match C
and the existing output in O. Call the ﬁnished output Oprev. Then, in the next pass, the
patch size is reduced, and the same synthesis algorithm is repeated, this time incorpo-
rating match cost with Oprev into the patch selection, and also increasing the weight of
C. Oprev is updated, and this iterates several times. To fully match the constraint, it is
important to use very small patches in the ﬁnal pass.
Image Quilting only demonstrates results for texture transfer, but detail synthesis results
have reasonable quality as well. However, this algorithm has two shortcomings. One
128is that the artifacts of the raster-scan patch quilting approach are often evident in the
output, in the form of sharp vertical / horizontal seams or block-like behavior. The other
is performance. For example, given a 640500 image, and a ﬁnal patch size of 77,
one needs to perform almost 9000 patch searches just for the ﬁnal pass. CMS performs
around 50-100 patch searches for the full algorithm. Thus, our running time for such an
example is about 4 minutes, while the Image Quilting algorithm can take upwards of 7
hours.
Sch¨ odl Ph.D. Thesis[167] This algorithm is a proposed extension to[97], where an
assignment cost is added to the objective function, and full graphcut minimization is
attempted with random label selection (realized as random patch placement). In this
case, the only demonstrated results are for artistic ﬁltering, and the random placement
algorithm works suciently well for such cases. However, as shown in Figures 5.11
and 5.13A, this technique is not as eective for solving problems with highly structured
constraints (see submitted images for further comparisons). As mentioned in our discus-
sion of many labels, introducing an assignment cost signiﬁcantly changes the behavior
of the optimization framework; it is dicult for random placement to adapt quickly and
eectively to the features of the constraint image, especially when both the source and
constraint are highly structured. Thus, this approach cannot converge to good solutions
as fast as CMS.
Texture Optimization[96]. Concurrent with our work [146], Kwatra et. al. have also
formulated an optimization framework for unconstrained synthesis, and constrained tex-
ture synthesis respecting ﬂow ﬁelds. They use an expectation-maximization type algo-
rithm instead of graphcut minimization. Performance times are roughly 7-10 minutes
for 256  256 output textures on a machine similar to ours. By comparison, CMS fo-
129cuses on detail synthesis and image analogies applications, and can synthesize textures
as large as 470  1265 in roughly 5 minutes. Kwatra et. al. acknowledge that their
new optimization algorithm is more susceptible to getting stuck in local minima than
graphcut minimization.
5.4 Results
Table 5.1: Performance results of the CMS, IA, IQ algorithms. Times are given in
seconds. *Only CMS can run the brick 10 example because it supports multiple con-
straints. **This example did not run on the publicly available IA code.
Example Output size CMS IA IQ
Carpet (Fig 5.11) 350  433 79 1119 7413
Cloth (Fig 5.12A) 470  1265 312 12775 13714
Brick 5 (not shown) 609  609 146 9340 11091
Brick 10 (Fig 5.12B) 609  609 402 * *
Cloth TBN (Fig 5.13A) 512  512 297 656 6599
Arch TBN (Fig 5.13B) 320  462 131 406 5163
Melody TBN (Fig 5.13C) 640  666 239 ** 3689
Freud (Fig 5.14A) 640  500 217 1035 25016
Weave (Fig 5.14B) 366  554 44 368 1090
Rice (Fig 5.14C) 231  281 9 103 516
We show results of our CMS algorithm and compare with Image Analogies[76] (IA),
Image Quilting[51] (IQ), and Sch¨ odl[167] in Figures 5.11 through 5.14. Figures 5.15
and 5.16 show additional results. Parameters of our algorithm are given in the ﬁgure
captions.
1305.4.1 Performance
We used the publicly available version of IA from NYU’s Media Research Lab, and our
own implementation of IQ. CMS graphcut minimization was implemented using the
code of Kolmogorov et. al. [95]. All patch searching operations in IQ and CMS used
the convolution and summed area table optimizations of Kwatra et. al. [97]. Results
were obtained on a Pentium Xeon 3.6 GHz machine with 2 GB RAM.
Table 5.1 shows detailed timing results. In general, CMS is able to quickly generate
high quality output which other algorithms require a far longer running time to create
(Brick 5 detail is an extreme example). For the majority of the examples, CMS is
5 to 45 times faster than IA, and 14 to 115 times faster than IQ. IA’s running time
tends to be much greater in detail synthesis problems, and in cases where the running
time of IA is the same as CMS, such as in Figure 5.13A, the CMS output is signiﬁcantly
better. IQ’s running time is much greater when very small patches are required to closely
match the constraint (see Section 5.3.4), and even with this greater running time it is not
always able to match the quality of CMS, such as in Figure 5.11. The running time of
Sch¨ odl’s algorithm is dependent on the number of iterations chosen by the user, so for
fair comparisons to CMS we ran Sch¨ odl for a similar amount of time as CMS. Sch¨ odl’s
results have considerable artifacts in examples with highly structured constraints, such
as Figure 5.11 and Figure 5.13A. On other examples, such as artistic ﬁltering, it is more
comparable to CMS (Figure 5.14A).
131Detail synthesis: Reconstruction of carpet image
(i) Sources S
(closeup)
(ii) Constraint C (v) Image Quilting
Zoomed in
(vi) Schödl
Zoomed in
(iv) Image Analogies
Zoomed in Zoomed in
(iii) CMS
Figure 5.11: Detail synthesis. Carpet image is restored from a blurry constraint, with
parameters K = 7, N = 7. Output is superior to competing methods. (i) source S, (ii)
constraint C, (iii) CMS output, (iv) image analogies output, (v) image quilting output,
(vi) Sch¨ odl output.
5.4.2 Detail Synthesis
We demonstrate the ability of CMS to synthesize detail in Figure 5.11, where we en-
hance a blurred carpet (5.11-(iii)). For comparison, we used the IA, IQ, and Sch¨ odl
algorithms to generate similar results (Figure 5.11-(iv-vi)). The original constraint im-
age is much larger; only 2 medallions are shown. We were able to obtain better IA
output than that published in their original paper, due to better training data and param-
eter settings. Even so, CMS performs better than IA and the other techniques as well.
Sch¨ odl’s algorithm performs particularly poorly on the bottom carpet medallion, and IQ
has diculty matching a medallion that is not exactly the same shape as the medallions
in the source (see zoom-in). Figure 5.12, left, shows 3 linear zoom of woven cloth. It
adds weave detail to the high resolution output while matching the constraint, including
the small red spot in the leaf/stalk pattern and various irregularities in the leaf contours.
132Detail synthesis: Brick 10x linear
zoom with multiple constraints
(i) Source S
(scaled)
(ii) Constraint C
(scaled)
(closeup of C) (closeup of S)
(iii) CMS (iii) CMS
Mapped Sources Q11, Q12
(i) Source S1
(scaled),
(ii) Constraints C1, C2
(closeup of C1)
Detail synthesis: Cloth
3x linear zoom
Figure 5.12: Two more examples of detail synthesis. Left: 3 linear magniﬁcation of
cloth weave pattern, K = 7, N = 3. (part of the output shown). CMS is able to adapt to
variability in the leaf shapes. Right: 10 linear magniﬁcation of brick, using multiple
constraints, K = 7, N = 7. Close examination shows how well the output matches subtle
color and shadow changes in the low resolution image.
5.4.3 Multiple Constraints
Figure 5.12, right, demonstrates the use of multiple constraints for dramatic 10 lin-
ear magniﬁcation of brick (i.e., jOj = 100jCj). The low-resolution brick wall provides
one constraint, and the black lines provide a second constraint guiding where the grout
should be. CMS maintains the brick color variations and shadows cast by bricks on
grout, while also keeping the brick/grout edges reasonably straight, as dictated by the
second constraint. This mechanism is dierent from that of Liu et. al. [106] because
CMS has no implicit knowledge of grid structure apart from what is explicitly speciﬁed
in the constraint.
133(B) Texture-by-numbers: Arch (C) Texture-by-numbers: Melody
(iii) CMS (iv) Image Analogies
(ii) Constraint C
(i) Source S, 
Mapped Source Q
(v) Image Quilting (vi) Schödl
(ii) Constraint C (iv) Image Analogies (v) Image Quilting (iii) CMS
(i) Source S, 
Mapped Source Q
(ii) Constraint C
(iii) CMS (iv) Image Analogies
Zoom in Zoom in
(i) Source S, 
Mapped Source Q
(A) Texture-by-numbers: Cloth
Figure 5.13: Texture-by-numbers examples (parameters in parenthesis). (A) Cloth (K =
0:5, N = 9). CMS produces good output, while IA is under-constrained and synthesizes
incorrectly. IQ’s ﬁxed patch size makes it hard to capture large and small structures in
a seamless texture. (B) Arch (K = 10:0, N = 2). CMS avoids synthesizing streaks in
the water (improvement over IA) and adapts to the smooth inner contours of the arch
without blocky artifacts (improvement over IQ) (C) Melody (K = 0:6, N = 1). This is
a challenging case, where CMS is not as ﬂexible at matching the thin strokes in the
constraint.
5.4.4 Texture-by-numbers
Some texture-by-numbers examples are shown in Figure 5.13. The cloth example
(5.13A) beneﬁts greatly from patch-based techniques. CMS handles the distortion of
the cloth border by synthesizing the conﬂuence of the line patterns; IA produces a much
less coherent texture. IQ performs better than IA, but due to the sensitivity of its patch
size parameter, it is unable to capture all structures in the output seamlessly (the cloth
border in particular). In the arch example (Figure 5.13B), CMS avoids synthesizing un-
natural streaks in the water that arise in the IA output from “garbage” growing [52], a
phenomenon where the synthesis algorithm gets stuck in one part of the search space.
It also captures the inner contours of the arch better than IQ, which demonstrates no-
134ticeable block artifacts from raster-scan square patch reﬁnement. The melody example
(Figure 5.13C) shows a challenging case for CMS. For this example, the mapped source
image Q does not have many regions matching the exact curves of C, so while CMS
generates reasonable output, there is still some irregularity in the edges of the symbol in
the ﬁeld.
(iii) CMS (iv) Image Analogies (ii) Constraint C (v) Image Quilting (vi) Schödl
(i) Source S, 
Mapped Source Q
(A) Artistic filtering: Freud painting
(i) Source S
(ii) Constraint C
Nostril zoom in Nostril zoom in
(iii) CMS (iv) Image Analogies (v) Image Quilting
Nostril zoom in
(B) Texture transfer: Weave to face
(iii) CMS (v) Image Quilting
Mouth zoom in Mouth zoom in
(i) Source S
(ii) Constraint C
(C) Texture transfer: Rice to face
Figure 5.14: Artistic ﬁltering and texture transfer examples. (A) Artistic ﬁlter. (K =
20:0, N = 5) Results are comparable to IA, but CMS matches ﬁne details like the thin
trees better. (B) Weave texture transfer. (K = 0:4, N = 4) CMS is able to both match the
constraint and synthesize a coherent weave texture. Note the comparisons of the nostril.
(C) Rice texture transfer (K = 0:2, N = 5). Again, CMS matches the constraint closely
while ﬁnding better patch seams.
5.4.5 Artistic Filtering
Figure 5.14A shows the well-known Freud artistic ﬁlter example. We ﬁrst use the simple
luminance matching technique of Image Analogies to bring the S and Q color spaces
into correspondence with C, and then synthesize a result that ‘sylizes’ a new image with
135the texture of the Freud painting. We show comparisons to the output of the IA, IQ, and
Sch¨ odl algorithms. The results are comparable, but CMS better preserves details like
the thin trees in the center and right, and IQ suers from some repetitive block copying.
5.4.6 Texture Transfer
Figure 5.14B-C show examples of texture transfer, where the tension between constraint
matching and texture seamlessness is tilted more in favor of the seamlessness side. Fig-
ure 5.14B shows a weave texture transferred onto a face, where CMS can both match
the constraint well and generate a nicer weave texture than IA and IQ. IA’s output is
less coherent than the original weave texture, and IQ’s output has visible horizontal /
vertical boundaries (see closeup). For the rice texture in Figure 5.14C, CMS does less
repetitive copying and generates better seams than IQ in the mouth region. Note that in
these examples, both S and Q are the same image, so only S is shown in the ﬁgures.
5.4.7 Additional Results
Figures 5.15 and 5.16 show additional results demonstrating the versatility of our tech-
nique, for all of the applications we have discussed. In particular, the forest detail syn-
thesis result (Figure 5.16B) is quite remarkable. Although the overall image still does
not have the full polish of a real photograph, it is dicult to ﬁnd signiﬁcant, salient
errors that belie the texture synthesis origins of this output.
136(B) Texture transfer: Pottery
(i) Source S,
Mapped Source Q (ii) Applied to woman’s face (iii) Applied to butterfly
(C) Texture-by-numbers: Waterfall
(ii) Constraint
C1
(iii) Constraint
C2
(iv) Output using C1 (v) Output using C2 (i) Source S,
Mapped Source
Q
(i) Constraint:
woman’s face
(ii) Constraint:
butterfly
(iii) Source S1,
Mapped Source Q1
(stroke pattern)
(iv) S1, Q1 applied to
woman’s face
(v) S1, Q1 applied to butterfly (vii) S2, Q2 applied to
woman’s face
(vi) Source S2,
Mapped Source Q2
(stipple pattern)
(viii) S2, Q2 applied to butterfly
(A) Texture transfer: Stroke and stipple patterns
Figure 5.15: Additional results showing the scope of our technique (parameters and
running times given for each). (A) (iii) Run with K = 2:0, N = 5. (iv) 159 seconds; (v)
401 seconds. (vi) Run with K = 4:0, N = 5. (vii) 93 seconds; (viii) 271 seconds. (B) (i)
Run with K = 0:5, N = 5. (ii) 36 seconds; (iii) 80 seconds. (C) (iv) K = 0:5, N = 5, 44
seconds. (v) K = 1:0, N = 5, 64 seconds.
5.4.8 Discussion
We now discuss strengths and weaknesses of CMS and compare patch-based and pixel-
based synthesis with constraints.
Correspondence between Q andC: For CMS, IA, and IQ to make sense as actual anal-
ogy computations, there must be some correspondence between Q andC; otherwise, the
comparisons between these two images become counterintuitive. Therefore, for appli-
cations such as artistic ﬁltering, it is hard to deﬁne success. Although CMS supports
these applications, the algorithm is intended for use in situations where Q and C actu-
ally represent the same type of data, such as in detail synthesis or texture-by-numbers.
137(A) Artistic filter: Stroke and stipple patterns
(iv) Source S2,
Mapped Source Q2
(pastel)
(v) S2, Q2 applied to C
(i) Constraint C
(ii) Source S1,
Mapped Source Q1
(impressionist)
(iii) S1, Q1 applied to C
(B) Detail synthesis:
Reconstruction of forest
(ii) Constraint C (closeup) (iii) Output O
(i) Sources S
(C) Detail synthesis:
Rug 8x linear zoom
(iii) Output O
(i) Source S
(ii) Constraint C
(closeup of C)
Figure 5.16: More results (parameters and running times given for each). (A) (iii) K =1,
N = 5, 59 seconds. (v) K = 0:5;N = 1:0, 112 seconds. (B) K = 7, N = 7, 154 seconds.
(C) K = 7, N = 7, 26 seconds.
Ensuring B has the right properties: The B function (Equation 5.5) is not a metric,
and thus it often violates a condition known as regularity [95]. If B is not regular, then
the max-ﬂow/min-cut operation in a single minimization step can actually cause the
overall energy to go up, because certain ﬂow graph edges will have negative weights.
To prevent this from happening, we delete these negative edges from the graph prior to
each-expansionmovecomputation. Itcanbeshownthatthismodiﬁedgraphwillnever
result in an expansion move that increases the total energy; for details, refer to [161].
Synthesis parameters: CMS synthesis is controlled primarily by N, the neighborhood
size, and K, the constraint match parameter (the settings for our outputs are given in
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K = 0.05 K = 0.01 N = 3, K = 0.1
(A) Effect of varying the constraint match parameter K
(B) Effect of varying the neighborhood size parameter N
Figure 5.17: Eect of varying synthesis parameters, demonstrated on rice texture trans-
fer example. (A) As the constraint match parameter K tends to zero, CMS gives less and
less weight to the structure of the face, degenerating into normal texture synthesis. (B)
As N is increased, CMS starts favoring large structures over small features. The face is
preserved, but the details are lost.
the captions of the results ﬁgures). For a user who has experience with CMS, it usually
takes 2-3 tries to ﬁnd a good set of parameters for a given example. Figure 5.17 shows
the eects of parameter changes on the rice texture transfer example (Figure 5.14C). In
general:
 Large N captures larger coherent structures. Small N adapts better to curves
and other smaller features, especially when the source data does not have exact
matches for them.
 Large K forces a closer constraint match, which is important for detail synthesis
and some ﬁlters. Small K enforces texture seamlessness, which is important in
more loosely constrained applications like texture transfer, at the cost of capturing
the structure of the constraint.
139Advantage of pixel-based methods: Patches do a very good job of preserving local
coherence, but pixels are much better at adapting to radical changes in structure (Fig-
ure 5.13C), which typically cannot be seamlessly composed of multiple patches, even if
color variations across the structure are only subtle. Wu et. al.[208] and Liu et. al.[106]
introduce warping, which works quite well in small amounts, but heavy deformation
causes unwanted blurring. This is an area for future work.
Good source data is needed: If the sources S are chosen such that that Q matches
poorly with C, then the resulting output will suer. For best results, analogy-based
synthesis algorithms require enough example data to account for all structures present
in C.
5.5 Conclusions
Constrained texture synthesis is a powerful capability that is particularly useful when
a user requires a particular kind of image or texture, but does not have the appropriate
data to suit his purpose exactly. Leveraging the ideas of visual equivalence and ap-
pearance preservation, we can generate images and textures that maintain the important
appearance properties of given exemplars, while simultaneously satisfying additional
constraints required by the user. This is particularly useful in detail synthesis, where a
user does not have the original high-resolution data in the scene, and can only provide
data that is visually equivalent to it.
Algorithmically, in this chapter we have shown how constrained texture synthesis can
140be expressed as a minimization problem, requiring optimization of both the agreement
between the output and constraint image, and the seamlessness of the patches making
up the output. We then show how to approximate this energy minimization so that
a graphcut minimization algorithm can be used to eciently ﬁnd solutions. The re-
sulting synthesis algorithm, CMS, respects constraints and yields high-quality results
much faster than existing algorithms, and could have signiﬁcant impact on the use of
synthesis-by-example techniques in practice.
We have demonstrated CMS on a range of applications: detail synthesis, texture-by-
numbers, artistic ﬁlters, and other image analogies. We have also demonstrated a novel
use of multiple constraints for dramatic detail synthesis (10 zoom). In future work,
more general patch transformations (such as warps) could extend the power of this tech-
nique. Also, moreaggressive colortransformations couldgive theuser greater ﬂexibility
in providing source high-resolution data for detail synthesis.
Finally, it is important to look into matching the energy minimization framework to
perceptual measures of texture ﬁdelity. As has been discussed in this dissertation since
Chapter 1, pixel-based measures of ﬁdelity do not capture what is visually important in
images. There is no reason to believe that two synthesis outputs with equal objective
functions will be equally good perceptually. By incorporating insights about the general
statistical properties of imagery and texture, we can move towards a greater understand-
ing of texture and perception for synthesis and visual equivalence.
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FUTURE DIRECTIONS
6.1 Contributions of this Dissertation
We have presented visual equivalence, a new standard of image ﬁdelity where higher-
level properties of scene appearance, not pixels, are used to determine whether an image
has high ﬁdelity. We have shown examples of visual equivalence across the fundamental
graphics scene components of illumination, geometry, and materials, and demonstrated
how visual equivalence provides a new context for image ﬁdelity and algorithm design
in computer graphics. We have made the following contributions:
Visual Equivalence and Illumination
 A study of appearance under illumination transformations. We presented an
investigation of the eects of blurring and warping natural illumination maps on
object appearance. Furthermore, we recognized the interdependence of shape,
material, and lighting for object appearance, and explore this across a range of
dierent geometries and materials. We also carefully designed a conservative set
of test conditions so that any metrics derived from our study would generalize to
untested situations.
 A psychophysical criteria for visual equivalence. We demonstrated how to
identify observer impressions of shape, material, and lighting appearance for sin-
gle objects in a psychophysical study, and how responses to these questions imply
visual equivalence. Speciﬁcally for lighting, we introduced a novel 2AFC [64]
142formulation challenging observers to indirectly compare reference and manipu-
lated lighting in terms of appearance.
 Eects of blur and warp. Our studies showed that while blurred illumination
aects appearance, warped illumination often does not, and results in many cases
of visual equivalence.
 Predictive metrics and validation. From the results of our studies, we derived
visual equivalence predictor metrics for illumination, which speciﬁes the degree
to which blur or warp transformations can be applied to distant lighting without
aecting the appearance of an object, based on its geometry and material proper-
ties. We then validated these metrics across dierent geometries, materials, and
illuminations not tested in our study.
 Novel applications to lighting approximations. We discussed and demonstrated
applications of these metrics to real-world situations. For the more interesting
warp metric, we demonstrated how to make more aggressive lighting approx-
imations in two algorithms: Lightcuts [196] and precomputed radiance trans-
fer [174, 119].
Visual Equivalence and Geometry
 Focus on the problem of aggregate geometry. We identiﬁed an important class
of geometrically complex models, aggregates, which have been studied very in-
frequently in the perception and computer graphics literatures.
 A characterization of the dimensions of aggregate appearance. We surveyed
a broad set of related ﬁelds and presented a classiﬁcation of the important dimen-
sions of aggregate appearance: numerosity, variety, and arrangement.
143 A study of appearance under ratio transformations. We presented an investi-
gation of the eects of modifying the ratios of objects in binary aggregates. Once
again, recognizing the role of individual object geometry and material properties
in overall aggregate appearance, we tested several dierent conditions of geomet-
ric and material (color) variation, and discovered predictably dierent behaviors
for each condition. As before, we also carefully designed a conservative set of
test conditions so that any metrics derived from our study would generalize to
untested situations.
 Eects of shape and color variation. Our studies show that there is a lot of
room for ratio manipulation when objects are similar, numerous, or distributed
with uncorrelated color variation. As any of these factors change, human beings
become more sensitive to ratios when determining aggregate appearance.
 Predictive metric and validation. We derived a set of thresholds to characterize
aggregate appearance for dierent conﬁgurations of geometries and materials, and
conﬁrmed their predictive power for almost a hundred dierent cases.
 Applications to scene simpliﬁcation. We discussed and demonstrated how our
results inform fundamental decisions in aggregate design and modeling, and how
aggregates deﬁned through instancing or at the scene graph level can be manipu-
lated to reduce geometric complexity without aecting appearance.
Visual Equivalence and Texture
 Identifying the relationship between texture synthesis and visual equivalence.
We have observed that the standard of ﬁdelity required by most texture synthesis
algorithms, and expressed in a range of texture synthesis research publications,
can be easily understood as visual equivalence.
144 Constrained synthesis as energy minimization. Recognizing the importance
of constraints for usable texture synthesis output, we have developed CMS, an
algorithm for constrained texture synthesis, where we optimize texture ﬁdelity in
terms of the match to the constraint and the output texture’s seamlessness.
 An ecient algorithm for minimization. We have applied a graphcut energy
minimization approach to our constrained texture synthesis formulation in CMS,
and made appropriate modiﬁcations in order to keep the computation tractable.
 Ecient, high quality performance over a range of applications. We have ap-
plied CMS a range of important applications where visually equivalent texture is
required, such as artistic ﬁltering, texture transfer, texture-by-numbers, and de-
tail synthesis. Speciﬁcally for detail synthesis, we have achieved high resolution
reconstruction as high as 10.
When thinking about how to generalize and extend this work, we are met with some
fundamental questions. First, based on what we’ve seen so far, in what kinds of situ-
ations does visual equivalence occur? Second, what are some other areas in computer
graphics in which visual equivalence can be explored? Thirdly, in the long term, how
can this research be generalized and extended beyond computer graphics?
In the remainder of this chapter, we will attempt to answer these questions and put our
work in context. We will begin with a discussion of possible reasons for visual equiva-
lence, in particular emphasizing its relationship with complexity and statistics. We will
continue with some suggestions of other kinds of complex phenomena visual equiva-
lence can be applied to, both in the context of illumination, geometry, and materials,
and also in dierent contexts such as dynamics and simulation. Then, we will look for-
ward and brieﬂy describe some long-term challenges for this research direction, such as
145the scalability and generality of the visual equivalence approach, and the goal of devel-
oping a visual equivalence predictor that operates on any two images without the need
for speciﬁc perceptual studies.
6.2 Reasons for Visual Equivalence
At an intuitive level, visual equivalence is very easy to explain. Natural reﬂection pat-
terns, large collections of objects, and textured surfaces, the three components of graph-
ics scenes studied in this dissertation, are all highly detailed. A human being looking at
any of these does not have the processing facility or time to fully internalize every detail,
such as the location and properties of every light, object, or texture feature. Rather, she
quickly gets a sense of richness and overall appearance without having to focus on any
particular elements. Thus, certain aspects of these elements can be modiﬁed, resulting
in noticeable changes that do not aect appearance. However, the actual “when” and
“what” of visual equivalence is considerably more complicated, and speaks to the yet
undiscovered core principles behind the human visual system. When exactly is visual
equivalence possible, and what exactly is it about two images that makes them visually
equivalent? The answers to these two questions appear to be tied to complexity and
statistics, respectively.
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Although our research was motivated in large part by a desire to simplify the modeling
and rendering of complex scenes, we have come to understand that complexity is in
fact a key component of visual equivalence. If a scene is simple enough, the human
visual system can quickly and eciently encode details, such that any change is both
noticeable and actually changes the way the scene is encoded visually. For example,
in scenes with simple objects and lighting, human beings are in fact very sensitive to
changes in lighting direction, particularly if the sphere is shiny and there is a bright
highlight to track [90], so the warp metrics from our study may not apply. In pilot
studies, we have observed a similar sensitivity to perturbations of a single rectangular
light source on bumpy objects. With full natural lighting, however, the visual system is
overwhelmed with detail and visual coding must make approximations, resulting in the
information loss that enables visual equivalence.
The same is true for geometry and materials. There have been studies of perceptual
shape and material equivalence for single shapes and materials [183, 56], which show
human beings have certain thresholds in understanding the speciﬁc curvature and ori-
entation of a shape, or the glossiness and reﬂectance of a material. However, these are
just-noticeable dierence (JND) thresholds; in these studies, when the dierence be-
tween shapes or materials is acceptable (i.e. under threshold), it cannot be perceived,
which relates to the early-vision standard of ﬁdelity (Chapter 1.1.3). This is markedly
dierent from visual equivalence, where dierences can be noticeable and still accept-
able. However, when geometry and materials are complex and spatially varying, as in
aggregates or textures, once again the visual system is overwhelmed, and visual equiva-
lence is possible.
147This simple but important insight into complexity gives us a means to search for visual
equivalence in other areas of graphics, a topic we will return to in Section 6.3.1.
6.2.2 The Importance of Statistics
While complexity is important for visual equivalence, it is not the whole story. Even
though our visual system has to make approximations during visual coding of complex
scenes, itstillcapturesalargeamountofimportantinformation. Asanextremeexample,
a pile of rocks and a pile of ﬁsh are both complex, and cannot be visually coded without
approximations, but clearly they do not have the same appearance and are not visually
equivalent. While speciﬁc numerosities of the objects are not encoded, the dierence
between a rock and a ﬁsh is clearly encoded. How can we computationally character-
ize which dierences between complex scenes are visually important, and which are
unimportant?
Statistical analysis has been used for many years as a tool to characterize and model the
important properties of complex entities. It is largely accepted that images of the real
world tend to have a 1=f power spectrum [191]. Further statistical dierences have been
observed between images of natural and man-made scenes [123, 159], leading into char-
acterizations of “scene gists” [124] which are computational encodings of appearance
based entirely on statistical properties. Statistics have also been analyzed for real world
illumination [47, 58, 59] and material properties [2], and many advances in texture syn-
thesis (demonstrated in Chapter 5) have been based on statistical arguments, capturing
both global properties at multiple scales [75, 208, 106] and also local properties [52].
This is all evidence that statistics do capture some amount of what is important in a
148scene description or image.
In addition, our visual equivalence results for illumination in Chapter 3 also suggest
that statistical models capture some important qualities of what is visually important in
scene descriptions and images. Recall that we studied blurred and warped illumination
maps for visually equivalent renderings of a test object. It turns out the blurred maps
resulted in inequivalence 49% of the time, whereas the warped maps only resulted in
inequivalence 34% of the time. Following the technique of Dror [47], we performed
some statistical analyses of the blurred and warped maps in our study, compared to the
original natural illumination map which they were derived from. In Figure 6.1, we plot
two standard statistical measures from Dror’s paper, illumination intensity and average
frequency power spectra, respectively. As blur increases, both the number of high inten-
sity locations in the illumination map (Figure 6.1 top) and the average power at higher
frequencies (Figure 6.1) decrease; this is to be expected. However, with the warp, this is
not so; both intensity and frequency power spectra are relatively similar regardless of the
magnitude of the warp transform. From this we conclude that the blur transformation
causes more deviation from natural illumination statistics than the warp transformation,
which is a possible explanation for why the blur causes more inequivalence.
Unfortunately, the question of which statistics are important to capture remains chal-
lenging and dicult to answer. For example, recent work on near-regular texture syn-
thesis [106] has reinforced that standard statistical models do not capture the global
properties of regularity and grid structure, which are important for certain kinds of tex-
tures, andchallengingtomodelcomputationally[33]. Whenlookingatmoregeneraldo-
mains, such as natural images, and graphics scene descriptions, it is even less clear what
fullsetofstatisticsareimportanttopreserveandwhichcanbemanipulatedforcomputa-
149Figure 6.1: Illumination intensity spectrum plots (top) and spherical harmonics power
spectrumplots(bottom)fortheblur(left)andwarp(right)transformationsusedinChap-
ter 3. The statistics of the blurs, which cause more inequivalence, show much more
deviation from the original map than the warps.
tional and or artistic gain. For instance, the plots of the Grove map (the“original” curves
shown in Figure 6.1) are quite similar to many other natural illumination maps [47], but,
being of dierent scenes entirely, they are clearly not all equivalent. Although this is a
very challenging problem, further investigation along these lines can help determine sta-
tisticalrules-of-thumbtocharacterizewhenvisualequivalenceislikelytooccur, without
needing to rely on a perceptual study or a specialized metric.
1506.3 Visual Equivalence Moving Forward
As we stated in Chapter 1, the research presented in this dissertation makes a cautious
foray into what we believe is a new and wide open space of research. Aside from the
pursuit of ideas derived directly from the results of previous chapters, there are also
broader areas to look at that have not been covered in this dissertation. This section will
brieﬂy survey all of these; while this is no means an exhaustive list, it does demonstrate
the potential breadth of this research direction.
6.3.1 Future Directions of Research in Computer Graphics
The above discussion on complexity and statistics gives us some clues into what other
fruitful areas of visual equivalence research might be. Realistic graphics scenes and im-
agery are of course rife with complexity, all of which can be placed in the framework of
visual equivalence and analyzed to derive more metrics predictive of visual equivalence,
and hopefully algorithms and applications that can take advantage of these. In addition
to the areas we have examined in illumination, geometry, and materials, there are many
more paths to take, both within those areas and without.
Illumination: Global illumination and shadowing
The work presented in Chapter 3 focuses mainly on transformations of illumination
maps. As was mentioned in the chapter, many more illumination transformations can be
151studied, such as blocking (as arises in wavelet compression), high/low energy decom-
position, and so on. Moving beyond this, it would be extremely useful to study visual
equivalence under more general illumination conditions (not just an environment map),
perhaps encompassing full global illumination, with inter-reﬂections and other complex
illumination eects. Indirect illumination is very smooth and yet notoriously hard to
calculate; in addition, not all components of indirect illumination are equally impor-
tant [176]. Taken together, this suggest that perhaps a visual equivalence approach to
global and indirect illumination could bear fruit.
Another very important area of research is shadowing. Elaborate shadows, cast by rich
lighting and intricate geometry, are a critical part of compelling graphics imagery, and
yet shadow computations are very dicult. However, some shadows can be so complex
that the details are overwhelming, which, as we discussed above, is likely to result in
information loss during visual coding, and opportunities for visual equivalence.
Geometry: More general kinds of aggregates
Chapter 4 summarizes many areas of aggregate perception research that would be ideal
to examine in future work. There are plenty of axes to subdivide and study, but the
major challenge among these is to handle occlusion and aggregates arranged in three
dimensions. The reason that occlusion creates problems for aggregate perception is that
it aects which objects a scene draw the viewer’s attention, which in turn aects how the
viewer visually codes what he is perceiving. Given that occlusion can occur in so many
dierent ways, this is a highly open problem of key importance to graphics practitioners.
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a 1,000 car scene with 200 types of cars convey the same impression of variety as the
same scene with 1 type of car? Clearly not. How about 50 or 100 types of cars? This
problem is closely tied to the natural question of “How many unique instances do we
need for this complex aggregate”, which comes up time and again in scene modeling.
Focusing on variety as a key property of aggregates and understanding it for instancing
purposes would be a direct and useful application of visual equivalence, possibly paving
the way for deeper explorations of aggregate appearance.
Materials: More complex reﬂectance models
Aside from texture research, which is already a highly developed ﬁeld, visual equiva-
lence can be analyzed in the context of more complex materials than the Ward model
which was used in this dissertation. Subsurface scattering is a very important and com-
monly used material model in computer graphics, particularly because it lends things
like skin and marble their characteristic soft appearance. However, the dipole diusion
approximation [83] commonly employed in rendering algorithms, is coarse and often
inaccurate, even though it still is able to convey a realistic subsurface material impres-
sion to an observer in many cases. Understanding speciﬁcally how to use aggressive
approximations such as dipole diusion in an appearance-preserving manner would be
an important contribution to rendering.
In addition, one could also look at speciﬁc material models such as cloth, or hair [116],
which again are used frequently in the computer graphics community because of the
prevalence of human and animal characters. The intricate, small-scale light-geometry
153interactions responsible for the appearance of hair and cloth make them challenging
to model without large, complex parameter spaces that can be counterintuitive to tune.
However, it may be possible to model the appearance of these complex materials more
concisely, intuitively, and eciently in terms of a smaller space of perceptually based
parameters.
Motion: Dynamics, simulation, and moving objects / camera
The work in this dissertation was mainly focused on static scenes. Extending this to dy-
namic scenes, with moving cameras, objects, and potentially physics / ﬂuid simulations,
is a massive and very exciting new area of research. The importance of algorithms such
as motion blur emphasizes how human beings perceive motion very dierently from
static imagery. The ﬁrst great challenge in this area is to verify that the results of visual
equivalence presented in this dissertation still hold for motion, which requires a deﬁni-
tion of the visual equivalence of video, which refers to both precomputed or dynamic
sequences of frames. Our experiments studying visual equivalence gave subjects inﬁ-
nite time to answer questions, which likely resulted in conservative estimates of visual
equivalence under normal viewing conditions. Because the additional complexities of
motion further overwhelm the visual system, we suspect that visual equivalence in a
video setting will be even more prevalent than it is in static imagery.
In addition, physical dynamics and simulation itself is a rich area of complex behav-
ior where visual equivalence can potentially simplify the computations that need to be
done for compelling graphics images and animations. Recent work [128] has looked
at the appearance of single ball collisions and determined an insensitivity to perturbing
154the direction of motion, which has been applied in some innovative work on browsing
realistic dynamics simulations in order to achieve desired end results [190]. There has
been work on appearance-based guidelines for animation [155]. Fluid simulation is also
a very challenging problem resulting in very visually complex images, where visual
equivalence metrics can potentially be derived and applied.
6.4 The Scalability and Generality of Visual Equivalence
As we have seen, there are clearly many avenues of research to explore for visual equiv-
alence. However, the approach that we have advocated in this dissertation involves
several steps, each of which is a challenging and interesting research problem in its own
right:
 Scene transformations. First we must ﬁnd an appropriate aspect of a complex
scene to modify, and a suitable way to perform this modiﬁcation.
 Psychophysical study. There is always a question of how to ask subjects about
appearance in a study that is tractable and yet broad enough to cover a useful set
of cases.
 Applications. Because visual equivalence is such a new way of thinking about
image ﬁdelity, it is often not immediately obvious how to apply the results of a
visual equivalence perceptual study to a graphics algorithm, although it has been
possible in the cases we have analyzed.
155A natural concern with this approach is the feasibility of identifying a suitable scene
transformation, psychophysical study, and application for every area in which visual
equivalence research is pursued. On the one hand, psychophysics is often not broadly
applied in computer graphics. A common concern with psychophysical experiments
is the impracticality of studying a broad set of conditions within a single experiment.
Thus, without a strategy for validation and generalization, it is unclear how to apply the
results of such experiments to other areas.
On the other hand, the existing body of research in computer graphics is ﬁlled with
hundreds and thousands of models and algorithms applying to a range of cases, from
the general to the highly specialized. A good psychophysical study is far less onerous
an undertaking than the development of a signiﬁcantly new algorithm. Although only
a tiny portion of the psychophysics research literature is typically applied in computer
graphics, it is not unreasonable to consider a situation where application-targeted psy-
chophysics is a matter of course in the development of any new graphics algorithm,
helping to identify what is visually important, potentially permitting the use of more
ﬂexible, appearance-based standards of ﬁdelity instead of relying on stricter ﬁdelity
standards.
6.4.1 Towards an Image-space Predictor of Visual Equivalence
For the purposes of understanding visual equivalence further in a broader array of set-
tings, we believe psychophysical experimentation is important and in fact necessary.
However, looking forward far into the future, we will reach a point where the visual
equivalence of many phenomena have been characterized, and we have exhausted the
156space of tractable psychophysical studies. Taking this research to the next level poses a
very real challenge due to the diculty in characterizing scene appearance in a compu-
tational, image-space manner. Here are three particular points that merit attention:
 Task dependence. In general, it is challenging to ask subjects about every prop-
erty of appearance that could matter in a scene. In this dissertation, we have over-
come this problem with careful experiment design and appropriately posed study
questions. In future studies of visual equivalence, an experiment that focuses too
much on a very limited set of properties could be construed as task dependent,
and the results not representative of how a normal observer would interact with
the stimuli in question. Depending on the usage of the images being studied, this
may be acceptable and could even result in greater insensitivity to approxima-
tions (see the work on Functional Dierences Predictors (FDPs) [54] for further
insight).
 Scene-space vs. image space analysis. All of the metrics of visual equivalence
presented in this dissertation deﬁne manipulations in scene-space. They indicate
ways in which a scene can be modiﬁed, prior to rendering, so that the rendered
result would be visually equivalent to a rendering of the reference scene. Such
metrics are directly useful in a graphics context, where a description of the scene
is readily available and often easier to analyze than the corresponding rendered
image. However, such metrics do not apply in cases where only an image is avail-
able, suchasinimage-basedrendering, computationalphotography, andcomputer
vision.
 View dependence. Although the metrics and thresholds presented in this disser-
tation characterize manipulations in scene-space, they still require knowledge of
the scene camera. Thus, there is a question of how much perturbations to cam-
157era parameters aect visual equivalence. Given that the scene camera determines
the scale at which an image is rendered, and that scene appearance is conveyed
by images, it is hard to imagine fully view independent visual equivalence met-
rics. Additionally, view dependent metrics are likely to provide insight into purely
image-space metrics of visual equivalence. However, view independent metrics
would be more easily applied to graphics, especially in settings with a moving
camera. Both view dependent and view independent metrics are likely to be use-
ful and important to pursue in future research.
From these points, it becomes clear that a very important long-term goal along the re-
searchdirectionwehavepresentedisanimage-spacevisualequivalencepredictor. Sim-
ilar to visible dierences predictors, this new predictor would take two images as input
and decide if they were visually equivalent. Designing an algorithm of this kind is a
grand challenge, requiring insights from all of the related work ﬁelds mentioned in this
dissertation, particularly the psychophysics of appearance, statistical characterizations
of images, illumination, materials, and textures, and texture synthesis. However, if such
an algorithm were to be implemented, it would have a broad impact across the ﬁelds
of graphics and vision, and provide tremendous insight into the operation of the human
visual system.
158APPENDIX A
A STUDY OF THE DIMENSIONALITY OF VISUAL COMPLEXITY IN
COMPUTER GRAPHICS SCENES
In this appendix, we present a study of the visual complexity of images [149]. How does
one evaluate the visual complexity of an image? What are its main components? Aside
from deepening our understanding of human vision and cognition, visual complexity is
also useful to study in the context of computer graphics, particularly to inform directions
of research for visual equivalence, which is based on the human visual system’s inability
to eciently code certain kinds of complexity.
Computer graphics scenes present a unique opportunity for complexity studies because
onceascenedescriptionisavailable, itscontentcanbemodiﬁedandmanipulatedatwill.
However, with geometry, materials, and illumination all simultaneously contributing to
impressions of appearance and complexity, there are too many variables to analyze.
Where does one begin? This work describes some initial steps we took to explore the
visual complexity of computer graphics scenes, and ﬁnd perceptually important dimen-
sions. Our ﬁndings were particularly useful in identifying numerosity as an important
axis of aggregate appearance (Chapter 4).
Contributions
We study visual complexity for a collection of 21 realistic graphics scenes. We dier
from previous work on visual complexity in that we look at a more general variety of
scenes, such as tabletop scenes of two or three objects, room-sized scenes, and outdoor
scenes. Based on the experiment results, we derive a two-dimensional embedding of
159the stimulus images in complexity space, based on multidimensional scaling of pooled
subject responses. The dimensions of this embedding, while dicult to name, roughly
correspond to “numerosity” and “material / lighting complexity”. We also discuss addi-
tional analyses of individual subject responses, using multidimensional scaling, individ-
ual dierences scaling, and clustering. While these analyses conﬁrm that subjects did
in fact behave dierently, they still suggest a space with roughly the same structure as
the original two-dimensional embedding, although a larger experiment is necessary to
conﬁrm this result holds in general. We then present a one-dimensional ranking derived
from the original data, and compare how human evaluations of visual complexity corre-
late with image-based metrics like JPEG compression and visual clutter metrics [160],
and scene-based metrics like polygon and light counts. The disparity between these
measures reinforces the importance of metrics in computer graphics that speak to higher
levels of visual coding.
A.1 Related Work
At a basic level, complexity occurs when something is dicult to describe, explain,
or record; in other words, it is tied to information theory and coding. Early work by
Leeuwenberg in structural information theory [99] laid a rigorous foundation for the
perceptual coding of patterns, based on notions of structural regularity such as alterna-
tion and symmetry. This work has been extended in various directions [138] to derive
predictive complexity metrics for various kinds of pattern recognition.
While the insight provided by coding-based approaches is invaluable, there is a large gap
160between the patterns and strings tested in structural information theoretic papers, and the
richness of realistic imagery. Biederman’s theory of recognition-by-components [14]
took a step towards conceptualizing image pattern recognition and understanding by
focusing on the objects in these images. He proposed a set of generalized shapes, called
geons, that humans use to parse arbitrary scenes. Complexity can then be modeled and
measured in terms of these shapes, as has been done by Patel et. al. [133]. There has
also been work on raw 3D shape complexity metrics in the context of architecture [63].
Shape complexity, despite these advances, is still a dicult problem in its own right,
and challenging to extend fully to visual complexity of images. Thus, another natural
avenue of attack is to directly conduct psychophysical studies on image perception. In
particular, signiﬁcant work has been done on the perceptual dimensions of image under-
standing. Rao and Lohse [153] looked at a subset of the Brodatz texture album and tried
to understand the important perceptual dimensions for these textures. Subjects were
asked to group textures in terms of their perceived similarity, and the authors used these
groupings to derive a similarity matrix for multidimensional scaling (MDS) analysis.
This analysis placed the textures in a 3D space with axes they identiﬁed as repetitive-
ness, orientedness, and complexity. In later work, Heaps and Handel [72] found they
could duplicate the Rao and Lohse results on the Brodatz textures, but not on the MIT
VisTex texture album. They also found that subjects were not consistent at proposing
axis names for MDS solutions, nor could they consistently rank images according to
proposed dimensions (such as repetitiveness).
Our work is similar in spirit and approach to that of Rogowitz et. al. [158], though their
focus is on image similarity and ours is on image complexity. They conducted a thor-
ough investigation and comparison of various algorithmic and perceptual measures of
161image similarity, and used multidimensional scaling analysis in two (and three) dimen-
sions to identify dominant axes of similarity, such as natural vs. man-made, and more
vs. less human-like.
Recently, Oliva et. al. [123] looked speciﬁcally at visual complexity in the context of
indoor photographs, using a hierarchical grouping task to derive a similarity matrix and
perform MDS analysis. The results placed the images in a 2D space, mostly along an
axis corresponding to number / variety of objects. Our goals are similar to those of Oliva
et. al., though our methodology is dierent, and our interest is in synthetically rendered
graphics scenes, which are more varied in type (tabletop, room-sized, outdoor) and are
also associated with 3D descriptions of the geometry, materials, and illumination used
to create them.
A.2 Complexity Ranking Experiment
waitingroom sponza grandcentral roulette temple toycar meetingroom
realcar chembond entryarch kitchen stadium museum tableau
bathroom atrium alleyway louvre cansfloor livingroom alchemistlab
Figure A.1: The ﬁnal stimulus set in our study: 21 images that cover a broad range of
complexity, while also representing various types of geometries, materials, and light-
ing. The images are ordered from top to bottom and left to right according to the one
dimensional analysis described in Section A.3.2.
162We are interested in studying the visual complexity of computer graphics scenes. To
this end, we picked a stimulus set of images that spans a range of geometric, material
and lighting complexity, while being of manageable size. First, we describe the process
of selecting our stimulus set, and next, we describe our main experiment, where we ob-
tained dissimilarity measures of complexity for this set of images. We then describe our
multidimensional scaling analysis of subject responses to discover perceptually mean-
ingful axes in visual complexity for graphics.
A.2.1 Stimulus Set
Alargebodyofworkinthehumanvisionandperceptionliteraturefocusesonperception
of the real world, either directly or through photographs. Computer graphics images, by
comparison, are synthetic in nature and can range from completely unrealistic to al-
most photorealistic. In this experiment we focus on the perception of realistic computer
generated imagery. We sought out a set of high-quality graphics scenes, rendered with
realistic, accurate rendering algorithms, to use for our experiment. We gathered a set of
images from the Web, drawing primarily from academia and raytracing competitions, to
build an initial set of 100 images. We then examined each image closely and eliminated
those with rendering artifacts such as low resolution. This resulted in a set of 40 images.
Ranking task for additional pruning
To get some initial feedback about our 40 image dataset and understand how it spanned
the space of complexity, we ran several pilot ranking tasks. In these tasks, subjects were
163given 60041
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00
high-quality (300 dpi) dye-sub printouts of the images, mounted on foam
boardforeasyhandling, andaskedtoorderthemintermsofvisualcomplexity. Theterm
‘visual complexity’ was not deﬁned; subjects were instructed to use whatever deﬁnition
of visual complexity they believe applied. These tasks were run with 21 subjects.
To keep these initial ranking tasks manageable, we split the 40 images into sets of 13—
14 images based on scale: two sets for building and room-sized scenes, and one for
tabletop scenes (where nearby objects occupy the majority of the image). Using the
ranking results, we selected a ﬁnal set of 21 images that are manageable for pair-wise
comparisons in experiments, but also cover a broad range of complexity representing
various types of geometries, materials, and lighting. This ﬁnal stimulus set is shown in
Figure A.1. We also combined these images into a ﬁnal pilot ranking task to ensure that
subjects did not have diculty comparing images across scales.
A.2.2 Experiment Design
Our goal was to determine the perceptual distance, in complexity space, between each
pair of images in the stimulus set. We designed a simple experiment to measure these
values for all image pairs. As with the ranking task, subjects were instructed to evaluate
“visual complexity” using whatever deﬁnition they believe applied. 21 dierent subjects
participated in the experiment. The experiment was conducted using a web interface on
a 15” Mac Powerbook G4 (screen diagonal 15.25”, 1280x854 resolution). Images were
480360 pixels and presented on a neutral gray background. The viewing distance was
24 inches, and the visual angle subtended by each image was 11.42 degrees.
164Figure A.2: User interface for the experiment. Subjects compared every pair of stimulus
images, using a slider to indicate which image they thought was more complex, and by
how much.
Familiarity with stimulus set
The initial part of the experiment consisted of showing the subject all 21 images present
inthestudy. Thepurposeofthispartwastogiveuserssomefamiliaritywiththestimulus
set we used. Subjects saw the images in slideshow fashion, one at a time, for as much
time as needed. Subjects could click a “Next” button when they were ready to see the
next image. This phase typically took a few minutes per subject.
Pairwise Comparisons
The main part of the experiment consisted of a series of trials where subjects were
shown a pair of images and asked to provide dissimilarity measures in complexity space.
165There are dierent ways to ask subjects to perform this task. During pilot sessions, we
found that subjects were not comfortable answering the question, “How similar are these
images in terms of complexity?” Thus, we presented subjects with the more natural task
of picking which image they felt was more complex. The user interface is shown in
Figure A.2. For each pair, one of the two images was randomly designated as image
A, and the other was designated as image B. Subjects recorded their responses using a
slider underneath the two images. The slider was marked as follows:
 left: “A is much more visually complex than B”
 center: “A and B have about the same visual complexity”
 right: “B is much more visually complex than A”
The slider was fully continuous; any placement of the bar on the slider resulted in a valid
response. The slider was also marked with 7 evenly spaced ticks, one at the far left, one
at the center, and one at the right, with two between each. This was to provide users
with an easier-to-use discrete scale if desired. After interacting with the slider, subjects
clicked a “Next” button to advance to the next trial. Subject responses were recorded
by noting the position of the slider for each trial pair, with the leftmost part of the slider
corresponding to -10, and the rightmost part to +10.
To obtain a data point for each image pair required 210 trials. In addition to this, subjects
completedextratrialsinthebeginningandendoftheexperiment. Theﬁrst11trialswere
training trials for subjects to get accustomed to the task. The pairs in the training trials
were predetermined: there were 11 of them so that each of the 21 stimulus images was
represented at least once. Following this, each of the 210 pairs was presented in random
166order. Finally, at the end, 10 additional trials were performed with 10 pairs randomly
selected from the full set of 210. These 10 “duplicate” tests were used to check the
consistency of subject responses for the experiment. In total, there were 231 trials.
The experiment was run on 21 subjects, graduate students in various ﬁelds unrelated to
computer graphics or human vision. The entire experiment took half an hour on average
for each subject.
A.3 Analysis and Results
In this section, we present the analyses we performed and results we obtained from
the experiment data. Section A.3.1 describes some basic preliminary analyses we con-
ducted prior to MDS. Section A.3.2 then describes the results of several MDS analyses
of our stimulus set, including some additional analyses that reveal dierences between
the individual subjects in the experiment.
A.3.1 Preliminary Analyses
At the conclusion of the experiment, we obtained a complexity distance matrix for each
of the 21 subjects. In addition, for each subject, we had 10 duplicate trial measurements
randomly selected from the set of 210 stimulus image pairs.
167Subject consistency
First, we looked at the subjects’ ability to answer in a consistent fashion when presented
with the same image pair twice. For each subject, we compared their 10 duplicate
responses to their original responses. We gave subjects credit for answering consistently
if their responses were within one standard deviation of each other (standard deviations
were computed per subject). Over all subjects and all duplicate trials, we found that
responses were 77:6% consistent with respect to this measure.
Data normalization
Next, we normalized the data across all subjects to prepare for MDS analysis. For
every pair of images, each subject has a recorded response between -10 and 10, with
negative numbers indicating A is more complex, and positive numbers indicating B is
more complex. Since all subjects used dierent ranges of the scale (some used the
extremes, while some never went beyond the halfway point in either direction), each
subject’s responses were normalized with respect to their mean magnitude. Speciﬁcally,
let D(s) be the matrix of responses for subject s, with entry d(s)ij indicating the result
of his comparison of the images with index i and j, 1  i; j  k (k = 21, the number of
images). The mean magnitude mag(s) is given by:
mag(s) =
k X
i
k X
j>i
d(s)ij
k(k 1)=2
168and the normalized response matrix ND(s) is given by
nd(s)ij =
d(s)ij
mag(s)
A.3.2 Multidimensional Scaling Analyses
In this section we describe two MDS analyses applied to the subject responses. For both
analyses, we used the PERMAP software [71], an interactive tool supporting various
forms of metric and non-metric scaling (all results in this paper use metric scaling).
PERMAP has several interactive tools to explore the stability of a solution, such as
jittering, parking, and the ability to manipulate individual points in proposed scaling
solutions. Using these features, we were able to verify the stability of the solutions we
obtained.
Our ﬁrst approach ignores the sign of the dissimilarity judgments, and only considers
their magnitudes, to compute a two dimensional visual complexity space. Intuitively,
magnitudes correspond to distances in Euclidean space in the MDS scaling, which can-
not be negative. However, in our second approach, we will look at signed responses as
well, in order to determine cases where there was no consensus on which of two im-
ages was more complex. We use this to compute a one dimensional ordering on visual
complexity.
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numerosity: more overall objects, more different kinds of objects
Figure A.3: The 2D multidimensional scaling (MDS) analysis of the stimulus set. The
horizontal axis roughly corresponds to numerosity, ranging from single objects on the
left, to huge buildings and cluttered rooms on the right. The vertical axis roughly corre-
spondstomaterialandlightingcomplexity, rangingfromsceneswithafewuninteresting
materials at the bottom, to complex scenes with rich textures and lighting at the top.
Scaling based on magnitude of dissimilarity
Our normalized subject dissimilarity judgments nd(s)ij are signed values, encoding in-
formation about which image the subject perceived to be more complex. In our ﬁrst
analysis, we will treat these values purely as absolute distances. We ﬁrst sum jnd(s)ijj
across all subjects, obtaining a dissimilarity matrix MagD, and we then perform MDS
170on this matrix, ﬁnding the knee of the stress curve at two dimensions (see Figure A.5).
While this is not an extremely prominent knee, we found that results did not change
much in 3 or more dimensions; despite the modest improvements in stress shown in
Figure A.5, the resulting embeddings are simply ‘fatter’ versions of the 2D embedding.
The 2D embedding is shown in Figure A.3. While it is not clear how to deﬁnitively
identify the two axes, we can observe some general trends that seem to correlate with
the axes, suggesting some possible names for them. The horizontal axis appears to be
related to numerosity in the stimulus images; in moving from left to right, the scenes
depicted have more and more objects. For instance, on the left side of the space we
have scenes with very few objects, such as toycar and roulette. In the middle, we have
scenes such as museum and meetingroom which have many objects in view. Finally, on
the right we have scenes suggesting uncountably numerous objects, such as metal bars
in louvre, and multiple vials / containers in alchemistlab.
The vertical axis is more dicult to name than the horizontal axis, but there is a rough
correspondence with scene material and lighting complexity. Moving from bottom
to top, the scenes depicted show richer materials, either in the form of glossiness or
texture, and also more varied lighting with interesting shadows. For instance, sponza
and stadium ﬁnd themselves in the bottom half of the space, with their relatively plain
materials and lighting (sponza is shadowed, but the eect is not as striking as in temple,
which is just above it in the MDS result). In the middle of the space we have scenes such
as realcar and atrium, marked by striking shininess and shadows, respectively. Finally,
at the top of the space we have images such as cansﬂoor and alleyway, dominated by
rich textures.
171It is interesting to note that the vertical axis is not just an indicator of the amount of
color variation in the stimulus images. One indicator of this is the bathroom image,
which, while largely yellow, has interesting lighting, a mirror, and glossy tiles / sink,
and accordingly resides in the middle of the space. It is also interesting to note the eect
of scale: most of the large scenes (temple, grandcentral, stadium, etc.) are spread across
the bottom of the space, because material and lighting complexity are very dicult to
convey when squeezing such large scenes into a small image. It is possible that closeups
of these scenes would be evaluated dierently, and this is an interesting direction for
future work.
From a graphics standpoint, the identiﬁed axes have a direct relationship to how mod-
els are speciﬁed: graphics scenes are described in terms of geometry, materials, and
illumination. Geometry is naturally related to the numerosity axis, and the material /
lighting variations make up the other axis. However, it is dicult to draw any stronger
conclusions of dimensionality from this experiment. For instance, it is not clear which
of shininess, texture, lighting, or shadows is the greatest indicator of complexity in the
vertical direction in our MDS result, and this is another interesting direction for future
work.
Scaling based on dissimilarity consensus
In our ﬁrst analysis, recall that we ignored the sign of subject responses when pooling
to obtain an all-subject dissimilarity matrix. What happens if we reintroduce this sign?
Figure A.4 shows some example situations. In Figure A.4(a), when subject judgments
are almost unanimous, the signs of responses do not provide additional information.
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Figure A.4: Consensus on various image pairs. (a) Subjects uniformly judged the left
image in these pairs to be more complex. A line drawn between the images in these pairs
has a positive slope in the presented 2D complexity space. (b) Subjects did not strongly
select either image as more complex, indicating their similarity both in complexity and
content. These images pairs are very close in 2D complexity space. (c) Subjects were
divided on these pairs because each image has a dierent kind of complexity. A line
drawn between the images in these pairs has a negative slope in 2D complexity space.
Similarly, in Figure A.4(b), when two images are judged to be fairly similar in complex-
ity, again signs don’t matter. However, consider the situation in Figure A.4(c), where
subjects were strongly divided on which image was more complex. Intuitively, a polar-
ized image pair of this kind is showing how dierent subjects are reacting to dierent
scene properties to make their complexity judgments, which is evidence of a multidi-
mensional complexity space. If we were forced to pick one image as more complex, we
can sum the signed responses of subjects to come up with an answer.
We can use this idea to derive a consensus scaling of the stimulus images. We form
the consensus dissimilarity matrix ConsD by summing all subject response matrices
ND(s) as-is, and computed a one dimensional scaling of this matrix. The images in
Figure A.1, from left to right and top to bottom, are ordered according to this scaling
result. Informally, this result is similar to rankings obtained in our pilot studies; while
there was some disagreement on the ordering of images in the middle of the scale, near
the ends of the scale the rankings were identical.
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Dimensionality vs stress plots for both MDS analyses (Sections 4.2.1 and 4.2.2)
Section 4.2.1: MDS based on magnitude of dissimilarity Section 4.2.2: MDS based on dissimilarity consensus
Figure A.5: Stress curves for our ﬁrst two multidimensional scaling analyses.
The goal of MDS is to embed a set of points in a n-dimensional space such that the
distance bewteen points in this space corresponds as “closely” as possible to the input
matrixofpairwisepointdissimilarities. Thedegreeofcorrespondencebetweenthecom-
puted scaling result and the input matrix is measured using a stress function (we used
the Kruskal Stress1 function [71]). We would like to ﬁnd the dimension that has low,
ideally zero, stress. Since this ideal situation never occurs in practice without consider-
able overﬁtting, a common approach is to compute the stress for each dimension, plot
the stress curve, and pick the dimension at which the “knee” of the curve occurs. Fig-
ure A.5 shows the stress curves for the two analyses. The analysis based on magnitudes
alone (Section A.3.2) has a knee in the curve at two dimensions; a one-dimensional ﬁt
is by comparison quite poor. On the other hand, the analysis based on the dissimilarity
consensus (Section A.3.2), despite also having a knee at two dimensions, is consider-
ably ﬂattened to be almost one-dimensional (the corresponding MDS plot, not shown,
is a slightly bent crescent, which one can argue is a 1D manifold). This matches our
intuition to use 1D scaling from the dissimilarity consensus analysis, rather than the
magnitude analysis, to derive a one dimensional ordering of the stimulus images.
174Scaling to determine individual dierences across subjects
To gain more insight into the data, we decided to look at dierences between subjects in
the study. We ﬁrst computed MDS solutions for each of the 21 subjects, and determined
their dimensionalities using a combination of MDS stress and Shepard plots. We found
that the dimensionalities of these solutions ranged between 2 and 5, with 17 subjects
at 2 or 3 dimensions (total average: 2.66). While there are some similarities between
the MDS solutions for each user, the solutions do not match exactly; in particular, there
is disagreement about images in the middle of the complexity space (the images in the
middle of Figure A.3). This is consistent with behavior observed during our ranking
pilot studies. In addition, individual MDS results all have a lower correlation measure
(average R2 = :517) than the all-subject MDS of Section A.3.2 (R2 = :876), presumably
due to less noise in the multi-subject analysis.
In a subsequent analysis, we ran individual dierences scaling using INDSCAL [28].
The goal of individual dierences scaling is to compute an MDS solution over a set
of stimuli, while simultaneously computing weights representing the importance each
subject gave to each dimension of the solution. Using this approach to compute a 2D
result, we ﬁnd an embedding that is qualitatively similar to the result of Section A.3.2.
The 3D result is also similar, although the third dimension is slightly more expressive
than that of Section A.3.2; we did not ﬁnd it corresponded to any meaningful property.
In looking at dierent projections of the INDSCAL results, we discovered that images
with related content are close to each other; for example, fsponza,grandcentral,templeg,
fkitchen,conferenceroomg, and fatrium,louvre,stadiumg. These groups can be seen in
Figure A.3 and Figure A.4-(b) as well, but they are more pronounced in the INDSCAL
result, particularly the last group.
175Examination of the INDSCAL subject weights shows that all subjects are weighting
dimensions quite dierently. We have performed some initial clustering analyses to
identify groups of subjects that behaved similarly (by looking at the norms between
normalized matrices ND(s)). Our initial results show groups that are in line with those
uncovered by INDSCAL analysis, but a larger study with more subjects is required to
extract more meaningful information.
It is important to note here that one should not expect all users to behave similarly in
this experiment. Analyses similar to ours used in previous studies of texture / image
complexity [153, 72, 123] depend on users not behaving identically in order to compute
unique positions in the MDS results for each image in the stimulus set. Furthermore,
their results exhibit individual dierences despite posing much more speciﬁc questions
about visual complexity.
A.4 Comparisons with Other Measures of Complexity
In this section, we compare the one-dimensional ordering derived in Section A.3.2
against those obtained by several computable measures of visual complexity, and also
against scene-based measures of model complexity. The behavior of these other mea-
sures is not often correlated with visual complexity; this is expected, since current algo-
rithmic means of characterizing visual complexity do not take scene understanding into
account. Instead, they interpret images and scenes in terms of their raw data. Aligning
these measures should enable better rendering and scene representation algorithms.
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Figure A.6: Comparing the experiment-derived 1D complexity ordering with orderings
based on JPEG ﬁle size and the feature congestion metric [160]. Notice that neither
curve is monotonic, indicating the low correlation between perceived complexity and
computable measures.
Visual complexity is somewhat related to frequency content in image compression, or
clutter in visual search [160]. To that end, we compared our 1D measure of visual com-
plexity for this data set with two computable measures: JPEG ﬁle size, and the Rosen-
holtz feature congestion metric [160], respectively. The results are shown in Figure A.6.
As expected, neither curve is monotonic.
It is interesting to note which kinds of high frequency correlate with feature congestion.
When frequency results from material variation on one or two objects, such as in roulette
and realcar, the large ﬁle sizes do not correlate well with visual complexity. However,
whenthehighfrequenciesresultfromrawnumerosity, thereisacorrelation, asinlouvre.
Also, when there is material variation through an entire scene, such as in cansﬂoor, ﬁle
size is a good predictor of complexity. The results for the feature congestion metric are
similar, although there appears to be more of a response to numerosity.
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Figure A.7: Comparing the experiment-derived 1D complexity ordering with orderings
based on graphics scene complexity measures: triangle count, light count, and rendering
time. Again, there is not much correlation between these numbers and perceived visual
complexity.
In computer graphics, measures of scene complexity are often used as indicators of how
dicult it is to render a ﬁnal image. One common indicator is geometric complexity,
the number of primitives (usually triangles) in a scene. Another common indicator is the
number of lights used to render the scene. Many of these lights are actually virtual lights
that result from dense samplings of real-life lighting conditions and eects, such as
sun/sky illumination, indirect illumination (the result of multiple bounces of light), and
environment maps. Typical rendering algorithms take time proportional to geometric /
illumination complexity. Raw rendering time is also sometimes reported as a measure
of scene complexity, as it is a direct measurement of rendering diculty.
We obtained triangle counts, light counts, and rendering times (using the Light-
cuts [196, 195] algorithm) for a subset of our scenes, and compared these with the
visual complexity orderings obtained in our experiment. The results are shown in Fig-
ure A.7. As expected, similar to image-based measures, there is little correlation be-
tween visual complexity and these algorithmic indicators of complexity from computer
graphics. Looking closely at these images reveals some possible explanations. For ex-
ample, temple (center), a massive model of 2.1 million polygons, is given the same
178pixel real estate as tableau (right), a much smaller scene of 630 thousand polygons.
This makes it much harder to see subtle geometry and texture variations in temple. Fur-
thermore, the high polygon count in this scene contributes to several large, countable
pillars, not raw numbers of objects as in louvre for example. Accordingly, temple has
understated numerosity and material/lighting complexity despite its graphics scene de-
scription. grandcentral, another very complex scene, has considerable detail in lights,
numbers of windows, and the railing in the front. However, these details are so small
in screen space that they do not contribute as much to perceived visual complexity as
they should. Our hope is that a better understanding of visual complexity will enable
development of rendering algorithms that are more in line with how human observers
perceive scenes.
A.5 Conclusions and Future Work
We have presented a study of visual complexity for computer graphics scenes. We have
discussed a 2D multidimensional scaling analysis of the data, and also several followup
analyses. While the dimensions of the 2D analysis are not easy to identify, the data
exhibits trends that roughly correspond to “numerosity” and “material/lighting com-
plexity”. The subsequent followup analyses suggest that there are signiﬁcant individual
dierences between subjects. Finally, we have shown how perceived visual complex-
ity does not necessarily correlate well with image-based and scene-based measures of
complexity.
One major area of future work is to replicate these results on a larger set of images.
179Unlike with real photographs analyzed in other related studies [158, 123], it is dicult
to ﬁnd a large, broad set of computer graphics images that do not have visible artifacts
which would confound perceptual studies. By focusing on some important dimensions,
such as numerosity, material complexity, and lighting complexity in detail, it may be
possible to generate larger image sets and perform more targeted studies. These studies
can also use much more speciﬁc questions about visual complexity. For example, does
numerosity mean raw number of objects, or unique objects? Which materials are per-
ceived to be more complex? Are reﬂections or shadows more complex? The advantage
of studying these problems in the context of computer graphics is that custom scenes
can be modeled and rendered for all of these particular conditions much more easily
and consistently than they can be photographed in the real world. The disadvantage is
that the breadth of scenes tested is likely to be small, since each kind of scene (room,
outdoor nature, etc) would need its own unique model.
Another interesting area for future work is the issue of scale and moving viewpoint. In
the real world, and in interactive graphics applications, we are not restricted to a single
view of an environment; if there is complexity in a region, we can focus our attention on
it and view it in greater detail. It would be useful to understand how to incorporate this
behavior and derive some understanding of the relationship between scale and perceived
complexity.
Overall, we hope that continued investigation in this space will provide more insight into
the relationship between visual complexity and graphics. This can not only motivate
new approaches to perceptually based rendering, but also provide better guidelines for
graphics designers and modelers aiming to convey complexity in their scenes.
180APPENDIX B
A FEATURE-BASED APPROACH TO SUPER-RESOLUTION
In this appendix, we revisit the problem of texture resolution enhancement, introduced
in Chapter 5. Texture mapping is a very important and popular technique for convey-
ing scene complexity and increasing perceived image quality in graphics applications.
While greater texture resolution typically results in greater perceived image quality,
for various reasons texture resolution is often limited. The work presented in Chap-
ter 5 describes a method for resolution enhancement based on texture synthesis and
visual equivalence of texture. However, that method depends on the existence of vi-
sually equivalent, high-resolution source texture that can be used to enhance a given
low-resolution input texture.
Here we present another approach, also perceptually motivated, but based on the visual
importance of discontinuities, called feature-based textures (FBTs) [150]. An FBT is an
alternative image representation that explicitly combines raster pixel samples with visu-
allyimportantfeatures: resolution-independentrepresentationsofhigh-contrastchanges
in the texture map. FBTs enable sharp, high-quality texturing at close viewing distances,
while maintaining the ﬂexibility of traditional texture maps. While this research was
done with textures in mind, the technique is broad enough to apply to regular raster
images as well.
Figure B.1 illustrates how FBTs are created and used. The top row shows the pre-
processing that converts an input image and its features into an FBT. Each FBT texel
stores features and samples. Features are represented as line segments and, for higher
quality, curves. Unusable samples from the input, which cross feature boundaries, are
181Figure B.1: Feature-based textures. Top row: data structure formed as combination of
samples and features. Preﬁltered samples from pixels that cross feature boundaries are
removed, replaced by reachable clean samples. Bottom row: FBTs are rendered using
point queries. The structure is searched for the texel and region containing the point,
and feature-respecting interpolation is performed to return a color value.
automatically discarded and replaced with nearby samples found through a reachability
computation. At the end of preprocess, every FBT texel is divided into regions, with
exactly one sample per region.
The bottom rown shows how FBTs are rendered. As in standard texture mapping, the
texture value at a point p is reconstructed using bilinear interpolation of nearby texture
samples. However, in FBTs, only reachable samples are used - that is, those on the
same side of all features as p. One the right, we see a comparison of FBT rendering with
standard texture mapping using bilinear interpolation. The FBT captures sharp features
of the text and subtle shading gradations. The output from standard texture mapping
is blurry by comparison. For this example, an FBT of resolution 230256 (416KB)
is contrasted against a texture map of resolution 460512 (690KB). To achieve image
quality comparable to this FBT, the texture map would require 41MB of memory.
In the sections to follow, we will describe the FBT approach in detail and present some
results showing the quality that can be obtained for both raster textures and vector graph-
182ics inputs. Section B.1 discusses related work, and Section B.2 gives an overview of
FBTs. Sections B.3 and B.4 describe in detail how the FBT is created and used in ren-
dering. Section B.5 presents results, which are discussed in Section B.6. Finally, we
make some concluding remarks in Section B.7.
Contributions
This work introduces a new texture representation, FBTs, that combines features and
texture samples for high-quality texture mapping.This representation is compact and
supports ecient texture lookup. We present an algorithm for constructing FBTs of
both vector and raster image inputs, handling arbitrary feature complexity, and sampling
FBTsforrendering. Wepresentresultsfromasoftwareimplementationofthistechnique
demonstrating quality, eciency and low memory overhead.
Feature-based textures can improve texture quality in both interactive and oine ren-
dering applications. For oine renderers, the ability to point-sample the FBT helps
achieve good quality even at close viewing conditions. While our main implementation
is software-based, we found that for interactive rendering a GPU-based implementa-
tion of FBTs was also feasible. Interactive applications such as games could beneﬁt
substantially from the resulting improved image quality.
B.1 Related Work
The idea of using arbitrary resolution functions to model graphics is not new. Vector-
based image representations such as Scalable Vector Graphics [179] and PostScript are
183resolution-independent, andthereforetheyareheavilyusedforprintingandillustrations.
However, they are not amenable to point sampling and cannot be used in arbitrary ren-
dering contexts. Additionally, pure vector-based techniques are somewhat limited in the
visual complexity they can produce. While these formats can include raster images, in
doing so they are again subject to the resolution dependence of the raster representation.
Procedural textures [50] completely specify a resolution-independent texture function
that can be directly sampled and manipulated; these textures are often generated us-
ing mathematical simulations or random noise. While useful for natural phonemena,
traditional procedural techniques are unable to enhance existing images with plausible
high-resolution information, making them unsuitable for image-based texture mapping.
Image super-resolution [79, 53, 20] aims to generate a high resolution image from a
series of low resolution inputs that capture the same scene from dierent viewing loca-
tions. FBTsintroducesharpnessbyannotatingasingleimage, butitwouldbeinteresting
to look at annotation of multiple images to create a higher quality result.
Feature ﬁnding and analysis [48, 26, 112] are often used in computer vision for a va-
riety of applications, including stereopsis, shape recognition, and object tracking. This
has been extended to 3D point-based models as well [134]. Our goal is dierent; we
explicitly use features to improve the quality of the rendered result. The technique we
present is related to anisotropic diusion [137], which blurs grainy parts of an image but
maintains sharpness in discontinuous regions. There is also similar work in image re-
construction [38, 27, 80], but the focus there is on compression and fundamental image
representations, not a mechanism for sampling in a rendering context.
184Autotrace and Potrace [169] are excellent tools for tracing features in images and ex-
tracting vector representations. We have used Potrace to ﬁnd features in some textures.
There is a substantial body of work in computer graphics on the explicit use of disconti-
nuities in high quality reconstruction, such as radiosity discontinuity meshing [74, 105],
illumination functions [164], and silhouette clipping [166]. Recently, there has been
interest in new image representations that capture discontinuities for interactive global
illumination [8] and hardware-based shadowing techniques [171].
Our work is most closely related to that of Salisbury et. al. [165], who use a hybrid
image representation with piecewise linear discontinuities for resolution-independent
pen-and-ink rendering. The FBT representation captures both lines and curves, and is
demonstrated for both vector graphics and raster images. Because our focus is texture
mapping, we demonstrate support fast point queries and bilinear interpolation. Also,
our technique does not use NPR rendering styles to mask artifacts.
B.2 FBT Overview
Like a standard texture map, an FBT is a two-dimensional array of texels. However,
FBT texels store both features and samples. Features are discontinuity boundaries that
intersect the texel; samples are values of the function being represented by the texture.
Figure B.2 shows some of the ways a texel can be intersected by features. In the FBTs
shown in this paper, most texels are empty, like Figure B.2-(a). Sampling from empty
texels is no more expensive than a standard texture lookup.
185B.2.1 Features and Regions
Features characterize high-contrast changes in the input image; they are represented by
connected chains of splines. In our implementation, we support Bezier curves, ranging
from lines to cubics. We refer to individual splines in a feature as sub-features.
(a)
R1
(d)
R1 R2 R3
R4
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R7 R8 R9
(c)
R1
R2
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R4 R5
(b)
R1
R2
R3
Figure B.2: Example texels, features, and regions (labeled as fRig). When features come
to a T junction (c), or intersect completely (d), the texel is split (dashed lines) at the
intersection points, forming horizontal bands that contain no intersections.
Let us assume for now that the features and FBT resolution are both speciﬁed (as de-
scribedinSectionB.3.1). AsshowninFigureB.2, texelsaredividedintovariousdisjoint
regions by their intersecting features. For compactness, every region contains exactly
onesample, whichweassume islocatedat thebottomleft oftheregion. Tosample prop-
erly, we need to correctly identify the regions dierent points are contained in. Usually
this is very easy (Figure B.2-(ab)) but when features intersect the problem is a little
harder (Figure B.2-(cd)). We will revisit this issue shortly.
B.2.2 Rendering an FBT
Texture maps can be queried in various ways. The most accurate and expensive tech-
nique is to map the input pixel’s area into texture space and ﬁlter the area to return an
186antialiased texture value. We use an alternative, cheaper technique: map a point visible
from the pixel into the texture, and do a lookup using bilinear interpolation. Supersam-
pling is used to handle antialiasing. Thus FBT texture lookups involve the following
operations:
1. Transform the point into texture space point p.
2. Find the FBT texel T that includes p.
3. Find the region R in T that includes p.
4. Look up the sample in R and samples from reachable regions in adjacent texels.
5. Return the bilinearly interpolated texture value.
Steps 1, 2 and 5 are straightforward and similar to standard texture map operations,
whereas steps 3 and 4 are speciﬁc to FBTs. Therefore, the FBT must store just enough
information to do steps 3 and 4 eciently. Section B.3 fully describes the FBT prepro-
cess that accomplishes this.
Locating the region containing a point
Step 3 involves quickly locating the region that contains a given point p. A simple test
accomplishing this is to see which side of each feature p lies on. This will work for any
texel that has no intersections, but it may fail in the case where features intersect each
other. For example, in Figure B.2-(d), R2 and R8 are distinct, but they are on the same
side of both features. To handle such situations, the texel is split horizontally at each
feature-feature intersection (indicated by the dashed lines). This forms a series of bands
187that do not contain any intersections. Band subdivision is combined with the sidedness
test above to determine p’s region. See Section B.3.5 for details.
Finding samples for interpolation
Step 4 involves identifying samples that can be used to compute texture values for a
given point in the texture, using bilinear interpolation. For an empty texel (which con-
tains exactly one region), bilinear interpolation is performed in the usual fashion using
the single sample of that texel, along with samples from three adjacent texels. Because
the sample is taken from the lower left corner, the three texels to the right, above, and
diagonally above to the right must contain usable samples (see Figure B.6-(a)).
For points that lie in nonempty texels, bilinear interpolation is performed using samples
from the current texel and possibly also from regions in adjacent texels. A sample from
anadjacenttexelisusedonlyifitisreachablefromthecurrentpoint; otherwise, possibly
erroneous interpolation would occur across a blocking feature. Section B.3.6 explains
how reachable samples are identiﬁed and interpolated.
B.3 Creating FBTs
Some preprocessing is required to prepare the FBT data structure for use in rendering.
The exact nature of the preprocessing depends on the kind of input being used to gener-
ate the FBT.
188B.3.1 Input Speciﬁcation
The input to the FBT preprocess consists of an image, a set of features, and a user-
selected FBT resolution. This information is then combined to create a ﬁnished FBT.
Finding features: Dierent types of input are amenable to dierent types of feature
extraction. Features are identiﬁed either through automated extraction or manual speci-
ﬁcation, as discussed below.
 Automatic extraction. Vector-based representations can be queried directly to
return all features. Raster image features can be obtained either by using tracing
programs [169], or by applying feature detection algorithms [26].
 Manual speciﬁcation. A user can manually draw features to match the high
contrast changes in the image. The output of automated extraction techniques can
also be used to assist in this process. This user interaction is needed only once per
image, and a library of FBTs can be reused by applications.
Selecting FBT resolution: Because FBTs represent features explicitly, there is some
ﬂexibility in choosing texel resolution. A natural tradeo exists between texture qual-
ity/eciency and compactness; dierent applications have dierent demands. For ex-
ample, an input with gradients should use more texels to accurately capture shading
variations, while a simple solid-color SVG input only needs a few texels.
189B.3.2 Feature Processing
One of our goals is to have a representation general enough to reproduce textures with
any conﬁguration of features. For this reason, we compute all feature-texel and feature-
feature intersections, because they all aect the region determination process. Line
intersection is trivial; line-curve intersection is also relatively straightforward, requiring
the use of a cubic solver. Robust curve-curve intersection is possible using techniques
such as interval-based intersection [189] or Bezier clipping [168].
Toacceleratecomputationinvolvingfeatures, akd-treeisconstructedovertexturespace.
It can be queried to return all sub-features in a given bounding box, which accelerates
intersection tests.
B.3.3 Invalidating Preﬁltered Samples
bilinear interpolation prefiltered samples FBT
Figure B.3: Eect of preﬁltered samples. Left: image produced by bilinearly interpo-
lating texture samples from a raster texture map. Middle: using preﬁltered samples in
the FBT causes artifacts. Right: eliminating preﬁltered samples in the FBT produces
accurate output.
When constructing an FBT from an image, we treat most samples as plausible point
samples because they are in smooth regions. However, samples that lie close to features
190are often ‘preﬁltered’ by the device used to capture them. For example, most cameras
have some transfer function that ﬁlters all incoming light through a pixel (and nearby
pixels). These preﬁltered samples cannot act as point samples, so they may cause ren-
dering artifacts (as in Figure B.3, middle).
If the properties of the imaging device are known, sample invalidation can be decided
using a metric similar to that of [81]. Often, however, the imaging device is not known,
so the user can explicitly specify an invalidation distance from features. Typically a
(1-norm) distance of 1 pixel unit in the original image suces; this also applies to
artist-drawn images, where antialiasing typically happens on a pixel level. Eliminating
ﬁltered samples improves reconstruction during rendering (Figure B.3, right)
B.3.4 Filling Holes
The invalidation process described above can create holes - regions in the texture with
no sample. These holes are ﬁlled using information from nearby reachable samples.
In general, since features are composed of chains of splines, texel regions can have
complicated boundaries. To ﬁll holes we need a way to partition texture space. The
constrained Delauney triangulation used in [165] is limited to line segments; to handle
curves, we use a trapezoid decomposition variant [126]. For each texel, we record the
y-coordinates of all feature-texel intersections, feature-feature intersections, and sub-
feature maximum and minimum y-values. These coordinates correspond to horizontal
lines that split the texel into simple 4-sided sub-regions. Each sub-region has a ﬂat
upper and lower boundary, and its right and left boundaries are either splines or sides
191of the texel. Some care must be taken to handle sub-features that are horizontal lines.
Figure B.4 shows the sub-regions fLig computed for the texel on the right.
L1
L4
L2
L3
R1
R2
L6
L5
Figure B.4: Intermediate representation for reachability and hole ﬁlling. To form the
sub-regions fLig, a horizontal line is drawn at the curve’s maximum y value and its
intersectionwiththemiddletexelboundary, splittingtherighttexelintothreebands. The
sample in the left texel is copied to the sub-regions in R2, but it cannot reach anything
in R1.
Once the sub-regions are constructed, we build a reachability graph where the sub-
regions are vertices, and adjacent sub-regions are connected by an edge if the boundary
between them is not blocked by a feature. Holes are then ﬁlled by searching for and
copying the closest reachable sample. We will need the reachability graph later, so we
will save it; however, at this point, we can eliminate sub-regions from the FBT represen-
tation. All sub-regions are collapsed and their samples merged through area-weighted
averaging. Bands remain to handle feature intersections; all other texel divisions along
the y-axis are eliminated. For example, in Figure B.4, we merge L1 and L4 into R1, and
L2, L3, L5, and L6 into R2.
B.3.5 Region Testing
To perform ecient texture lookup during rendering, a fast test is needed to determine
which texel region a point p lies in. We have handled feature intersections by forming
192horizontal bands, which leaves us with rectangular bounding areas divided by multiple
nonintersecting features. Deﬁne the term simple feature to refer to a portion of a feature
that splits a rectangular bounding area into two disjoint regions, which we arbitrarily
term ‘inside’ and ‘outside’. A simple feature is therefore either a closed loop, or a
portion of a feature that enters and exits the bounding area exactly once.
With closed loops, the traditional method to distinguish ‘inside’ and ‘outside’ is to use
an intersection parity test: cast a ray from p, and check the parity of the number of
intersections with the loop. Odd parity means ‘inside’, and even parity means ‘outside’.
It is natural to shoot a ray in one of the four directions (ˆ x; ˆ x;ˆ y; ˆ y) because of com-
putational convenience. To make a region determination test for a simple feature, we
could imagine ‘completing’ the feature by outlining one of the two regions it delimits,
forming a closed loop (bolded in Figure B.5), but we would need to keep track of the
extra boundary edges.
It is possible to pick a ray direction such that the test result of the feature alone is the
same as the test result of this closed loop. Figure B.5-(ab) illustrates this principle.
In each diagram, applying the given test to points in shaded/unshaded areas returns
odd/even parity, respectively. In (a), notice how the closed loop shares a portion of the
left boundary. Therefore, if one considers the parity test against only the simple feature
in the direction  ˆ x, the area in the middle will have reversed parity because the ray-
boundary intersection was ignored ((a)-top). However, if we pick a direction that can
never intersect that boundary, the parity test result against the simple feature will be
sucient; thus ˆ x produces the correct result ((a)-bottom). The example in (b) is similar.
In general, the ray cannot be cast towards a boundary that intersects the simple feature;
any other direction can be chosen.
193Wecannowcreateatesttodistinguishthen+1regionscreatedbynsimplefeatures. The
semantics of this test will correspond to a linear search of a sorted array. We examine
the simple features ffig in order; if the point is inside (less than) fj, it is in region Rj,
and if it is outside (greater than) all n features, it is in region Rn+1. Figure B.5-(c) shows
how this works.
We are assuming that all features in the texel or band are simple. Any partial feature that
does not cut the whole area into two regions either terminates at an intersection point
(in which case bands handle it) or ‘ﬂoats’ inside the bounding area, in which case it is
ignored.
(b) (a)
(c)
R1 f1
R2 R3
R4
f2
f3
ˆ x
− ˆ x
− ˆ y
ˆ x
Figure B.5: Region determination with simple features. The ray casting direction for
each feature is indicated by the arrows. (ab) Top: Testing intersection parity (odd/even
= shaded/unshaded) against the feature alone is not sucient if the ray points towards a
boundary that the feature intersects. Bottom: Any of the other directions is correct. (c)
The complete region determination test with sorted simple feature array ffig.
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Figure B.6: Bilinear interpolation using neighboring reachable samples. Texel repre-
sentative samples are in the lower left corners of the texels. If all 4 samples are not
available, existing samples are used instead. (a) Standard texture mapping. (b) The right
side samples are blocked, so the ones on the left are copied, preserving the gradient. (c)
Only the upper right sample can be reached.
B.3.6 Texture Lookup with Interpolation
As described in B.2.2, we would like to use bilinear interpolation to capture smooth
texture shading. In a standard texture lookup, we bilinearly interpolate the four samples
nearest to the point. Let the texture sample at p be denoted by sp, and let the four nearby
samples be fsig, with bilinear interpolation weights fwig. Then, sp =
P
iwisi.
Standard bilinear interpolation is ﬁne for smooth regions, but given the complications of
variable numbers and shapes of regions, it is unclear how to explicitly deﬁne a general
reconstruction function that is quickly computable, both in terms of picking appropriate
reachable samples and calculating accurate interpolation weights. We could store four
samples at the corners of each region of a texel, but this would cause roughly a four-fold
increase in memory usage. Our goal is to interpolate texture values while still storing
195one sample per region, like standard texture maps.
We have adopted a practical solution to this problem that is adequate in many situations.
An FBT stores only one sample per texel region; this sample is associated with the re-
gion’s lower left corner (fcig in Figure B.6). The sample that is in the lower left corner
region of the texel is the representative sample (c0, c1, c2, c3 in Figure B.6). To perform
bilinear interpolation, we use the single sample in the region p maps to, and all reach-
able representative samples from neighboring texels, for a total of 4 possible samples.
These samples are placed at the corners of an imaginary texel and interpolated using
the resulting weights fwig. If we don’t have all 4 samples, we ﬁll the empty spots by
reusing the closest (distance-wise) of the ones we have. See Figure B.6 for examples. In
the ﬁnal FBT, reachability information for each region is computed using the previously
computed reachability graph and stored in a 1 byte sample availability mask (2 bits to
encode which of the 4 possible samples to use in each corner).
B.3.7 FBT Memory Usage
To store features, each FBT maintains a global list of 2D points. Each feature is deﬁned
by an array of indices into this point list, with an index for each sub-feature; each index
uses 2 bytes. Splines are represented by 2 to 4 control points each.
Each texel stores an array of horizontal bands, which each store an ordered list of simple
features. Each simple feature stores the following: feature number (2 bytes), start sub-
feature index (2 bytes), end sub-feature index (2 bytes), start parameter value (1 ﬂoat)
and end parameter value (1 ﬂoat). The start and end parameter values are the spline pa-
196rameter values indicating when the start/end sub-features enter/exit the texel. Together,
this information is sucient to ﬁnd the chain of sub-features comprising the simple fea-
ture. Additionally, each simple feature uses 2 bits to indicate which ray direction to use
with the feature during intersection parity tests. In total, each simple feature uses 15
bytes. Additionally, each sample associated with a region stores 4 bytes (3 bytes for
color, and 1 byte encoding the neighboring sample availability). Given k texel features
in a horizontal band, k15+(k+1)4 bytes of data are stored.
B.4 Rendering FBTs
We now discuss how FBTs support ecient rendering, focusing on the two steps from
Section B.2.2 that dier from standard texture maps. The ﬁrst step is to identify the
region pfallsin, andthesecondstepistoﬁndsamplesreachablefrom pwithoutcrossing
any features.
Finding the FBT region for a point (Step 3): To ﬁnd which region p is in, we examine
its y-coordinate to identify the horizontal band to search. As described earlier, each
band stores an ordered list of simple features against which p is tested sequentially
(Figure B.5-c).
Intersectingaraywithsub-featuresisfast. Foralinesegment, thetestis straightforward.
For curves, the intersection can be directly computed by solving a cubic, which could
be slow. To eliminate unnecessary cubic solving we ﬁrst test the intersection of the ray
with the curve convex hull. If the point is inside, the cubic solver is invoked. If the point
197is outside, the intersection parity test for the curve can be deduced from the convex hull
test.
Finding reachable samples (Step 4): Once the region containing p has been identi-
ﬁed, its sample availability mask encodes which neighboring samples to use for bilinear
interpolation. These four samples are then interpolated as described in Section B.3.6.
B.5 Results
In this section we present results comparing FBTs to standard texture mapping, focusing
on image quality, memory usage, and performance issues. The FBT system is imple-
mented in Java, and all results were obtained on a dual 3.06 GHz Pentium Xeon machine
with 2 GB RAM. Constructing an FBT from features and samples as a preprocessing
step runs in time proportional mainly to the number of FBT texels; for the examples
we show, this is typically under 30 seconds, and at worst one minute. Unless indicated
otherwise, all images are generated in a raytracing context, using 4 point samples per
pixel. During rendering the use of FBTs imposes no noticeable performance overhead
over standard texture maps.
Two types of inputs were used for this evaluation: SVGs and raster images.
Figure B.7 shows some example inputs along with their associated features.
For the stop sign and yin yang SVGs, the Batik open-source SVG framework
(http://xml.apache.org/batik/) was used to acquire the input samples and extract fea-
tures. For the ﬂower, stained-glass, and wizard skin, we manually annotated the image
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Figure B.7: Example inputs and their corresponding features. (a) and (b) are SVGs; (c),
(e), and (f) are raster images annotated by hand using line segments; (d) is a raster image
annotated by Potrace using splines.
with line segments. The banana example was annotated with splines obtained using
Potrace.
The wizard skin example is included primarily to illustrate potential applications in
games; it has only been partially annotated, so its potentally skewed memory / perfor-
mance results are not included in the tables.
199B.5.1 Memory Comparisons
As mentioned earlier, the user can choose the appropriate FBT resolution for each tex-
ture map. To make comparisons fair, we use standard texture maps that consume strictly
more memory than the corresponding FBT. Table B.1 shows the memory usage for the
two SVG examples.
Table B.1: Comparison of resolution and storage size of FBT vs. standard texture map
(stored as packed RGB).
Example FBT Res. FBT Size Raster Res. Raster Size
Stop sign 1616 9KB 6464 12KB
Yin yang 230256 416KB 460512 690KB
As a point of comparison, a texture map that could achieve the same quality as the FBT
for the zoomed-in viewpoint shown in Figure B.8-(a) would require approximately 41
MB. Similarly, the zoomed-in stop sign in Figure B.9 could be rendered at the same
quality as the FBT output if the stop sign texture map used 3MB.
In the raster image examples, our goal was to annotate an existing image with extra
sharpness and detail, providing higher quality during magniﬁcation. To retain all of the
information in the source images, we constructed an FBT with the same dimensions. In
our experience, the overall size of an annotated FBT constructed in this way is about
twice the size of the original raster image.
200B.5.2 Quality Comparisons
Figure B.8 compares several image reconstruction methods. The highest-quality render-
ing, shown in Figure B.8-(a), is the SVG rendering of the image. Figure B.8-(b) shows
results produced using the FBT. It can be seen that the FBT correctly captures the sharp
detail and subtle gradients of the SVG, whereas standard texture mapping (bottom) gen-
erates output of lower quality. Given the poor output of nearest neighbor sampling (c),
for the rest of the results we only compare FBTs with bilinear interpolation (d).
Figure B.9 shows the stop sign comparison. At high magniﬁcation, the FBT faithfully
reconstructs the image, while the standard texture map exhibits signiﬁcant artifacts.
Figure B.10 compares results of FBT rendering versus bilinear interpolation from stan-
dard texture maps. While our system supports curves fully (as shown by the banana and
SVG examples), one can see from the ﬂower and stained glass examples that consider-
ablesharpness canbeadded simplybyusing linesegments alone, whichis advantageous
when considering a GPU implementation of this technique.
Texture mapping a 3D model: In order to demonstrate results on an actual 3D model,
we acquired a skinned, low-polygon-count wizard from the game Warcraft III R : Reign
of ChaosTM (Figure B.11). This is a particularly appropriate example because although
the game usually views the model from afar, the user can zoom in if he chooses, re-
vealing the quality limitations of the texture. Compare the sharpness of the runes on the
back of the cloak and hood, where we added features, to the blurriness of the hem of the
hood, cloak, and sleeve, where we did not. Also compare the zoomed-in renderings of
the runes.
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Figure B.8: Reconstruction of lower left corner of yin yang example using (a) vector-
basedSVGrendering; (b)230256FBT;(c)460512texturemapwithnearestneighbor
sampling; (d) 460512 texture map with bilinear interpolation.
B.5.3 Performance
The FBT representation is designed to mimic a standard texture map whenever possible,
and to fall back on more expensive computations only near features. Thus, the work
required for a single FBT query is proportional to the complexity of the target texel.
Table B.2 shows the breakdown of texel types in each of the FBT textures presented
above, illustrating the tradeo between FBT size and texel complexity (and therefore
lookup speed). We see that more than 99% of texels have at most 2 regions (except for
the artiﬁcially low-resolution stop sign texture).
202Figure B.9: Stop sign quality comparison. Left: FBT; Right: standard texture map.
Table B.2: Breakdown of texel occupancy. Empty texels have no texel features and
sample lookups require no extra work compared to standard texture maps.
Image FBT Res. Empty 2 regions 3+ regions
Stop sign 1616 50.0% 24.6% 25.4%
Yinyang 230256 92.9% 6.4% 0.7%
Stained glass 256256 93.7% 6.3% 0.0%
Flower 128128 97.1% 2.8% 0.1%
Banana 300175 98.2% 1.8% 0.0%
To analyze cost, we are interested in the number of ray-curve intersection tests we have
to do, because they are expensive compared to texel lookups and even convex hull tests
(both of which can be coded very eciently and are amenable to GPU implementation).
Let clookup be the average cost to map a given point into the correct band for a region
search, let chull be the cost to test against a curve’s convex hull, and let ccubic be the cost
of a cubic intersection test. The average cost cq of query q is approximately
cq = clookup+savg(chull+ ftestccubic)
where savg is the average number of curves considered in each query, and ftest is the
fraction of curves actually tested using the cubic solver, on average. In general, the
majority of texels in an FBT have either one or two regions, so we expect that savg
and ftest will be small; additionally, our convex hull test will reduce these even further.
Table B.3 consolidates this information for our set of inputs. The small values of savg
203Figure B.10: Comparisons of the stained glass, ﬂower, and banana. Left: FBT; Right:
standard texture map. The stained glass and ﬂower were annotated by hand strictly using
line segments; the banana was annotated by higher order splines obtained from Potrace.
and especially ftest demonstrate that performance is reasonable even if ccubic is high.
FBTs are easily incorporated into the edge-and-point renderer (EPR) [8], which was
usedtomakeFigureB.11. TheEPRcreateshigh-qualityrenderingsfromsparsesamples
by treating discontinuities as ﬁrst-class display primitives and using them to control
interpolation. FBTs did not impact the EPR’s interactive performance (8-14 fps).
204Figure B.11: Comparisons of wizard model. Left: Antialiased rendering of model us-
ing an FBT skin. Right: zoomed-in comparison (Top: FBT; Bottom: original raster
skin). Artwork from Warcraft III R : Reign of ChaosTM provided courtesy of Blizzard
Entertainment.
Table B.3: Higher order curve test data for 500500 renderings of the full example
images and zoomed in images shown in Figures B.8, B.9, and B.10. The stained glass
and ﬂower are not included because they only contain line segments. Zooming in on
complicated regions increases the number of cubic tests per query, but not signiﬁcantly.
Image savg ftest cubic tests / query
Stop sign 1.051511 0.0051 0.0054
Stop sign zoom 1.571101 0.0078 0.0124
Yinyang 0.092352 0.0041 0.0004
Yinyang zoom 0.268469 0.0009 0.0024
Banana 0.018809 0.0028 < 0.0001
Banana zoom 0.023328 0.0066 0.0001
B.6 Discussion and Future Work
Having experimented a good degree with FBTs, we have become aware of some inter-
esting issues in how they are used and what they can represent.
205B.6.1 FBTs for General Resolution Enhancement
For vector data, the feature-texel representation provided by FBTs is well-suited to cap-
turing discontinuities and color variation for accurate reconstruction at all resolutions.
The interesting case is what happens with raster images, where discontinuities are either
automatically detected or user speciﬁed. People who viewed our FBT reconstruction
results for raster images often commented that that the presence of a few sharp features
signiﬁcantly improved the overall appearance of an image or texture. We believe this is
because blurriness is most objectionable when jarring artifacts of bilinear interpolation
(staircasing / feathering) are observed. If these are eliminated, the overall blurriness of
the texture is less noticeable.
However, not all high-resolution information in images can be accurately represented
with edge discontinuities; in particular, texture variation and highly nonlinear edge pro-
ﬁles are necessary to model explicitly to achieve the correct appearance. Without this
additional visual detail, once a viewer zooms in suciently close to a raster image FBT,
overly sharp boundaries alone can look ﬂat or cut-out (see Figure B.10, banana). Thus,
the FBT approach cannot handle the more dicult resolution enhancement scenarios
presented in Chapter 5. In future research, a perceptual study of resolution enhance-
ment would be invaluable to determine the correct tradeo between sharp edge recon-
structions and more texture-like high resolution detail.
206B.6.2 Texture Filtering
FBTs currently use point queries as a basic mechanism for texture lookup; to antialias,
wemustsupersampletheFBToruseadiscontinuity-basedantialiasingrenderingsystem
such as [8]. Exploring more sophisticated antialiasing mechanisms would be interesting.
A related problem is that of texture quality when zooming out. MIP-mapping of textures
using features is an open question that requires investigation of multi-resolution feature
representations. As a temporary solution, one could simply revert to normal MIP-maps
at a suitable distance from the FBT.
B.6.3 Limitations of the Data Structure
Each FBT texel region stores one representative sample. Therefore, it is not possible to
respect two smooth gradients across a texel boundary. This could create small blocky
artifacts. Another minor limitation is that radial gradients are not accurately captured by
our bilinear interpolation scheme. However, neither of these artifacts are very noticeable
noticeable when using a large enough FBT. Solving this problem robustly is related to
issues with antialiasing, MIP-mapping, and a more general reconstruction framework.
Some artifacts can also arise because holes are ﬁlled by copying nearby samples. Even
using a local reconstruction ﬁlter, some smearing may be visible under magniﬁcation
since we are using distance as a primary criteria in reconstructing data. Pixel-based
texel synthesis can potentially solve this problem.
207B.6.4 Hardware Implementation
A GPU implementation of FBTs raises interesting challenges in terms of its represen-
tation of features because of our support for curves and variable numbers of features
per texel. We have experimented with a GPU implementation that focuses only on line
segments and restricts the number of features per texel to a small number. Table B.2 sug-
gests that this is possible because at reasonable resolutions, most FBTs texels are either
empty or only have a few features. We have achieved respectable frame rates of 15 fps
with the stained glass texture on the NV40 architecture, which supports branching in the
pixel shader; on modern architectures, this algorithm will comfortably run at interactive
rates. Concurrent with our work, Tumblin et. al. [187] and Sen et. al. [170] have devel-
oped ﬁxed-size image representations that include discontinuities; however, the goal of
maintaining ﬁxed sizes is achieved by sacriﬁcing some reconstruction quality.
B.7 Conclusions
This appendix presents feature-based textures, an image representation that combines
features and samples for high-quality texture mapping. The FBT is a compact repre-
sentation that permits ecient texture lookups while accurately preserving features. We
have demonstrated the use of FBTs for rendering a range of images with high qual-
ity and a relatively low impact on rendering performance. FBTs have the potential
to substantially improve image quality both in oine rendering applications and inter-
active applications, such as games. The point-sampling interface supported by FBTs
makes them directly applicable to ray tracers and software scanline renderers. To fur-
208ther broaden the scope of FBTs, it would be useful to further investigate a GPU-based
implementation (see Qin et. al. [143] for recent progress in this direction) and a more
general reconstruction framework which supports a larger range of features and discon-
tinuity proﬁles. Also, by combining FBTs with texture synthesis, it may be possible to
extend FBTs to handle general detail synthesis and super-resolution reconstruction as
well.
209BIBLIOGRAPHY
[1] Edward H. Adelson. Lightness perception and lightness illusions. In M. Gaz-
zaniga, editor, The New Cognitive Neurosciences, pages 339–351. The MIT
Press, Cambridge, MA, 2nd edition, 2000.
[2] Edward H. Adelson. Image statistics and surface perception. Journal of Vision,
7(15):18, 2007.
[3] Aseem Agarwala, Mira Dontcheva, Maneesh Agrawala, Steven Drucker, Alex
Colburn, Brian Curless, David Salesin, and Michael Cohen. Interactive digital
photomontage. ACM Trans. Graph., 23(3):294–302, 2004.
[4] Oscar Anson, Veronica Sundstedt, Diego Gutierrez, and Alan Chalmers. Ecient
selective rendering of participating media. In APGV ’06: Proceedings of the 3rd
symposium on Applied perception in graphics and visualization, pages 135–142,
2006.
[5] Michael Ashikhmin. Synthesizing natural textures. In Symposium on Interactive
3D Graphics, pages 217–226, 2001.
[6] W. F. Bacon and H. E. Egeth. Local processes in preattentive feature detection.
J. Exp. Psych.: Human Percep. and Perf., 17:77–90, 1991.
[7] W. F. Bacon and H. E. Egeth. Overriding stimulus-driven attentional capture.
Perception and Psychophysics, 55(5):485–496, 1994.
[8] Kavita Bala, Bruce Walter, and Donald Greenberg. Combining edges and points
for interactive high-quality rendering. ACM Trans. Graph., 22(3):631–640, July
2003.
[9] J. Beck. Similarity grouping and peripheral discriminability under uncertainty.
American Journal of Psychology, 85:1–19, 1972.
[10] J Beck. Surface Color Perception. Cornell University Press, Ithaca, NY, 1972.
[11] J. Beck. Textural segmentation. In J. Beck, editor, Organization and Representa-
tion in Perception, pages 285–317. Erlbaum, Hillsdale, NJ, 1982.
[12] Peter N. Belhumeur, David J. Kriegman, and Alan L. Yuille. The bas-relief am-
biguity. In Proc. Computer Vision and Pattern Recognition (CVPR), pages 1060–
1066, Los Alamitos, CA, USA, 1997. IEEE Computer Society.
210[13] James R. Bergen and Edward H. Adelson. Early vision and texture perception.
Nature, 333(6171):363–365, 1988.
[14] Irving Biederman. Recognition–by–components: A theory of human image un-
derstanding. Psychological Review, 94(2):115–147, 1987.
[15] Stan Birchﬁeld and Carlo Tomasi. Multiway cut for stereo and motion with
slanted surfaces. In IEEE International Conference on Computer Vision (ICCV),
pages 489–495, September 1999.
[16] A. Blake and H. H. B¨ ultho. Does the brain know the physics of specular reﬂec-
tion? Nature, 394:165–168, 1990.
[17] Mark R. Bolin and Gary W. Meyer. A perceptually based adaptive sampling
algorithm. In SIGGRAPH ’98, pages 299–309, 1998.
[18] Mark R. Bolin and Gary W. Meyer. Visual dierence metric for realistic image
synthesis. In Bernice E. Rogowitz and Thrasyvoulos N. Pappas, editors, Proc.
SPIE Human Vision and Electronic Imaging IV, volume 3644, pages 106–120,
1999.
[19] Jeremy S. De Bonet. Multiresolution sampling procedure for analysis and syn-
thesis of texture images. In SIGGRAPH ’97, pages 361–368, 1997.
[20] S. Borman and R. L. Stevenson. Super-resolution from image sequences - A
review. In Proceedings of the Midwest Symposium on Circuits and Systems, Notre
Dame, IN, 1998.
[21] Yuri Boykov, Olga Veksler, and Ramin Zabih. Fast approximate energy min-
imization via graph cuts. IEEE Trans. Pattern Anal. Mach. Intell. (TPAMI),
23(11):1222–1239, 2001.
[22] David H. Brainard and Laurence T. Maloney. Perception of color and material
properties in complex scenes. Journal of Vision, 4(9):2–4, 2004.
[23] Ross Brown, Luke Cooper, and Binh Pham. Visual attention-based polygon level
of detail management. In GRAPHITE ’03: Proceedings of the 1st international
conference on Computer graphics and interactive techniques in Australasia and
South East Asia, pages 55–62, 2003.
[24] Andrew Brownbill. Reducing the storage required to render L-system based mod-
els. Ph.D. thesis, University of Calgary, 1996.
211[25] Brian Cabral, Marc Olano, and Philip Nemec. Reﬂection space image based
rendering. In SIGGRAPH ’99, pages 165–170, New York, NY, USA, 1999. ACM
Press/Addison-Wesley Publishing Co.
[26] John Canny. A computational approach to edge detection. IEEE Trans. Pattern
Anal. Mach. Intell. (TPAMI), 8(6):679–698, 1986.
[27] S. Carlsson. Sketch based coding of grey level images. Signal Processing,
15(1):57–83, 1988.
[28] J. D. Carroll and J.-J. Chang. Analysis of individual dierences in multidimen-
sionalscalingviaann-waygeneralizationof“eckart-young”decomposition. Psy-
chometrika, 35:283–319, 1970.
[29] Kirsten Cater, Alan Chalmers, and Colin Dalton. Varying rendering ﬁdelity by
exploiting human change blindness. In GRAPHITE ’03: Proceedings of the
1st international conference on Computer graphics and interactive techniques
in Australasia and South East Asia, pages 39–46, 2003.
[30] Kirsten Cater, Alan Chalmers, and Patrick Ledda. Selective quality rendering by
exploiting human inattentional blindness: looking but not seeing. In VRST ’02:
Proceedings of the ACM symposium on Virtual reality software and technology,
pages 17–24, 2002.
[31] P. Cavanagh and Y. G. Leclerc. Shape from shadows. Journal of Experimental
Psychology: Human Perception and Performance, 15(1):3–27, 1989.
[32] Alan Chalmers, Kirsten Cater, and David Maﬂioli. Visual attention models for
producinghighﬁdelitygraphicseciently. InSCCG’03: Proceedingsofthe19th
spring conference on Computer graphics, pages 39–45, New York, NY, USA,
2003. ACM Press.
[33] Dmitry Chetverikov. Pattern regularity as a visual key. In British Machine Vision
Conference, 1998.
[34] Ioan Cleju and Dietmar Saupe. Evaluation of supra-threshold perceptual metrics
for 3D models. In APGV ’06: Proceedings of the 3rd symposium on Applied
perception in graphics and visualization, pages 41–44, 2006.
[35] Jonathan Cohen, Marc Olano, and Dinesh Manocha. Appearance-preserving sim-
pliﬁcation. In SIGGRAPH ’98, pages 115–122, New York, NY, USA, 1998.
ACM.
212[36] Robert L. Cook, John Halstead, Maxwell Planck, and David Ryu. Stochastic
simpliﬁcation of aggregate detail. ACM Trans. Graph., 26(3):79, 2007.
[37] Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, and Cliord Stein.
Introduction to Algorithms. MIT Press and McGraw-Hill, Cambridge, MA, 2001.
[38] Aldo Cumani, Paolo Grattoni, and Antonio Guiducci. An edge-based description
of color images. CVGIP: Graph. Models Image Process., 53(4):313–323, 1991.
[39] James E. Cutting and Robert T. Millard. Three gradients and the perception of ﬂat
and curved surfaces. Journal of Experimental Psychology: General, 113(2):198–
216, 1984.
[40] Scott Daly. The visible dierences predictor: an algorithm for the assessment of
image ﬁdelity. In Andrew B. Watson, editor, Digital Images and Human Vision,
pages 179–206. MIT Press, 1993.
[41] Kristin J. Dana, Bram van Ginneken, Shree K. Nayar, and Jan J. Koenderink.
Reﬂectance and texture of real world surfaces. ACM Trans. Graph., 18(1):1–34,
1999.
[42] Kurt Debattista, Veronica Sundstedt, Luis Paulo Santos, and Alan Chalmers.
Selective component-based rendering. In GRAPHITE ’05: Proceedings of the
3rd international conference on Computer graphics and interactive techniques in
Australasia and South East Asia, pages 13–22, 2005.
[43] Paul E. Debevec and Jitendra Malik. Recovering high dynamic range radiance
maps from photographs. In SIGGRAPH ’97, pages 369–378, 1997.
[44] Doug DeCarlo, Adam Finkelstein, Szymon Rusinkiewicz, and Anthony Santella.
Suggestive contours for conveying shape. ACM Trans. Graph., 22(3):848–855,
2003.
[45] Robert Desimone and John Duncan. Neural mechanisms of selective visual at-
tention. Annual Review of Neuroscience, 18:193–222, 1995.
[46] Oliver Deussen, Pat Hanrahan, Bernd Lintermann, Radom´ ır Mˇ ech, Matt Pharr,
and Przemyslaw Prusinkiewicz. Realistic modeling and rendering of plant
ecosystems. In SIGGRAPH ’98, pages 275–286, 1998.
[47] Ron Dror, Alan S. Willsky, and Edward H. Adelson. Statistical characterizaton
of real-world illumination. Journal of Vision, 4(9):821–837, 2004.
213[48] R.O. Duda and P.E. Hart. Use of the Hough transform to detect lines and curves
in pictures. Communications of the ACM, 15(1):11–15, January 1972.
[49] Daniel Dunbar and Greg Humphreys. A spatial data structure for fast poisson-
disk sample generation. ACM Trans. Graph., 25(3):503–508, 2006.
[50] David S. Ebert, F. Kenton Musgrave, Darwyn Peachey, Ken Perlin, and Steven
Worley. Texturing and Modeling: a Procedural Approach. Academic Press Pro-
fessional, Inc., 1994.
[51] Alexei A. Efros and William T. Freeman. Image quilting for texture synthesis and
transfer. In SIGGRAPH ’01, pages 341–346, 2001.
[52] Alexei A. Efros and Thomas K. Leung. Texture synthesis by non-parametric
sampling. In IEEE International Conference on Computer Vision (ICCV), pages
1033–1038, Corfu, Greece, September 1999.
[53] M. Elad and A. Feuer. Restoration of a single super-resolution image from sev-
eral blurred, noisy, and down-sampled measured images. IEEE Transactions on
Image Processing, 6(12):1646–1658, 1997.
[54] James Ferwerda and Fabio Pellacini. Functional dierence predictors (fdps):
measuring meaningful image dierences. In Asilomar Conference on Signals,
Systems, and Computers, pages 1388–1392, 2003.
[55] James A. Ferwerda, Sumanta Pattanaik, Peter Shirley, and Donald P. Greenberg.
A model of visual adaptation for realistic image synthesis. In SIGGRAPH ’96,
1996.
[56] James A. Ferwerda, Fabio Pellacini, and Donald P. Greenberg. A
psychophysically-based model of surface gloss perception. In Proceedings of the
SPIE: Human Vision and Electronic Imaging VI, volume 4299, pages 291–301,
2001.
[57] Roland W. Fleming and Heinrich H. B¨ ultho. Low-level image cues in the
perception of translucent materials. ACM Transactions on Applied Perception,
2(3):346–382, 2005.
[58] Roland W. Fleming, Ron O. Dror, and Edward H. Adelson. Real-world illumi-
nation and the perception of surface reﬂectance properties. Journal of Vision,
3(5):347–368, 2003.
214[59] Roland W. Fleming, Antonio Torralba, and Edward H. Adelson. Specular reﬂec-
tions and the perception of shape. Journal of Vision, 4(9):798–820, 2004.
[60] A. Found and H. J. M¨ uller. Searching for unknown feature targets on more than
one dimension: further evidence for a ’dimension weighting’ account. Perception
and Psychophysics, 58(1):88–101, 1995.
[61] William T. Freeman, Thouis R. Jones, and Egon C Pasztor. Example-based super-
resolution. IEEE Computer Graphics and Applications, 22(2):56–65, 2002.
[62] Thomas Funkhouser and Phil Shilane. Partial matching of 3D shapes with
priority-driven search. In Fourth Eurographics Symposium on Geometry Pro-
cessing, pages 131–142, June 2006.
[63] John S. Gero and Vladimir Kazakov. On measuring the visual complexity of 3d
objects. Journal of Design Sciences and Technology, 12(1):35–44, 2004.
[64] G.A. Gescheider. Psychophysics: The Fundamentals. Lawrence Erlbaum Asso-
ciates, Mahwah, NJ, 1997.
[65] J.J. Gibson. The Ecological Approach to Visual Perception. Houghton Miin,
Boston, MA, 1979.
[66] A. Gilchrist, C. Kossyﬁdis, F. Bonato, T. Agostini, J. Cataliotti, X. Li, B. Spe-
har, V. Annan, and E. Economou. An anchoring theory of lightness perception.
Psychological Review, 106(4):795–834, 1999.
[67] CindyM.Goral, KennethE.Torrance, DonaldP.Greenberg, andBennettBattaile.
Modeling the interaction of light between diuse surfaces. In SIGGRAPH ’84,
1984.
[68] R. Gurnsey and R. A. Browse. Asymmetries in visual texture discrimination.
Spatial Vision, 4:31–44, 1989.
[69] John C. Hart. The object instancing paradigm for linear fractal modeling. In
Proceedings of Graphics Interfaces, pages 224–231, 1992.
[70] Bruce Hartung and Dan Kersten. Distinguishing shiny from matte. Journal of
Vision, 2(7):551–551, 2002.
[71] R. B. Heady and J. L. Lucas. Permap: An interactive program for making percep-
215tual maps. Behavioral Research Methods, Instruments, and Computers, 29:450–
455, 1997.
[72] C. Heaps and S. Handel. Similarity and features of natural textures. Journal of
Experimental Psychology: Human Perception and Performance, 25(2):299–320,
1999.
[73] Eugene Hecht. Optics. Addison Wesley, 4th edition, 2001.
[74] Paul Heckbert. Discontinuity meshing for radiosity. In Proceedings of the 3rd
Eurographics Workshop on Rendering, pages 203–226, 1992.
[75] David J. Heeger and James R. Bergen. Pyramid-based texture analysis/synthesis.
In SIGGRAPH ’95, pages 229–238, 1995.
[76] Aaron Hertzmann, Charles E. Jacobs, Nuria Oliver, Brian Curless, and David H.
Salesin. Image analogies. In SIGGRAPH ’01, pages 327–340, 2001.
[77] Yun-Xian Ho, Michael S. Landy, and Laurence T. Maloney. How direction of
illumination aects visually perceived surface roughness. Journal of Vision,
6(5):634–648, 2006.
[78] Sarah Howlett, John Hamill, and Carol O’Sullivan. An experimental approach to
predicting saliency for simpliﬁed polygonal models. In APGV ’04: Proceedings
of the 1st Symposium on Applied perception in graphics and visualization, pages
57–64, 2004.
[79] T. S. Huang and R. Y. Tsay. Multiple frame image restoration and registration.
Advances in Computer Vision and Image Processing, 1:317–339, 1984.
[80] Adam Hunter and Jonathan D. Cohen. Uniform frequency images: adding geom-
etry to images to produce space-ecient textures. In Proceedings of the Confer-
ence on Visualization ’00, pages 243–250, 2000.
[81] Ryan Ismert, Kavita Bala, and Donald Greenberg. Detail synthesis for image-
based texturing. In Symposium on Interactive 3D Graphics, pages 171–176, April
2003.
[82] L. Itti and C. Koch. Computational modeling of visual attention. Nature Reviews
Neuroscience, 2(3):194–203, Mar 2001.
216[83] Henrik Wann Jensen, Stephen R. Marschner, Marc Levoy, and Pat Hanrahan. A
practical model for subsurface light transport. In SIGGRAPH ’01, pages 511–
518, 2001.
[84] Thorsten Joachims. Making large-scale support vector machine learning prac-
tical. In Advances in kernel methods: support vector learning, pages 169–184.
MIT Press, Cambridge, MA, 1999.
[85] Bela Julesz. Visual pattern discrimination. IRE Transactions on Information
Theory, 8:84–92, 1962.
[86] Bela Julesz. Textons, the elements of texture perception, and their interactions.
Nature, 290:91–97, 1981.
[87] Jan Kautz, Pere-Pau V´ azquez, Wolfgang Heidrich, and Hans-Peter Seidel. A
uniﬁed approach to preﬁltered environment maps. In Proceedings of the Eu-
rographics Workshop on Rendering Techniques, pages 185–196, London, UK,
2000. Springer-Verlag.
[88] Erum Arif Khan, Erik Reinhard, Roland W. Fleming, and Heinrich H. B¨ ultho.
Image-based material editing. ACM Trans. Graph., 25(3):654–663, 2006.
[89] Byung-Geun Khang, J. J. Koenderink, and A. M. L. Kappers. Perception of
illumination direction in images of 3-D convex objects: Inﬂuence of surface ma-
terials and light ﬁelds. Perception, 35(5):625–645, 2006.
[90] Byung-Geun Khang, Jan J. Koenderink, and Astrid M. L. Kappers. Perception of
the direction of illumination in shaded images of convex polyhedra. Journal of
Vision, 3(9):293, 2003.
[91] D. C. Knill and W Richards. Perception as Bayesian Inference. Cambridge
University Press, New York, NY, 1996.
[92] C. Koch and S. Ullman. Shifts in selective visual attention: towards the underly-
ing neural circuitry. Human Neurobiology, 4:219–227, 1985.
[93] Jan J. Koenderink, Andrea J. van Doorn, Astrid M. L. Kappers, Susan F. te Pas,
and Sylvia C. Pont. Illumination direction from texture shading. Journal of the
Optical Society of America A, 20(6):987–995, 2003.
[94] Kurt Koka. Principles of Gestalt Psychology. Harcourt, Brace and World, New
York, NY, 1935.
217[95] Vladimir Kolmogorov and Ramin Zabih. What energy functions can be min-
imized via graph cuts? IEEE Trans. Pattern Anal. Mach. Intell. (TPAMI),
26(2):147–159, 2004.
[96] Vivek Kwatra, Irfan Essa, Aaron Bobick, and Nipun Kwatra. Texture optimiza-
tion for example-based synthesis. ACM Trans. Graph., 24(3):795–802, 2005.
[97] Vivek Kwatra, Arno Schodl, Irfan Essa, Greg Turk, and Aaron Bobick. Graph-
cut textures: Image and video synthesis using graph cuts. ACM Trans. Graph.,
22(3):277–286, 2003.
[98] Chang Ha Lee, Amitabh Varshney, and David W. Jacobs. Mesh saliency. ACM
Trans. Graph., 24(3):659–666, 2005.
[99] Emanuel L. J. Leeuwenberg. A perceptual coding language for visual and audi-
tory patterns. American Journal of Psychology, 84:307–349, 1971.
[100] Sylvain Lefebvre and Hugues Hoppe. Parallel controllable texture synthesis.
ACM Trans. Graph., 24(3):777–786, 2005.
[101] Sylvain Lefebvre and Hugues Hoppe. Appearance-space texture synthesis. ACM
Trans. Graph., 25(3):541–548, 2006.
[102] Lin Liang, Ce Liu, Ying-Qing Xu, Baining Guo, and Heung-Yeung Shum. Real-
time texture synthesis by patch-based sampling. ACM Trans. Graph., 20(3):127–
150, 2001.
[103] W. Lin, J. H. Hays, C. Wu, V. Kwatra, and Y. Liu. Quantitative evaluation on
near regular texture synthesis. In Proc. Computer Vision and Pattern Recognition
(CVPR), pages 427–434, 2006.
[104] Bernice Sacks Lipkin and Azriel Rosenfeld, editors. Picture Processing and Psy-
chopictorics. Academic Press, Inc., 1970.
[105] Daniel Lischinski, Filippo Tampieri, and Donald P. Greenberg. Discontinuity
meshing for accurate radiosity. IEEE Comput. Graph. Appl., 12(6):25–39, 1992.
[106] Yanxi Liu, Wen-Chieh Lin, and James Hays. Near-regular texture analysis and
manipulation. ACM Trans. Graph., 23(3):368–376, 2004.
[107] J. Lubin. A visual discrimination model for imaging system design and evalua-
218tion. In E. Peli, editor, Vision models for target detection and recognition, pages
245–283. World Scientiﬁc, Singapore, 1995.
[108] David Luebke and Carl Erikson. View-dependent simpliﬁcation of arbitrary
polygonal environments. In SIGGRAPH ’97, pages 199–208, 1997.
[109] David Luebke, Martin Reddy, Jonathan Cohen, Amitabh Varshney, Benjamin
Watson, and Robert Huebner. Level of Detail for Computer Graphics. Morgan
Kaufmann, 2002.
[110] David P. Luebke and Benjamin Hallen. Perceptually driven simpliﬁcation for in-
teractive rendering. In Proceedings of the 12th Eurographics Workshop on Ren-
dering Techniques, pages 223–234, London, UK, 2001. Springer-Verlag.
[111] Jitendra Malik, S. Belongie, Jianbo Shi, and Thomas K. Leung. Textons, con-
tours and regions: Cue integration in image segmentation. In IEEE International
Conference on Computer Vision (ICCV), pages 918–925, 1999.
[112] Jitendra Malik, Serge Belongie, Thomas K. Leung, and Jianbo Shi. Contour
and texture analysis for image segmentation. International Journal of Computer
Vision, 43(1):7–27, 2001.
[113] Jitendra Malik and Pietro Perona. Preattentive texture discrimination with early
vision mechanisms. Journal of the Optical Society of America A, 7:923–932,
1990.
[114] Rafal Mantiuk, Scott Daly, Karol Myszkowski, and Hans-Peter Seidel. Predicting
visible dierences in high dynamic range images - model and its calibration. In
Proceedings of the SPIE: Human Vision and Electronic Imaging X, volume 5666,
pages 204–214, 2005.
[115] D. Marr. Early processing of visual information. Phil. Trans. of the Royal Society
London B, 275:483–519, 1976.
[116] Stephen R. Marschner, Henrik Wann Jensen, Mike Cammarano, Steve Worley,
and Pat Hanrahan. Light scattering from human hair ﬁbers. ACM Trans. Graph.,
22(3):780–791, 2003.
[117] Jan Meseth, Gero M¨ uller, Reinhard Klein, Florian R¨ oder, and Michael Arnold.
Veriﬁcation of rendering quality from measured BTFs. In APGV ’06: Proceed-
ings of the 3rd symposium on Applied perception in graphics and visualization,
pages 127–134, 2006.
219[118] Karol Myszkowski. Perception-based global illumination, rendering, and anima-
tion techniques. In SCCG ’02: Proceedings of the 18th spring conference on
Computer graphics, pages 13–24, 2002.
[119] Ren Ng, Ravi Ramamoorthi, and Pat Hanrahan. All-frequency shadows using
non-linear wavelet lighting approximation. ACM Trans. Graph., 22(3):376–381,
2003.
[120] H. C. Nothdurft. Sensitivity for structure gradient in texture discrimination tasks.
Vision Research, 25:1957–1968, 1985.
[121] H. C. Nothdurft. Saliency eects across dimensions in visual search. Vision
Research, 33:839–844, 1993.
[122] Gael Obein, Kenneth Knoblauch, and Francoise Vienot. Dierence scaling of
gloss: Nonlinearity, binocularity, and constancy. Journal of Vision, 4(9):711–
720, 2004.
[123] Aude Oliva, Michael L. Mack, Mochan Srestha, and Angela Peeper. Identifying
theperceptualdimensionsofvisualcomplexityofscenes. In26thAnnualMeeting
of the Cognitive Science Society, 2004.
[124] Aude Oliva and Antonio Torralba. Modeling the shape of a scene: A holistic
representation of the spatial envelope. International Journal of Computer Vision,
42(3):145–175, 2001.
[125] J. K. O’Regan, H. Deubel, J. J. Clark, and R. A. Rensink. Picture changes during
blinks: looking without seeing and seeing without looking. Visual Cognition,
7(1):191–212, 2000.
[126] Joseph O’Rourke. Computational Geometry in C. Cambridge University Press,
1993.
[127] Yuri Ostrovsky, Patrick Cavanagh, and Pawan Sinha. Perceiving illumination
inconsistencies in scenes. Perception, 34(11):1301–1314, 2005.
[128] Carol O’Sullivan, J. Dingliana, T. Giang, and M. K. Kaiser. Evaluating the vi-
sual ﬁdelity of physically based animations. ACM Trans. Graph., 22(3):527–536,
2003.
[129] Carol O’Sullivan and John Dingliana. Collisons and perception. ACM Trans.
Graph., 20(3):151–168, 2001.
220[130] Stephen E. Palmer. Vision science: From Photons to Phenomenology. Bradford
Books/MIT Press, Cambridge, MA, 1999.
[131] Derrick Parkhurst and Ernst Niebur. A feasibility test for perceptually adaptive
level of detail rendering on desktop systems. In APGV ’04: Proceedings of the
1st Symposium on Applied perception in graphics and visualization, pages 49–56,
2004.
[132] Harold Pashler. Detecting conjunctions of color and form: Reassessing the serial
search hypothesis. Perception and Psychophysics, 41(3):191–201, 1987.
[133] Leena N. Patel and Patrik O. Holt. Modelling visual complexity using geomet-
ric primitives: Implications for visual control tasks. In Proceedings of the 19th
European Annual Conference on Human Decision Making and Manual Control,
pages 3–8, 2000.
[134] Mark Pauly, Richard Keiser, and Markus Gross. Multi-scale feature extraction
on point-sampled surfaces. In Proceedings of the 4th Eurographics Workshop on
Rendering, pages 281–289, 2003.
[135] Fabio Pellacini, James A. Ferwerda, and Donald P. Greenberg. Toward a
psychophysically-based light reﬂection model for image synthesis. In SIG-
GRAPH ’00, pages 55–64, 2000.
[136] Ken Perlin. Improving noise. In SIGGRAPH ’02, pages 681–682, New York, NY,
USA, 2002. ACM.
[137] Pietro Perona and Jitendra Malik. Scale-space and edge detection using
anisotropic diusion. IEEE Transactions on Pattern Analysis and Machine In-
telligence, 12(7):629–639, 1990.
[138] Emanuel L. J. Leeuwenberg Peter A. van der Helm, Rob J. van Lier. Serial pattern
complexity: irregularity and hierarchy. Perception, 21:517–544, 1992.
[139] Marc Pomplun, Eyal M. Reingold, and Jiye Shen. Investigating the visual span in
comparative search: the eects of task diculty and divided attention. Cognition,
81(2):B57–B67, 2001.
[140] Sylvia C. Pont and Jan J. Koenderink. Surface illuminance ﬂow. In 3DPVT
’04: Proceedings of the 2nd international symposium on 3D data processing,
visualization and transmission, pages 2–9, 2004.
221[141] Javier Portilla and Eero P. Simoncelli. A parametric texture model based on joint
statistics of complex wavelet coecients. In International Journal of Computer
Vision, pages 49–70, October 2000.
[142] M. C. Potter. Meaning in visual search. Science, 187(4180):965–966, 1975.
[143] Zheng Qin, Michael D. McCool, and Craig S. Kaplan. Precise vector textures for
real-time 3d rendering. In Proceedings of the 2008 symposium on Interactive 3D
graphics and games, pages 199–206, 2008.
[144] Lijun Qu and Gary W. Meyer. Perceptually driven interactive geometry remesh-
ing. In SI3D ’06: Proceedings of the 2006 symposium on Interactive 3D graphics
and games, pages 199–206, 2006.
[145] Ravi Ramamoorthi and Pat Hanrahan. Frequency space environment map render-
ing. In SIGGRAPH ’02, pages 517–526, 2002.
[146] Ganesh Ramanarayanan and Kavita Bala. Constrained graphcut texture synthe-
sis. Technical Report CUCS-TR2005-1995, Department of Computer Science,
Cornell University, April 2005.
[147] Ganesh Ramanarayanan and Kavita Bala. Constrained texture synthesis via en-
ergy minimization. IEEE Transactions on Visualization and Computer Graphics,
13(1):167–178, 2007.
[148] Ganesh Ramanarayanan, Kavita Bala, and James A. Ferwerda. Perception of
complex aggregates. ACM Trans. Graph. (to appear), 2008.
[149] Ganesh Ramanarayanan, Kavita Bala, James A. Ferwerda, and Bruce Walter. Di-
mensionality of visual complexity in computer graphics scenes. In Proceedings
of the SPIE: Human Vision and Electronic Imaging XIII, 2008.
[150] Ganesh Ramanarayanan, Kavita Bala, and Bruce Walter. Feature-based textures.
In Proceedings of Eurographics Symposium on Rendering, 2004.
[151] Ganesh Ramanarayanan, James Ferwerda, Bruce Walter, and Kavita Bala. Visual
equivalence: towards a new standard for image ﬁdelity. ACM Trans. Graph.,
26(3):76, 2007.
[152] Mahesh Ramasubramanian, Sumanta Pattanaik, and Donald P. Greenberg. A per-
ceptually based physical error metric for realistic image synthesis. In SIGGRAPH
’99, pages 73–82, 1999.
222[153] A. R. Rao and G. L. Lohse. Identifying high-level features of texture perception.
Graphical Models and Image Processing, 55:218–233, 1993.
[154] Martin Reddy. Perceptually optimized 3D graphics. IEEE Computer Graphics
and Applications, 21(5):68–75, 2001.
[155] Paul S. A. Reitsma and Nancy S. Pollard. Perceptual metrics for character anima-
tion: sensitivity to errors in ballistic motion. ACM Trans. Graph., 22(3):537–542,
2003.
[156] Rocco Robilotto, Byung-Geun Khang, and Qasim Zaidi. Sensory and physical
determinants of perceived achromatic transparency. Journal of Vision, 2(5):388–
403, 2002.
[157] Irvin Rock. The Logic of Perception. MIT Press, Cambridge, MA, 1983.
[158] Bernice E. Rogowitz, Thomas Frese, John R. Smith, Charles A. Bouman, and
Edward B. Kalin. Perceptual image similarity experiments. In Proceedings of the
SPIE: Human Vision and electronic Imaging III, pages 576–590, 1998.
[159] Bernice E. Rogowitz and Holly E. Rushmeier. Are image quality metrics ade-
quate to evaluate the quality of geometric objects? In Proceedings of the SPIE:
Human Vision and Electronic Imaging VI, volume 4299, pages 340–348, 2001.
[160] Ruth Rosenholtz, Yuanzhen Li, and Lisa Nakano. Measuring visual clutter. J.
Vis., 7(2):1–22, 8 2007.
[161] Carsten Rother, S. Kumar, Vladimir Kolmogorov, and Andrew Blake. Digital
tapestry. In Proc. Computer Vision and Pattern Recognition (CVPR), pages 589–
596, June 2005.
[162] Holly Rushmeier, Bernice E. Rogowitz, and C. Piatko. Perceptual issues in sub-
stituting texture for geometry. In Proceedings of the SPIE: Human Vision and
Electronic Imaging V, volume 3959, pages 372–383, 2000.
[163] Dov Sagi and Bela Julesz. Short-range limitation on detection of feature dier-
ences. Spatial Vision, 2(1):39–49, 1987.
[164] David H. Salesin, Daniel Lischinski, and Tony DeRose. Reconstructing illumi-
nation functions with selected discontinuities. In Proceedings of the 3rd Euro-
graphics Workshop on Rendering, pages 99–112, May 1992.
223[165] Mike Salisbury, Corin Anderson, Daniel Lischinski, and David H. Salesin. Scale-
dependent reproduction of pen-and-ink illustrations. In SIGGRAPH ’96, pages
461–468, July 1996.
[166] P. V. Sander, S. J. Gortler, H. Hoppe, and J. Snyder. Silhouette clipping. In
SIGGRAPH ’00, pages 327–334, August 2000.
[167] Arno Sch¨ odl. Multi-Dimensional Exemplar-Based Texture Synthesis. PhD thesis,
Georgia Institute of Technology, 2002.
[168] T. W. Sederberg and T. Nishita. Curve intersection using Bezier clipping. In
Computer-Aided Design, pages 538–549, November 1990.
[169] Peter Selinger. Potrace: a polygon based tracing algorithm. po-
trace.sourceforge.net/potrace.pdf.
[170] Pradeep Sen. Silhouette maps for texture magniﬁcation. In Graphics Hardware,
pages 65–73, 2004.
[171] Pradeep Sen, Mike Cammarano, and Pat Hanrahan. Silhouette shadow maps.
ACM Trans. Graph., 22(3):521–526, July 2003.
[172] Eero P. Simoncelli and William T. Freeman. The steerable pyramid: A ﬂexible
architecture for multi-scale derivative computation. In IEEE Second Int’l Conf.
on Image Processing, 1995.
[173] Daniel J. Simons and Daniel T. Levin. Change blindness. Trends in Cognitive
Sciences, 1(7):191–212, 1997.
[174] Peter-Pike Sloan, Jan Kautz, and John Snyder. Precomputed radiance transfer
for real-time rendering in dynamic, low-frequency lighting environments. ACM
Trans. Graph., 21(3):527–536, 2002.
[175] Alvy Ray Smith. Plants, fractals, and formal languages. In SIGGRAPH ’84,
pages 1–10, 1984.
[176] William A. Stokes, James A. Ferwerda, Bruce Walter, and Donald P. Greenberg.
Perceptual illumination components: A new approach to ecient, high quality
global illumination rendering. ACM Trans. Graph., 23(3):742–749, August 2004.
[177] Veronica Sundstedt, Kurt Debattista, and Alan Chalmers. Selective rendering
224using task-importance maps. In APGV ’04: Proceedings of the 1st symposium on
Applied perception in graphics and visualization, pages 175–175, 2004.
[178] I. E. Sutherland. A man-machine graphical communication system. In Proceed-
ings of the Spring Joint Computer Conference, 1963.
[179] Scalable Vector Graphics 1.1. speciﬁcation. http://www.w3.org/TR/SVG11/.
[180] Susan F. te Pas and Sylvia C. Pont. A comparison of material and illumination
discrimination performance for real rough, real smooth and computer generated
smooth spheres. In APGV ’05: Proceedings of the 2nd symposium on Applied
perception in graphics and visualization, pages 75–81, 2005.
[181] Jan Theeuwes. Perceptual selectivity for color and form. Perception and Psy-
chophysics, 51(6):599–606, 1992.
[182] Jan Theeuwes. Top-down search strategies cannot override attentional capture.
Psychonomic Bulletin and Review, 11(1):65–70, 2004.
[183] J. T. Todd and E. Mingolla. Perception of surface curvature and direction of illu-
mination from patterns of shading. Journal of Experimental Psychology: Human
Perception and Performance, 9(4):583–595, 1983.
[184] J. T. Todd, J. F. Norman, J. J. Koenderink, and A. M. L. Kappers. Eects of
texture, illumination, and surface reﬂectance on stereoscopic shape perception.
Perception, 26(7):807–822, 1997.
[185] J. T. Todd, J. F. Norman, and E. Mingolla. Lightness constancy in the presence
of specular highlights. Psychological Science, 15(1):33–39, 2004.
[186] A. Treisman and G. Gelade. A feature integration theory of attention. Cognitive
Psychology, 12:97–136, 1980.
[187] Jack Tumblin and Prasun Choudhury. Bixels: Picture samples with sharp em-
bedded boundaries. In 15th Eurographics Workshop on Rendering (to appear),
2004.
[188] Jack Tumblin and Holly Rushmeier. Tone reproduction for realistic images. IEEE
Computer Graphics and Applications, 13(6):42–48, 1993.
[189] Je Tupper. Reliable two-dimensional graphing methods for mathematical for-
mulae with two free variables. In SIGGRAPH ’01, pages 77–86, 2001.
225[190] Christopher D. Twigg and Doug L. James. Many-wowrlds browsing for control
of multibody dynamics. ACM Trans. Graph., 26(3):14, 2007.
[191] A. van der Schaaf and J. H. van Hateren. Modelling the power spectra of natural
images: Statistics and information. Vision Research, 36(17):2759–2770, 1996.
[192] Peter Vangorp, Jurgen Laurijssen, and Philip Dutr´ e. The inﬂuence of shape on
the perception of material reﬂectance. ACM Trans. Graph., 26(3):77, 2007.
[193] Vladimir Vapnik. The Nature of Statistical Learning Theory. Springer-Verlag,
Berlin, 1995.
[194] Eric Veach and Leonidas Guibas. Metropolis light transport. In SIGGRAPH ’97,
1997.
[195] Bruce Walter, Adam Arbree, Kavita Bala, and Donald P. Greenberg. Multidimen-
sional lightcuts. ACM Trans. Graph., 25(3):1081–1088, 2006.
[196] Bruce Walter, Sebastian Fernandez, Adam Arbree, Kavita Bala, Michael
Donikian, and Donald P. Greenberg. Lightcuts: a scalable approach to illumi-
nation. ACM Trans. Graph., 24(3):1098–1107, 2005.
[197] Brian A. Wandell. Color appearance: The eects of illumination and spatial
pattern. In Proceedings of the National Academy of Sciences, volume 90, pages
9778–9784, 1993.
[198] Lujin Wang and Klaus Mueller. Generating sub-resolution detail in images and
volumes using constrained texture synthesis. In Proceedings of IEEE Visualiza-
tion, pages 75–82, 2004.
[199] Gregory J. Ward. Measuring and modeling anisotropic reﬂection. In SIGGRAPH
’92, pages 265–272, 1992.
[200] A. B. Watson and D. G. Pelli. Quest: a bayesian adaptive psychometric method.
Perception and Psychophysics, 33(2):113–120, 1983.
[201] Benjamin Watson, Alinda Friedman, and Aaron McGaey. Measuring and pre-
dicting visual ﬁdelity. In SIGGRAPH ’01, pages 213–220, 2001.
[202] Benjamin Watson, Ne Walker, and Larry F. Hodges. Supra-threshold control of
peripheral LOD. ACM Trans. Graph., 23(3):750–759, 2004.
226[203] Li-Yi Wei and Marc Levoy. Fast texture synthesis using tree-structured vector
quantization. In SIGGRAPH ’00, pages 479–488, 2000.
[204] Harold B. Westlund and Gary W. Meyer. Applying appearance standards to light
reﬂection models. In SIGGRAPH ’01, pages 501–51., 2001.
[205] F. A. Wichmann and N. J. Hill. The psychometric function ii: Bootstrap-based
conﬁdence intervals and sampling. Perception and Psychophysics, 63(8):1314–
1329, 2001.
[206] Nathaniel Williams, David Luebke, Jonathan D. Cohen, Michael Kelley, and
Brenden Schubert. Perceptually guided simpliﬁcation of lit, textured meshes.
In SI3D ’03: Proceedings of the 2003 symposium on Interactive 3D graphics,
pages 113–121, 2003.
[207] J. M. Wolfe. Visual search. In H. Pashler, editor, Attention. University College
London Press, London, 1998.
[208] Qing Wu and Yizhou Yu. Feature matching and deformation for texture synthesis.
ACM Trans. Graph., 23(3):364–367, 2004.
[209] Bei Xiao and David H. Brainard. Color perception of 3D objects: constancy
with respect to variation of surface gloss. In APGV ’06: Proceedings of the 3rd
symposium on Applied perception in graphics and visualization, pages 63–68,
2006.
[210] Hector Yee, Sumanta Pattanaik, and Donald P. Greenberg. Spatiotemporal sensi-
tivity and visual attention for ecient rendering of dynamic environments. ACM
Trans. Graph., 20(1), January 2001.
[211] Steve Zelinka and Michael Garland. Jump map-based interactive texture synthe-
sis. ACM Trans. Graph., 23(4):930–962, 2004.
[212] Kun Zhou, Peng Du, Lifeng Wang, Yasuyuki Matsushita, Jiaoying Shi, Baining
Guo, and Heung-Yeung Shum. Decorating surfaces with bidirectional texture
functions. IEEE Transactions on Visualization and Computer Graphics (TVCG),
11(5):519–528, 2005.
227