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CHAPTER 3 
 
 
AN ENHANCED FEED-FORWARD NEURAL NETWORKS 
 
 
3.1 Introduction 
 
Two approaches are proposed in order to achieve the aim of this research. The 
focus of this chapter is on enhancing one of the neural network architecture, Feed-
forward Neural Networks (FNN). In this chapter, an algorithm is proposed for better 
partitioning of the data to be trained. Network models were created using both the 
existing and the enhanced feed-forward neural networks. This chapter also discusses the 
design of the network structure, experimentations and validation of the network models 
created. The method of data collection and how the data were pre-processed into a 
suitable format for mining, is also discussed in this chapter. Giving some untrained 
predictive attributes, the main objective of this chapter  was to achieve predicted outputs 
that give almost or the same target outputs. In other word, to create a network predictive 
model that has a negligible error.  
 
3.2 The Proposed Method 
 
The algorithm proposed in this chapter focuses on creating a predictive network 
model that improves the generalization of a network model created using the feed-
forward network structure. In this approach, the Matlab function that is responsible for 
the conventional way of data partitioning in Feed-forward Neural Network (FNN) is 
modified to bring about improvement. The use of default partitioning of data for 
training purposes is not addressing the problem of over-fitting. There is over-fitting 
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when a model gives very little error during training, but the error becomes large when 
such model is evaluated with sets of untrained data. 
 
 The modification of the function paves way for flexibility as against the use of a 
fixed partition of data for training. With this approach, the data apportioned for the 
training process, can be chosen based on the size of the available data from which a 
model is to be built. This approach allows more predictors within the input space to be 
trained. 
 
Partitioning of the data for training usually involves dividing the entire dataset 
into two parts, one part for the training and another part for testing. But recently, as a 
way of improving training of data, the use of the early stopping approach is becoming 
popular. This approach is what is used in this research, whereby, data are partitioned 
into three parts i.e training, validation and testing. This approach provides a validation 
data that monitors the training process, it converges the training when the objective 
function begins to rise. 
 
In order to consolidate this approach of reducing over-fitting, this research 
further explore the area of data division for training purposes using feed-forward neural 
network architecture. With the proposed enhancement, there is more data for training 
within the input space, as the data division function can easily be varied.  
 
Also, the proposed method follows a number of steps, first among them is the 
collection of the data that is used for the implementation of the algorithms. The data 
collected is pre-processed in order to ensure that they are in a suitable format for 
mining. 
 
3.3 The Design of the Proposed Methods 
 
The flowchart for the methods proposed in this research is represented in Figure 
3.1. The first part of the chart is the collection of data and pre-processing of these data 
to make them suitable for mining. Pre-processing tasks sometimes encompass attribute 
selection, transformation and resolving the problems of missing values. This is 
discussed further in the next section, specifically, the method of data collection is 
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discussed in Section 3.4. Only the excerpts of the data to be used for implementation is 
pre-processed; the rationales for selecting certain attributes, while some other attributes 
were considered to have less predictive relevance is discussed in Section 3.5. 
 
 Next on the chart is the collection of the techniques used in this research. The 
multilayer perceptron network is another name for feed-forward neural network 
structure. Network models are created using both the existing feed-forward neural 
network and the proposed enhanced feed-forward neural network. The training 
performance of the models created using both approaches is compared, this was to 
establish the impact of the enhancement introduced. Also, an evaluation is conducted 
using a new set of untrained data for all the models created through both approaches. 
The training performance of each model and the results of evaluating all the models 
created are represented and discussed in extensively in Chapter 5. 
 
The second method, Rule-based Algorithm, proposed for exploring the students‟ 
data in this research is also represented in the chart. The proposed RBA algorithm is 
implemented using PHP and the code for its implementation is listed in Appendix C. 
The effectiveness of the algorithm is evaluated by measuring the Accuracy of the 
outputs that emanated as a result of implementing this algorithm on some students‟ data. 
The accuracy of the outputs generated is measured by expressing it in terms of error. 
The computation of errors and further discussion on implementation of the RBA is 
shown in Section 4.4. 
  
The EFNN is the new structure that emanated as a result of the enhancement 
proposed and implemented on the existing FNN. The models created using both the 
existing and the enhanced technique are simulated using a new set of untrained data. 
The results are discussed and subsequently summarized in a table. This procedure is 
repeated when another set of data is used for the implementation. Details on this are 
provided in Chapter 5. 
 
 Also, as shown in the chart in Figure 3.1, the effectiveness of some existing 
techniques that are reported to have been implemented on students‟ data for prediction 
purposes such as Decision tree, Fuzzy logic and Artificial Neural Networks (ANNs) are 
compared to the proposed RBA. The comparisons made were based on three criteria, 
