Introduction
Technological progress in the twenty-first century, which resulted in the development of fields such as digital electronics, miniaturization and wireless communication devices, enabled the construction of multi-functional, economical and low-cost wireless sensor networks (WSN). Sensor networks are a new branch network, which largely differs from traditional wireless networks and IEEE 802.11 networks, such as mobile phones networks and MANET (ang. Mobile ad-hoc network) [4] . Self-organization of these networks, the management of mobility and routing has been designed so that as much as possible to ensure an appropriate level of QoS communication with the optimum use of the resources.
The first concept of such a network was proposed by Kristofer Pister, who began research in the late twentieth century as a professor at the University of California at Berkeley. Very important of further studies of wireless sensor network had rapid development of nanotechnology that was a consequence of the emergence of sensors that reach the size of up to 2.5 millimeters [7] .
Sensor networks are usually homogeneous networks. Apart from base stations all nodes are identical and perform the same role. The nodes are arranged in so-called field sensors. Their number depends on the purpose of the network, and may consist from several to tens of thousands sensors. Sensor network nodes can be equipped with various types of measuring devices, which leads to perform different functions. This type of network is used to monitor the change in the weather, the state of the patient or even follow deformations or vibrations in the construction industry, where it may become an early warning system [1, 2] . This could prevent of disasters, accidents and contribute to improve the design and technology.
Putting these small devices often in such sensitive areas requires equipment protocols and algorithms used in a sensor network with the ability to quickly self-organize, and reliability features.
It should be noted that a large part of the sensor network is not possible to replace or attach the power source, and therefore the problem of use and optimal energy management is a priority in the sensor network. Such devices are usually equipped with a power supply (1.2 V). Battery consumption is equivalent to the damaged node. Depending on the construction of a network the loss of one or more nodes forces the network to reconfigure their connections. This leads to changes in the network topology and the need for re-alignment. Reconfiguration can drain more energy from still active nodes which in turn will lead to further instability. Therefore, power management becomes enormous importance. New improvements and solutions in the construction of the nodes have to allow inter alia their longer life. There are attempts to recover energy from the surrounding environment. Paul Wright developed nodes obtaining up to 200 mW of power from vibrations reaching the sensor.
Moreover, there are attempts to generate energy from light, heat and electromagnetic fields. An important factor is the proper usage of energy. Most resource is used for two tasks: data collection and communication. Pre-processing of data already in the memory of the sensor allows limiting energy-drain transmission to a minimum. Helpful is also a sensor configuration in such a way that it enter into a state of latency [3] . Sensor wakes up only to the collection, processing or data transmitting. Thereby, drastic solution significantly extends the life of the node. Despite of this, the device can run out of energy or may be damaged.
In some cases, when several sensors are damage it could separate the network into two parts that do not interact. The easiest way to prevent the degradation of a network is a dense arrangement of nodes. This solution will create a lot of potential routes for data transfer. With such a large number of connections data transmission in a disorganized manner would be a big waste of energy. Therefore, instead of a broadcast communication in the network data routing has been applied [5] .
The purpose of this article is to use the redundancy in WSN using the original solution in the LEACH protocol. Redundancy in the protocol enables a reliable transmission of information to the base station. Presented IIS-LEACH protocol is a new technique to increase security in the exchange of information in WSN networks.
Node in a sensor network
The WSN is built from any number of sensors called nodes. Each node may be assigned different tasks, which results in a high diversity of the nodes and their structure. All nodes within a sensor network share similar features and modules. Each sensor has a power, transmission, measurement, and calculation module. A simplified diagram of the construction of a single node is shown in Figure 1 .
The measurement module consists of a sensor that examines the surroundings and is the smallest element of the device. Figure  2 shows a configuration of the MEMS (Micro-Electro-Mechanical Systems). Other sensors can measure, e.g. temperature, humidity, radioactivity, speed, motion, chemical composition. The type of the measured parameter depends on the type of the sensor used. Some sensor network nodes allow the use of several types of sensors. Having completed the measurement the sensor transmits the data to the A/D converter. The purpose of the converter is to convert the signal to the digital form and forward it on. Sensor networks can be designed so that they are alert even on stand-by. This solution is applied when the network is to be continuously alert or respond to specific events only. For example, if we are interested in measuring the concentration of CO in the air, we can use appropriate filters so that we can set the sensitivity of the device. Then, the signal processed by the sensor must first penetrate through the filter. When it has met the specific requirements, the signal is passed and starts the process of activating the device.
The calculation module is one of the most important parts of the device. Its main purpose is to control the tasks and perform calculations. The module consists of a PCB board on which a microcontroller or microprocessor is integrated with the memory, interfaces and permanent record memory. The ROM, RAM and Flash memories are small in size and at best reach the size of 1 megabyte.
The medium is the most resource-consuming part of the sensor. The media are utilised by the nodes to communicate and transfer data between themselves.
The power supply module is primarily the energy storage element. The power supply system is the weakest link in the functioning of the entire platform. Depending on the size and purpose of the device different solutions are applied. Larger devices have replaceable power sources: batteries, rechargeable connectors, and many other solutions. Smaller devices are equipped with nonreplaceable energy sources, solar cells and mechanisms harvesting energy from vibration or temperature differences. Still, new solutions are being sought to resolve the energy issue. Figure 4 shows energy consumption of a node in the subsequent stages.
Fig. 3. Phases of energy consumption of a node
Software is one of the most important elements in the structure of the sensor, whose task is to monitor and manage the modules. The operating system which can be stored in the node's microcontroller memory can ensure response to incidents and concurrent performance of many activities conducted within sensor networks. A node can utilise, e.g. scheduler software, databases, wireless communications maintenance programme, networking programme, power management programme, and even encryption technology ensuring data confidentiality. 
LEACH protocol
Low Energy Adaptive Clustering Hierarchy (LEACH) is a protocol that operates based on hierarchical routing protocols. The protocol creates a so-called "cluster" comprised of a group of sensors which communicate with one and the same cluster-head. The cluster-heads are selected in a random rotation, which has greatly helped to reduce energy consumption and uniformly distribute the energy load between individual network nodes. The LEACH protocol utilises location coordinates to achieve appropriate network scalability and data aggregation, which enables reduction of the amount of data flowing to the cluster-head.
The functioning of LEACH protocol [6] :  The first phase comprises clusters formation and cluster-heads selection. Each node generates a random number between 0 and 1. If the number turns out to be less than the threshold value T(n) the node becomes the cluster-head of the cluster. The T(n) value is calculated as follows:
where, p -expected number of nodes to become cluster-heads, G -set of nodes participating in the selection process. The newly selected cluster-head transmit a message/communication to all the nodes within the network. The nodes join those cluster-heads from which they receive the most powerful signal. When all the information regarding affiliation with the cluster-head has been transmitted, the cluster-head assigns to the sensor nodes time slots that are consistent with the TDMA technique that enable them to transmit data.  The second phase consists in collecting and transferring data to the cluster-head that aggregate and transmit them to the base station. During this phase the nodes within the cluster perform IAPGOŚ 2/2018 p-ISSN 2083-0157, e-ISSN 2391-6761 their tasks and then transmit the results to the cluster-head at the designated time slots. The data are transmitted to the database by the cluster-heads which aggregate the data to all the nodes within the cluster. After sometime within the WSN, the network once again passes through the first phase. In the communication process, each cluster code utilises a different CDMA code, which minimises the interference issue.
Redundancy in LEACH protocol
Sensor networks, given the arrangement of sensors in the field, are exposed to many risks [13, 14] . They can result from intentional damage or random failure during functioning.
In most applications, a sensor network has limited energy resources and computing capabilities of individual nodes compared to cable IP networks, so it is important to ensure an adequate level of reliability, to the environmental problems or for example hostile attack, that they can perform their functions and continue to collect data and transfer it to the base station [9] .
LEACH protocol, unfortunately, does not have the mechanisms implemented in its design to ensure reliable communication in the event of random failure of the cluster-head in the cluster. Nodes in case of cluster-head failure will be still sending to it their data [11, 12] .
The selection of cluster-head is determined by random system without taking the residual energy of nodes into account, so once a node with less energy is selected to be cluster-head, its energy will dissipate quickly, and then the nodes within this cluster will lose touch with its cluster-head and sink [10] . In other words, it will accelerate energy dissipation, shorten the lifetime of the network, and at worst put the network out of action.
IIS-LEACH
One of the new developments presented in modified version of LEACH called IIS-LEACH provides that much needed reliability. The functioning of the protocol IIS-LEACH as in the case of LEACH protocol consists of two phases: Phase 1. In phase one the base station starts transmitting the test signal to all the nodes. On this basis each node calculates its distance from the base station using the following formula [14] : The cluster-head is selected according to the following selection algorithm [6, 8] :
where, k -number of clusters during each round, N -number of nodes in the network, P i (t) -is the probability with which node i elects itself to be cluster-head at the beginning of the round r+1which starts at time t.
where, C i (t) determines whether node i has been a cluster-head in most recent (r mod(N/k)) rounds.
Once the cluster-heads N has been selected, it is transmitted to all the other nodes information of their existence. While receiving this information the nodes decide which cluster they want to join. Their choice is primarily informed by the strength of the signal received from the cluster-heads. In the next step sensor nodes inform the selected cluster-heads that they will be members of their clusters by sending a message with information about their power supply status, distance from base station and cluster-head N. Having received such applications, each cluster-head selects its supplementary node, like shown in Figure 5 , where the selection criterion is the shortest distance from the cluster-head and the appropriate condition of the power source calculated according to the following formula:
(6) where, SM -energy consumption during standby mode, LM -energy consumption during listening mode, PD -energy consumption during processing data, PS -power supply status, SD -energy consumption during sending data:
sx amp SD E d  (7) Phase 2. During phase two of the WSN network the protocol based on IIS-LEACH sets the supplementary node in the listening watch mode to collect information from the other nodes in the same way as the cluster-head. At the end of the second phase the cluster-head informs the listening node that it has sent collected data to the base station. If the cluster-head were damaged, the listening node after a certain time (t) would send the collected data to the base station 
Simulation
The present study aims to determine how the life of a network is affected by the number of mobile sensors in the test environment using LEACH and ISS-LEACH protocol. The test involved MATLAB software using parameters from Table. 1. A test environment has been generated in which the nodes are randomly arranged upon the test. Each such node has its mobile source of energy and present energy consumption level, depending on their function and the number and distance of the transmitted data.
In the experiment, we assume:  after the position of nodes was randomly chosen they do not change it to the end of the test;  the supplementary node do not gather information from its monitoring equipment;  authors do not know the physical localization of nodes in network area. In the experiment have been selected 1000 rounds to show visible changes in the functioning of LEACH protocol and its proposed version with the option of the redundancy -IIS-LEACH. The number of sensors is increased by 100. The purpose of this amendment is to show how changes the energy system of both protocols, when in the investigated area occurs the placement of a greater number of sensors. The sum of the energy of nodes using the protocol with redundancy IIS-LEACH and standard LEACH is shown in Figure 6 . The red curve determines the functioning of the protocol IIS-LEACH. Its total energy of 1000 rounds is slightly lower than the LEACH protocol. This small difference is a result of the redundancy protocol mechanism. 
Failure

Conclusion
WSN turn out to be a very interesting and forward-looking technology. Its resources and capabilities are negligible, yet the potential of the device is massive. Equipped with appropriate gauging sensors it can acquire any type of data, and with a little help from the other nodes it can process and transmit such data. The nodes can be scattered, nevertheless they will automatically activate and create a network.
Redundancy in LEACH protocol is a very useful option if it is very important periodically collect data from the area and you cannot afford that information will not be delivered. The new protocol provides this functionality, enabling thus its use in situations where the underlying protocol LEACH not meets our expectations. The experiment showed that the battery consumption increased slightly in favour of the reliability of data transmission. The next stage of the development of the said protocol will see the implementation of an even selection of the cluster-head within the cluster.
