Real data are constrained to finite sampling rates, which calls for a suitable mathematical description of the corrections to the finite-time estimations of the dynamic equations. Often in the literature, lower order discrete time approximations of the modeling diffusion processes are considered. On the other hand, there is a lack of simple estimating procedures based on higher order approximations. For standard diffusion models, that include additive and multiplicative noise components, we obtain the exact corrections to the empirical finite-time drift and diffusion coefficients, based on Itô-Taylor expansions. These results allow to reconstruct the real hidden coefficients from the empirical estimates. We also derive higher-order finite-time expressions for the third and fourth conditional moments, that furnish extra theoretical checks for that class of diffusive models. The theoretical predictions are compared with the numerical outcomes of some representative artificial time-series.
I. INTRODUCTION
Many fluctuating random phenomena, including turbulent diffusion, polymer dynamics or asset price evolution, can be modeled by an univariate Itô-stochastic differential equation (SDE) of the form bellow, characterizing a diffusive model:
where W t is a Wiener process, D 1 (X t ) is the coefficient of the slowly varying component (called drift coefficient) and D 2 (X t ) is the coefficient of the rapid one (called diffusion coefficient).
For sufficiently smooth and bounded drift and diffusion coefficients, the associated probability density function (PDF) P (x, t) ≡ P (X t = x, t) is governed by the corresponding
Fokker-Planck equation [1] 
Here, we are concerned with the empirical access to unknown drift and diffusion coefficients of stochastic processes. For an ideal time series X t generated by Eq. (1) and sampled with a sufficiently high resolution on a long time period, the original coefficients can be perfectly reconstructed. For stationary processes, the coefficients D k (x), with k = 1, 2 can be directly estimated from the conditional moments [1] as:
with · · · denoting statistical average and | Xt=x meaning that at time t the stochastic variable assumes the value x.
Conversely, for general Markovian stochastic processes, the time evolution of PDFs is governed by a generalization of Eq. (2), namely
with coefficients D k (x) given by Eqs. However, due to the finite sampling rate of real data, numerical estimations ofD k can not always be straightforwardly extrapolated to the limit τ → 0 in Eq. (3). In such cases, one accesses only the finite-τ estimation of the coefficients given by Eq. (4), which may significantly differ from the true coefficients D k . This is specially relevant when τ is large compared to the characteristic timescales of the process.
Some authors [2] have introduced finite sampling rate corrections to the coefficients
, by deriving expansions for the conditional moments up to some specified low order of τ , directly from the Fokker-Planck equations. Applications of this approach have already been implemented for those coefficients up to second order [3] . The error in the finite-τ estimated coefficientsD k can also be derived from the stochastic Itô-Taylor expansion [4] of the integrated form of Eq. (1). Within this line, the first order expansion of drift and diffusion coefficients was recently presented in Ref. [5] . However, low order corrections may be inappropriate when the convergence of the limit in Eq. (3) is slow [2, 6] . Moreover, there is no a priori knowledge of whether the sampling rate is fine enough to justify the use of the lowest order approximation.
In the present work, we investigate those issues for diffusion models defined by Eq. (1) with linear drift coefficient, namely, D 1 (x) = −a 1 x, representing an harmonic restoring mechanism, and quadratic state-dependent diffusion coefficient, namely,
This class encompasses some of the most common models of the theoretical literature. In fact, this equation is frequently found in a diversity of processes, from turbulence to finance [7, 8] . Moreover, the obtained results are also valid for another class of SDEs with additive-multiplicative noises [9, 10] , given by
where W t , W ′ t are uncorrelated Wiener processes. For discretely sampled data at intervals τ , we will derive, from the stochastic Itô-Taylor expansion, finite-τ expressions for the parameters {a 1 , b 0 , b 2 }, up to infinite order. These exact expressions will allow us to reconstruct the true drift and diffusion coefficients from their empirical finite-time estimates. As a corollary, one can determine up to which value of τ a given order of truncation is reliable (within a fixed tolerance), or reciprocally, which is the sufficient order for a given τ .
Furthermore, as empirical estimates suffer from finite-τ effects, one always gets nonnull D 4 . Therefore, the evaluation of the corrections for this coefficient is crucial for a suitable probe of the diffusive modeling. In this work, we also derive finite-τ expressions for coefficients D 3 and D 4 , which furnish extra theoretical tests of consistency for the diffusive models considered.
Our theoretical findings are corroborated by the outcomes of exemplary artificial timeseries generated by Eq. (1).
II. EXACT CORRECTIONS FOR DRIFT AND DIFFUSION COEFFICIENTS
Let us consider the Itô formula [4] , for a given function F of the stochastic variable
and its integrated form
Let τ be the sampling interval of state space observations. By applying Itô formula (8) to the functions D 1 (X s ) and 2D 2 (X s ) in the integral form of Eq. (1):
one finds
After iterated applications of Itô formula, one gets an expression for the increment of the stochastic variable in terms of multiple stochastic integrals [4] :
where (11) into Eq. (4) and performing the averaging, for k = 1, 2, we achieve analytical expressions for the finite-τ drift and diffusion coefficients, up to arbitrary order in powers of τ . The resulting expressions preserve the linear and quadratic x-dependence, respectively and can be written as:
Hence, we are led to the theoretical relation between the finite-τ coefficients {ã 1 ,b 0 ,b 2 } and the true ones {a 1 , b 0 , b 2 }, namely,
Details of the derivation of Eqs. (13)-(15) can be found in the Appendix.
By restricting the expansions (13)-(15) to some common finite power n, one gets the respective nth-order approximation. This result extends previous findings of first [5] and second [3] order terms.
Notice that Eq. (13) is uncoupled, meaning that the estimated harmonic stiffnessã 1
is not affected by the exact noise components. Moreover, from Eq. (15), the estimated multiplicative noise parameterb 2 does not depend on the exact additive noise component.
Summing the series in Eqs. (13)- (15) up to infinite order, and defining Z ≡ exp(−a 1 τ ) and W ≡ exp(−2b 2 τ ), we find the exact finite-τ expressions:
From Eqs. (16), we obtain an invariant relation among the estimated and exact parameters, namely,ã
The meaning of this invariance can be drawn, for instance, from the stationary PDF P * (x) associated to the corresponding Fokker-Planck equation given by Eq. (2) . With the present choice of drift and diffusion coefficients, for a 1 , b 0 > 0, b 2 ≥ 0, one has:
with P o a normalization constant. This solution is of the q-Gaussian form [9] , for which, if 
Taking into account the constraint (19), from Eqs. (16), the exact finite-τ expressions are:ã
Eqs. (20) and (21) can be readily inverted to extract the true parameters from their finite-τ estimates:
Notice thatã 1 τ (and also 2b 0 τ ) can not be greater than unit.
In what follows, we fix the timescale τ = 1. A different choice would simply lead to a rescaling of the parameters ( as a function of n, for different values ofã 1 . Clearly, convergence to the true value a 1 is attained (within a given tolerance), at different orders that depend on the value ofã 1 . For instance, forã 1 > 0.5, an order larger than two is required. Convergence is faster for smallerã 1 , that is, as soon as 1/ã 1 becomes large compared to the timescale τ = 1. Forb 0 we obtained a very similar convergence scheme (not shown). In Refs. [3, 5] , the fitness of low order expressions for O-U processes results from the particular employment ofã 1 τ < 0.5. However, this may not be the case when dealing with generic empirical data. 
III. HIGHER-ORDER COEFFICIENTS
Inserting the Itô-Taylor expansion Eq. (11) into Eq. (4) and performing the average for k = 3, 4, we also computed the finite-τ expansion forD 3 (x, τ ) andD 4 (x, τ ). The resulting expressions are invariant functions of x, namely:
For the particular case b 2 = 0, we were able to derive the infinite order expansion for the τ -parameters:
Notice that,
, as expected, and that the relevant parameter for the rate of series convergence is a 1 . Summing the series (26)- (27) up to infinite order, and recalling that Z ≡ exp(−a 1 τ ), one obtains Colors as in Fig. 1 .
respectively. We find, forD 3 :
where α = a 1 − 2b 2 . At all orders,D 3 vanishes if a 1 = 2b 2 . 
In Fig. 5 , we show the numerical computation ofD 3 andD 4 for the same artificial series as in Fig. 2 . According to our theoretical results, a 1 = 2b 2 is a threshold between positive and negative slopes ofD 3 , as illustrated in 
IV. SUMMARY AND FINAL COMMENTS
For an important class of diffusion models with additive-multiplicative noise, we have derived exact formulas that connect the empirical discrete-time estimates with the actual values of the parameters of drift and diffusion coefficients. Additionally, we also provided theoretical expressions for higher-order coefficients which serve as a further probe for the validity of this class of diffusive models. The obtained formulas also allow to quantify the errors induced by a finite sampling rate τ in the numerically estimated coefficients. The analytical results indicate that, in order to grasp the true values of the parameters from the knowledge of the observed ones, the required correction depends strongly on the (hidden) inverse time a 1 . Our work shows that one should be careful when applying low-order finite-τ corrections for diffusion models.
Furthermore, as shown in Fig. 3 , our results provide a criterion, from the knowledge ofã 1 , to determine the required order n, or equivalently, up to which value of τ the respective approximation is reliable.
which is of the same functional form of the true D 1 and can be identified with −ã 1 x, so that
which gives Eq. (13).
For the second conditional moment, one has 
In order to evaluate the averages of products of multiple stochastic integrals, it is useful Then, summing over all the pairs (n, m) contributing to the order τ k+1 , one obtains:
Finally, from Eq. (32), we arrive at
which can be cast in the formb 2 x 2 +b 0 , allowing to identifyb 2 andb 0 with functions of the true parameters, asb Let us recall that the averages of products of n multiple stochastic integrals appearing in the nth-order term of the coefficients can be expressed, in general, as multinomial terms, whose summation over all the products has the form µ 1 1 k + µ 2 2 k + µ 3 3 k + ....µ n n k (with rational µ i ) for the order k in τ . Moreover, products of multiple stochastic integrals can be readily simplified, by means of useful relations between multiple Itô integrals [4] . Then, although at the cost of increasing the number of indices, the number of factors can be reduced.
