Abstract-In previous work, Elad and Bruckstein (EB) have provided a sufficient condition for replacing an optimization by linear programming minimization when searching for the unique sparse representation. We establish here that the EB condition is both sufficient and necessary.
I. INTRODUCTION
In their recent publication, [1] , Elad and Bruckstein (EB) address the following problem:
Given two orthogonal matrices 8; 9 2 N2N and a vector S 2 N consider the following two optimization problems: where by kk 0 we refer to the number of nonzero entries of vector .
The columns of each matrix 8; 9 constitute an orthonormal basis in N . When viewed together as a set of 2N vectors they are referred to in [1] as a dictionary (we also note that this set of vectors is in fact a tight frame with frame bound 2). The vector 2 2N is a representation of vector (signal) S in this dictionary. A question of obvious interest is what can be gained by representing S in the dictionary rather than in either basis. The answer lies in the possibility of getting sparser representations where the measure of sparseness is the norm k 1 k 0 (which just counts the nonzero entries of the vector). Clearly, one can always find so that kk0 minfkk0; kk0g where S = 8 = 9 (note that [ 0 ] and [ 0 ] are also representations of the signal in the dictionary). Hence, problem (P 0 ) is in fact an attempt to find the sparsest representation of a given vector (signal) in a particular dictionary-this is of much interest in, e.g., signal compression problems.
In [1] , the following result on the uniqueness of this representation is given. 
This means that the uniqueness of a sparse representation is ensured by
Clearly, condition (3) guarantees the uniqueness of the solution of problem (P0). However, finding this representation, namely, solving (P 0 ) is a problem we do not know how to solve efficiently. As pointed out in [2] , under certain conditions, solving (P 0 ) can be traded with solving (P1) a much easier problem. The sufficient condition found by Donoho and Huo is that if
then (P 0 ) and (P 1 ) are equivalent problems in the sense that the (unique) solution of (P1) is also the (unique) solution of (P0).
In [1] , this condition is relaxed and a higher bound is given, again, as a sufficient condition 
We are going to show that the condition in (5) is in fact both necessary and sufficient. So, this bound for the equivalency of problems (P 0 ) and (P1) is tight.
II. MAIN RESULT
In this section, we are going to show that the bound presented in [1] is tight. To do that we first prove the following proposition.
Proposition 2: Let L0 < 1 M be a given integer and 
j j j and since j j j < j j 0 j j + j j j we get and since 6 =, clearly, (P 0 ) and (P 1 ) are not equivalent, which completes the proof.
The next proposition is basically a reworded version of a similar result proven in [1] . However, we believe the proof here is somewhat more straightforward and provides the motivation for the main contribution of this note-a family of counterexamples which show that the bound in [1] is indeed tight. 
Denoting the right-hand side of (14) by f (; P ), we note that for 
where denotes the Kronecker product (these matrices are known as the Hadamard matrices). Now we choose We can combine now the consequences of Propositions 3 and 4 and state our main result.
Theorem 5: (P0) and (P1) are guaranteed to be equivalent for any given two orthogonal matrices 8, 9, and signal S = [8; 9] if and only if M 0 p 2 0 0:5.
III. CONCLUSION
Given a signal S 2 N one is interested in the sparsest representation of this signal in a given dictionary which consists of 8 and 9, two orthonormal bases in N . This is an l0-optimization problem which is very difficult to solve. An alternative approach was proposed in [2] , where it was shown that if the signal representation has no more than 0:5(1 + 1=M) nonzero entries it can be found using an l1-optimization approach which leads to linear programming methods and is much simpler to solve. This bound was improved in [1] to become p 2 0 0:5 =M > 0:5(1 + 1=M).
However, the question whether the bound is tight was left unanswered. We have established here that the Elad and Bruckstein bound is indeed tight.
