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Abstract
Let X, Y be normed linear spaces, T ∈L(X, Y ) be a bounded linear operator from X to Y . One wants
to solve the linear problem Ax = y for x (given y ∈ Y ), as well as one can. When A is invertible, the unique
solution is x = A−1y. If this is not the case, one seeks an approximate solution of the form x = By, where
B is an operator from Y to X. Such B is called a generalised inverse of A. Unfortunately, in general normed
linear spaces, such an approximate solution depends nonlinearly on y. We introduce the concept of bounded
quasi-linear generalised inverse T h of T , which contains the single-valued metric generalised inverse TM
and the continuous linear projector generalised inverse T +. If X and Y are reflexive, we prove that the set of
all bounded quasi-linear generalised inverses of T , denoted by GH(T ), is not empty. In the normed linear
space of all bounded homogeneous operators, the best bounded quasi-linear generalised inverse T h of T is
just the Moore–Penrose metric generalised inverse TM . In the case, X and Y are finite dimension spaces Rn
and Rm, respectively, the results deduce the main result by G.R. Goldstein and J.A. Goldstein in 2000.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
Let X, Y be normed linear spaces, T ∈L(X, Y ) be a bounded linear operator from X to
Y . One wants to solve the linear problem Ax = y for x (given y ∈ Y ), as well as one can.
When A is invertible, the unique solution is x = A−1y. If this is not the case, one seeks an
approximate solution of the form x = By, where B is an operator from Y to X. Such B is called
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a generalised inverse of A. Unfortunately, in general normed linear spaces, such an approximate
solution dependents nonlinearly on y.
If the null space N(T ) and the range R(T ) are topologically complemented in the spaces X and
Y , respectively, then there exists a linear inclined projector generalised inverse T + ∈L(Y,X)
for T such that
T T +T = T ; T +T T + = T +, T +T = IX − P ; T T + = Q,
where P and Q are the continuous linear projectors from X and Y onto N(T ) and R(T ), respec-
tively [5]. In general, the complement subspaces of a topologically complemented subspace are
not unique, thus the set of all linear projector generalised inverses T + of T , denoted by GL(T ),
are not single point. If T is invertible, we have that T −1T = IX, T T −1 = IY . One can rephrase
the question and ask that Ŝ is chosen in GL(T ) to minimize T S − IY in some operator norm
with ‖ŜT ‖ = 1. If X and Y are the finite dimension spaces Rn and Rm, G.R. Goldstein and
J.A. Goldstein had given a entire answer for the question, and proved that the Moore–Penrose
generalised inverse matrix is the solution for the question (see [3]). When X and Y are infinite
dimension inner product spaces, we may prove a similar conclusion for the last question. When
X and Y are generally normed linear spaces, the question become more complex, we may see
later that there may not exist such a Ŝ in GL(T ). In this paper, we give a unified approach for the
question in normed linear space.
2. Definitions and lemmas
Let X be a normed linear space. For the geometric properties of X, such as strict convexity
and complemented subspace of X, we refer to [2,1,4].
Definition 2.1 [1]. The set-valued mapping FX : X → X∗ defined by
FX(x) =
{
x∗ ∈ X∗|〈x∗, x〉 = ‖x∗‖2 = ‖x‖2
}
∀x ∈ X
is called the duality mapping of X.
Here, 〈·, ·〉 is the dual pairing of X∗ and X. From [1], we know that (i) FX is a homogeneous
set-valued mapping; (ii) FX is surjective iff X is reflexive; (iii) FX is injective or strictly monotone
iff X is strictly convex; (iv) FX is single-valued iff X is smooth.
Definition 2.2 [6]. LetX be a normed linear space,K ⊂ X. The set-valued mappingPK : X → K
defined by
PK(x) = {y ∈ K|‖x − y‖ = dist(x,K)} ∀x ∈ X
is called the set-valued metric projection, where dist(x,K) = infy∈K ‖x − y‖. Sometimes we
also denote PK(x) by P(K : x).
If PK(x) /= ∅ for each x ∈ X, then K is said to be approximal; if PK(x) is at most a sin-
gleton for each x ∈ X,K is said to be semi-Chebyshev; if K is simultaneously approximal and
semi-Chebyshev set, then K is called a Chebyshev set. We denote by πK any selection for the
set-valued mapping PK , i.e., any single-valued mapping πK : D(πK) → K , where D(πK) =
{x ∈ X : PK(x) /= ∅}, defined by πK(x) ∈ PK(x) for any x ∈ D(πK). In the particular case,
when K is a Chebyshev set,D(πK) = X andPK(x) = {πK(x)}. The mapping πK (or π(K : ·))
is called the metric projector from X onto K .
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Lemma 2.1 [6]. Let X be a normed linear space, L a subspace of X. Then
(i) π2L(x) = πL(x) for any x ∈ D(πL), i.e., πL is idempotent;
(ii) ‖x − πL(x)‖  ‖x‖ for any x ∈ D(πL).
If L is a semi-Chebyshev subspace, then
(iii) πL(αx) = απL(x) for any x ∈ X and α ∈ R, i.e., πL is homogeneous;
(iv) πL(x + y) = πL(x) + πL(y) = πL(x) + y for any x ∈ D(πL) and y ∈ L, i.e., πL is
quasi-additive.
If L is a finite dimensional Chebyshev subspace, then πL is continuous.
Proof. (see Theorem 4.1 on p. 40 and Theorem 4.3 on p. 44 in [6]). 
Lemma 2.2. Let X be a normed linear space, L a subspace of X, x ∈ X\L, x0 ∈ L. Then x0 ∈
PL(x) if and only if
FX(x − x0) ∩ L⊥ /= θ,
where L⊥ = {x∗ ∈ X∗|〈x∗, x〉 = 0,∀x ∈ L}.
Proof. (see [1]). 
We recall some concepts on homogeneous operators [10].
LetX,Y be real normed linear spaces,D a homogeneous subset ofX, i.e., for anyx ∈ D,λ ∈ R,
we have λx ∈ D, where R is a real field. T is a map from D to Y , D is called the domain of T ,
denoted by D(T ). T is called a homogeneous operator, if T (λx) = λT (x) for any x ∈ D, and
λ ∈ R. T is called a bounded operator if T map every bounded set in D into bounded set in Y .
Lemma 2.3. Let X, Y be Banach spaces. Denote by H(X, Y ) the set of all bounded homogeneous
operators from X to Y. Equipped with the usual linear operation for H(X, Y ), and the norm is
defined by
‖T ‖ = sup
‖x‖=1
‖T (x)‖, T ∈ H(X, Y ), (2.1)
then (H(X, Y ), ‖ · ‖) is a Banach space.
Proof. It is almost the same as that in the proof of the space of bounded linear operators. 
In the following, (H(X, Y ), ‖ · ‖) denoted by H(X, Y ), and H(X,X) by H(X).
Lemma 2.4. If T be a homogeneous operator from X to Y, then the following statements are
equivalent:
(i) T is bounded.
(ii) There exists a positive number C > 0 such that ‖T (x)‖  C‖x‖ for all x ∈ D.
(iii) T is continuous at zero.
Proof. (see Lemma 1.1 in [10]). 
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Definition 2.3. Let V be a linear space. A mapping S : V → V is called a quasi-linear projector
on V , if S satisfies the following conditions:
(i) S is homogeneous.
(ii) S is idempotent, i.e., S2 = S.
(iii) S is quasi-additive on L = R(S), i.e., for any x ∈ V and any y ∈ L, we have
S(x + y) = S(x) + S(y) = S(x) + y,
where R(S) = {v ∈ V : v = S(u), u ∈ V } is the range of S.
Remark 2.1. The concept of the quasi-linear projector include the concepts of the linear projector
in linear spaces, the continuous linear projector, the metric projectors and the orthogonal projectors
in normed linear spaces (see [5,6]).
Lemma 2.5. (i) Let V be a linear space, S : V → V be a quasi-linear projector. Then the range
of S, L = R(S), is a linear subspace of V. (ii) Let X be a normed linear space, S : X → X be a
bounded quasi-linear projector. Then the range of S, L = R(S), is a closed linear subspace of X.
Proof. (i) Assume that S : V → V be a quasi-linear projector. For any x ∈ L = R(S), and any
λ ∈ R, there exists an element x′ ∈ X such that x = S(x′). By the homogeneity of S, we have
λx = S(λx′) ∈ R(S) = L.
For any x, y ∈ L = R(S) there exist x′, y′ such that x = S(x′), y = S(y′). By the idempotence
and the quasi-additivity of S, we have
S(x + y) = S(S(x′) + S(y′)) = S2(x′) + S2(y′) = S(x′) + S(y′) = x + y.
Hence, x + y ∈ R(S) = L, i.e., L is a linear subspace of V .
(ii) Assume that S is a bounded quasi-linear projector. For any x0 ∈ L, there exists a sequence
{xn} ⊂ L such that x0 − xn → θ as n → ∞. Since S is bounded and homogeneous, then S is
continuous at zero 0. Hence, S(x0 − xn) → S(0) = 0 as n → ∞. Note that the quasi-additivity
of S implies that
S(x0 − xn) = S(x0) − xn, n = 1, 2, 3 . . .
We have
S(x0 − xn) = S(x0) − xn → S(x0) − x0 as n → ∞.
Thus, 0 = S(x0) − x0, i.e., x0 = S(x0) ∈ L. Consequently, L is closed. 
Definition 2.4. (1) Let V be a linear space, L be a subspace of V . If there exists a quasi-linear
projector S on V such that L = R(S), then L is said to be quasi-linearly complemented in X,
and S−1(θ) is called the quasi-linear complement of L in X. (2) Let X be a normed linear space
and L be a closed subspace of X. If there exists a bounded quasi-linear projector S on X such
that L = R(S), then L is said to be bounded quasi-linearly complemented in X, and S−1(θ) is
the bounded quasi-linear complement of L in X.
Remark 2.2. If the subspace L is (bounded) quasi-linear complemented in a (normed) linear
space X with the (bounded) quasi-linear projector S, then
X = L S−1(θ) = R(S)N(S),
where S−1(θ) is a homogeneous subset of X, “” means algebraically direct sum.
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Lemma 2.6. Let X be a normed linear space, S be a bounded quasi-linear projector, L = R(S)
be a Chebyshev subspace of X. Then S is the metric projector from X onto L if and only if
S−1(θ) = F−1X (L⊥), where FX : X → X∗ is the duality mapping of X.
Proof. Necessity. Since L is a Chebyshev subspace in X, so the metric projector πL uniquely
exists. If S is the metric projector from X onto L, then S = πL.
For any x ∈ S−1(θ) = π−1L (θ), we have πL(x) = θ . By Lemma 2.2, we have
FX(x − θ) ∩ L⊥ /= θ,
i.e., x ∈ F−1X (L⊥). Hence, S−1(θ) ⊂ F−1X (L⊥).
Conversely, for any x ∈ F−1X (L⊥), by the definition of F−1X (L⊥), we have FX(x) ∩ L⊥ /= θ .
Hence, by Lemma 2.2, θ ∈ PL(x). But L is a Chebyshev subspace, so θ = πL(x), i.e., x ∈
π−1L (θ) = S−1(θ). Thus, F−1X (L⊥) ⊂ S−1(θ). Hence, we have
S−1(θ) = F−1X (L⊥).
Sufficiency. Since L is a Chebyshev subspace of X, by Lemma 2.2, each x ∈ X has the unique
decomposition
x = πL(x) + x2,
where x2 ∈ (F−1X )(L⊥). Note that S−1(θ) = F−1X (L⊥). Hence, S(x2) = θ . The quasi-additivity
and idempotence of S implies that
‖x − S(x)‖ = ‖x − S(πL(x) + x2)‖ = ‖x − πL(x) − S(x2)‖ = ‖x − πL(x)‖.
Since S(x), πL(x) ∈ L, while L is a Chebyshev subspace of X, by the uniqueness of the best
approximate element of x on L, we have
S(x) = πL(x)
for any x ∈ X. Hence, S = πL is the metric projector from X onto L. 
Corollary 2.1. Let X be a reflexive and strictly convex Banach space. If S is a bounded quasi-
linear projector from X onto the subspace L. Then S is a metric projector from X onto L if and
only if S−1(θ) = F−1X (L⊥).
Proof. Since S is a bounded quasi-linear projector, L = R(S) is a closed subspace of X. Since X
is reflexive strictly convex Banach space, L is a Chebyshev subspace of X. The corollary follows
from Lemma 2.6. 
Lemma 2.7. Let X be a normed linear space S : X → X be a bounded quasi-linear projector in
X. S is a continuous linear projector on X if and only if S−1(θ) is additive and closed.
Proof. Necessity. It is obvious.
Sufficiency. Assume S−1(θ) is additive and closed. By the homogeneity of S, S−1(θ) is a
closed linear subspace of X.
Next, we want to show that
{x − S(x) : x ∈ X} = S−1(θ). (2.2)
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Indeed, for any x ∈ X, by the quasi-additivity and idempotence of S, we have
S(x − S(x)) = S(x) − S(x) = θ,
i.e., x − S(x) ∈ S−1(θ), hence {x − S(x) : x ∈ X} ⊂ S−1(θ). Conversely, for any x ∈ S−1(θ),
we have θ = S(x), and hence x = x − S(x) ∈ {x − S(x) : x ∈ X}. Thus,
S−1(θ) ⊂ {x − S(x) : x ∈ X}.
Hence, (2.2) holds.
Since S−1(θ) is a closed linear subspace, so {x − S(x) : x ∈ X} is a closed linear subspace
too. Hence, for any x, y ∈ X, we have
(x − S(x)) + (y − S(y)) = (x + y) − S(x + y).
Subtracting x + y from both sides, we obtain
S(x + y) = S(x) + S(y).
Note that bounded quasi-linear projector S is bounded homogeneous, and thus S is continuous
linear projector. 
Definition 2.5. Let T ∈L(X, Y ) be a bounded linear operator T h ∈ H(Y,X) is called a bounded
quasi-linear projector generalised inverse of T , if there exist two bounded quasi-linear projectors
SN(T ) and SR(T ) from X and Y onto N(T ) and R(T ), respectively, such that
(1) T T hT = T ; (2) T hT T h = T h; (3) T hT = IX − SN(T ); (4) T T h = SR(T ).
Remark 2.3. This definition is first introduced in [8]. If both SN(T ) and SR(T ) are metric projec-
tors, then the quasi-linear generalised inverse T h are just the Moore–Penrose metric generalised
inverse (see [7,9,11]). The set of all bounded quasi-linear generalised inverses of T is denoted by
GH(T ). We see that GL(T ) ⊂ GH(T ).
Remark 2.4. Let X, Y be Banach spaces, T ∈ L(X, Y ) be a linear operator, x0 ∈ D(T ) is called
an extremal solution to equation T (x) = y if x = x0 is the minimal value point of the functional
x → ‖T (x) − y‖. The minimal norm extremal solution is called a best approximate solution, or
minimal norm extremal solution.
Definition 2.6 [11]. Let X, Y be Banach spaces, T ∈ L(X, Y ) be a linear operator. Suppose that
N(T ) and R(T ) are Chebyshev subspaces in X and Y, respectively. If a homogeneous operator
T M : D(T M) → D(T ), satisfies
1. T T MT = T , on D(T );
2. T MT T M = T M , on D(T M);
3. T MT = ID(T ) − πN(T ), on D(T );
4. T T M = πR(T ).
where D(T M) = R(T )F−1Y (R(T )⊥). Then T M is called the Moore–Penrose metric general-
ised inverse of T .
Let L be a closed subspace of normed linear space X, QL defined by QL = {S ∈ H(X) :
S is bounded quasilinear projector and L = R(S)}.
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Lemma 2.8. Let X be a normed linear space, L ⊂ X be a closed linear subspace of X. Then
1. dist(I,QL)  1;
2. S0 ∈ QL such that ‖Ix − S0‖H(x) = 1 if and only if ‖x − S0(x)‖X = dist(x, L) for any x ∈ X.
Proof. (1) ∀S ∈ QL, x ∈ X\L, since L is a closed linear subspace, ‖x − S(x)‖X > 0. By the
quasi-additivity and the idempotence of S, we have
(I − S)(x − S(x)) = x − S(x).
Hence,
‖x − S(x)‖X  ‖I − S‖H(X)‖x − S(x)‖X.
Thus, we have
dist(I,QL)  1.
(2) Necessity. Let S0 ∈ QL such that ‖IX − S0‖H(X) = 1, then for any w ∈ N(S0) = R(I −
S0), and z ∈ R(S0), we have
S0(w − z) = −z,
by the idempotence and the quasi-additivity of S0. Hence,
‖w‖X = ‖(I − S0)(w − z)‖X  ‖I − S0‖H(X)‖w − z‖X = ‖w − z‖X.
Hence,
‖w‖X = dist(w,R(S0)). (2.3)
For any x ∈ X, we have S0(x) ∈ L. For each y ∈ L = R(S0), we obtain
x − y = (I − S0)(x) − S0(y − x), (2.4)
Set w = (I − S0)(x), z = S0(y − x), then w ∈ N(S0), z ∈ R(S0). By (2.3) and (2.4), we see
that
‖x − y‖X = ‖(I − S0)(x) − S0(y − x)‖X  dist((I − S0)(x), R(S0)) = ‖x − S0(x)‖X.
Thus, we obtain
‖x − S0(x)‖X = dist(x, L) ∀x ∈ X. (2.5)
Sufficiency. Suppose that (2.5) hold, then for every x ∈ X, we have decomposition
x = S0(x) + (I − S0)(x) = y + z,
where y = S0(x) ∈ R(S0), z = (I − S0)(x) ∈ N(S0). Then
‖x‖X = ‖z − (−y)‖X  ‖z − S0(z)‖X = ‖z − S0(I − S0)(x)‖X = ‖(I − S0)(x)‖X.
Hence,
‖IX − S0‖H(X) = 1. 
3. Main theorems
Theorem 3.1. Let X be a reflexive Banach space, L be a closed linear subspace with
codimL  2. Then there exists a bounded quasi-linear projector S from X onto L such that
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S is generally neither the metric projector nor a continuous linear projector on the Banach
space X.
Proof. (I) Let X be a reflexive and strictly convex Banach space.
Choosing x0 /∈ L, by the Hahn–Banach Theorem, there exists a continuous linear functional
x∗ ∈ X∗ such that
〈x∗, x0〉 = 1 and 〈x∗, z〉 = 0
for any z ∈ L. The reflexivity and strict convexity of X yield that the closed linear subspace L is
Chebyshev. Let πL be the metric projector from X onto L. Since codim L  2, L is not a closed
maximal subspace, so, in general, πL is a quasi-linear (not linear). Take z0 ∈ L\{πL(x0)} and
define
S(x) = πL(x) − 〈x∗, x〉[πL(x0) − z0]
for any x ∈ X. Then (i) S is homogeneous on X, it follows from the homogeneity of πL. (ii) S is
bounded on X. By Lemma 2.1, we see
‖πL(x)‖  ‖πL(x) − x‖ + ‖x‖  2‖x‖
for any x ∈ X. Hence, for any x ∈ X, we have
‖S(x)‖ ‖πL(x)‖ + |〈x∗, x〉|‖[πL(x0) − z0]‖
 [2 + ‖x∗‖(‖πL(x0)‖ + ‖z0‖)]‖x‖ = C‖x‖.
By Lemma 2.4, S is bounded (iii) S is idempotent on X. For any x ∈ X,
S2(x) = πL(S(x)) − 〈x∗, S(x)〉[πL(x0) − x0] = πL(S(x)) = S(x),
i.e., S2 = S on X. (iv) S is quasi-additive on L; for any x ∈ X and any y ∈ L = R(S), we have
S(x + y) = πL(x + y) − 〈x∗, x + y〉[πL(x0) − z0]
= πL(x) + y − 〈x∗, x〉[πL(x0) − z0] = S(x) + y,
i.e., S is quasi-additive on L = R(S). Thus, S is a bounded quasi-linear projector from X onto L.
By the definition of S, we see that S is linear if and only if πL is linear. So, in general, S need not
be linear. (v)S is not the metric projector from X onto L. In fact, if S is a metric projector, since
L is a Chebyshev subspace in X, S = πL on X But
S(x0) = πL(x0) − 〈x∗, x0〉[πL(x0) − z0] = z0 /= πL(x0).
This is a contradiction. Thus, S is generally neither a linear projector nor a metric projector from
X onto L.
(II) Let X be a reflexive and not strictly convex Banach space.
Since X is reflexive, then X has a equivalent strictly convex norm ‖ · ‖1 · L is also a closed
subspace of (X, ‖ · ‖1) which is reflexive strictly convex Banach space, so L is a Chebyshev
subspace in (X, ‖ · ‖1). Let πˆL : (X, ‖ · ‖1) → L be the metric projector.
Choose y0 /∈ L, the reflexivity of X implies that PL(y0) /= ∅, for any x0 ∈ PL(y0), we have
‖x0‖  dist(y0, L) + ‖y0‖. Taking
r = max{dist(y0, L) + ‖y0‖; ‖πˆL(y0)‖}
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and z0 ∈ L\B(0; r), where B(0; r) = {x ∈ X : ‖x‖  r}, then z0 /= πˆL(y0) and
‖z0 − y0‖ > inf
z∈L ‖z − y0‖, (3.1)
define S : X → L by
S(y) = πˆL(y) − 〈y∗, y〉[πˆL(y0) − z0] ∀y ∈ X,
where y∗ ∈ L⊥, and 〈y∗, y0〉 = 1. By (I), S is a bounded quasi-linear projector from (X, ‖ · ‖1)
to L, and S(y0) = z0.
If X is not isometric to a Hilbert space, and L is not a hyperplane in X, then S is generally
nonlinear, in general.
By (3.1), we have
‖S(y0) − y0‖ > inf
z∈L ‖z − y0‖.
Hence, S is not a metric projector. 
Theorem 3.2. Let X, Y be reflexive and strictly convex Banach spaces, T ∈L(X, Y ) be a
bounded linear operator with closed range R(T ). If R(T ) /= Y, and GH(T ) /= ∅, then T̂ h ∈
GH(T ) satisfies
‖T̂ hT ‖H(X)=1;
‖T T̂ h − IY ‖H(Y)=1 = min
T h∈GH (T )
‖T T h − IY ‖H(Y)
if and only if T̂ h is the Moore–Penrose metric generalised inverse T M .
Proof. Necessity. If T̂ h ∈ GH(T ) satisfies
‖T̂ hT ‖H(X)=1;
‖T T̂ h − IY ‖H(Y)=1 = min
T h∈GH (T )
‖T T h − IY ‖H(Y),
then, by the definition of T̂ h, there exist quasi-linear projectors ŜN(T ) and ŜR(T ) from X and Y
onto N(T ) and R(T ), respectively, such that
(1) T T̂ hT = T ; (2) T̂ hT T̂ h = T̂ h; (3) T̂ hT = IX − ŜN(T ); (4) T T̂ h = ŜR(T ).
Thus, we have
‖IX − ŜN(T )‖H(X)=1; (3.2)
‖ŜR(T ) − IY ‖H(Y)=1 = min
SR(T )∈QR(T )
‖SR(T ) − IY ‖H(Y), (3.3)
where
QR(T ) = {SR(T ) : T T h = SR(T ), T h ∈ GH(T )}.
By Lemma 2.8, and (3.2), for any x ∈ X and y ∈ Y , we have ŜN(T )(x) ∈ N(T ), ŜR(T )(y) ∈
R(T )
‖x − ŜN(T )(x)‖X = dist(x,N(T )), and ‖y − ŜR(T )(y)‖Y = dist(y, R(T )).
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It follows that
ŜN(T )(x) ∈ PN(T )(x) ∀x ∈ X and ŜR(T )(y) ∈ PR(T )(y) ∀y ∈ Y.
Since X and Y are reflexive and strictly convex, then N(T ) and R(T ) are Chebyshev subspaces.
Hence,
ŜN(T )(x) = πN(T )(x) ∀x ∈ X and ŜR(T )(y) = πR(T )(y) ∀y ∈ Y.
By Definition 2.6, T̂ h is just the Moore–Penrose metric generalised inverse T M .
Sufficiency. If T̂ h := T M ∈ GH(T ) is just the Moore–Penrose metric generalised inverse of
T , by Definition 2.6, and Lemma 2.8, we have that πN(T ) ∈ QN(T ) and πR(T ) ∈ QR(T ) such that
‖T̂ hT ‖H(X) = ‖T MT ‖H(T ) = ‖IX − πN(T )‖H(T ) = 1; (3.4)
‖IY − T T̂ h‖H(Y) = ‖IY − T T M‖H(Y) = ‖IY − πR(T )‖H(Y) = 1.
On the other hand, for any T h ∈ GH(T ), there exist SR(T ) ∈ QR(T ), and SN(T ) ∈ QN(T ) such
that
(1) T T hT = T ; (2) T hT T h = T h; (3) T hT = IX − SN(T ); (4) T T h = SR(T ).
For any y ∈ Y\R(T ), we have
‖y − SR(T )(y)‖Y > 0.
By the quasi-additivity and the idempotent of SR(T ), we have
(IY − SR(T ))(y − SR(T )(y)) = y − SR(T )(y).
Hence,




‖SR(T ) − IY ‖H(Y) = 1.
Thus, we have
min
T h∈GH (T )
‖T T h − IY ‖H(Y) = 1 = ‖T T̂ h − IY ‖H(Y). 
Theorem 3.3. Let X, Y be reflexive Banach spaces, T ∈L(X, Y ) be a bounded linear operator
with closed R(T )( /= Y ), then GH(T ) /= ∅, If codimX  2, codimY  2, then there exists a
bounded quasi-linear projector generalised inverse T h ∈ GH(T ), which is generally neither
linear nor metric generalised inverse of T .
Proof. Let X, Y be reflexive Banach spaces, by Theorem 3.1, the closeness of N(T ) and R(T )
imply that there exist bounded quasi-linear projectors SN(T ) ∈ QN(T ), and SR(T ) ∈ QR(T ). If
codimX  2, codimY  2, then they are generally neither linear nor selections of the set-valued
metric projectors.
At first, we want to show that T̂ = T |
S−1
N(T )
(0) is one to one and onto from S
−1
N(T )(0) to R(T ).
Indeed, for any y ∈ R(T ), there exists x ∈ X such that y = T (x), hence
y = T (SN(T )(x) + x1) = T (x1),
where x1 = (IX − SN(T ))(x) ∈ S−1N(T )(0). Thus, T̂ is onto from S−1N(T )(0) to R(T ).
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Suppose there arex′1,x′′2 ∈ S−1N(T )(0), such thatx′1 /= x′′2 andT (x′1) = T (x′′2 ), we havex′1 − x′′2 ∈
N(T ) and
x′1 = (x′1 − x′′2 ) + x′′2 .
By the quasi-additivity of SN(T ), we have
0 = SN(T )(x′1) = (x′1 − x′′2 ) + SN(T )(x′′2 ) = x′1 − x′′2 .
Hence, T̂ is one to one.
Next, we define T h := T̂ −1SR(T ), then T h ∈ H(Y,X).
T T hT = T T̂ −1SR(T )T = T T̂ −1T = T ;
T hT T h = T̂ −1SR(T )T T̂ −1SR(T ) = T̂ −1S2R(T ) = T̂ −1SR(T ) = T h.
For any x ∈ X, we have
T hT (x) = T̂ −1SR(T )T (x) = T̂ −1T (x) = T̂ −1T [SN(T )(x) + (IX − SN(T ))(x)]
= T̂ −1T [(IX − SN(T )(x))] = (IX − SN(T ))(x),
and hence, we obtain
T hT = IX − SN(T );
T T h = T T̂ −1SR(T ) = SR(T ).
i.e., T h ∈ GH(T ), and T h is generally neither linear nor metric generalised inverse of T . 
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