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Abstract: We consider aone-parameter family of Noumerov-type methods for the integration of second order periodic 
initial-value problems: y"=f(t ,  y), y(to)~Yo, y'(to)=Y'o . By applying these methods to the test equation: 
y"+ h2y ~ O, we determine the parameter of the family so that the phase-lag (frequency distortion) for the method is 
minimal. The resulting method has a very small phase-lag of size 121o96hrh 6 (h is the step-size}; interestingly, this 
method also possesses an interval of periodicity of size 2.71. Noumerov's method has a phase-lag of size ~x0~4h  and 
an interval of periodicity of size 2.449. The superiority of our method over Noumerov's method is illustrated by two 
examples. 
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1. Introduction 
Two well-known two-step methods for the numerical integration of second order initial-value 
problems: 
y"=f ( t ,y ) , .  Y ( to )=y o, y'(to)=y[~, (1) 
are the second order trapezoidal method and the fourth order method of Noumerov. In case the 
problem (1) has periodic solutions, oscillations corresponding to the natural modes of equation 
(1) can be modelled using the test equation: 
y"  + X2y = 0, } ,>0.  (2) 
When applied to the test equation (2), the trapezoidal method reproduces the amplitude of these 
oscillations for all H~(0 ,  oo) (where we have set H- -hh) ,  whereas Noumerov's method 
reproduces the amplitude provided H ~ (0, (6)1/2). In the terminology of [7], the trapezoidal 
method is P-stable, whereas Noumerov's method has only a finite interval of periodicity of size 
(6) 1/2--- 2.449 [2]. However, for the test equation (2), both the trapezoidal and Noumerov's 
methods are out of phase of these oscillations. For the trapezoidal method the frequency 
distortion is quite substantial being of size ~H 2, while for Noumerov's method the phase-lag is 
1 4.  a~rH , see [1,5]. 
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The purpose of this brief note is to present a new Noumerov-type fourth order method for 
which frequency distortion or phase-lag is a minimal; the method has a substantially reduced 
phase-lag of size 1 6 ~-6-~H • Interestingly, the method also possesses an interval of periodicity of size 
2.71, which is larger than the size ofthe interval of periodicity of Noumerov's method. Thus, for 
the numerical integration of periodic initial-value problems, our present method is superior to 
Noumerov's method and this is demonstrated by the two examples considered. 
2. Noumerov-type method with minimal phase-lag 
Let h > 0 be the step-size and let t. = t o + nh, n = 0, 1, 2 . . . . .  and set f,, = f(t,,, y.). For the 
integration of the periodic initial-value problems (1), recently Chawla [3] proposed the family 
M4(a) of two-step fourth order Noumerov-type methods defined as follows. Let 
Y'.+l =Y.+1 - ah2(fn+2 - 2f.+1 +f . ) ,  
and set f.+ 1 =f ( t .+ l ,  .P.+I); then, 
Yn+2- 2Y.+1 +Y.= l h2( fn+2 + 10f.+l +f . )+ TE, (3) 
where a is a free parameter and 
TE= - 2-~h6( y~,  - 200ot( f,, ),+ ly~,  ) + O( hS ). 
(Note that equation (3) is a modification of the method considered by Hairer [6].) Now, consider 
a method of the family M4(a ) applied to the test equation (2); we obtain the following stability 
polynomial: 
p(~) = A (H)~52 - 2B(H)~ + A(H),  (4) 
where we have set 
A(H)=I+~H2+~aH 4, B(H)=I-~H2+~aH 4. (5) 
As in [2,7], we say that (0, Hp) is an interval of periodicity of a method of the family M4(a) if the 
roots of the stability polynomial (4) are of the form: 
~SLz = e + i°~', for all n e (0, H.) ,  (6) 
where 0(H) is real. From (4) and (6) we can obtain an expression for 0(H) in terms of H. Since 
O(H) is supposed to be an approximation for H, as in Brusa and Nigro [1] we define the 
phase-lag of a numerical method as the leading coefficient in the expansion of 1(0( H)-  H)/H[; 
in the following we shall denote the phase-lag by P(H).  
For methods of the family M4(a ), from (4) and (6) it follows that 
tan O(H) = (( A( H) 2 - B( H)2)'/2/B( n). (7) 
With the help of (5), from (7) we obtain 
tanO(H)=H+½HS-(120~8839)HS-(720a-971728 ]n  7 "4- O(h9). (8) 
! 
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Using the expansion for tan-~x, from (8) we obtain 
(200a-  1 ) 1 7 8(H)=H-  - -~ HS+~o~H + O(hg). (9) 
Consequently, the phase-lag for a method of the family M4(a) is given by 
1 6 (10)  P(H)= 1200a l lH4+ ~2-g~H •
480 
Note that for a = 0, M4(0 ) is the Noumerov's method for which P(H) = ~s0 H4. 
We are interested here in finding a method with minimal phase-lag. From (10) it immediately 
follows that the method corresponding toa = 2-~ has the least phase-lag; for the method M4(2-~ ), 
P(H) 1 6 --~0-~H , which is much smaller than the corresponding phase-lag for Noumerov's 
method for all 0 < H < (6) 1/2. 
Interestingly, the method M4(2~) also possesses an interval of periodicity. To find its size, 
from (4) it is clear that the roots ~.2 will be distinct, complex conjugate and each of modulus one 
for H ~ (0, Hp) provided A(H)+B(H)> 0 for all H ~ (0, He). From (5) it is easy to see that 
A(H) -  B(H) is positive for all h, and 
+ B(n)= 2 - + (11) 
From (11) it now follows that the size H e of the interval of periodicity of the method M4(2-~) is 
given by 
He= (20(1-(-~ )1/2)11/2 ~2.71. 
Note that the present method has a larger interval of periodicity than Noumerov's method for 
which the size of its interval of periodicity is 2.449. Thus, our method M4(1/200 ) is much 
superior to Noumerov's method insofar as frequency distortion is concerned, and it also has a 
larger interval of periodicity. 
Finally we briefly consider here the slightly more general test equation: 
y" + X2y = re i'~', r, to real, (12) 
incorporating a forcing oscillatory term. As noted by Gladwell and Thomas [5], the amplitude of 
the forced oscillations will not in general be computed exactly while all consistent wo-step 
methods have in phase forced oscillations if and only if they have no algorithmic damping. In 
particular, therefore Noumerov's method will have in phase forced oscillations provided H 
(0, 2.449), while our method M4(~) will have in phase forced oscillations provided H ~ (0, 2.71). 
3. Numerical illustrations 
To illustrate our present method and to show its distinct advantage over Noumerov's method 
we consider the following two examples. 
We first consider the test problem itself: 
y" + y = 0, y(0) = 1, y'(0) = 0. (13) 
We solved the problem (13) by our method and by Noumerov's method with step-size h = ~,n; the 
absolute rrors in the computation of y(t) are shown in Table 1 for a few values of t. For the 
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Table 1 
Absolute errors in the computation ofy ( t )  (h  = ~r) .  
t Our method Noumerov's method 
6":r 1.6( - 11) 4.2( - 7) 
~ 6.1 ( - 6) 1.0( - 3) 
7~r 2.2( - 11) 5.8( - 7) 
~r  7.1 ( - 6) 1.2( - 3) 
Table 2 
Absolute errors in the computation ofy ( t )  (h  = ~'rr). 
t Our method Noumerov's method 
3,~ 1 .1 ( -2 )  1.4 (+9)  
6~r 2.3( - 2) 2.6( + 18) 
9~r 3.5( - 2) 4.9( + 27) 
Table 3 
Absolute errors in the computation of y ( t )  (h  = ~r ) .  
t Our method Noumerov's method 
~r 2.7( - 4) 6.1( - 2) 
2~r 1 .1 ( -  3) 2 .5 ( -  1) 
3~r 2.6( - 3) 5.6( - 1) 
4,n 4.6( - 3) 9.8( - 1 ) 
5~r 7 .3 ( -3 )  1.5 (0) 
problem (13), for this value of h both our method and the method of Noumerov are 'energy 
conserving' [4]. However, from the values in Table 1 it is clear that with respect to phase-lag our 
method is much superior to Noumerov's method. 
As our second example we consider the response of a simple oscillator to an initial displace- 
ment and an applied constant load described by the equation: 
Y'" + X2Y =f0,  y(0) = 3, y'(0) = 0, (14) 
where for the circular frequency X and the constant load f0 it was assumed that X = 10 and f0 = 2, 
so that the exact solution is 
y(t) = 2.98 cos(10t) + 0.02. (15) 
This example was chosen to illustrate the enhanced size of the interval of periodicity of our 
method as compared to Noumerov's method. In order that both our method and Noumerov's 
method are energy conserving when applied to the problem (14), for Noumerov's method the 
step-size h must be less than (6)1/2/10 -- 0.2449, while for our method the step-size h must be less 
than (½(1 - (~)1/2))1/2 ~ 0.271. We solved the problem (14) with step-sizes h = ~'~ and 2~r; the 
absolute errors in the computation of y(t) are shown for a few values of t in Tables 2 and 3, 
respectively. From the values in Table 2 it is clear that for h = ~r  our method is stable while the 
errors are blown out for Noumerov's method. On the other hand, from the values in Table 3 it is 
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clear that for h = ±-~ both our method and the method of Noumerov are stable; however, our 24 
method is much more accurate than Noumerov's method. 
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