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ATTRACTORS OF THE EINSTEIN-KLEIN-GORDON SYSTEM
DAVID FAJMAN, ZOE WYATT
Abstract
It is shown that negative Einstein metrics are attractors of the Einstein-Klein-Gordon system. As
an essential part of the proof we upgrade a technique that uses the continuity equation complementary to
L2-estimates to control massive matter fields. In contrast to earlier applications of this idea we require a
correction to the energy density to obtain sufficiently good pointwise bounds.
1. Introduction
Nonlinear stability results are milestones in the study of the Einstein vacuum equations. For
two particular spacetimes, nonlinear stability for the vacuum Einstein flow is known, those are
Minkowski spacetime [CK] and the Milne model [AMc]. If the cosmological constant is non-
vanishing a large class of deSitter type universes and black holes are known to be stable [Fr, Ri, HV]
and also towards the singularity of certain cosmological solutions, stability has been established
recently [RS]. Restricting to stability results towards a complete direction of spacetime and the
case of vanishing cosmological constant, i.e. to the Milne model and Minkowski space, several re-
sults appeared recently that generalize these works to the non-vacuum setting. The matter models
that have been considered in these generalizations include Maxwell fields [BZ, BFK, CCL, S, Wy],
collisionless matter [AF, Fa, FJS, LT, T] and scalar fields [LR, LM, W-J, W-Q], in particular
Klein-Gordon fields, which are the subject of this paper.
1.1. The Einstein-Klein-Gordon system. The Einstein-Klein-Gordon system (EKGS) describes
nonvacuum spacetimes with massive scalar field(s) as the matter model. The system emerges as a
projection of the Einstein equations on massive modes of the Fourier expansion of five-dimensional
Kaluza-Klein metrics [W-J]. Independently, the system poses an interesting mathematical model as
it consists of a system of quasilinear massless and massive wave equations. The presence of massive
waves in the system makes its treatment substantially more difficult than that of, for instance, the
Einstein-Scalar field system where only a massless wave is coupled to the Einstein equations. The
present paper considers the stability problem of the Milne model in the expanding direction as a
solution to the Einstein-Klein-Gordon system.
The EKGS has been studied intensely in recent years with an emphasis on the nonlinear
stability problem [LM, W-Q, W-J] (cf. also [HS] where the decay of the KG field on a Kerr-AdS
background is investigated).
1.2. Cosmological spacetimes and stability. The Milne model ((0,∞) ×M, g¯) with
(1.1) g¯ = −dt2 + t29 γ,
whereM is a closed 3-manifold admitting an Einstein metric γ with negative curvature, i.e. Rij [γ] =
−29γij, is a solution to the vacuum Einstein equations in 3+1 dimensions. It models a universe
emanating from a big bang singularity at t = 0 expanding for all time with a linear scale factor.
It is a member of the FLRW family of cosmologies and, in comparison with related isotropically
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expanding models for the Einstein equations with a positive cosmological constant (such as deSitter
space), has the slowest expansion rate. This feature makes it difficult to establish stability results for
the Milne model as decay rates of fields in cosmological spacetimes correspond inversely proportional
to the rate of expansion.
The nonlinear stability of the Milne model in the expanding direction is known due to a series
of works by Andersson and Moncrief who resolved this problem in general dimensions [AMc]. Their
approach uses the CMCSH gauge, developed in [AMa], which casts the Einstein equations into an
elliptic-hyperbolic system. This gauge enables a crucial decomposition of the spatial Ricci tensor
into an elliptic operator and perturbation terms. A corrected L2-energy based on this operator
in combination with control of its kernel then allows for a sufficiently strong energy estimate that
yields decay of perturbations at a rate that implies future completeness of the spacetime.
Recently, the stability of the Milne model has been generalized to the presence of a variety of
matter models such as collisionless matter [AF] by Andersson and the first author, fields emanating
from generalized Kaluza-Klein spacetimes, in particular electromagnetic fields [BFK] by Branding,
the first author and Kro¨ncke and also Klein-Gordon fields [W-J] by Wang. While the former two
works use the CMCSH gauge to control the evolution of perturbations, in [W-J] a CMC-vanishing-
shift gauge and Bel-Robinson-type energies (cf. [AMb]) are used.
A crucial difficulty that arises for massive matter models coupled to the Einstein equations
for data close to the Milne model results from the slow decay of the lapse gradient. This was first
observed for the Einstein-Vlasov system in [AF]. When this rate of decay is naively bootstrapped
and enters the equation of motion for the matter, the resulting loss of decay for the matter field
is too strong to close the argument. A similar difficulty arises for the Klein-Gordon field [W-J].
Therein, it is resolved by a hierarchy which is initiated at lowest order of regularity by an estimate
for the Klein-Gordon field that has been proven in the work on Minkowski stability by LeFloch and
Ma [LM] but surprisingly applies in the cosmological setting as well.
1.3. Upgrading decay estimates for massive fields by the continuity equation. The main
motivation for the present paper is a rough similarity between the Milne stability problem for
the EKGS and the corresponding one for the massive Einstein-Vlasov system considered in [AF].
Therein, the crucial step to overcome the problem of slow decay of the lapse was the utilisation of
the continuity equation, which turns into a first order evolution equation for the energy density.
This evolution equation has a beneficial structure that allows one to obtain better estimates for
the energy density than for a generic component of the energy-momentum tensor. As it is precisely
the energy density that causes the lapse gradient to lose decay, this auxiliary estimate is the
essential tool to obtain sharp bounds on the lapse and close the bootstrap argument. In [AF] is
was conjectured that the continuity equation has similarly powerful applications in corresponding
massive matter models.
In the present paper we show that this conjecture is true for the EKGS. In particular, we use the
continuity equation to obtain improved bounds for a suitable corrected energy density on lowest
order and based on this initialization construct a hierarchy of estimates increasing in regularity. In
particular, we consider the rescaled energy density ρ (defined in (2.14)) and correct it with a small
indefinite term to obtain the corrected energy density
(1.2) ρˆ = ρ− 1
2
τ2φ
(
3
2
N−1φ− φ′
)
,
where τ , φ and φ′ are mean-curvature, Klein-Gordon field and its time derivative defined in Section
2. The corrected energy density fulfils an evolution equation, given in (5.4), with only time-
integrable terms on the right-hand side yielding uniform pointwise bounds on the energy density
and, in turn, for the Klein-Gordon field. This approach is sufficiently strong to close a bootstrap
argument for the full system. In contrast to [W-J], we work in CMCSH gauge as the shift vector
does not pose an obstruction to our approach, particularly when using the continuity equation.
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As a consequence, we have access to the concise energy-method to control the perturbation of the
geometry and obtain a substantially shorter proof of the nonlinear stability problem.
1.4. Main theorem. We formulate the main theorem using terminology introduced in Section 2.
Let Bk,l,mε (γ,
1
3γ, 0, 0) denote the ball of radius ε in the space H
k×H l×Hm centered at (γ, 13γ, 0, 0).
Theorem 1. Let (M,γ) be a negative, closed 3-dimensional Einstein manifold with Einstein con-
stant µ = −2/9. Let ε > 0 and (g0, k0, φ0, φ˙0) be rescaled initial data for the Einstein-Klein-Gordon
system at τ = τ0 such that
(1.3) (g0, k0, φ0, φ˙0) ∈ B5,4,5,4ε (γ,
1
3
γ, 0, 0).
Then, for ε sufficiently small the corresponding future development under the Einstein-Klein-
Gordon system is future complete and the rescaled metric and second fundamental form converge
to
(1.4) (g, k)→ (η, 1
3
η) as τ ր 0.
1.5. Overview on the paper. The paper is organized as follows. Section 2 introduces notations
and the fundamental equations. Section 3 discusses the L2-energies for the Klein-Gordon field.
Section 4 states the bootstrap assumptions and introduces the L2-energies for the perturbation of
the geometry. Section 5 discusses the continuity equation and its modification for the Klein-Gordon
field. In Section 6 the energy estimates for the Klein-Gordon field are performed. Section 7 recalls
the elliptic estimates for lapse and shift. Section 8 discusses the hierarchy of decay for the lapse
function and the KG field. Finally, Section 9 closes estimates for the shift and the perturbation of
the geometry and ends the proof.
Acknowledgements. The authors acknowledge support of the Austrian Science Fund (FWF)
through the Project Geometric transport equations and the non-vacuum Einstein flow (P 29900-
N27).
2. Preliminaries
2.1. The Einstein-Klein-Gordon system. We consider the Einstein-Klein-Gordon system (EKGS)
consisting of the Einstein equations
(2.1) R¯µν − 12R¯g¯µν = T˜µν(φ˜)
where the stress-energy tensor is given by
(2.2) T˜µν(φ˜) = ∇¯µφ˜∇¯ν φ˜− 12 g¯µν
(
g¯ρσ∇¯ρφ˜∇¯σφ˜+m2φ˜2
)
.
Note here ∇¯ is the Levi-Civita with respect to g and for m > 0 the Klein-Gordon equation is
(2.3) ∇¯µ∇¯µφ˜ = m2φ˜.
2.2. Negative Einstein metrics, Gauge choice and variables. The following setup is similar
to earlier papers on the vacuum case or different matter models. We recall it briefly for the sake
of completeness. Throughout the paper let γ denote a fixed negative Einstein metric such that
Rij[γ] = −29γij. We choose the constant for convenience, but any negative Einstein metric can be
treated in the same way. Note also that Roman letters will always range over spatial indices 1, 2, 3
and Greek letters will range over spacetime indices 0, 1, 2, 3.
To model the dynamic spacetime we consider the 3+1-dimensional metric in ADM form
(2.4) g = −N˜2dt2 + g˜ab(dxa + X˜adt)(dxb + X˜bdt)
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where N˜ , g˜ and X˜ denote the lapse function, the induced Riemannian metric on M and the shift
vector field respectively1. Recall that g¯ab = g˜ab but in general g¯
ab 6= g˜ab. We denote by τ the trace
of the second fundamental form k˜ with respect to g˜ and decompose k˜ = Σ˜ + 13τ g˜. We then impose
the CMCSH gauge via
t = τ, g˜ij(Γ˜aij − Γ̂aij) = 0,(2.5)
where Γ˜ and Γ̂ denote the Christoffel symbols of g˜ and γ, respectively.
Rescaling. We rescale the variables (g˜, Σ˜, N˜ , X˜, φ˜) with respect to mean curvature time t = τ ,
calling the rescaled variables (g,Σ, N,X, φ). This coincides with earlier works, except for the Klein-
Gordon field, which is rescaled here as follows. The rescaling is done according to
(2.6)
gij = τ
2g˜ij N = τ
2N˜
gij = τ−2g˜ij Σij = τ Σ˜ij
φ = −|τ |−3/2φ˜ Xi = τX˜i.
On top of this we introduce the logarithmic time T = − ln(τ/τ0), (↔ τ = τ0 exp(−T )) with
∂T = −τ∂τ . We have the following ranges τ0 ≤ τ ր 0 and 0 ≤ T ր∞. We also define N̂ := N3 −1.
The rescaled Einstein equations in CMCSH gauge take the following form.
R(g)− |Σ|2g + 23 = 4τρ(2.7)
∇aΣab = τ2b(2.8)
(∆− 13)N = N
(|Σ|2g − τη)(2.9)
∆Xi +RimX
m = 2∇jNΣji −∇iN̂ + 2Nτ2i(2.10)
− (2NΣmn −∇mXn)(Γimn − Γˆimn)
∂T gab = 2NΣab + 2N̂gab −LXgab(2.11)
∂TΣab = −2Σab −N(Rab + 29gab) +∇a∇bN + 2NΣaiΣib(2.12)
− 13N̂gab − N̂Σab −LXΣab +NτSab.
Note here and throughout ∇ denotes the Levi-Civita connection for the rescaled 3-metric g. The
energy density and energy current are defined by
(2.13) ρ˜ = N˜2T˜ 00 , ˜a = N˜ T˜
0
a ,
respectively. Furthermore ˜a is defined by raising the index using g˜ab, and in general we raise and
lower indices on un-rescaled quantities (i.e. those with tildes) using g˜. We define the rescaled
matter quantities as
ρ := ρ˜(−τ)−3, η := (ρ˜+ g˜abT˜ab)(−τ)−3,
b := ˜b(−τ)−5, Sab := (T˜ab − 12 g˜abT˜ )(−τ)−1.
(2.14)
Here and throughout, spatial indices for rescaled quantities will be raised and lowered using the
rescaled metric g. Thus a is defined using the rescaled metric gab, and moreover a would scale as
˜a(−τ)−3. For the Klein-Gordon field these matter quantities are evaluated as
ρ = 12m
2φ2 + τ
2
2
(
3
2N
−1φ− φ′)2 + 12τ2gab∇aφ∇bφ(2.15)
a = τ
(
3
2N
−1φ− φ′)gab∇bφ(2.16)
η = −12m2φ2 + 2τ2
(
3
2N
−1φ− φ′)2(2.17)
Sab =
1
2m
2φ2gab + τ
2∇aφ∇bφ(2.18)
1Note the coordinate t here does not coincide with the same symbol in the explicit Milne model (1.1).
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gabT
ab = −32τ−2m2φ2 + 32
(
3
2N
−1φ− φ′)2 − 12gab∇aφ∇bφ,(2.19)
where we have used the following notation
(2.20) ∂ˆ0 := ∂T + LX , φ′ := N−1∂ˆ0φ.
For completeness note that the unit normal vector acting on φ˜ becomes, in the rescaled variables,
(2.21) N˜−1(∂τ − X˜a∂a)φ˜ = τ2N−1 · τ−1∂ˆ0
(
(−τ)3/2φ) = (−τ)5/2(32N−1φ− φ′).
Finally, the rescaled Klein-Gordon equation takes the form
(2.22) ∂ˆ0φ
′ = ∇a(N∇aφ) + (4−N)φ′ + 32φ− 154 N−1φ− 32N−2φ∂ˆ0N − τ−2m2Nφ.
Note to derive (2.22) it was convenient to move to a ‘Cauchy adapted frame’, see for example [CB,
VI§3] This ends the setup of the EKGS in the CMCSH gauge with appropriate rescaling. In the
following we will work solely with these equations.
3. Energy functionals for the Klein-Gordon field
In this section we define the L2-energy of the Klein-Gordon field in two steps. First, we define
the natural L2-norm of a massive scalar field. In the second step we modify this energy with
two non-definite terms to obtain the corrected energy, which turns out to fulfil the desired energy
estimate, which is derived later.
3.1. Natural energy. The following energy is the natural L2-energy expressed in the rescaled
variables.
Definition 1.
(3.1)
Ek(φ) :=
∫
Σ
τ2(−1)k
(
φ′∆kφ′ − φ∆k+1φ
)√
g +
∫
Σ
m2(−1)kφ∆kφ√g,
Eℓ(φ) :=
ℓ∑
k=1
Ek(φ).
We need the following lemma further below.
Lemma 1. The following equivalence (denoted ∼=) holds
(3.2) ‖φ‖Hk+2 ∼= ‖∆φ‖Hk + ‖φ‖L2
for a sufficiently regular function φ. This implies
(3.3) ‖φ‖Hk ∼= ‖∆⌊k/2⌋φ‖L2 + ‖∇k˚∆⌊k/2⌋φ‖L2 + ‖φ‖L2 ,
where k˚ = ⌈k/2⌉ − ⌊k/2⌋. Thus
(3.4) Ek(φ)1/2 ∼= ‖τφ′‖Hk + ‖τφ‖Hk+1 + ‖mφ‖Hk .
Proof. This follows from [B, Appendix H, Theorem 27]. 
It is important to note the appearance of |τ | weights in (3.4).
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3.2. Modified energy. Now we introduce the modified energy, which contains two indefinite terms
(cf. [W-J], (4.24)). Its equivalence to the standard energy is shown below.
Definition 2.
(3.5)
E˜k(φ) :=
∫
Σ
τ2(−1)k
[
φ′∆kφ′ − φ∆k+1φ+ 3φ′∆k(N−1φN̂)
+ 32N
−1φ∆k
(
(32 −N)N−1φ
) ]√
g +
∫
Σ
m2(−1)kφ∆kφ√g,
E˜ℓ(φ) :=
ℓ∑
k=0
E˜k(φ).
Lemma 2. Assume that there exists a constant C > 0 such that ‖N‖L∞+‖N−1‖L∞+‖g−γ‖HN < C
and ‖N̂‖HN+1 ≤ Ce−
1
2T . Then there exists a τ0 such that for all τ > τ0 the following equivalence
holds.
(3.6) E˜ℓ(φ) ∼= Eℓ(φ) , ℓ ≤ N.
Proof. We first write the difference between the two energies (note without summing in k).
(3.7)
Ek(φ) − E˜k(φ) =
∫
Σ
(−1)kτ2
(
3φ′∆k(N−1φ)− 94N−1φ∆k(N−1φ)
)√
g
+
∫
Σ
(−1)kτ2
(
3
2N
−1φ∆kφ− φ′∆kφ
)√
g.
Examine the first term on the right hand side of (3.7). The claim for ℓ = 0 is easily seen from:∣∣∣∣∫
Σ
τ2
(−3(N−1φ)φ′)√g∣∣∣∣ ≤ Cδ ∫
Σ
τ2(φ′)2
√
g +
Cτ20
δm2
∫
Σ
m2φ2
√
g
where we used ‖N−1‖L∞ ≤ C and δ is a constant we are free to choose. For sufficiently small δ
and τ0 = trk˜0 one can ensure all coefficients are strictly less than 1. Note that 0 > τ > τ0 implies
|τ | < |τ0|. Thus this term can be absorbed by the clearly positive terms of E0(φ).
A similar argument holds for ℓ ≥ 1. For some smooth functions v,w
∆i(vw) = (∆iv)w +
∑
|I|+|J |+1=2i
cIJ∇Iv∇J+1w
for some coefficients cIJ depending on g. So for a fixed value of k ≥ 1, integration by parts (where
there are 2⌊k/2⌋+ k˚ = k derivatives distributed) gives∣∣∣∣∫
Σ
τ2(−1)k
(
3∆k(N−1φ)φ′
)√
g
∣∣∣∣
= 3
∣∣∣∣∫
Σ
τ2
(
(∇a)k˚∆⌊k/2⌋(N−1φ)
)(
(∇a)k˚∆⌊k/2⌋φ′
)√
g
∣∣∣∣
≤ C
∫
τ2N−1
∣∣∇k˚∆⌊k/2⌋φ∇k˚∆⌊k/2⌋φ′∣∣√g + C ∑
|I|+|J |+1=k
∫
τ2
∣∣∇Iφ∇J+1N−1∇k˚∆⌊k/2⌋∣∣√g
≤ C‖N−1‖L∞‖τ∇k˚∆⌊k/2⌋φ‖L2‖τ∇k˚∆⌊k/2⌋φ′‖L2 + C
∑
|I|+|J |+1=k
‖τ∇Iφ‖L4‖∇J+1N−1‖L4‖τ∇k˚∆⌊k/2⌋φ′‖2L2
≤ C‖τφ‖Hk‖τφ′‖Hk + C
∑
|I|≤k−1
‖τ∇Iφ‖H1 ·
∑
1≤|J |≤k−1
‖∇JN−1‖H1 · ‖τφ′‖Hk
≤ C‖τφ‖Hk‖τφ′‖Hk + C‖τφ‖Hk · ‖N̂‖Hk+1‖τφ′‖Hk
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≤ Cδ‖τφ′‖2Hk +
Cτ20
δm2
‖mφ‖2Hk .
In the third to last line we used the following estimate
(3.8)
∑
1≤|J |≤k
‖∇JN−1‖L2 ≤ ‖N−2‖L∞‖N̂‖Hk +C(‖N−1‖L∞)
∑
|I|≤⌊k/2⌋
‖∇IN̂‖L∞‖N̂‖Hk
≤ C‖N̂‖Hk + C‖N̂‖Hk+1‖N̂‖Hk ≤ C‖N̂‖Hk .
In this estimate we used ⌊k/2⌋+2 ≤ k+1 for k ≥ 1 in order to take the terms with low derivatives
on N̂ out in L∞ and embed using Sobolev, recalling also that N is controlled at one order of
regularity higher than φ. Note we also used the Sobolev-embedding H1 →֒ L4.
In a similar way we can show∣∣∣ ∫
Σ
τ2N−1φ∆k(N−1φ)
√
g
∣∣∣+ ∣∣∣ ∫
Σ
τ2
(
φ′∆kφ− 32N−1φ∆kφ
)√
g
∣∣∣
≤
∫
Σ
∣∣τ∇k˚∆⌊k/2⌋(N−1φ)∣∣2√g + C ∫
Σ
τ2
∣∣∣∇k˚∆⌊k/2⌋(N−1φ)∇k˚∆⌊k/2⌋φ∣∣∣√g
+ Cδ
∫
Σ
τ2|∇k˚∆⌊k/2⌋φ′|2√g + Cτ
2
0
δm2
∫
Σ
m2|∇k˚∆⌊k/2⌋φ|2√g
≤ Cτ
2
0
m2
‖mφ‖2Hk + ‖N̂‖2Hk‖τφ‖2Hk+1 + Cδ‖τφ′‖2Hk +
Cτ20
δm2
‖mφ‖2Hk
≤ Cτ
2
0
m2
Ek(φ) + |τ0|Ek(φ) + CδEk(φ) + Cτ
2
0
δm2
Ek(φ).
Thus the claim holds by summing in k from 0 to ℓ and reducing δ and |τ0| to be sufficiently small
so that all coefficients can be made to be strictly smaller than 1. 
4. Energy norms and smallness assumptions
In this section we state the global bootstrap assumptions to provide for a simpler notation in
all the estimates to follow. Also, we recall the definition of the corrected L2-energy to control the
perturbation of the geometry from the earlier works [AMc, AF].
4.1. Bootstrap assumptions. Fix the regularity N ≥ 4 and some constant 0 < γ << 1. Then
we impose the following assumptions on the data we consider.
‖g − γ‖2HN+1 + ‖Σ‖2HN ≤ CIε2e−
3
2T ,(4.1a)
‖N̂‖HN+1 ≤ CIεe(−1+γ)T ,(4.1b)
‖X‖HN+1 ≤ CIεe(−1+γ)T ,(4.1c)
EN (φ) ≤ CIε2e2γT .(4.1d)
A simple check shows the assumptions of Lemma 2 are consistent with (4.1).
4.2. Energy for the perturbation of the geometry. As in [AMc] and later in [AF] define an
energy for the geometric perturbation as follows. We define the correction constant α = α(λ0, δα)
by
(4.2) α =
{
1 λ0 > 1/9
1− δα λ0 = 1/9,
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where δα =
√
1− 9(λ0 − ε′) with 1 >> ε′ > 0 remains a variable to be determined in the course of
the argument to follow. By fixing ε′ once and for all, δα can be made suitable small when necessary.
The corresponding correction constant, relevant for defining the corrected energies is defined by
(4.3) cE =
{
1 λ0 > 1/9
9(λ0 − ε′) λ0 = 1/9.
We are now ready to define the energy for the geometric perturbation. For m ≥ 1 let
E(m) =
1
2
∫
M
〈6Σ,Lm−1g,γ 6Σ〉µg +
9
2
∫
M
〈(g − γ),Lmg,γ(g − γ)〉µg
Γ(m) =
∫
M
〈6Σ,Lm−1g,γ (g − γ)〉µg.
(4.4)
Then, the following corrected energy for the geometric perturbation is defined by
Definition 3.
(4.5) Ek(g,Σ) =
∑
1≤m≤k
E(m) + cEΓ(m).
Under the imposed conditions, the energy is coercive and equivalent
Egk(g,Σ) ∼= ‖g − γ‖2Hk+1 + ‖Σ‖2Hk .
4.3. Local Well-posedness. Local existence theory is a prerequisite for addressing the global ex-
istence and stability problem for any Einstein-matter system. The local existence problem for the
vacuum Einstein equations in CMCSH gauge was proven in [AMa]. We provide the corresponding
result for the Einstein-Klein-Gordon system below. As it differs from the vacuum system only by
coupling an additional nonlinear wave equation to the elliptic-hyperbolic system there is essentially
no difference in the proof. One issue is however important to remark, which concerns the elliptic
system. To preserve the crucial feature that the elliptic operators are isomorphisms we need to
impose a smallness condition on the matter variables. This has been observed already in [Fb] for
collisionless matter and, for simplicity, turned into a smallness assumption for the full perturba-
tion. Following the strategy of proof in [AMa] and making an additional smallness assumption
analogously to that in [Fb] yields the following local-existence theorem for the EKGS.
Lemma 3. There exists a δ > 0 such that for any initial data set at time T0 for the rescaled
Einstein-Klein-Gordon system in CMCSH gauge (g0, k0, φ0, φ˙0) with
(4.6) ‖g0 − γ‖5 + ‖Σ0‖4 +
√
|τ |(‖φ0‖5 + ‖φ˙0‖4) ≤ δ,
there exists a local-in-time solution to the rescaled EKGS in CMCSH gauge with this initial data.
Moreover, let T+ be the supremum of all T > T0 such that the corresponding solution exists up until
T . Then either T+ =∞ or
(4.7) lim sup
T→T+
‖g − γ‖5 + ‖Σ‖4 +
√
|τ |(‖φ‖5 + ‖φ˙‖4) ≥ 2δ.
Remark 1. The mean-curvature factor in front of the Klein-Gordon field terms results from the
lapse equation, where this condition assures smallness of the corresponding matter term −τη. As
η is quadratic in the rescaled Klein-Gordon field, each terms obtains a factor of
√
|τ |.
Remark 2. We use the previous lemma to establish global existence of the solution corresponding to
the considered perturbations by proving decay estimates that assure, in particular, that the necessary
bounds above hold.
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5. Modified continuity equation
In this section we cast the rescaled Klein-Gordon equation in the particular form (5.1) and
derive a modified continuity equation (5.4). This is essential to prove an improved bound for the
pointwise norm of the energy-density, which in turn allow for an initialization of the hierarchy that
improves bounds on the Klein-Gordon field and the lapse function.
The rescaled Klein-Gordon equation (2.22) when written in terms of the small quantity N̂
reads
(5.1) ∂ˆ0φ
′ = ∇a(N∇aφ)− 3N̂φ′ + φ′ + 92N−1φN̂ + 34N−1φ+ 32φ∂ˆ0N−1 − τ−2m2Nφ.
The standard continuity equation, see for example [Re], is
∂T ρ = (3−N)ρ−Xa∇aρ+ τN−1∇a(N2ja)− τ2N3 gabT ab − τ2NΣabT ab
= −3N̂ρ−Xa∇aρ+ τ2N−1∇a
(
N∇aφ(32φ− ∂ˆ0φ)
)
+ 12Nm
2φ2
+ τ2N6 ∇aφ∇aφ− τ2N
−1
2
(
3
2φ− ∂ˆ0φ
)2
+ τ2N2 Σab∇aφ∇bφ.
The problematic terms in this expression are Nm2φ2 and N(τφ′)2. This is because naively esti-
mating such terms using the standard Sobolev embedding L∞ →֒ H2 leads to an problematic eγT
growth for ρ. Nonetheless, motivated by the notion of a ‘modified’ energy, we consider a modified
energy density. Consider the quantity
(5.2) P := φ
(
3
2N
−1φ− φ′
)
.
Up to a factor τ2, this is similar to one of the terms subtracted from E0(φ) to obtain E˜0(φ). Using
the KG equation (2.22) its evolution equation is the following.
∂TP = −LXP + ∂ˆ0P
= −LXP + 3φφ′ + 32φ2∂ˆ0N−1 −N(φ′)2 − φ∂ˆ0(φ′)
= −LXP + 3φφ′ − φ∇a(N∇aφ) +Nφ′φ− 32φ2 − 4φ′φ+ 154 N−1φ2
−N(φ′)2 + τ−2m2Nφ2.
For some constant λ define
(5.3) ρˆ := ρ+ λτ2P.
We will be interested in the modified continuity equation for λ = −1/2
(5.4)
∂T ρˆ = −3N̂ρ−Xa∇aρˆ+ τ2 12(1 + 3/N)φ∇aN∇aφ+ τ2 12(3 +N)φ∆φ
− τ2Nφ′∆φ+ τ2 32(1 +N/9)∇aφ∇aφ− τ2N∇aφ∇aφ′ − 2τ2φ′∇aφ∇aN
+ τ2 34(1− 2/N)φ2 + τ2 12 (1−N/2)φφ′ + τ2N2 Σab∇aφ∇bφ.
Proposition 1. Assume the bootstrap assumptions (4.1) hold. If λ = −1/2 the following equiva-
lence holds ρ ∼= ρˆ and also the estimates
(5.5) |∂T ρˆ| .
(‖N̂‖H3 + ‖X‖H2 + ‖Σ‖H2 + |τ |)E4(φ),
and thus
(5.6) ρ|T . ρ|T0 + Cε3
∫ T
T0
e(−1+2γ)sds ≤ Cε2.
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Proof.
∂T ρˆ = ∂T ρ+ λτ
2∂TP − 2λτ2P
= −3N̂ρ−Xa∇aρˆ+Nm2φ2(12 + λ)− τ2N(φ′)2(12 + λ)
+ τ2N−1∇aN∇aφ
(
3
2φ− ∂ˆ0φ
)
+ τ2∆φ
(
3
2φ− ∂ˆ0φ
)
+ τ2∇aφ∇a
(
3
2φ− ∂ˆ0φ
)
+ τ2N6 ∇aφ∇aφ− τ2 98N−1φ2 + τ2 32φφ′ + τ2N2 Σab∇aφ∇bφ
+ λτ2
(− φφ′ − φ∇a(N∇aφ) +Nφφ′ − 32φ2 + 154 N−1φ2 − 3N−1φ2 + 2φφ′).
Choosing λ = −1/2 we can remove the problematic terms. Indeed the evolution equation is now
(5.4). To show the equivalence, note
(5.7) |ρ− ρˆ| = τ
2
2
∣∣∣φ(32N−1φ− φ′)∣∣∣ ≤ τ20δm2m2φ2 + δτ2(32N−1φ− φ′)2.
Thus for sufficiently small δ and τ ≥ τ0 equivalency holds. Finally, and recalling (3.4) and the
standard Sobolev embedding H2 →֒ L∞, we have
|∂T ρˆ| . ‖N̂‖L∞
(‖mφ‖2L∞ + ‖τN−1φ‖2L∞ + ‖τφ′‖2L∞)+ ‖X‖L∞‖m2φ∇φ‖L∞
+ ‖X‖L∞(‖τN−1φ‖L∞ + ‖τφ′‖L∞)(‖τ∇(N−1φ)‖L∞ + ‖τ∇φ′‖L∞) + ‖∇N̂‖L∞‖τ2φ∇φ‖L∞
+ |τ |‖τφ′‖L∞‖∆φ‖L∞ + τ2‖∇φ‖2L∞ + |τ |‖∇φ‖L∞‖τ∇φ′‖L∞ + ‖τφ′‖L∞‖τ∇φ‖L∞‖∇N̂‖L∞
+ τ2‖φ‖2L∞ + |τ |‖τφ′‖L∞‖φ‖L∞ + ‖Σ‖L∞‖τ∇φ‖2L∞
. ‖N̂‖H3E3(φ) + ‖X‖H2E3(φ) + |τ |E4(φ) + ‖Σ‖H2E2(φ) .
Lastly we estimate the initial value of ρ
ρ
∣∣
T0
.
(‖mφ‖2L∞ + ‖τN−1φ‖2L∞ + ‖τφ′‖2L∞)∣∣T0 . E2(φ)∣∣T0 . ε2e4γT0 .

6. Energy inequalities
In this section we will derive decay inequalities for the time derivative ∂T of the modified
L2-energy norm of the Klein-Gordon field defined in Section 3.2. The main results in this section,
Propositions 2 and 3, will then be combined with later estimates for the Lapse in Lemma 10 in
order to close the bootstrap argument.
6.1. Zeroth order Klein-Gordon energy. Recall the definition
E˜0(φ) =
∫
Σ
τ2
[
(φ′)2 + gab∇aφ∇bφ+ 3N−1φφ′N̂ + 32N−2φ2
(
3
2 −N
)]√
g +
∫
Σ
m2φ2
√
g.
Proposition 2. Assume the bootstrap assumptions (4.1) hold. Then the zeroth-order estimate
holds
(6.1) ∂T E˜0(φ) .
(‖Σ‖H2 + ‖N̂‖H3 + |τ |)E˜0(φ)
and thus
(6.2) E˜0(φ)
∣∣
T
. E˜0(φ)
∣∣
T0
· exp
(
C
∫ T
T0
e(−1+γ)sds
)
.
Proof. The modified energy takes the form
E˜0(φ) =:
∫
Σ
(τ2f0(φ) +m
2φ2)
√
g
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where f0(φ) is the expression between the square brackets above. An identity taken from [AF,
(6.5)], valid for some function u on Σ, is the following
(6.3) ∂T
∫
Σ
uµg = 3
∫
Σ
N̂uµg +
∫
Σ
∂ˆ0(u)µg .
Thus we find
∂T E˜0(φ) = −
∫
Σ
(3−N)(τ2f0(φ) +m2φ2)√g +
∫
Σ
(
τ2∂ˆ0(f0)− 2τ2f0 +m2∂ˆ0(φ2)
)√
g
≤ ‖N̂‖L∞ E˜0(φ) +
∣∣∣ ∫
Σ
τ2∂ˆ0(f)− 2τ2f +m2∂ˆ0(φ2)√g
∣∣∣ .(6.4)
Another identity taken from [AF, (6.4)] and relevant for this and later calculations is
(6.5) ∂ˆ0g
ab = −2NΣab − 2N̂gab .
Using these and the Klein-Gordon equation in the form (5.1) we find
τ2∂ˆ0(f0)− 2τ2f0 +m2∂ˆ0(φ2)
= 2τ2∇a(∂ˆ0φ∇aφ) + 3τ2∇a(φN̂∇aφ) + τ2∇aN
(
3N̂N−1φ∇aφ+ 2φ′∇aφ− φ∇aφ
)
+ τ2N̂
(
− 3(φ′)2 − 5(∇φ)2 + 6N−1φφ′ − 9N̂ (N−1φ)φ′ + 92 (N − 32)(N−1φ)2
)
− τ2
(
3N−2φ2(32 −N) + 2(∇φ)2
)
+ 3τ2N−1φφ′(2−N)− 2Nτ2Σab∇aφ∇bφ− 3m2N̂φ2.
Note the terms involving ∂ˆ0N cancelled. Combining this with (6.4) we find
∂T E˜0(φ) .
(‖Σ‖H2 + ‖N̂‖H3)E˜0(φ) + τ2 ∫ φ2√g + ∫ ||τ |1/2φ|τ |3/2φ′|√g
.
(‖Σ‖H2 + ‖N̂‖H3 + |τ |)E˜0(φ).
Applying Gro¨nwall’s inequality yields the result. 
6.2. Higher order modified Klein-Gordon energies. Now we calculate the time derivatives
of higher-order energy norms for the Klein-Gordon field. Recall the definition (3.5) of the modified
L2-energy, which we repeat again here for convenience.
E˜k(φ) :=
∫
Σ
τ2(−1)k
[
φ′∆kφ′ − φ∆k+1φ+ 3φ′∆k(N−1φN̂)+ 32N−1φ∆k ((32 −N)N−1φ) ]√g
+
∫
Σ
m2(−1)kφ∆kφ√g,
E˜ℓ(φ) :=
ℓ∑
k=0
E˜k(φ).
The main energy estimate for the modified higher order energies is given in the following
proposition.
Proposition 3. Assume the bootstrap assumptions (4.1) hold, then the higher order energies for
1 ≤ ℓ ≤ N satisfy
∂T E˜ℓ(φ) .
(
‖N̂‖H3 + ‖Σ‖H3 + ‖Σ‖Hℓ + ‖N̂‖Hℓ+1 + |τ |
)
E˜ℓ(φ)
+
(
‖N̂‖Hℓ+1 + ‖Σ‖Hℓ
)
E˜3(φ) + |τ |ε4 +
ℓ∑
k=1
∣∣∣ ∫
Σ
Bk
√
g
∣∣∣,(6.6)
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where Bk denote the border-line terms, which for k ≥ 1 are defined by
Bk := m
2φ′[N,∆k]φ.
Proof. In a similar way to Proposition 2, we have
∂T E˜k(φ) ≤ ‖N̂‖L∞E˜k(φ) +
∣∣∣ ∫
Σ
(−1)k(τ2∂ˆ0(fk)− 2τ2fk +m2∂ˆ0(φ∆kφ))√g∣∣∣
where fk is the integrand inside the square brackets of E˜k(φ) above. Hence we calculate the final
term above and use the Klein-Gordon equation (5.1) to simplify. For some function u we have, by
repeated applications of (6.5),
∂ˆ0(∆
ku) = ∂ˆ0
(
ga1a2 · · · ga2k−1a2k∇a1∇a2 · · · ∇a2k−1∇a2ku
)
= ∆k(∂ˆ0u)− 2N
k∑
i=1
ga1a2 · · ·Σa2i−1a2i · · · ga2ka2k−1∇a1∇a2 · · · ∇a2i∇a2i−1 · · · ∇a2k−1∇a2ku
− 2N̂ |k|∆ku+ ga1a2 · · · ga2k−1a2k [∂ˆ0,∇a1∇a2 · · · ∇a2k−1∇a2k ]u .
We introduce the following compact notation for the second and last terms.
(6.7)
ΣI∆kIu :=
k∑
i=1
ga1a2 · · ·Σa2i−1a2i · · · ga2ka2k−1∇a1∇a2 · · · ∇a2i∇a2i−1 · · · ∇a2k−1∇a2ku
[∂ˆ0,∆
k]u := ga1a2 · · · ga2k−1a2k [∂ˆ0,∇a1∇a2 · · · ∇a2k−1∇a2k ]u .
Thus∣∣∣ ∫
Σ
(−1)k(τ2∂ˆ0(fk)− 2τ2fk +m2∂ˆ0(φ∆kφ))√g∣∣∣ . I1k + I2k + I3k + C1k + C2k + ∣∣∣ ∫
Σ
Bk
√
g
∣∣∣
where we define the lower-order integrals by
(6.8)
I1k :=
∣∣∣ ∫
Σ
τ2N̂
(|k|fk − φ∆k+1φ)√g∣∣∣+ ∣∣∣ ∫
Σ
τ2Nφ′ΣI∆kIφ
′√g
∣∣∣+ ∣∣∣ ∫
Σ
τ2NφΣI∆k+1I φ
√
g
∣∣∣
+
∣∣∣ ∫
Σ
τ2Nφ′ΣI∆kI (N
−1φN̂ )
√
g
∣∣∣+ ∣∣∣ ∫
Σ
τ2φΣI∆kI
(
(32 −N)N−1φ
)√
g
∣∣∣
+
∣∣∣ ∫
Σ
N̂m2φ∆kφ
√
g
∣∣∣+ ∣∣∣ ∫
Σ
m2φΣI∆kIφ
√
g
∣∣∣
I2k :=
∣∣∣ ∫
Σ
τ2N∆φ∆k(N−1φN̂)
√
g
∣∣∣+ ∣∣∣ ∫
Σ
τ2∇aN∇aφ∆kφ′√g
∣∣∣+ ∣∣∣ ∫
Σ
τ2∇aN∇aφ∆k(N−1φN̂)√g
∣∣∣
I3k :=
∣∣∣ ∫
Σ
τ2
(
− 3N̂φ′∆kφ′ + (15 − 3N)φ′∆k(N̂N−1φ) + 92 (N − 32)N−1φ∆k(N−1φN̂)
)√
g
∣∣∣
+
∣∣∣ ∫
Σ
τ2(2−N)N−1φ∆kφ′√g
∣∣∣+ ∣∣∣ ∫
Σ
τ2(32 −N)φ∆k(N−1φ)
√
g
∣∣∣
and the integrals involving commutators by
(6.9)
C1k :=
∣∣∣ ∫
Σ
m2φ[∂ˆ0,∆
k]φ
√
g
∣∣∣+ ∣∣∣ ∫
Σ
τ2
(
φ′[∂ˆ0,∆
k]φ′ − φ[∂ˆ0,∆k+1]φ+ 3φ′[∂ˆ0,∆k]
(
N−1φN̂
)
+ 32(N
−1φ)[∂ˆ0,∆
k]
(
(32 −N)N−1φ
))√
g
∣∣∣
C2k :=
∣∣∣ ∫
Σ
τ2
(
− 2∆φ[∆k, N ]φ′ − 32N−1φ[∆k, N ]φ′
)√
g
∣∣∣.
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Finally the terms without decaying factors (for example, without factors of |τ | or ‖N̂‖L∞), and
which will require additional care to control, are the following.
Bk := m
2φ′[N,∆k]φ.
Note the terms involving ∂ˆ0N have cancelled with each other. The terms Ik will be controlled
using Lemmas 5 and 6. The commutator terms Ck will be controlled using Lemmas 7 and 9 below.
Summing these estimates for k = 0 to k = ℓ, noting that k = 0 is covered using Proposition 2,
yields the claim. 
6.3. Auxiliary lemmas. As mentioned in the foregoing proof we require a series of lemmas that
are used in the proof of the main energy estimate above. We list and prove those in the following.
The main strategy throughout this section is to integrate by parts on each term and distribute
k ≥ 1 derivatives while also making use of the Sobolev embeddings H2 →֒ L∞ and H1 →֒ L4.
Lemma 4. For k ≥ 1 and general functions v, u, and w we have∣∣∣ ∫
Σ
vu∆kw
√
g
∣∣∣ . ‖v‖L∞‖u‖Hk‖w‖Hk + ‖u|L∞‖v‖Hk‖w‖Hk + ‖v‖Hk‖u‖Hk‖w‖Hk .
The sums involving |I|, |J | ≤ k−1 do not appear if k = 1. Also assuming the bootstrap assumptions
(4.1) hold, then for k ≤ N
‖τN−1φ‖Hk .
(|τ |+ ‖N̂‖Hk+1)E˜k(φ)1/2(6.10)
‖τ(3−N)N−1φ‖Hk . |τ |E˜k(φ)1/2 + |τ |ε2(6.11)
‖τ(α−N)N−1φ‖Hk .
(|τ |+ ‖N̂‖Hk+1)E˜k(φ)1/2 + ‖N̂‖Hk E˜1(φ)1/2(6.12)
where α 6= 3 .
Proof. Using the Sobolev embeddings H2 →֒ L∞ and H1 →֒ L4 and integration by parts on general
functions v, u, and w gives, for k ≥ 1,∣∣∣ ∫
Σ
vu∆kw
√
g
∣∣∣ . ∫
Σ
∣∣∣(∇)k˚∆⌊k/2⌋(vu)(∇)k˚∆⌊k/2⌋(w)∣∣∣√g
. ‖v‖L∞‖u‖Hk‖w‖Hk + ‖u‖L∞‖v‖Hk‖w‖Hk +
∑
1≤|I|≤k−1
‖∇Iv‖L4
∑
1≤|J |≤k−1
‖∇Jφ‖L4‖w‖Hk
. ‖v‖L∞‖u‖Hk‖w‖Hk + ‖u|L∞‖v‖Hk‖w‖Hk + ‖v‖Hk‖u‖Hk‖w‖Hk .
In general sums involving |I|, |J | ≤ k − 1 do not appear if k = 1. We also have
‖τN−1φN̂‖Hk . ‖τφ‖Hk + ‖τN−1φ‖Hk
.
|τ |
m2
E˜k(φ)1/2 + |τ |‖N−1‖L∞ E˜k(φ)1/2 + ‖τφ‖L∞‖N̂‖Hk + |τ |‖N̂‖Hk E˜k(φ)1/2
. |τ |E˜k(φ)1/2 + |τ |ε2.
and also
‖τN−1φ‖Hk = |τ |‖N−1‖L∞‖φ‖Hk +
( ∑
|I|+|J |+1≤k
∫
Σ
τ2|∇I+1N−1|2|∇Jφ|2√g
)1/2
. |τ |E˜k(φ)1/2 +
∑
1≤|I|≤k
‖∇IN−1‖L4
∑
|J |≤k−1
‖τ∇Jφ‖L4
.
(|τ |+ ‖N̂‖Hk+1)E˜k(φ)1/2.
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Finally although N̂ is small, there are several terms involving N −α where α 6= 3. In this case
we take care to extract N − α in L∞ when no derivatives hit it, but when derivatives do hit this
term we note that ∇(N − α) = ∇N̂ and this is small.
‖τ(α −N)N−1φ‖Hk . ‖α−N‖L∞‖τN−1φ‖Hk + ‖τN−1φ‖L∞‖N̂‖Hk + ‖τN−1φ‖Hk‖N̂‖Hk
. ‖τN−1φ‖Hk + ‖N−1‖L∞‖τφ‖H2‖N̂‖Hk
.
(|τ |+ ‖N̂‖Hk+1)E˜k(φ)1/2 + ‖N̂‖Hk E˜1(φ)1/2.

The first set of lower-order integrals I1k are controlled in the following Lemma.
Lemma 5.
(6.13) I1k .
(‖N̂‖H2 + ‖Σ‖H2)E˜k(φ) + (‖N̂‖Hk + ‖Σ‖Hk)E˜2(φ) + (‖N̂‖Hk + ‖Σ‖Hk)E˜k(φ).
Proof. The results of Lemma 4 allow us to easily obtain∣∣∣ ∫
Σ
N̂m2φ∆kφ
√
g
∣∣∣+ ∣∣∣ ∫
Σ
τ2N̂
(|k|fk − φ∆k+1φ)√g∣∣∣
. ‖N̂‖H2 E˜k(φ) + ‖N̂‖Hk E˜2(φ) + ‖N̂‖Hk E˜k(φ).
The remaining terms involving contractions with Σab can similarly be estimated. For example∣∣∣ ∫
Σ
m2φΣI∆kIφ
√
g
∣∣∣ . (‖Σ‖H2‖mφ‖Hk + ‖mφ‖L∞‖Σ‖Hk + ‖mφ‖Hk‖Σ‖Hk)‖mφ‖Hk
. ‖Σ‖H2 E˜k(φ) + ‖Σ‖Hk E˜2(φ) + ‖Σ‖Hk E˜k(φ).

Lemma 6. Assume the bootstrap assumptions (4.1) hold, then the following estimate holds.
I2k + I
3
k .
(‖N̂‖Hk+1 + ‖N̂‖H3)E˜k(φ) + ‖N̂‖Hk+1 E˜3(φ) + |τ |ε4
Proof. We make frequent use of the identities from Lemma 4 and also the identity (3.8) for deriva-
tives of N−1. For the first term in L2k, we integrate by parts only k − 1 times so that we avoid
terms such as ‖τφ‖Hk+2 since this is only controlled by E˜k+1(φ).∣∣∣∣∫
Σ
(−1)kτ2N∆φ∆k(N−1φN̂)√g
∣∣∣∣ . ‖τN∆φ‖Hk−1‖τ(N−1N̂)φ‖Hk+1
.
(
‖N‖L∞‖τφ‖Hk+1 + ‖τ∆φ‖L∞
∑
1≤|I|≤k−1
‖∇IN‖L2 +
∑
1≤|I|≤k−2
‖∇IN‖L4
∑
1≤|J |≤k−2
‖τ∇J∆φ‖L4
)
×
(
‖N−1N̂‖L∞‖τφ‖Hk+1 + |τ |‖φ‖L∞
∑
1≤|I|≤k+1
‖∇IN−1‖L2 +
∑
1≤|I|≤k
‖∇IN−1‖L4
∑
1≤|J |≤k
‖τ∇Jφ‖L4
)
.
(
‖τφ‖Hk+1 + ‖τφ‖H4‖N̂‖Hk−1
)(
|τ |‖φ‖H2‖N̂‖Hk+1 + ‖N̂‖Hk+1‖τφ‖Hk+1
)
. ‖N̂‖Hk+1 E˜3(φ) + ‖N̂‖Hk+1Ek(φ).
Sums involving |I| ≤ k − 1 or |I| ≤ k − 2 do not exist for k = 1 and k = 2 respectively. The key
point above is the estimate
‖τN−1N̂φ‖Hk+1 . ‖τφ‖Hk+1‖N̂‖Hk+1 + |τ |ε2 . E˜k(φ)1/2‖N̂‖Hk+1 + |τ |ε2.
Note the first term E˜k(φ)1/2‖N̂‖Hk+1 above is worse than the term E˜k(φ)1/2|τ | from (6.11). This
is because have more derivatives to distribute and so we must allow for a term with both high
derivatives in N̂ and φ.
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For the remaining terms of L1k we integrate by parts k times to obtain∣∣∣ ∫
Σ
τ2∇aN∇aφ∆kφ′
∣∣∣+ ∣∣∣ ∫
Σ
τ2∇aN∇aφ∆k(N−1φN̂)
∣∣∣
.
(
‖∇N‖L∞‖τ∇φ‖Hk + ‖τ∇φ‖L∞‖∇N‖Hk + ‖∇N‖Hk‖τ∇φ‖Hk
)(‖τφ′‖Hk + ‖τN−1φN̂‖Hk)
.
(‖N̂‖H3 + ‖N̂‖Hk+1)Ek(φ) + |τ |‖N̂‖Hk+1 E˜3(φ) + ε4|τ |‖N̂‖H2 .
Thus
I2k .
(‖N̂‖Hk+1 + ‖N̂‖H3)E˜k(φ) + ‖N̂‖Hk+1 E˜3(φ) + |τ |ε4.
Turning to I3k , we see that the last two terms contain no factors of N̂ . We estimate these using
(6.12) to obtain
(6.14)
∣∣∣ ∫
Σ
τ2(2−N)N−1φ∆kφ′√g
∣∣∣ . ‖τ(2 −N)N−1φ‖Hk‖τφ′‖Hk
.
(|τ |+ ‖N̂‖Hk+1)E˜k(φ) + ‖N̂‖Hk E˜2(φ).
The other terms of I3k are estimated in a similar manner, using instead (6.11). Thus
I3k .
(‖N̂‖Hk+1 + |τ |+ ‖N̂‖H2)E˜k(φ) + ‖N̂‖Hk E˜2(φ) + |τ |ε4.

We now estimate the commutator terms Ck, divided into those commutators of the form
[∂ˆ0,∆
k], see Lemma 7, or those of the form [∆k, N ], see Lemma 9. We start with the following
identity, adapted from [AF, (6.6)] and [CM].
Lemma 7 (Commutator identity). For some general functions v,w and k ≥ 1 we have∣∣∣ ∫
Σ
v[∂ˆ0,∆
k]w
√
g
∣∣∣
.
(‖v‖Hk‖w‖Hk−1 + ‖w‖Hk‖v‖Hk−1)(‖Σ‖H3 + ‖N̂‖H3 + ‖Σ‖Hk + ‖N̂‖Hk).(6.15)
Proof. From [AF] we have
[∂ˆ0,∆
k]w := ga1a2 · · · ga2k−1ga2k [∂ˆ0,∇a1∇a2 · · · ∇a2k−1∇a2k ]w
= ga1a2 · · · ga2k−1ga2k
[ ∑
i≤2k−1
∑
i+1≤j≤2k
∇a1 · · · ∇ai−1
(
∇ai+1 · · · ∇aj−1∇c∇aj+1 · · · ∇a2k(w) ·Kcajai
)]
where
Kabc := ∇b(Nkac ) +∇c(Nkab )−∇a(kcb).
Thus after integration by parts, we find∣∣∣ ∫
Σ
v[∂ˆ0,∆
k]w
√
g
∣∣∣ = ∣∣∣ ∑
|I|+|J |=2k−1
|J |≥1
∫
Σ
cIJv∇I(∇J(w)K)√g
∣∣∣
.
( ∑
|I|+|J |=2k−1
1≤|J |≤k
+
∑
|I|+|J |=2k−1
|I|≤k
)
cIJ
∫
Σ
v∇I(∇J(w)K)√g
.
∑
|I′′|+|J |=k−1
|I′|=k
|J |≥1
∫
Σ
∣∣∇I′v∇I′′ (∇Jw ·K) ∣∣√g + ∑
|I|+|J ′′|=k−1
|J ′|=k
|J ′′|≥1
∫
Σ
∣∣∇J ′w∇J ′′ (∇Iv ·K) ∣∣√g
. (‖v‖Hk‖w‖Hk−1 + ‖w‖Hk‖v‖Hk−1) (‖K‖L∞ + ‖K‖Hk−1) .
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Finally recall k = Σ+ g/3 so that K = ∇(Nk) = ∇(NΣ) + g3∇N . Thus
‖K‖L∞ + ‖K‖Hk−1 . ‖Σ‖H3 + ‖N̂‖H3 + ‖Σ‖Hk + ‖N̂‖Hk .

Lemma 8. Assume the bootstrap assumptions (4.1) hold, then
(6.16) C1k .
(E˜k(φ) + |τ |ε4)(‖K‖L∞ + ‖K‖Hk−1).
Proof. Using Lemma 7 the ‘symmetric’ terms are controlled by∣∣∣ ∫
Σ
(
τ2φ′[∂ˆ0,∆
k]φ′ +m2φ[∂ˆ0,∆
k]φ
)√
g
∣∣∣ . (‖K‖L∞ + ‖K‖Hk−1) E˜k(φ).
The remaining terms are∣∣∣ ∫
Σ
τ2φ[∂ˆ0,∆
k+1]φ
√
g
∣∣∣+ ∣∣∣ ∫
Σ
τ2φ′[∂ˆ0,∆
k]
(
N−1φN̂
)√
g
∣∣∣+ ∣∣∣ ∫
Σ
τ2(N−1φ)[∂ˆ0,∆
k]
(
(32 −N)N−1φ
)√
g
∣∣∣
.
(
|τ |‖τφ‖Hk+1‖φ‖Hk + ‖τφ′‖Hk‖τN−1φN̂‖Hk + ‖τN−1φ‖Hk‖τφ(1 − 3/2N)‖Hk
)(‖K‖L∞ + ‖K‖Hk−1)
.
(
|τ |Ek(φ) + |τ |ε4 + ‖N̂‖Hk+1Ek(φ)
)(‖K‖L∞ + ‖K‖Hk−1).
In the final line we used Lemma 4.

The final result in this section controls commutators involving N .
Lemma 9. Assume the bootstrap assumptions (4.1) hold, then
(6.17) C2k . ‖N̂‖H3 E˜k(φ) + ‖N̂‖Hk+1 E˜3(φ) + ‖N̂‖Hk+1 E˜k(φ).
Proof. First note the expansion
[∆k, N ]w =
∑
|I|+|J |=2k−1
cIJ∇I+1N∇Jw
where the constants cIJ are functions of g and so will be bounded below by some large overall
constant. For general functions w, v and k ≥ 1 we have the following∫
Σ
v[∆k, N ]w
√
g
.
∑
|I|+|J ′|=k−1
|J ′′|=k
‖∇J ′v∇I+1N∇J ′′w‖L1 +
∑
|I′|+|J |=k−1
|I′′|=k+1
‖∇I′v∇Jw∇I′′N‖L1
.
(
‖v‖L∞‖N̂‖Hk + ‖∇N‖L∞‖v‖Hk−1 +
∑
|α|≤k−2
‖∇αv‖L4
∑
|β|≤k−1
‖N̂‖L4
)
‖τw‖Hk
+
(
‖w‖L∞‖v‖Hk−1 + ‖v‖L∞‖w‖Hk−1 +
∑
|α|≤k−2
‖∇αv‖L4
∑
|β|≤k−2
‖w‖L4
)
‖N̂‖Hk+1
.
(
‖v‖H2 + ‖v‖Hk−1
)
‖N̂‖Hk+1‖w‖Hk +
(
‖w‖Hk‖N̂‖H3 + ‖w‖H2‖N̂‖Hk+1
)
‖N̂‖Hk−1‖w‖Hk .
The claim follows, recalling for example the estimate (6.10).

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7. Lapse and shift estimates
We first recall the following elliptic estimates from [AF, Proposition 17] for the lapse and shift.
Proposition 4. Under appropriate smallness conditions we have the pointwise estimate N ∈ (0, 3]
and the following estimates
‖N̂‖Hℓ ≤ C
(‖Σ‖2Hℓ−2 + |τ |‖η‖Hℓ−2),
‖X‖Hℓ ≤ C
(‖Σ‖2Hℓ−2 + ‖g − γ‖2Hℓ−1 + |τ |‖η‖Hℓ−3 + τ2‖Nj‖Hℓ−2).(7.1)
Applied to the present case this yields the following estimate for the lapse function.
Lemma 10 (Lapse estimate). Assume the bootstrap assumptions (4.1) hold, then for 2 ≤ ℓ ≤ N+1
we have
(7.2) ‖N̂‖Hℓ . ‖Σ‖2Hℓ−2 + |τ |‖ρ‖L∞ + |τ |E˜ℓ−2(φ)
and furthermore
(7.3) ‖N̂‖Hℓ . ε2|τ |+ |τ |E˜ℓ−2(φ)
Proof. For k ≥ 0 and some function w we have
‖w2‖2Hk . ‖w‖2L∞
∑
|I|≤k
∫
Σ
|∇Iw|2√g +
∑
|I|+|J |+2≤k
∫
Σ
(|∇I+1w|4 + |∇J+1w|4)√g
. ‖w‖2L∞‖w‖2Hℓ +
∑
|I|+1≤k−1
‖∇I+1w‖4L4
. ‖w‖2L∞‖w‖2Hk + ‖w‖4Hk .(7.4)
Recalling the definition of η from (2.17) and the estimate from Proposition 4 we see
‖N̂‖Hℓ . ‖Σ‖2Hℓ−2 + |τ |‖η‖Hℓ−2
. ‖Σ‖2Hℓ−2 + |τ |
(‖mφ‖L∞ + ‖τN−1φ‖L∞ + ‖τφ′‖L∞)E˜ℓ−2(φ)1/2 + |τ |E˜k−2(φ)
. ‖Σ‖2Hℓ−2 + |τ |E˜ℓ−2(φ) + |τ |‖ρ‖L∞ .

Remark 3. It is crucial in the final line of the previous proof (specifically for ℓ = 2) to use the
pointwise estimate from Proposition 1 instead of the standard Sobolev estimate invoking E˜2(φ), since
the latter would have created a eγT growth preventing the envisioned bootstrap argument.
Lemma 11 (Shift estimate). Assume the bootstrap assumptions (4.1) hold, then for 3 ≤ ℓ ≤ N +1
‖X‖Hℓ . ‖Σ‖2Hℓ−2 + ‖g − γ‖2Hℓ−1 + |τ |‖ρ‖L∞ + |τ |E˜ℓ−2(φ)
and furthermore
(7.5) ‖X‖Hℓ . ε2|τ |+ |τ |E˜ℓ−2(φ).
Proof. Recall the estimate from Proposition 4. We may use the estimate for ‖η‖Hk derived in
Lemma 10, and will also need an estimate for the rescaled matter current
(7.6) ja = τ
(
3
2N
−1φ− φ′)∇aφ.
For k ≥ 0 using the standard Sobolev embeddings, we have
τ‖j‖Hk . ‖τ∇φ‖L∞ E˜k(φ)1/2 +
(‖τN−1φ‖L∞ + ‖τφ′‖L∞)E˜k(φ)1/2 + E˜k(φ)
. ‖ρ‖L∞ + E˜k(φ).
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So for 3 ≤ ℓ ≤ N + 1 we have
‖X‖Hℓ . ‖Σ‖2Hℓ−2 + ‖g − γ‖2Hℓ−1 + |τ |‖η‖Hℓ−3 + τ2‖Nj‖Hℓ−2
. ‖Σ‖2Hℓ−2 + ‖g − γ‖2Hℓ−1 + |τ |E˜ℓ−3(φ) + |τ |‖ρ‖L∞
+ |τ |
(
‖N‖L∞‖τj‖Hℓ−2 +
∑
|I|≤ℓ−2
‖∇IN̂‖L∞‖τj‖L2 + ‖N̂‖Hℓ−2‖τj‖Hℓ−2
)
. ‖Σ‖2Hℓ−2 + ‖g − γ‖2Hℓ−1 + |τ |E˜ℓ−3(φ) + |τ |
(‖ρ‖L∞ + E˜ℓ−2(φ) + ‖N̂‖Hℓ E˜2(φ)).

8. Hierarchy between Lapse and Klein-Gordon field
In the following Lemma we estimate the borderline terms for the Klein-Gordon energy.
Lemma 12 (Borderline terms). Assume the bootstrap assumptions (4.1) hold, then for 1 ≤ ℓ ≤ N
we have
ℓ∑
k=1
∣∣∣ ∫
Σ
BLk
√
g
∣∣∣ . |τ |−1εE˜ℓ(φ)1/2‖N̂‖Hℓ + |τ |−1E˜ℓ(φ)‖N̂‖H2 + |τ |−1E˜ℓ(φ)1/2E˜ℓ−1(φ)1/2‖N̂‖Hℓ+1 .
(8.1)
Proof.∣∣∣ ∫
M
BLk
√
g
∣∣∣ = ∣∣∣m2 ∫
Σ
φ′
(
N∆kφ−∆k(Nφ)
)√
g
∣∣∣
.
∫
Σ
∑
|I|+1+|J |=k
|m2∇I+1N∇Jφ||
∑
|I′|≤k
∇I′φ′|√g +
∫
M
∑
|I|+1+|J |=k
|∇I+1N∇Jφ′|
∑
|I′|≤k
|m2∇I′φ|√g
. ‖mφ‖L∞ |τ |−1‖τφ′‖Hk‖N̂‖Hk + |τ |−1‖τφ′‖Hk
∑
|I|+1+|J |=k
‖∇I+1N‖H1‖m∇Jφ‖H1
+ |τ |−1‖τφ′‖L∞‖mφ‖Hk‖N̂‖Hk + |τ |−1‖mφ‖Hk
∑
|I|+1+|J |=k
‖∇I+1N‖H1‖τ∇Jφ′‖H1
. |τ |−1‖ρ‖1/2L∞Ek(φ)1/2‖N̂‖Hk + |τ |−1E˜k(φ)1/2
(
‖∇N‖H1‖φ‖Hk + ‖φ‖Hk−1‖N̂‖Hk+1
)
+ |τ |−1εE˜k(φ)1/2‖N̂‖Hk + |τ |−1E˜k(φ)1/2
(
‖∇N‖H1‖τφ′‖Hk + ‖N̂‖Hk+1‖τφ′‖Hk−1
)
. |τ |−1εE˜k(φ)1/2‖N̂‖Hk + |τ |−1E˜k(φ)‖N̂‖H2 + |τ |−1E˜k(φ)1/2E˜k−1(φ)1/2‖N̂‖Hk+1 .
Summing from k = 1 to ℓ gives the required result. 
Remark 4. We now outline the key ideas behind closing the Lapse and Klein-Gordon bootstrap
assumptions, as proved below in Proposition 5. The estimates for E˜0(φ) and ‖N̂‖H2 are readily
improved. Then, starting from ℓ = 1, the most problematic terms needed for the E˜ℓ(φ) estimate are
contained in Lemma 12. Nonetheless, Lemma 12 tells us that we need information about ‖N̂‖H2 ,
‖N̂‖Hℓ+1 and E˜ℓ−1(φ), all of which have been upgraded from the previous steps. The upgraded
estimate for E˜ℓ(φ) will then be used, via Lemma 10, to close the bootstrap estimate for ‖N̂‖Hℓ+2 .
One then moves onto improving the estimate for E˜ℓ+1(φ) and continues until ℓ = N .
Proposition 5 (Upgraded Lapse and Klein-Gordon estimates). Assume the bootstrap assumptions
(4.1) hold, then
‖N̂‖H2 . ε2e−T ,(8.2)
E˜0(φ) . ε2,(8.3)
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and for higher orders 1 ≤ ℓ ≤ N
‖N̂‖Hk+1 . ε2e(−1+Cε)T ,(8.4)
E˜k(φ) . ε2eCεT .(8.5)
Proof. From Proposition 2
(8.6) E˜0(φ)
∣∣
T
. E˜0(φ)
∣∣
T0
.
The lapse estimate Lemma 10 with ℓ = 2 then implies
(8.7) ‖N̂‖H2 . ε2e−T + e−T E˜0(φ) . ε2e−T .
The Klein-Gordon estimate of Proposition 3 combined with the borderline estimate of Lemma 12
for ℓ = 2− 1 = 1 together imply
∂T E˜1(φ) . εe(−1+γ)T E˜1(φ) + |τ |E˜1(φ) + ε3e(−1+γ)T + ε4|τ |+ |τ |−1εE˜1(φ)1/2‖N̂‖H2
+ |τ |−1E˜1(φ)‖N̂‖H2 + |τ |−1E˜1(φ)1/2E˜0(φ)1/2‖N̂‖H2
. ε3e(−1+γ)T + ε4 +
(
εe(−1+γ)T + |τ |+ ε2)E˜1(φ).
Thus Gro¨nwall’s inequality implies
E˜1(φ)
∣∣
T
≤
(
E˜1(φ)
∣∣
T0
+ C
∫ T
T0
(
ε3e(−1+γ)s + ε4
)
ds
)
exp
(
C
∫ T
T0
(
e−s + εe(−1+γ)s + ε2
)
ds
)
.
(E˜1(φ)∣∣T0 + ε3eCεT ) exp(CεT ).(8.8)
Note we used the identity: x ≤ 1 + x ≤ ex for x ≥ 0.
Returning to the lapse estimate from Lemma 10 with ℓ = 3 now implies
(8.9) ‖N̂‖H3 . ε2e−T + e−T E˜1(φ) . ε2e(−1+2Cε)T .
Now we use this result to improve the ℓ = 2 estimate for the Klein-Gordon field. From Lemma 12,
Proposition 3 and the upgraded estimates obtained so far, we have
∂T E˜2(φ) . εe(−1+γ)T E˜2(φ) + |τ |E˜2(φ) + ε3e(−1+γ)T + ε4|τ |+ |τ |−1εE˜2(φ)1/2‖N̂‖H2
+ |τ |−1E˜2(φ)‖N̂‖H2 + |τ |−1E˜2(φ)1/2E˜1(φ)1/2‖N̂‖H3
. εe(−1+γ)T E˜2(φ) + |τ |E˜2(φ) + ε3e(−1+γ)T + ε3E˜2(φ)1/2 + ε2E˜2(φ)
+ ε3eCεT E˜2(φ)1/2
. ε3e(−1+γ)T + ε4e2CεT +
(
εe(−1+γ)T + |τ |+ ε2)E˜2(φ).
Thus by Gro¨nwall:
E˜2(φ)
∣∣
T
.
(
E˜2(φ)
∣∣
T0
+
∫ T
T0
(
ε3e(−1+γ)s + ε4eCεsds
))
exp
(
C
∫ T
T0
(e−s + ε)ds
)
.
(E˜2(φ)∣∣T0 + ε3eCεT )eCεT .
Continuing in this way we stop at ℓ = N + 1 for the lapse estimate.
(8.10) ‖N̂‖HN+1 . ε2e−T + e−T E˜N−1(φ) . ε2e(−1+Cε)T .
Using this to estimate the final ℓ = N energy (recall N ≥ 4) for the Klein-Gordon field gives
∂T E˜N (φ) . εe(−1+Cε)T E˜N (φ) + |τ |E˜N (φ) + ε3e(−1+Cε)T + |τ |ε4 + |τ |−1εE˜N (φ)1/2‖N̂‖HN
+ |τ |−1E˜N (φ)‖N̂‖H2 + |τ |−1E˜N (φ)1/2E˜N−1(φ)1/2‖N̂‖HN+1
. ε3e(−1+Cε)T + |τ |E˜N (φ) + ε3eCεT E˜N (φ)1/2 + ε2E˜N (φ)
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. ε3e(−1+Cε)T + ε4e2CεT +
(
εe(−1+Cε)T + |τ |+ ε2)E˜N (φ).
Thus by Gro¨nwall we have
E˜N (φ)
∣∣
T
.
(
E˜N (φ)
∣∣
T0
+
∫ T
T0
(
ε2e(−1+Cε)s + ε4eCεs
)
ds
)
exp
(
C
∫ T
T0
(ε+ e−s)ds
)
.
(E˜N (φ)∣∣T0 + ε3eCεT )eCεT .

9. Energy estimate - Geometry
In this final section we obtain improved estimates for the shift vector field and the second
fundamental form and metric perturbation.
Corollary 1 (Improved Shift estimate). Assume the bootstrap assumptions (4.1) hold, then for
3 ≤ ℓ ≤ N + 1
(9.1) ‖X‖Hℓ . ε2e(−1+Cε)T .
Proof. This follows clearly from Lemma 11 and Proposition 5. 
Recall the definitions from Section 4.2. Using the energy estimate given in [AF, Lemma 20],
itself adapted from [AMc] we have the following estimate for the second fundamental form and
metric perturbation.
Corollary 2 (Improved geometry estimate). Assume the bootstrap assumptions (4.1) hold, then
for 1 ≤ ℓ ≤ N + 1
(9.2) ∂TE
g
ℓ ≤ −2αEgℓ + 6Eg1/2ℓ |τ |‖NS‖Hℓ−1 + CEg3/2ℓ + CEg1/2ℓ
(|τ |‖η‖Hℓ−1 + τ2‖Nj‖Hℓ−2).
Furthermore
∂TE
g
ℓ ≤ −2αEgℓ + CEg1/2ℓ ε2e(−1+Cε)T +CEg
3/2
ℓ ,
Finally
(9.3) Egℓ
∣∣
T
≤ Cε2e−2αζT .
where for sufficiently small ε we may choose ζ arbitrarily close to 1, in particular ζ ≤ 1− Cεα .
Proof. The estimate (9.2) comes from [AF, Lemma 20]. Recall Sij from (2.18). So for 2 ≤ ℓ ≤ N+1
we find
‖NS‖Hℓ−1
. ‖N‖L∞
(
‖φ‖L∞‖φ‖Hℓ−1 + ‖φ‖2Hℓ−1 + ‖τ∇φ‖L∞‖τ∇φ‖Hℓ−1 + ‖τ∇φ‖2Hℓ−1
)
+ ‖N̂‖Hℓ−1
(
‖φ‖2L∞ + ‖φ‖2L∞‖φ‖Hℓ−1 + ‖φ‖2Hℓ−1 + ‖τ∇φ‖2L∞ + ‖τ∇φ‖L∞‖τ∇φ‖Hℓ−1 + ‖τ∇φ‖2Hℓ−1
)
. ‖ρ‖L∞ + E˜ℓ−1(φ) + ‖N̂‖Hℓ−1
(‖ρ‖L∞ + E˜ℓ−1(φ))
where we took note of the product identity (7.4). Also following the method of Lemmas 10 and 11
we have
|τ |‖η‖Hℓ−1 + τ2‖Nj‖Hℓ−2 . |τ |E˜ℓ−1(φ) + |τ |‖ρ‖L∞ + |τ |
(‖ρ‖L∞ + E˜ℓ−2(φ))(‖N‖L∞ + ‖N̂‖Hℓ).
Putting these together gives
∂TE
g
ℓ ≤ −2αEgℓ + 6Eg1/2ℓ τ‖NS‖Hℓ−1 + CEg
3/2
ℓ + CE
g1/2
ℓ
(|τ |‖η‖Hℓ−1 + τ2‖Nj‖Hℓ−2)
≤ −2αEgℓ + 6Eg1/2ℓ |τ |
(‖ρ‖L∞ + E˜ℓ−1(φ))+ CEg3/2ℓ
ATTRACTORS OF THE EINSTEIN-KLEIN GORDON SYSTEM 21
+ CEg
1/2
ℓ
(
|τ |E˜ℓ−1(φ) + |τ |‖ρ‖L∞ + |τ |‖ρ‖L∞‖N̂‖Hℓ + |τ |E˜ℓ−2(φ)‖N̂‖Hℓ
)
.
Thus
∂T
(
Eg
1/2
ℓ
) ≤ −αEg1/2ℓ + Cε2e−T + CEgℓ.
Now recall α ∈ [1−δα, 1] where δα can be made suitably small. Given α, pick ζ such that 34 < ζ < 1
and −(αζ − 34) < 0 (ie, αζ > 34). Indeed we can guarantee αζ > 34 holds by choosing ε sufficiently
small such that 1− δα(ε) > 34ζ . Then we have
∂T
(
e
3
4TEg
1/2
ℓ
) ≤ −(αζ − 34)e34TEg1/2ℓ + Cε2e(−1+34 )T − e34TEg1/2ℓ (α(1− ζ)− CEg1/2ℓ )
≤ −(αζ − 34)e
3
4TEg
1/2
ℓ + Cε
2e(−1+
3
4 )T − e34TEg1/2ℓ
(
α(1− ζ)− Cε
)
≤ −(αζ − 34)e
3
4TEg
1/2
ℓ + Cε
2e(−1+
3
4 )T
where we dropped the final term by picking ε small enough so that α(1 − ζ) − Cε ≥ 0. Then by
Gro¨nwall we have
(9.4) eδTEg
1/2
ℓ
∣∣
T
≤
(
e
3
4T0Eg
1/2
ℓ
∣∣
T0
+ Cε2
∫ T
T0
e(−1+
3
4 )sds
))
exp
(
−
∫ T
T0
(αζ − 34 )ds
)
.
This implies
(9.5) Eg
1/2
ℓ
∣∣
T
≤ (e34T0Eg1/2ℓ ∣∣T0 +Cε2)e−34T e−(αζ−34 )(T−T0)
and thus
(9.6) Egℓ
∣∣
T
≤ (Egℓ|T0 + Cε4)e−2αζT < Cε2e−
3
2T .

Proof of the main theorem. The main theorem is now a consequence of the foregoing lemmas. Con-
sidering a sufficiently small perturbation of the Milne initial data it follows along the lines of the
corresponding argument in [FK] that there exists a CMC surface in the maximal development with
initial data close to the Milne geometry. This initial data set is now evolved by the rescaled CMCSH
EKGS. The local existence theory then implies the existence of a solution, which according to our
previous analysis obeys the decay estimates for the perturbation given in (9.3). In particular, the
solution exists for T →∞ and moreover is future complete, which follows analogous to [AMc]. 
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