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Resumo
Um dos teoremas cla´ssicos da teoria de Galois para corpos e´ o teorema do elemen-
to primitivo. Na teoria de Galois para ane´is comutativos com unidade, tal teorema
na˜o e´ va´lido em geral. Nesse trabalho encontramos condic¸o˜es necessa´rias e suficientes
para a existeˆncia de elemento primitivo para uma extensa˜o fortemente separa´vel de
um anel comutativo com unidade e cujos u´nicos idempotentes sa˜o os triviais. Ale´m
disso, apresentamos uma forma fraca deste teorema e provamos que esta forma fraca
e´ va´lida para ane´is conexos cujo quociente pelo radical de Jacobson e´ von Neumann
regular e localmente uniforme. Analisamos tambe´m o fecho separa´vel de um anel
comutativo conexo. Obtemos alguns resultados que relacionam, em particular, o
fecho separa´vel do anel com o fecho separa´vel de cada um de seus corpos residuais.
iv
Abstract
One of the classic theorems of the Galois theory of fields is the “Primitive Element
Theorem”. In Galois theory of commutative rings, such a theorem does not hold, in
general. In this work we give necessary and sufficient conditions for the existence of
a primitive element in an strongly separable extension of a connected commutative
ring. Furthermore we present a weak form of the Primitive Element Theorem and
we prove that this theorem holds for strongly separable extensions of connected
commutative rings whose quotient by its Jacobson radical is a von Neumann regular
and locally uniform ring. We also obtain some new results about the separable closure
of a connected commutative ring. In particular, we describe a relation between the
separable closure of such a ring and the separable closure of each one of its residual
fields.
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Introduc¸a˜o
Um dos teoremas cla´ssicos da teoria de Galois para corpos e´ o teorema do ele-
mento primitivo. Ele nos diz que, dada uma extensa˜o separa´vel e finita de corpos
K/F existe α ∈ K tal que K = F [α] = {f(α) : f(X) ∈ F [X]}. Lembremos que
cada extensa˜o galoisiana de corpos e´ separa´vel. Portanto, toda extensa˜o galoisiana
finita de corpos tem elemento primitivo.
Em 1960, M. Auslander e O. Goldman definiram em [2] o conceito de extensa˜o
galoisiana de ane´is comutativos com unidade. Em seguida, S. Chase, D. K. Harrison
e A. Rosenberg em [3], na˜o somente encontram condic¸o˜es equivalentes a definic¸a˜o
dada em [2], mas tambe´m desenvolvem a teoria de Galois para ane´is comutativos
com unidade. Entre outras coisas, provaram um teorema ana´logo ao teorema funda-
mental, encontrando uma bijec¸a˜o entre os subgrupos do grupo de Galois e “certas”
suba´lgebras intermedia´rias.
A pergunta natural que se faz e´ a seguinte: o teorema do elemento primi-
tivo continua va´lido no contexto de ane´is comutativos com unidade? Ou seja,
dada uma extensa˜o galoisiana S/R de ane´is comutativos existe α ∈ S tal que
S = R[α] = {f(α) : f(X) ∈ R[X]}? Em geral, a resposta para esta pergunta
e´ na˜o. Existem va´rios exemplos de extenso˜es galoisianas que na˜o possuem elemento
primitivo. Dentre tais, veremos no decorrer do trabalho que S = Z ⊕ Z ⊕ Z/Z na˜o
possui elemento primitivo.
Muitos trabalhos relacionados com a existeˆncia do elemento primitivo aparecem
na literatura. O Lema 3.1 de [14], diz que se (R,M) e´ um anel local tal que ∣∣ RM∣∣ =∞
enta˜o cada extensa˜o separa´vel e finitamente gerada (como mo´dulo) tem elemento
primitivo. Este resultado foi melhorado e estendido para ane´is semilocais em [27].
J-D. The´rond prova que se R e´ um anel semilocal e Max(R) = {M1, . . . ,Mt} enta˜o
cada extensa˜o separa´vel de posto n tem elemento primitivo se e somente se
∣∣∣ RMi ∣∣∣ ≥ n
para todo 1 ≤ i ≤ t. Em seguida, o resultado de J-D. The´rond foi generalizado
por A. Paques. O Teorema 2.4 de [26], afirma que cada extensa˜o separa´vel de um
LG-anel R de posto n tem elemento primitivo se e somente se
∣∣ R
M
∣∣ ≥ n, para todo
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M ∈ Max(R). Note que o conjunto de LG-ane´is inclue ane´is semilocais e ane´is os
quais sa˜o von Neumannn regular mo´dulo o seu radical de Jacobson.
Destacamos tambe´m os trabalhos de I. Kikumasa, T. Nagahara e K. Kishimoto.
Em [17] e [15], faz-se um estudo amplo sobre a existeˆncia do elemento primitivo para
uma extensa˜o galoisiana de um anel semilocal. Dentre outras coisas, prova-se que se
R e´ um anel comutativo com unidade e semilocal e Max(R) = {M1, . . . ,Mt} enta˜o
uma extensa˜o galoisiana S/R tem elemento primitivo se e somente se SMiS/
R
Mi tem
elemento primitivo para cada i ∈ {1, . . . , t}. No Teorema 5 de [16], I. Kikumasa e
T. Nagahara encontram condic¸o˜es para que uma extensa˜o c´ıclica de grau 22 possua
elemento primitivo. Este resultado foi generalizado por A. Aramova em [1], para
extenso˜es c´ıclicas de grau pn, onde p e´ um nu´mero primo positivo.
Em todos os trabalhos citados acima, estuda-se o problema da existeˆncia de
elemento primitivo para uma extensa˜o S/R fazendo-se alguma restric¸a˜o sobre o anel
R. O propo´sito do nosso trabalho e´ fazer um estudo geral deste problema, no seguinte
sentido: consideramos uma extensa˜o galoisiana (ou, separa´vel, projetiva e finitamente
gerada) S/R, onde R e´ um anel comutativo com unidade arbitra´rio. Podemos enta˜o,
via o Teorema 2.1.2 da sec¸a˜o 2.1, reduzir nosso estudo ao caso em que R e´ conexo. De
fato, tal teorema afirma que S/R tem elemento primitivo se e somente se Sx/Rx tem
elemento primitivo para cada x ∈ X(R), onde X(R) denota o espectro booleano do
anel R (ver Definic¸a˜o 1.2.1). E´ sabido que Rx e´ um anel conexo para todo x ∈ X(R)
(veja Teorema 1.2.12).
No que segue, descreveremos os principais resultados obtidos neste trabalho. No
cap´ıtulo 2, consideramos uma extensa˜o fortemente separa´vel S/R (isto e´, S e´ uma
R-a´lgebra separa´vel e um R-mo´dulo projetivo e finitamente gerado) com R conexo.
Assuma que S = S1 ⊕ . . . ⊕ Sr e´ a decomposic¸a˜o de S em componentes conexas.
Provamos que S/R tem elemento primitivo se e somente se existem f1, . . . , fr ∈ R[X]
tais que R[X]
(fi)
' Si e (fi) + (fj) = R[X] para i 6= j. Observe que na˜o e´ suficiente
exigir que cada componente conexa possua elemento primitivo para que S/R tenha
elemento primitivo, como mostra o exemplo S = Z⊕Z⊕Z/Z. De qualquer forma, as
componentes conexas possuirem elemento primitivo e´ uma condic¸a˜o necessa´ria para
que S/R possua.
No terceiro cap´ıtulo exploramos a construc¸a˜o dos polinoˆmios f ′is necessa´rios para
a existeˆncia do elemento primitivo. Assumindo que uma das componentes conexas
possui elemento primitivo, construimos sob certas condic¸o˜es, polinoˆmios que geram
a mesma extensa˜o e que sa˜o fatores irredut´ıveis de um polinoˆmio separa´vel. Enta˜o,
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pelo Lema 1.2 de [11], tais polinoˆmios sa˜o comaximais. Obtemos assim condic¸o˜es
suficientes para que uma extensa˜o fortemente separa´vel possua elemento primitivo.
Os resultados obtidos neste cap´ıtulo generalizam os resultados de [6], pois C. Dragos
trabalha no contexto de corpos. Ale´m disso, utilizamos uma visa˜o catego´rica dada
em [11] para decidir quando dois polinoˆmios geram a mesma extensa˜o e quando um
polinoˆmio e´ normal, seguindo as definic¸o˜es dadas em [6].
Observe que para a construc¸a˜o dos polinoˆmios f ′is exige-se que a componente
conexa possua elemento primitivo. No entanto, existem extenso˜es fortemente sepa-
ra´veis e conexas que na˜o possuem elemento primitivo (ver exemplo da sec¸a˜o 2.4).
Mais do que isso, existem extenso˜es fortemente separa´veis e conexas de um anel
local que na˜o possuem elemento primitivo (ver [32, pg.170]). Em [23], T. McKenzie
apresenta uma forma fraca do teorema do elemento primitivo para ane´is locais: dada
uma extensa˜o S/R fortemente separa´vel e conexa com R um anel local, e´ poss´ıvel
mergulha´-la numa extensa˜o fortemente separa´vel e conexa T/R com T = R[α]. No
cap´ıtulo 4, estendemos o resultado acima obtendo a forma fraca do teorema do
elemento primitivo para uma extensa˜o de uma anel conexo R tal que R
J(R)
e´ von
Neumann regular e localmente uniforme.
No primeiro cap´ıtulo, introduzimos algumas definic¸o˜es ba´sicas e exploramos as
principais propriedades do espectro booleano de um anel. Ale´m disso, seguimos a
construc¸a˜o feita por A. Magid em [19], para provar a existeˆncia do fecho separa´vel
ΩR para um anel conexo R.
No u´ltimo cap´ıtulo, aplicamos os resultados obtidos nos cap´ıtulos anteriores para
generalizar alguns resultados de T. Mckenzie. O Lema 4.8 de [21], afirma que se
(ΩR,M′) e´ local enta˜o Ω( RM) =
ΩR
M′ , onde M′ ∩ R = M. Provamos que se R
e´ um anel conexo tal que R
J(R)
e´ von Neumann regular enta˜o Ω( RM)
' ΩRM′ , onde
M′ ∩ R = M. Tambe´m em [21] prova-se que se (ΩR,M′) e´ local e I ⊆ R e´ um
ideal enta˜o ΩR
I
= ΩR
IΩR
. Estendemos este resultado da seguinte forma: se R e´ um anel
conexo tal que R
J(R)
e´ von Neumann regular e I ⊆ R e´ um ideal tal que ΩR
IΩR
e´ conexo
enta˜o ΩR
I
= ΩR
IΩR
. Em [22], define-se quando um anel local (R,M) e´ fracamente
henseliano da seguinte maneira: se cada polinoˆmio separa´vel e irredut´ıvel em R[X]
permanece irredut´ıvel em RM [X] dizemos que R e´ um anel fracamente henseliano. O
Teorema 1.5 de [22] afirma que R e´ fracamente henzeliano se e somente se ΩR e´ local.
Os resultados da sec¸a˜o 5.1 estendem este teorema.
Fixemos agora algumas notac¸o˜es e convenc¸o˜es. Em todo este trabalho, salvo
menc¸a˜o em contra´rio, todos os ane´is sa˜o comutativos com unidade e homomorfismos
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de ane´is levam unidade em unidade. Denotamos por U(R) o grupo multiplicativo
formado pelos elementos invert´ıveis de R. Uma extensa˜o S/R e´ dita projetiva (finita-
mente gerada) se S e´ um R-mo´dulo projetivo (finitamente gerado). Um anel R e´ dito
conexo se Spec(R), com a topologia de Zariski, e´ um espac¸o topolo´gico conexo. Note
que R e´ conexo se e somente se os seus u´nicos idempotentes sa˜o 0 e 1. Em particular,
ane´is locais e domı´nios sa˜o exemplos de ane´is conexos. Para um anel R, denotaremos
por J(R) (N(R)) o radical de Jacobson de R (o nilradical de R) , ou seja J(R) e´
a intersecc¸a˜o de todos os ideais maximais de R (ou seja, N(R) e´ a intersecc¸a˜o de
todos os ideais primos de R). Dado um polinoˆmio f(X) ∈ R[X] indicaremos o seu
grau por ∂f ou ∂(f). Seguindo [25], denotaremos por δ(f) o discriminante de um
polinoˆmio moˆnico f ∈ R[X]. Se G e´ um grupo e H e´ um subgrupo de G denotaremos
por [G : H] o ı´ndice de H em G.
4
Cap´ıtulo 1
Pre´-Requisitos
Na primeira sec¸a˜o desse cap´ıtulo introduzimos as definic¸o˜es que sera˜o utilizadas
com maior frequ¨eˆncia nesse trabalho. Apesar de tais definic¸o˜es serem cla´ssicas, as
reproduzimos aqui para a comodidade do leitor. Na segunda sec¸a˜o abordamos con-
ceitos e resultados relacionados com a´lgebras booleanas. Estes conceitos e resultados
aparecem na literatura, mas na˜o sa˜o ta˜o comuns. Estudamos o espectro booleano
X(R) de um anel comutativo R e a sua topologia. Finalizamos o cap´ıtulo, seguindo
a construc¸a˜o feita em [19] para provar a existeˆncia do fecho separa´vel de um anel
comutativo conexo.
1.1 Definic¸o˜es Ba´sicas
Apresentamos nessa sec¸a˜o, os treˆs principais conceitos utilizados nesse traba-
lho: a´lgebra separa´vel, polinoˆmio separa´vel e extensa˜o galoisiana. Iniciamos com a
definic¸a˜o de a´lgebra separa´vel.
Sejam R um anel e S uma R-a´lgebra (na˜o necessariamente comutativa). Con-
sidere a a´lgebra envolvente Se = S ⊗R So, onde So e´ a a´lgebra oposta. Observe que
S e´ um Se-mo´dulo a` esquerda com a operac¸a˜o definida por: (a⊗ b).c = acb.
Lema 1.1.1. [5, Proposic¸a˜o II.1.1] As seguintes afirmac¸o˜es sa˜o equivalentes:
i. S e´ um Se-mo´dulo a` esquerda projetivo.
ii. A sequeˆncia exata de Se-mo´dulos a` esquerda 0 - J - Se
µ- S - 0
cinde , onde µ e´ a func¸a˜o multiplicac¸a˜o e J = Ker(µ).
iii. Existe e ∈ Se tal que µ(e) = 1 e Je = 0.
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Definic¸a˜o 1.1.2. Uma R-a´lgebra S satisfazendo uma das condic¸o˜es equivalentes do
lema acima e´ dita separa´vel.
Outras caracterizac¸o˜es e resultados sobre a´lgebras separa´veis podem ser vistos
em [2], no cap´ıtulo 2 de [5] e em [14].
Consideramos agora a definic¸a˜o de polinoˆmio separa´vel.
Definic¸a˜o 1.1.3. Sejam R um anel comutativo e f(X) ∈ R[X] um polinoˆmio
moˆnico. Dizemos que f e´ um polinoˆmio separa´vel sobre R se a R-a´lgebra R[X]
(f)
e´
separa´vel.
Note que, por definic¸a˜o, um polinoˆmio separa´vel e´ moˆnico. Apesar da redundaˆn-
cia, muitas vezes escreveremos: seja f(X) um polinoˆmio moˆnico e separa´vel.
Usaremos a sec¸a˜o 3.4 de [5] e [14], como refereˆncias para as propriedades e resul-
tados relacionados com polinoˆmios separa´veis.
O anel S sera´ chamado uma extensa˜o de R (ou S/R extensa˜o de ane´is) se S e´
uma R-a´lgebra fiel. Neste caso, note que o homomorfismo i : R −→ S dado por
i(r) = r.1 e´ injetivo. De fato, Ker(i) e´ igual ao anulador de S em R. Portanto,
Ker(i) = 0. Desta forma, podemos identificar R com R.1 ⊆ S.
Agora consideraremos a definic¸a˜o de extensa˜o galoisiana de ane´is comutativos, a
qual sera´ usada frequ¨entemente neste trabalho. Essa definic¸a˜o apareceu pela primeira
vez na literatura em [2]. No entanto, tal conceito foi explorado mais amplamente
em [3]. O Teorema 1.3 de [3], apresenta caracterizac¸o˜es equivalentes a definic¸a˜o de
extensa˜o galoisiana dada aqui.
Definic¸a˜o 1.1.4. Sejam S/R uma extensa˜o de ane´is comutativos (isto e´, S e´ uma
R-a´lgebra fiel), e G um subgrupo finito do grupo de R-automorfismos de S. Se
SG = {a ∈ S : σ(a) = a, σ ∈ G} = R e existem x1, . . . , xn, y1, . . . , yn ∈ S tais que
n∑
i=1
xiσ(yi) = δ1σ =
{
1, se σ = 1
0, se σ 6= 1 enta˜o S/R e´ dita uma extensa˜o galoisiana com
grupo G. Os elementos xi, yi (1 ≤ i ≤ n) sa˜o chamadas as coordenadas de Galois de
S sobre R.
E´ uma consequ¨eˆncia natural dessa definic¸a˜o que toda extensa˜o galoisiana S de
um anel comutativo R, com grupo G, e´ um R-mo´dulo projetivo, finitamente gerado
e de posto constante igual a ordem de G.
Essa definic¸a˜o estende o conceito de extensa˜o galoisiana para corpos. Como e´
sabido se S e R sa˜o corpos e´ suficiente a afirmac¸a˜o SG = R para termos S como uma
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extensa˜o galoisiana de R. Neste caso, G e´ o grupo de todos os R-automorfismos de
S. Mais ainda, usando o lema de Dedekind, mostra-se que a existeˆncia dos elementos
xi, yi (1 ≤ i ≤ n) tais que
n∑
i=1
xiσ(yi) = δ1,σ, para todo σ ∈ G se verifica sempre (ver
[31]).
1.2 Espectro Booleano
O conceito de espectro booleano e´ abordado com detalhes em [19]. Seguiremos
este como refereˆncia para essa sec¸a˜o.
Seja R um anel comutativo. Considere B(R) := {x ∈ R : x2 = x}, ou seja, B(R)
e´ o conjunto dos idempotentes de R. Se +, · sa˜o as operac¸o˜es de R, defina uma adic¸a˜o
⊕ em B(R) por : x⊕y = x+y−x.y, para todo x, y ∈ B(R). Usando a multiplicac¸a˜o
induzida de R, podemos verificar que (B(R),⊕, .) e´ um anel comutativo com unidade.
Tal anel e´ denominado o anel booleano de R. Note que R e´ um anel conexo quando
B(R) = {0, 1}.
De maneira usual, Spec(R) denotara´ o conjunto dos ideais primos de R e V (I) =
{P ∈ Spec(R) : I ⊆ P}, com I subconjunto qualquer de R sera˜o os fechados de
Spec(R) segundo a topologia de Zariski. Denotamos por X(R) o conjunto das com-
ponentes conexas do espac¸o topolo´gico Spec(R). Observe que temos uma sobrejec¸a˜o
natural Spec(R) → X(R), que associa a cada ideal primo a componente conexa ao
qual ele pertence.
Definic¸a˜o 1.2.1. O conjunto X(R) munido da topologia fraca tal que a func¸a˜o
Spec(R)→ X(R) e´ cont´ınua e´ denominado o espectro booleano de R.
Proposic¸a˜o 1.2.2. Dois ideais primos P e Q de R esta˜o na mesma componente
conexa se e somente se eles conte´m os mesmos idempotentes de R.
Demonstrac¸a˜o: E´ bem conhecido que a topologia de Zariski de Spec(R) tem uma
base de conjuntos “clopen”(aberto-fechado) V (Re), com e ∈ B(R). Seja e um idem-
potente de R tal que e ∈ P e e /∈ Q. Enta˜o, V (Re) e´ “clopen”, conte´m P e na˜o
conte´m Q. Logo, P e Q esta˜o em componentes conexas distintas. Reciprocamente,
suponha que P e Q possuem os mesmos idempotentes. Seja I o ideal de R gerado
por tais idempotentes. Assim, P,Q ∈ V (I). Mais ainda, V (I) e´ a imagem da func¸a˜o
cont´ınua Spec
(
R
I
)→ Spec(R) induzida pela projec¸a˜o R→ R
I
. Procedendo como no
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Teorema 1.2.12 que veremos a seguir, prova-se que R
I
e´ conexo. Como V (I) e´ a im-
agem por uma func¸a˜o cont´ınua de um espac¸o conexo, segue que V (I) e´ um conjunto
conexo. Consequ¨entemente, P e Q pertencem a mesma componente conexa. ¥
Pela Proposic¸a˜o 1.2.2 e pela Proposic¸a˜o 1.2.11 abaixo, podemos considerar uma
func¸a˜o do espac¸o topolo´gico X(R) no espac¸o topolo´gico Spec(B(R)), que para cada
componente conexa de Spec(R) associa o conjunto de idempotentes de qualquer
elemento de tal componente. A pro´xima proposic¸a˜o justifica chamarmos X(R) de
espectro booleano de R.
Proposic¸a˜o 1.2.3. [19, Proposic¸a˜o II.9] A func¸a˜o que associa a cada componente
conexa de Spec(R) o conjunto dos idempotentes de qualquer elemento de tal compo-
nente e´ um homeomorfismo entre os espac¸os topolo´gicos X(R) e Spec(B(R)).
Corola´rio 1.2.4. [19, Corola´rio II.4] X(R) e´ um espac¸o topolo´gico de Hausdorff,
compacto e totalmente desconexo.
Agora vamos introduzir uma base de conjuntos “clopen”para a topologia de
X(R). Verifica-se que os conjuntos “clopen”na topologia de Zariski sa˜o os conjuntos
V (e), com e ∈ B(R).
Dado um idempotente e ∈ R, consideremos
N(e) = {x ∈ X(R) : x ⊆ V (R(1− e))}.
Proposic¸a˜o 1.2.5. [19, Proposic¸a˜o II.11] Os conjuntos N(e), com e ∈ B(R), for-
mam uma base de conjuntos “clopen”para a topologia de X(R). Mais ainda, cada
conjunto “clopen”de X(R) e´ da forma N(e), para algum idempotente e ∈ R.
A pro´xima proposic¸a˜o lista as propriedades dos conjuntos N(e), com e ∈ B(R).
Sua demonstrac¸a˜o e´ consequ¨eˆncia imediata da definic¸a˜o.
Proposic¸a˜o 1.2.6. Sejam e, f ∈ B(R).
i. N(e) ∩N(f) = N(ef).
ii. N(e) ∪N(f) = N(e+ f − ef) = N(e⊕ f).
iii. N(e)c = N(1− e).
iv. N(0) = ∅.
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v. N(1) = X(R).
Dado x ∈ X(R) considere I(x) o ideal gerado pelos idempotentes de R que esta˜o
em P , para algum P ∈ x. Pela Proposic¸a˜o 1.2.2, I(x) na˜o depende da escolha de P .
Denotamos por Rx o anel
R
I(x)
. O anel Rx tambe´m pode ser visto como a localizac¸a˜o
de R segundo o sistema multiplicativo S = {1− e : e ∈ x} (ver (2.6) de [30]). Dado
um R-mo´duloM , denotamos porMx o Rx-mo´duloM⊗Rx ' MI(x)M . Note que temos
uma sobrejec¸a˜o canoˆnica natural M → Mx que associa a cada m ∈ M a sua classe,
que denotaremos por mx.
Lema 1.2.7. Seja M um R-mo´dulo e I ⊆ R um ideal gerado por idempotentes de
R. Enta˜o, a ∈ M esta´ em IM se e somente se a = ea, para algum idempotente
e ∈ I.
Demonstrac¸a˜o: Seja a ∈ M e suponha que a = ea para algum idempotente
e ∈ I. Enta˜o a ∈ IM . Reciprocamente, seja a ∈ M tal que a ∈ IM . Da´ı,
a = e1a1 + e2a2 + . . . + erar, ei ∈ I, ai ∈ M , para todo 1 ≤ i ≤ r. Tome
e = e1 ⊕ e2 ⊕ . . .⊕ er e note que eei = ei, para todo 1 ≤ i ≤ r. Logo, ea = a. ¥
Proposic¸a˜o 1.2.8. Sejam M um R-mo´dulo, x ∈ X(R) e a, b ∈ M tal que ax = bx.
Enta˜o existe uma vizinhanc¸a N(e) de x tal que ay = by em My para cada y ∈ N(e).
Mais ainda, ex = 1x e ae = be.
Demonstrac¸a˜o: Se ax = bx enta˜o a − b ∈ I(x)M . Pelo Lema 1.2.7, existe um
idempotente f ∈ I(x) tal que a − b = f(a − b). Tome e = 1 − f ∈ B(R). Note
que f pertence a cada um dos ideais primos que esta˜o em x. Assim, x ∈ N(e) =
{y ∈ X(R) : y ⊆ V (R(1 − e)) = V (Rf)}. Se y ∈ N(e) enta˜o f ∈ I(y). Logo,
(a− b) = (a− b)f ∈ I(y)M . Portanto, ay = by. Observe que ex = 1x e ae = be. ¥
Utilizando os resultados anteriores, provaremos que para cada x ∈ X(R), Rx e´
uma R-a´lgebra conexa. Para tanto, ainda precisamos de alguns resultados auxiliares.
Lema 1.2.9. Sejam S uma R-a´lgebra, x ∈ X(R) e e0 um idempotente de Sx. Enta˜o
existe um idempotente e ∈ S tal que ex = e0.
Demonstrac¸a˜o: Tome f ∈ S tal que fx = e0. Observe que f 2x = fx. Enta˜o, pela
Proposic¸a˜o 1.2.8, existe e1 ∈ R um idempotente tal que f 2e1 = fe1 e (e1)x = 1x.
Tome e = fe1 e note que e
2 = e, ex = fx = e0. ¥
Definic¸a˜o 1.2.10. Sejam R um anel e E ⊂ B(R). Dizemos que E e´ um ideal
booleano maximal se:
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i. para cada idempotente e ∈ R temos que e ∈ E ou 1− e ∈ E, mas na˜o ambos;
ii. se e e f sa˜o idempotentes de R enta˜o ef ∈ E se e somente se e ∈ E ou f ∈ E.
Proposic¸a˜o 1.2.11. Um conjunto E de idempotentes de R e´ um conjunto de idem-
potentes de algum ideal primo de R se e somente se E e´ um ideal booleano maximal.
Demonstrac¸a˜o: Seja P um ideal primo de R e E o conjunto de todos os seus
idempotentes. Se e ∈ R e´ um idempotente enta˜o e(1 − e) = 0 ∈ P . Assim, e ∈ P
ou 1 − e ∈ P . Logo, e ∈ E ou 1 − e ∈ E. Se e ∈ E e 1 − e ∈ E enta˜o 1 ∈ E ⊂ P .
Mas isso e´ uma contradic¸a˜o. Portanto, E satisfaz (i) da definic¸a˜o acima. Sejam e e
f idempotentes de R tais que ef ∈ E ⊂ P . Desta forma, e ∈ P ou f ∈ P . Sendo
ef um idempotente, temos que ef ∈ E se e somente se e ∈ E ou f ∈ E. Logo, E e´
um ideal booleano maximal. Reciprocamente, suponha que E e´ um ideal booleano
maximal. Assuma por absurdo que RE = R. Enta˜o, 1 = r1e1 + . . . + rkek com
ri ∈ R e ei ∈ E. Para cada 1 ≤ i ≤ k, seja fi = ei(1 − e1)(1 − e2) . . . (1 − ei−1).
Note que o ideal gerado pelos f ′is tambe´m e´ R. Assim, existem s1, . . . , sk ∈ R tal que
1 = s1f1+. . .+skfk. Ale´m disso, cada fi esta´ em E e fifj = 0 se i 6= j. Multiplicando
a equac¸a˜o acima por fi, obtemos fi = sifi. Consequ¨entemente, 1 = f1 + . . . + fk.
Desta forma, 0 = (1−f1)(1−f2) . . . (1−fk). Mas, 0 ∈ E e 1−fi /∈ E. Isso contradiz
a parte (ii) da Definic¸a˜o 1.2.10. Logo, RE ( R. Tome um ideal maximal m de R tal
que RE ⊆ m. Seja e um idempotente de m. Como 1− e /∈ m, temos que 1− e /∈ E.
Por outro lado, e(1 − e) = 0 ∈ E. Da´ı, e ∈ E. Isso mostra que E e´ o conjunto dos
idempotentes de m. ¥
Teorema 1.2.12. Seja x ∈ X(R). Enta˜o Rx e´ um anel conexo.
Demonstrac¸a˜o: Seja e0 ∈ Rx um idempotente. Pelo Lema 1.2.9, existe e ∈ R um
idempotente tal que ex = e0. Observe tambe´m que se P ∈ x enta˜o e(1− e) = 0 ∈ P .
Logo, e(1− e) ∈ I(x). Pela Proposic¸a˜o 1.2.11, e ∈ I(x) ou (1− e) ∈ I(x). Portanto,
ex = 0 ou ex = 1x. Assim, Rx e´ conexo. ¥
1.3 Existeˆncia e Unicidade do Fecho Separa´vel
Da teoria de Galois para corpos, sabemos que a todo corpo K pode-se associar
um corpo Ksep denominado de fecho separa´vel de K. Na verdade Ksep e´ o corpo
constitu´ıdo de todos os elementos de algum fecho alge´brico de K que sa˜o separa´veis
sobre K. De forma ana´loga, para um anel conexo R podemos construir um fecho
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separa´vel. A demonstrac¸a˜o da existeˆncia e unicidade do fecho separa´vel, a menos de
isomorfismo, foi feita por D. K. Harrison e pode ser vista em [14].
Seguindo [14, 19], provaremos a existeˆncia e unicidade do fecho separa´vel. To-
dos os resultados abordados nesta sec¸a˜o ja´ apareceram na literatura. No entanto,
as demonstrac¸o˜es dadas aqui sa˜o mais detalhadas. O leitor familiarizado com tais
conceitos e resultados pode omitir esta sec¸a˜o.
As pro´ximas definic¸o˜es sa˜o necessa´rias para introduzir o conceito de fecho sepa-
ra´vel e sera˜o utilizadas com frequ¨eˆncia no restante deste trabalho.
Definic¸a˜o 1.3.1. Sejam R um anel comutativo e S uma extensa˜o de R (isto e´, S
e´ uma R-a´lgebra fiel). Dizemos que S e´ uma extensa˜o fortemente separa´vel de R
se S e´ separa´vel como R-a´lgebra e finitamente gerado e projetivo como R-mo´dulo.
Se para cada subconjunto finito N ⊆ S existe uma R-suba´lgebra L de S a qual e´
uma extensa˜o fortemente separa´vel de R com N ⊆ L, dizemos que S e´ uma extensa˜o
localmente fortemente separa´vel.
Definic¸a˜o 1.3.2. Quando R e´ conexo e a u´nica extensa˜o fortemente separa´vel e
conexa de R e´ o pro´prio R, diz-se que R e´ separavelmente fechado.
Encontraremos a seguir uma caracterizac¸a˜o de anel separavelmente fechado. Para
tanto, precisaremos de dois resultados os quais sera˜o apresentados sem demonstrac¸a˜o.
Lema 1.3.3. [29, Proposic¸a˜o 1.3] Se R e´ um anel conexo e S/R e´ uma extensa˜o
fortemente separa´vel enta˜o S e´ uma soma direta finita de R-suba´lgebras conexas.
Proposic¸a˜o 1.3.4. [5, Proposic¸a˜o II.1.11] Se S e´ uma R-a´lgebra separa´vel e J ⊆ S
e´ um ideal enta˜o S
J
e´ uma R-a´lgebra separa´vel.
Lema 1.3.5. Um anel conexo R e´ separavelmente fechado se e somente se as u´nicas
extenso˜es fortemente separa´veis de R sa˜o da forma R⊕ . . .⊕R.
Demonstrac¸a˜o: Seja S/R uma extensa˜o fortemente separa´vel. Pelo Lema 1.3.3, S
se decompo˜e em uma soma direta de R-suba´lgebras conexas. Pela Proposic¸a˜o 1.3.4,
tais suba´lgebras sa˜o separa´veis. Portanto, S se decompo˜e em uma soma direta de
extenso˜es fortemente separa´veis e conexas de R. Sendo R separavelmente fechado,
temos que cada somando direto e´ isomorfo a R. Assim, S ' R⊕ . . .⊕R. A rec´ıproca
e´ imediata. ¥
Agora vamos introduzir a definic¸a˜o de fecho separa´vel. A definic¸a˜o dada aqui se
aplica apenas para ane´is conexos. No entanto, existe uma definic¸a˜o de fecho separa´vel
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para um anel na˜o necessariamente conexo, mas esta na˜o sera´ objeto do nosso estudo.
O leitor interessado pode consultar os cap´ıtulos IV e V de [19].
Definic¸a˜o 1.3.6. Sejam R um anel conexo e S uma extensa˜o conexa de R. Se S e´
localmente fortemente separa´vel e separavelmente fechado dizemos que S e´ um fecho
separa´vel para R.
Lema 1.3.7. Uma extensa˜o e´ localmente fortemente separa´vel se e somente se ela
e´ um limite direto de subextenso˜es fortemente separa´veis.
Demonstrac¸a˜o: Seja S/R uma extensa˜o localmente fortemente separa´vel. Con-
sidere o conjunto diretivo D constitu´ıdo dos subconjuntos finitos de S com uma
ordem parcial dada pela inclusa˜o de conjuntos. Dados I, J ∈ D com I ⊆ J , con-
sidere subextenso˜es fortemente separa´veis SI e SJ com SI ⊆ SJ e fI,J : SI −→ SJ
a inclusa˜o natural. Enta˜o, {SI , fI,J} e´ um sistema dirigido e S =
→
lim SI . Por outro
lado, esta´ claro que se S e´ um limite direto de subextenso˜es fortemente separa´veis
enta˜o S e´ uma extensa˜o localmente fortemente separa´vel. ¥
Para a prova da existeˆncia do fecho separa´vel de um anel conexo precisamos de
alguns resultados auxiliares, os quais sera˜o apresentados a seguir.
Proposic¸a˜o 1.3.8. [5, Corola´rio III.2.6 ] Sejam S uma R-a´lgebra separa´vel, T/R
uma extensa˜o fortemente separa´vel e f : S −→ T um homomorfismo de R-a´lgebras.
Enta˜o Ker(f) e´ gerado por um idempotente. Em particular, se S e´ conexo temos
que f e´ um monomorfismo.
Lema 1.3.9. Sejam R um anel conexo, T e S extenso˜es localmente fortemente sepa-
ra´veis de R com S um anel conexo e h : T −→ S um homomorfismo de R-a´lgebras.
Enta˜o Ker(h) = I(x), para algum x ∈ X(T ) (ver Definic¸a˜o 1.2.1).
Demonstrac¸a˜o: Seja t ∈ Ker(h). Como T e´ uma extensa˜o localmente fortemente
separa´vel, existe uma R-suba´lgebra T ′ de T com T ′ uma extensa˜o fortemente se-
para´vel de R e t ∈ T ′. Suponha que T ′ = a1R + . . . + anR. Como S tambe´m
e´ localmente fortemente separa´vel existe uma extensa˜o fortemente separa´vel S ′ de
R tal que h(a1), . . . , h(an) ∈ S ′ e S ′ ⊆ S. Assim, h(T ′) ⊆ S ′. Considere enta˜o,
h˜ := h|T ′ : T ′ −→ S ′. Note que, Ker(h˜) = Ker(h) ∩ T ′. Pela Proposic¸a˜o 1.3.8,
existe um idempotente e ∈ T ′ tal que Ker(h˜) = eT ′. Em particular, h(e) = 0. Como
t ∈ T ′ e h(t) = 0 temos que t = t1e, para algum t1 ∈ T ′. Assim, t = te. Portanto,
Ker(h) e´ gerado por idempotentes. Tome I o ideal de T gerado pelo conjunto de
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idempotentes de T que esta˜o em Ker(h). Pela Proposic¸a˜o 1.2.11, para obtermos
o resultado desejado e´ suficiente provar que I e´ um ideal booleano maximal (ver
Definic¸a˜o 1.2.10). Seja e ∈ T um idempotente. Como S e´ conexo, h(e) = 0 ou
h(e) = 1 e h(1− e) = 0 ou h(1− e) = 1. Enta˜o, 0 = h(e(1− e)) = h(e)h(1− e). Da´ı,
h(e) = 0 ou h(1 − e) = 0, ou seja, e ou 1 − e esta´ em I mas na˜o ambos. Sejam e e
f idempotentes de T com ef ∈ I. Enta˜o, 0 = h(ef) = h(e)h(f). Novamente pela
conexidade de S, temos h(e) = 0 ou h(f) = 0. Portanto, e ∈ I ou f ∈ I. Assim, I e´
um ideal booleano maximal. ¥
O resultado anterior pode ser expresso da seguinte maneira: existe x ∈ X(T ) tal
que a func¸a˜o induzida Tx → S e´ injetora.
Lema 1.3.10. Sejam R um anel conexo, T uma extensa˜o localmente fortemente se-
para´vel de R e I um ideal de T gerado por idempotentes. Enta˜o T
I
tambe´m e´ uma
extensa˜o localmente fortemente separa´vel de R.
Demonstrac¸a˜o: Primeiro consideremos o caso em que T e´ uma extensa˜o fortemente
separa´vel de R. Pelo Lema 1.3.3, T = T1 ⊕ . . . ⊕ Tn, sendo Ti uma R-a´lgebra
conexa para cada 1 ≤ i ≤ n. Portanto, T possui apenas um nu´mero finito de
idempotentes. Suponha que I = e1T + . . .+ ekT , onde os e
′
is sa˜o idempotentes de T .
Considere e = e1 ⊕ . . . ⊕ ek ∈ I, o qual e´ um idempotente. Para cada z ∈ I temos
z = e1a1+. . .+ekak, aj ∈ T para todo 1 ≤ j ≤ k. Mas, eei = ei. Enta˜o, z = ez ∈ Te.
Assim, I ⊆ Te. A inclusa˜o contra´ria e´ imediata. Da´ı, I = Te. Consequ¨entemente,
T
I
= T
Te
' T (1 − e). Desta forma, T
I
e´ uma extensa˜o fortemente separa´vel. Em
geral, como T e´ uma extensa˜o localmente fortemente separa´vel de R, temos pelo
Lema 1.3.7 que T =
→
lim Ti, onde cada Ti e´ uma subextensa˜o fortemente separa´vel de
T . Considere Ii = I∩Ti e Ji o ideal de Ti gerado pelos idempotentes de Ii. E´ suficiente
provar que Ii = Ji. De fato, note que
T
I
=
→
lim Ti
I∩Ti =
→
lim Ti
Ii
=
→
lim Ti
Ji
. Pela primeira
parte da demonstrac¸a˜o, Ti
Ji
e´ uma extensa˜o fortemente separa´vel. Portanto, pelo
Lema 1.3.7, T
I
e´ uma extensa˜o localmente fortemente separa´vel de R. Claramente,
Ji ⊆ Ii. Seja a ∈ Ii. Assim, a ∈ I e da´ı, a = a1e1 + . . . arer, com ej ∈ I,
e2j = ej e aj ∈ T , para todo 1 ≤ j ≤ r. Tome e = e1 ⊕ . . . ⊕ er e note que
ae = a. Como T =
→
lim Ti, podemos escolher k tal que e ∈ Tk e Ti ⊆ Tk. Logo,
e ∈ I ∩ Tk = Ik, ou seja, e ∈ Jk. Pela primeira parte, TkJk e´ uma extensa˜o fortemente
separa´vel de R. Consideremos agora o homomorfismo de R-a´lgebras φ : Ti −→ TkJk
dado por: φ(x) = x+ Jk. Observe que z ∈ Ker(φ) se e somente se z ∈ Ti ∩ Jk. Pela
Proposic¸a˜o 1.3.8, Ker(φ) = piTi, onde pi ∈ Ti e´ um idempotente. Logo, pi ∈ Ti ∩ Jk.
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Enta˜o, pi = a1pi1 + . . . + aspis, aj ∈ Tk, pij ∈ Ik = I ∩ Tk e os pi′js sa˜o idempotentes.
Desta forma, pi ∈ I ∩ Ti = Ii. Como e ∈ Jk temos φ(a) = φ(ae) = φ(a)φ(e) = 0.
Portanto, a ∈ Ker(φ), ou seja, a = pib para algum b ∈ Ti. Segue que a ∈ Ji, e
consequ¨entemente, Ii = Ji. ¥
O pro´ximo resultado e´ uma caracterizac¸a˜o de extenso˜es fortemente separa´veis e
sua demonstrac¸a˜o pode ser vista em [5, Teorema III.2.1].
Lema 1.3.11. Uma extensa˜o S de R e´ fortemente separa´vel se e somente se existem
uma func¸a˜o R-linear f : S −→ R e elementos x1, . . . , xn, y1, . . . , yn ∈ S tais que:
i.
n∑
i=1
xiyi = 1.
ii.
n∑
i=1
xif(yix) = x, para todo x ∈ S.
Lema 1.3.12. Sejam R =
→
lim Ri, onde cada Ri e´ uma suba´lgebra de R, e S uma
extensa˜o fortemente separa´vel de R. Enta˜o, para algum l, existe uma extensa˜o forte-
mente separa´vel Sl de Rl tal que S ' R⊗Rl Sl.
Demonstrac¸a˜o: Por hipo´tese existem elementos x1, . . . , xn, y1, . . . , yn ∈ S e f ∈
HomR(S,R) satisfazendo (i) e (ii) do Lema 1.3.11. Considere o conjunto finito
F = {f(ykxixj)} ∪ {f(yiyj)} ∪ {f(xj)} ⊆ R, onde 1 ≤ i, j, k ≤ n. Como R =
→
lim Ri,
existe uma Rl suba´lgebra de R contendo F . Seja Sl o Rl-submo´dulo de S gerado
por x1, . . . , xn, ou seja, Sl = x1Rl + . . . + xnRl. Note que yj =
n∑
i=1
xif(yiyj) ∈
Sl e xixj =
n∑
k=1
xkf(ykxixj) ∈ Sl. Portanto, Sl e´ uma Rl-a´lgebra que conte´m os
elementos x1, . . . , xn, y1, . . . , yn. Mais ainda, f |Sl : Sl −→ Rl e´ Rl-linear. Enta˜o,
pelo Lema 1.3.11, Sl e´ uma extensa˜o fortemente separa´vel de Rl. Considere agora
µ : R⊗RlSl −→ S, µ(r⊗x) = rx. Observe que µ e´ um homomorfismo deRl-a´lgebras.
Dado z ∈ S, temos z =
n∑
i=1
xif(yiz). Considere w =
n∑
i=1
f(yiz)⊗xi ∈ R⊗Rl Sl e note
que µ(w) = z. Logo, µ e´ sobrejetor. Seja γ =
n∑
i=1
ri⊗ si ∈ R⊗Rl Sl com
n∑
i=1
risi = 0.
Enta˜o,
γ =
n∑
i=1
ri ⊗ si =
n∑
i=1
ri ⊗
n∑
j=1
xjf(yjsi) =
n∑
i,j=1
ri ⊗ xjf(yjsi) =
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n∑
i,j=1
rif(yjsi)⊗ xj =
n∑
j=1
f
(
yj
n∑
i=1
risi
)
⊗ xj =
n∑
j=1
0⊗ xj = 0.
Portanto, µ e´ um isomorfismo de Rl-a´lgebras. ¥
Enunciaremos outros dois resultados cujas demonstrac¸o˜es podem ser vistas em
[5].
Proposic¸a˜o 1.3.13. [5, Proposic¸a˜o II.1.6] Sejam S1 e S2 duas R-a´lgebras. Se Ai
e´ uma Si-a´lgebra separa´vel para i = 1, 2 enta˜o A1 ⊗R A2 e´ uma S1 ⊗R S2-a´lgebra
separa´vel.
Para uma extensa˜o S/R projetiva e finitamente gerada, dizemos que rankRS (ou
posto de S sobre R) esta´ definido se rankRPSP e´ constante para todo P ∈ Spec(R).
Observe que pela Proposic¸a˜o I.4.1 de [5], SP e´ um RP -mo´dulo livre. Portanto,
podemos calcular o seu posto. Se R e´ conexo, enta˜o rankRS esta´ definido para cada
extensa˜o S/R projetiva e finitamente gerada (ver [5, Teorema I.4.12]).
Lema 1.3.14. [5, Lema III.2.8] Seja S uma extensa˜o fortemente separa´vel de um
anel conexo R. Enta˜o existe uma extensa˜o fortemente separa´vel T de R tal que T e´
conexo e T ⊗ S ' T ⊕ . . .⊕ T︸ ︷︷ ︸
ranRS−vezes
Dizemos que um R-mo´duloM e´ finitamente apresentado se existe uma sequeˆncia
exata curta de R-mo´dulos 0 - N - L - M - 0 tal que L e´ um R-
mo´dulo livre com base finita e N e´ finitamente gerado. Note que se S e´ um R-mo´dulo
finitamente gerado e projetivo enta˜o S e´ um R-mo´dulo finitamente apresentado. De
fato, suponha que S = s1R + . . .+ skR, com si ∈ S. Enta˜o, φ : Rk −→ S dada por
φ((r1, . . . , rk)) =
k∑
i=1
risi e´ um homomorfismo de R-mo´dulos sobrejetor. Portanto, a
sequeˆncia de R-mo´dulos 0 - Ker(φ) - Rk - S - 0 e´ exata. Como S e´ um
R-mo´dulo projetivo, temos que Ker(φ) e´ um somando direto de Rk. Desta forma,
Ker(φ) e´ um R-mo´dulo finitamente gerado. Da´ı, S e´ um R-mo´dulo finitamente
apresentado.
Proposic¸a˜o 1.3.15. [19, Proposic¸a˜o II.24] Sejam x ∈ X(R) e S0 uma Rx-a´lgebra
a qual e´ um Rx-mo´dulo finitamente apresentado. Enta˜o existem uma R-a´lgebra S a
qual e´ um R-mo´dulo finitamente apresentado tal que Sx = S0. Se S0 e´ um Rx-mo´dulo
projetivo enta˜o S pode ser escolhido projetivo. Se S0 e´ uma Rx-a´lgebra separa´vel
enta˜o S pode ser escolhida separa´vel.
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Agora estamos em condic¸o˜es de provar a existeˆncia do fecho separa´vel para um
anel comutativo com unidade e conexo.
Teorema 1.3.16. Qualquer anel comutativo com unidade e conexo R possui um
fecho separa´vel.
Demonstrac¸a˜o: Denotaremos por S(R) = {Si : i ∈ I} o conjunto das ex-
tenso˜es fortemente separa´veis de R, com as extenso˜es isomorfas identificadas. Seja
S = ⊗i∈ISi. Lembremos que o produto tensorial infinito e´ definido como segue: seja
= = {F ⊆ I : F e´ finito} e para cada F ∈ = tome SF = ⊗i∈FSi. Como = e´
um conjunto diretivo por inclusa˜o, definimos ⊗i∈ISi =
→
lim SF . Tomemos x ∈ X(S)
e mostremos que Sx e´ um fecho separa´vel para R. Notemos inicialmente que pelo
Teorema 1.2.12, Sx e´ conexo. Ale´m disso, Sx e´ uma extensa˜o localmente fortemente
separa´vel de R. De fato, note que pela Proposic¸a˜o 1.3.13 temos que SF e´ uma R-
a´lgebra separa´vel. Da´ı, SF e´ uma extensa˜o fortemente separa´vel de R. Enta˜o, pelo
Lema 1.3.7, S e´ uma extensa˜o localmente fortemente separa´vel de R. Consequ¨en-
temente, pelo Lema 1.3.10, Sx e´ uma extensa˜o localmente fortemente separa´vel de
R. Falta verificar que Sx e´ separavelmente fechado. Para tanto, considere uma ex-
tensa˜o conexa e fortemente separa´vel T0 de Sx. Pela Proposic¸a˜o 1.3.15, existe uma
extensa˜o fortemente separa´vel T de S tal que Tx = T0. Pelo Lema 1.3.12, existe
F ∈ = e uma extensa˜o fortemente separa´vel TF de SF tal que T = S ⊗SF TF . Se
S ′ = ⊗I−FSi enta˜o S = S ′ ⊗R SF e T = S ′ ⊗R SF ⊗SF TF ' S ′ ⊗R TF . Ver-
ifiquemos que se A e´ uma extensa˜o fortemente separa´vel de R de posto n enta˜o
A⊗R S ′ ' S ′ × S ′ × . . .× S ′︸ ︷︷ ︸
n−vezes
. De fato, pelo Lema 1.3.14, existe uma extensa˜o forte-
mente separa´vel Sk de R com Sk ⊗R A = Sk × . . .× Sk︸ ︷︷ ︸
n−vezes
. Se S ′′ =
⊗
i∈I−F, i 6=k
Si enta˜o
S ′ = S ′′ ⊗R Sk e A⊗R S ′ = A⊗R S ′′ ⊗R Sk ' S ′′ ⊗R (Sk × . . .× Sk) ' S ′ × . . .× S ′︸ ︷︷ ︸
n−vezes
.
Em particular, S = S ′⊗RSF ' S ′ × . . .× S ′︸ ︷︷ ︸
rankRSF−vezes
e T = S ′⊗RTF ' S ′ × . . .× S ′︸ ︷︷ ︸
rankRTF−vezes
. Enta˜o,
Sx =
S
I(x)
' S′
I(x)∩S′ × . . .× S
′
I(x)∩S′ . Como Sx e´ conexo, temos Sx ' S
′
I(x)∩S′ . De forma
ana´loga, como Tx e´ conexo, temos Tx ' S′(I(x)T )∩S′ . Consequ¨entemente, temos as
projec¸o˜es naturais pi1 : S
′ −→ Sx e pi2 : S ′ −→ Tx. Identificando Sx com Sx.1 ⊆ Tx
16
temos o seguinte diagrama comutativo
S ′
pi2 - Tx
¡
¡
¡
¡
¡
i
µ
Sx
pi1
?
sendo i e´ a func¸a˜o inclusa˜o. Da sobrejetividade de pi2 temos que i e´ um isomorfismo.
Portanto, Sx = Tx. Logo, Sx e´ separavelmente fechado. Desta forma, Sx e´ um fecho
separa´vel para R. ¥
Veremos a seguir que o fecho separa´vel e´ u´nico, a menos de isomorfismo. Por isso,
denotaremos por ΩR um fecho separa´vel de R. Antes pore´m, consideremos alguns
resultados auxiliares.
Lema 1.3.17. [14, Lema 1.3] Sejam A uma R-a´lgebra conexa e S/R uma extensa˜o
fortemente separa´vel e conexa. Enta˜o existem no ma´ximo rankRS homomorfimos de
R-a´lgebras distintos de S para A.
Corola´rio 1.3.18. Sejam R um anel conexo, ΩR um fecho separa´vel para R e S
uma extensa˜o fortemente separa´vel de R. Enta˜o existem exatamente rankRS homo-
morfismos de R-a´lgebras de S para ΩR. Quando S e´ conexo estes homomorfismos
sa˜o monomorfismos.
Demonstrac¸a˜o: Se S e´ uma extensa˜o fortemente separa´vel de R enta˜o S ⊗R ΩR
e´ uma extensa˜o fortemente separa´vel de ΩR. Pelo Lema 1.3.3, S ⊗R ΩR se de-
compo˜e numa soma direta finita de componentes conexas. Como ΩR e´ separavel-
mente fechado, tais componentes conexas devem ser isomorfas a ΩR. Portanto,
S ⊗R ΩR ' ΩR ⊕ . . .⊕ ΩR︸ ︷︷ ︸
rankRS−vezes
. Considere pii : S ⊗R ΩR −→ ΩR a projec¸a˜o sobre a
i-e´sima componente. Tome σi = pii |S⊗R1 e observe que S ⊗R 1 ' S. Enta˜o, existem
rankRS-homomorfismos de S para ΩR. Pelo Lema 1.3.17, estes sa˜o todos os homo-
morfismos poss´ıveis de S para ΩR. Por hipo´tese, S = s1R + . . . + srR. Para cada
1 ≤ i ≤ rankRS, seja Li/R uma subextensa˜o fortemente separa´vel de ΩR tal que
σi(sj) ∈ Li para todo 1 ≤ j ≤ r. Da´ı, σi(S) ⊆ Li para todo 1 ≤ i ≤ rankRS. Pelo
Proposic¸a˜o 1.3.8, se S e´ conexo enta˜o σi e´ injetor. ¥
Agora vamos provar que o fecho separa´vel e´ u´nico a menos de isomorfismo. Para
tanto, usaremos o seguinte lema.
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Lema 1.3.19. Se ΩR e´ um fecho separa´vel de R e Ω
′
R e´ uma extensa˜o localmente
fortemente separa´vel de R enta˜o existe um homomorfismo de R-a´lgebras de Ω′R para
ΩR.
Demonstrac¸a˜o: Dado S uma extensa˜o fortemente separa´vel de R, considere G(S)
como sendo o conjunto de todos os homomorfismos de a´lgebras de S para ΩR. Pelo
Corola´rio 1.3.18, G(S) e´ finito. Podemos enta˜o introduzir a topologia discreta em
G(S) obtendo um espac¸o topolo´gico compacto e de Hausdorff. Note que se T e´ outra
extensa˜o fortemente separa´vel de R, T ⊆ Ω′R e T ⊆ S enta˜o a restric¸a˜o e´ uma func¸a˜o
cont´ınua de G(S) para G(T ). Denote por D o conjunto formado pelas extenso˜es
fortemente separa´veis de R munido de uma ordem parcial dada pela inclusa˜o de
conjuntos. Enta˜o D e´ um conjunto diretivo. Mais ainda, pelo que vimos acima,
para cada S ∈ D podemos associar um espac¸o topolo´gico G(S) e se T ⊆ S existe
uma func¸a˜o cont´ınua fST de G(S) para G(T ). Note que {G(S), fST} e´ um sistema
de limite inverso (Ver [5, pg.101]). Desta forma, podemos considerar
←
lim G(S).
Pelo Lema III.3.2 de [5] ,
←
lim G(S) 6= ∅. Sejam σ ∈
←
lim G(S) e x ∈ Ω′R. Tome S
uma extensa˜o fortemente separa´vel de R tal que x ∈ S. Suponha que a imagem de
projec¸a˜o de σ em G(S) e´ σ. Defina h(x) = σ(x). Assim, h e´ um homomorfismo de
R-a´lgebras de Ω′R para ΩR. ¥
Teorema 1.3.20. O fecho separa´vel e´ u´nico, a menos de isomorfismo.
Demonstrac¸a˜o: Sejam ΩR e Ω
′
R fechos separa´veis para R. Pelo Lema 1.3.19, existe
um homomorfismo de R-a´lgebras f : ΩR −→ Ω′R e g : Ω′R −→ ΩR. Provaremos que
cada endomorfismo σ de ΩR e´ um automorfismo. Em particular, teremos que f e g
sa˜o inversos um do outro. Tome x ∈ Ker(σ) e S uma extensa˜o fortemente separa´vel
de R (S ⊆ ΩR) tal que x ∈ S. Pelo Corola´rio 1.3.18, x = 0. Consequ¨entemente, σ
e´ injetor. Sejam y ∈ ΩR e T uma extensa˜o fortemente separa´vel de R, T ⊆ ΩR e
y ∈ T . Pelo Corola´rio 1.3.18, podemos supor que f1, . . . , fn sa˜o todas as imerso˜es
de T em ΩR, onde n = rankRT . Assuma que f1(t) = t para todo t ∈ T . Note
que, {σ ◦ f1 . . . , σ ◦ fn} = {f1, . . . , fn}. Portanto, existe j ∈ {1, . . . , n} tal que
σ ◦ fj = f1. Logo, y = f1(y) = σ(fj(y)). Assim, σ e´ sobrejetor. Desta forma,
σ e´ um isomorfismo. Como σ foi escolhido arbitrariamente, temos que g ◦ f e´ um
isomorfismo. Consequ¨entemente, ΩR ' Ω′R. ¥
Devido ao teorema acima, diremos o fecho separa´vel de R ao inve´s de um
fecho separa´vel de R.
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Uma extensa˜o de ane´is S/R e´ dita normal se SG = R, onde G = AutRS e S
G =
{s ∈ S : σ(s) = s para qualquer σ ∈ G}. Finalizamos este cap´ıtulo reproduzindo
o Corola´rio III.3.5 de [5] que afirma que ΩR/R e´ uma extensa˜o normal de ane´is.
Teorema 1.3.21. Seja ΩR o fecho separa´vel de um anel conexo R. Se x ∈ ΩR − R
enta˜o existe σ ∈ AutR(ΩR) com σ(x) 6= x.
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Cap´ıtulo 2
Teorema do Elemento Primitivo
Nesse cap´ıtulo, estudamos o problema da existeˆncia de elemento primitivo para
extenso˜es fortemente separa´veis de ane´is. Inicialmente reduzimos este estudo para
uma extensa˜o do tipo S/R com R um anel conexo. Em seguida, encontramos
condic¸o˜es necessa´rias e suficientes para que a extensa˜o S/R possua elemento primi-
tivo. Tal resultado pode ser reformulado quando consideramos extenso˜es galoisianas.
Finalizamos o cap´ıtulo, analisando extenso˜es fortemente separa´veis de um LG-anel.
2.1 Reduc¸a˜o ao Caso Conexo
Como comentamos acima, podemos reduzir o problema da existeˆncia de elemento
primitivo para uma extensa˜o fortemente separa´vel S/R, considerando R conexo.
Este e´ o objetivo desta sec¸a˜o. Para tanto, utilizamos alguns argumentos envolvendo
propriedades do espectro booleano.
Iniciamos definindo quando uma extensa˜o de ane´is comutativos possui elemento
primitivo.
Definic¸a˜o 2.1.1. Dada uma extensa˜o de ane´is S/R, dizemos que S/R possui ele-
mento primitivo se existe α ∈ S tal que S = R[α].
No restante desta sec¸a˜o, usaremos as notac¸o˜es e os resultados do Cap´ıtulo 1.
Sejam R um anel comutativo, X(R) seu espectro booleano e x ∈ X(R). Enta˜o, pelo
Teorema 1.2.12, Rx =
R
I(x)
e´ um anel conexo. Desta forma, o pro´ximo teorema nos
remete a estudar o problema da existeˆncia de elemento primitivo para uma extensa˜o
fortemente separa´vel S/R, no caso em que R e´ um anel conexo.
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Teorema 2.1.2. Sejam R um anel comutativo com unidade e S uma extensa˜o fini-
tamente gerada de R. Enta˜o, S/R possui elemento primitivo se e somente se Sx/Rx
possui elemento primitivo para qualquer x ∈ X(R).
Demonstrac¸a˜o: Suponha que S = R[α], para algum α ∈ S. Como Rx = RI(x) e
Sx =
S
I(x)S
, temos Sx = Rx[αx]. Reciprocamente, dado x ∈ X(R) temos por hipo´tese
que Sx/Rx tem elemento primitivo. Portanto, existe β = β(x) ∈ S (β depende de
x) tal que Sx = Rx[βx]. Sejam y1, . . . , yn ∈ S tais que S = y1R + . . . + ynR. Enta˜o,
(yi)x ∈ Sx = Rx[βx], para qualquer 1 ≤ i ≤ n. Desta forma, (yi)x = gi(βx) = gi(β)x,
onde gi ∈ R[X] para todo 1 ≤ i ≤ n. Pela Proposic¸a˜o 1.2.8, existe ei ∈ B(R) e uma
vizinhanc¸a N(ei) de x tal que a igualdade acima continua va´lida nesta vizinhanc¸a e
yiei = gi(β)ei para todo 1 ≤ i ≤ n. Tome e = e1e2 . . . en. Note que, yie = gi(β)e
para todo 1 ≤ i ≤ n. Assim, Se = R[β]e. Mais ainda, pela Proposic¸a˜o 1.2.6,
N(e) = N(e1) ∩ . . . ∩ N(en). Portanto, N(e) e´ uma vizinhanc¸a de x. Para cada
x ∈ X(R), obtivemos uma vizinhanc¸a N(e) de x. Logo, X(R) e´ coberto por tais
vizinhanc¸as. Pelo Corola´rio 1.2.4, podemos extrair uma subcobertura finita disjunta
N(f1), . . . , N(fr) e elementos β1, . . . , βr ∈ S tais que Sfi = R[βi]fi para todo 1 ≤
i ≤ r. Novamente pela Proposic¸a˜o 1.2.6, temos fifj = 0 se i 6= j e f1 + . . .+ fr = 1.
Da´ı, tomando α = β1f1+ . . .+βrfr, temos S = R[α]. Portanto, a extensa˜o S/R tem
elemento primitivo. ¥
2.2 Extenso˜es Fortemente Separa´veis
A sec¸a˜o anterior remete o problema de encontrar elemento primitivo para uma
extensa˜o finitamente gerada S/R de ane´is, para o caso em que R e´ conexo. Por
isso, em toda essa sec¸a˜o, R denotara´ um anel conexo. Consideraremos extenso˜es
fortemente separa´veis de R e encontraremos condic¸o˜es necessa´rias e suficientes para
que tal extensa˜o possua elemento primitivo.
Definic¸a˜o 2.2.1. Dado um anel R e um polinoˆmio moˆnico g ∈ R[X], dizemos que
g e´ irredut´ıvel se para g = uv com u, v ∈ R[X] polinoˆmios moˆnicos temos u = 1 ou
v = 1. Quando g na˜o e´ irredut´ıvel, dizemos que g e´ redut´ıvel.
O pro´ximo lema caracteriza quando um polinoˆmio moˆnico e separa´vel sobre um
anel conexo e´ irredut´ıvel. Este resultado e´ essencial para a demonstrac¸a˜o da pro´xima
proposic¸a˜o.
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Lema 2.2.2. Sejam R um anel conexo e f(X) ∈ R[X] um polinoˆmio separa´vel em
R[X]. Enta˜o, R[X]
(f)
e´ um anel conexo se e somente se f(X) e´ irredut´ıvel em R[X].
Demonstrac¸a˜o: Assuma que R[X]
(f)
e´ um anel conexo. Suponha tambe´m que f e´
redut´ıvel, isto e´, f = gh, com g(X), h(X) ∈ R[X] polinoˆmios moˆnicos e de grau maior
ou igual a 1. Pelo Lema 1.2 de [11], g e h sa˜o comaximais, isto e´, (g) + (h) = R[X].
Enta˜o, pelo teorema do resto Chineˆs, R[X]
(f)
' R[X]
(g)
⊕ R[X]
(h)
, contradizendo a conexidade
de R[X]
(f)
. Logo, f e´ irredut´ıvel. Reciprocamente, assuma que f e´ irredut´ıvel e que ΩR
e´ o fecho separa´vel de R. Tome α ∈ ΩR tal que f(α) = 0. Defina Ψ : R[X] −→ R[α]
por: Ψ(t(X)) = t(α). Note que R[X]
Ker(Ψ)
' R[α] e´ uma R-a´lgebra separa´vel. De fato,
como R[X]
Ker(Ψ)
' R[α] e´ imagem homomo´rfica de R[X]
(f)
, segue do Proposic¸a˜o 1.3.4, que
R[X]
Ker(Ψ)
' R[α] e´ uma R-a´lgebra separa´vel. Assim, R[α] e´ uma R-a´lgebra separa´vel.
Como α ∈ ΩR e ΩR e´ o fecho separa´vel de R, existe uma extensa˜o fortemente
separa´vel L de R, com L ⊆ ΩR e α ∈ L. Desta forma, R[α] ⊆ L. Pela Proposic¸a˜o
1.5 de [14], R[α] e´ uma extensa˜o fortemente separa´vel de R. Pelo Teorema 2.9
de [14], Ker(Ψ) e´ um ideal principal de R[X] gerado por um polinoˆmio separa´vel.
Mas como f ∈ Ker(Ψ) e e´ irredut´ıvel, temos (f) = Ker(Ψ). Consequ¨entemente,
R[X]
(f)
' R[α] ⊆ ΩR. Logo, R[X](f) e´ um anel conexo. ¥
A pro´xima proposic¸a˜o caracteriza quando uma extensa˜o fortemente separa´vel e
conexa tem elemento primitivo.
Proposic¸a˜o 2.2.3. [21, Teorema 3.3] Sejam S/R uma extensa˜o fortemente separa´vel
e conexa e α ∈ S. As seguintes afirmac¸o˜es sa˜o equivalentes:
i. Existe um polinoˆmio moˆnico f(X) ∈ R[X] tal que R[X]
(f)
' S e f(α) = 0.
ii. R[α] = S.
Demonstrac¸a˜o: (i→ ii) Como S e´ conexo, pelo Lema 2.2.2, f e´ irredut´ıvel. Enta˜o,
da mesma maneira que na demonstrac¸a˜o do Lema 2.2.2, temos R[X]
(f)
' R[α]. Por
hipo´tese, R[X]
(f)
' S. Da´ı, R[α] ' S. Portanto, ranRR[α] = rankRS. Pelo Lema 1.1
de [9], R[α] = S.
(ii → i) Suponha que rankRS = n. Pelo Teorema III.3.6 de [5], S = (ΩR)H , onde
H e´ um subgrupo de G = AutR(ΩR) e [G : H] = n. Assuma que σ1 = 1, . . . , σn
sa˜o os representantes distintos das classes laterais de H em G e que {α1, . . . , αn} =
{σj(α) : j = 1, . . . , n}. Considere f(X) = (X−α1) . . . (X−αn) e note que σ(f) = f
para cada σ ∈ G. Portanto, os coeficientes de f sa˜o invariantes pela ac¸a˜o de G. Da´ı,
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usando o Teorema 1.3.21, temos que f ∈ R[X]. Conforme a demonstrac¸a˜o do Lema
2.7 de [14], f e´ um polinoˆmio separa´vel em R[X]. Ale´m disso, G e´ transitivo sobre
o conjunto das ra´ızes de f , isto e´, dadas duas ra´ızes α, β de f existe um elemento
σ ∈ G tal que σ(α) = β. Assim, pelo Lema 1.5 de [11], f e´ irredut´ıvel. Novamente,
como na demonstrac¸a˜o do Lema 2.2.2, temos R[X]
(f)
' R[α] = S. ¥
Seja S/R uma extensa˜o fortemente separa´vel. Pelo Lema 1.3.3, S = S1⊕S2⊕. . .⊕
Sr, onde cada Sj e´ uma R-a´lgebra conexa. Suponha que para cada j, ej e´ a unidade
de Sj. Note que eiej = 0 para i 6= j. Suponha tambe´m que 1 = a1+a2+ . . .+ar com
aj ∈ Sj para cada 1 ≤ j ≤ r. Enta˜o, ej = 1ej = a1ej + a2ej + . . .+ ajej + . . .+ arej.
Como aiej = aieiej = 0 se i 6= j, temos ej = ajej = aj. Desta forma, 1 = e1+. . .+er.
Denotaremos por Ij o conjunto dos polinoˆmios moˆnicos f ∈ R[X] tais que R[X](f) ' Sj.
Observe que se f ∈ Ij enta˜o f e´ irredut´ıvel, separa´vel e ∂f = rankRSj. Pela
proposic¸a˜o acima, existem αj ∈ Sj e fj ∈ Ij tal que fj(αj) = 0 se e somente se
Sj = R[αj]. Usaremos estas notac¸o˜es no pro´ximo teorema.
Teorema 2.2.4. A extensa˜o fortemente separa´vel S = S1⊕ . . .⊕Sr/R tem elemento
primitivo se e somente se para cada 1 ≤ j ≤ r existe fj ∈ Ij tal que (fi) + (fj) =
R[X] (i 6= j). Ale´m disso, se αj ∈ Sj e fj(αj) = 0 para cada 1 ≤ j ≤ r enta˜o
α = α1e1 + . . .+ αrer e´ elemento primitivo de S/R.
Demonstrac¸a˜o: Seja α ∈ S tal que S = R[α]. Tome αj ∈ Sj tal que α =
α1 + . . . + αr. Note que, αej = αjej para todo 1 ≤ j ≤ r. Assim, R[αj] =
R[αj]ej = R[αjej]ej = R[αej]ej = R[α]ej = Sej = Sjej = Sj. Pela Proposic¸a˜o 2.2.3,
existe um polinoˆmio moˆnico fj ∈ R[X] tal que fj(αj) = 0 e R[X](fj) ' Sj para todo
1 ≤ j ≤ r. Logo, obtemos um isomorfismo Ψ de R[α] em R[X]
(f1)
× . . . × R[X]
(fr)
dado
por: Ψ(h(α)) = (h(X) + (f1), h(X) + (f2), . . . , h(X) + (fr)). De fato, observe que
R[X]
(f1)
× . . .× R[X]
(fr)
' S1× . . .× Sr ' S1⊕ . . .⊕ Sr = S = R[α]. Se φ : R[X] −→ R[α]
e´ o homomorfismo que leva h(X) em h(α) enta˜o Ψ ◦ φ : R[X] −→ R[X]
(f1)
× . . .× R[X]
(fr)
e´ dado por: Ψ ◦ φ(h(X)) = (h(X) + (f1), h(X) + (f2), . . . , h(X) + (fr)). Mais ainda,
Ψ ◦ φ e´ sobrejetor. Pelo teorema do resto Chineˆs, (fi) + (fj) = R[X], sempre que
i 6= j.
Reciprocamente, suponha que existe fj ∈ Ij tal que se i 6= j enta˜o (fi)+(fj) = R[X]
para cada 1 ≤ i, j ≤ r. Pelo teorema do resto Chineˆs temos, S = S1 ⊕ . . . ⊕ Sr '
S1× . . .×Sr ' R[X](f1) × . . .×
R[X]
(fr)
' R[X]
(f1...fr)
. Logo, S/R tem elemento primitivo. Para
finalizar, assuma que αj ∈ Sj e que fj(αj) = 0. Pela Proposic¸a˜o 2.2.3, Sj = R[αj].
Tome α = α1 + . . . + αr e note que o isomorfismo acima leva X + (f1 . . . fr) em α.
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Portanto, α e´ um elemento primitivo da extensa˜o S/R. ¥
Observe que, pelo teorema acima, se uma das suba´lgebras conexas de R na˜o
possui elemento primitivo enta˜o S/R na˜o possui elemento primitivo. No entanto,
cada componente conexa possuir elemento primitivo na˜o e´ uma condic¸a˜o suficiente
para que S/R possua elemento primitivo. Ale´m disso, precisamos impor a condic¸a˜o
de comaximalidade entre os polinoˆmios fj. O pro´ximo exemplo ilustra e enfatiza
este fato.
Exemplo: A extensa˜o de ane´is S = Z ⊕ Z ⊕ Z/Z e´ fortemente separa´vel e na˜o
possui elemento primitivo. De fato, se S/Z tivesse elemento primitivo enta˜o SMS/
Z
M
o teria, para cada M ∈ Max(Z). Mas e´ fa´cil ver que SMS/ ZM na˜o tem elemento
primitivo se M = 2Z. Claramente existem f1, f2, f3 ∈ Z[X] polinoˆmios distintos
tais que Z[X]
(fi)
' Z para i = 1, 2, 3. Vamos verificar que na˜o existem treˆs polinoˆmios
comaximais de grau 1 em Z[X]. Suponha que fi(X) = X − ai com ai ∈ Z e que
(fi) + (fj) = Z[X]. Enta˜o, existem i, j ∈ {1, 2, 3} tais que |ai − aj| ≥ 2, pois os
polinoˆmios f ′is sa˜o distintos. Pelo teorema do resto Chineˆs, se f = f1f2f3 ∈ Z[X]
enta˜o Z[X]
(f)
' Z[X]
(f1)
⊕ Z[X]
(f2)
⊕ Z[X]
(f3)
' Z⊕ Z⊕ Z. Portanto, f e´ um polinoˆmio separa´vel
em Z[X]. Pelo Teorema 2.3 de [25], δ(f) = (a1 − a2)2(a1 − a3)2(a2 − a3)2 ∈ U(Z).
Desta forma, ai − aj ∈ U(Z), o que e´ um absurdo.
Agora, consideraremos um corola´rio do teorema acima. Antes pore´m, precisamos
da seguinte definic¸a˜o.
Definic¸a˜o 2.2.5. Uma extensa˜o de ane´is S/R e´ dita trivial se S = R⊕ . . .⊕R.
Note que se S/R e´ trivial enta˜o S e´ um R-mo´dulo projetivo e S e´ uma R-a´lgebra
separa´vel. Ale´m disso, claramente S e´ um R-mo´dulo finitamente gerado. Portanto,
toda extensa˜o trivial e´ uma extensa˜o fortemente separa´vel.
Corola´rio 2.2.6. Sejam R um anel conexo e S/R uma extensa˜o trivial. Enta˜o
S/R possui elemento primitivo se e somente se existem n = rankRS elementos
r1, . . . , rn ∈ R tais que ri − rj ∈ U(R).
Demonstrac¸a˜o: Sejam r1, . . . , rn ∈ R tais que ri − rj ∈ U(R) se i 6= j. Considere
fi = (X− ri) ∈ R[X]. Pelo Teorema 2.2.4, e´ suficiente provar que (fi)+ (fj) = R[X]
se i 6= j. Observe que, ri − rj ∈ (fi) + (fj). Consequ¨entemente, (fi) + (fj) = R[X].
Reciprocamente, assuma que S/R tem elemento primitivo. Pelo Teorema 2.2.4,
existem ri ∈ R e fi ∈ R[X] um polinoˆmio moˆnico tais que fi(ri) = 0 e R[X](fi) ' R.
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Portanto, fi(X) = X − ri. Mais ainda, (fi) + (fj) = R[X]. Como no exemplo acima
temos, ri − rj ∈ U(R). ¥
2.3 Extenso˜es Galoisianas
Provaremos nessa sec¸a˜o que, quando S/R e´ uma extensa˜o galoisiana e R e´ conexo,
as componentes conexas de S sa˜o duas a duas isomorfas. Isso permite uma refor-
mulac¸a˜o do Teorema 2.2.4.
Dados uma extensa˜o de ane´is S/R, um grupo finito G de R−automorfimos de S
e um elemento α ∈ S, denotaremos por Gα = {σ ∈ G : σ(α) = α}. Dado E ⊆ S,
dizemos que G e´ transitivo sobre E se para quaisquer x, y ∈ E existe σ ∈ G tal que
σ(x) = y. Dizemos que um idempotente e ∈ R e´ primitivo se e na˜o pode ser escrito
como soma de dois idempotentes ortogonais na˜o nulos de R. Denotaremos por Ip(S)
o conjunto dos idempotentes primitivos de S.
O pro´ximo resultado generaliza o Lema 1.1 de [17].
Lema 2.3.1. Sejam R um anel conexo e S/R uma extensa˜o galoisiana com grupo
G. Enta˜o:
i. Ip(S) 6= ∅ e G e´ transitivo sobre Ip(S). Mais ainda, para todo e, e′ ∈ Ip(S)
temos Ge|Se ' Ge ' Ge′, |G| = |Ge| (#Ip(S)), Se/Re e´ uma extensa˜o ga-
loisiana com grupo (Ge|Se), Se e´ um anel conexo e Se ' Se′.
ii. Sei, 1 ≤ i ≤ r, sa˜o as u´nicas (a menos de isomorfismo) R-suba´lgebras maxi-
mais, separa´veis e conexas de S.
Demonstrac¸a˜o: (i) Pelo Lema 2.14 de [13], Ip(S) 6= ∅. Seja e ∈ Ip(S) e considere
{σ(e) : σ ∈ G} = {σ1(e) = e1, . . . , σr(e) = er}, com σ1 = Id e ei 6= ej (i 6= j). Note
que e2i = ei e ei ∈ Ip(S) para todo 1 ≤ i ≤ r. Mas se e, e′ ∈ Ip(S) enta˜o ee′ = 0.
De fato, suponha que ee′ 6= 0 e note que e = ee′ + (e − ee′). Pela nossa suposic¸a˜o,
ee′ 6= 0. Se e = ee′ enta˜o e′ = e + (e′ − e), e 6= 0, e′ − e 6= 0 e e(e′ − e) = 0. Isto
e´ uma contradic¸a˜o, pois e′ ∈ Ip(S). Logo, e − ee′ 6= 0. Portanto, e e´ uma soma de
dois idempotentes ortogonais na˜o nulos. Novamente temos uma contradic¸a˜o, pois
e ∈ Ip(S). Consequ¨entemente, eiej = 0 se i 6= j. Tomando f = e1 + . . . + er, temos
f 2 = (e1 + . . .+ er)(e1 + . . .+ er) = (e1 + . . .+ er) = f e σ(f) = f para todo σ ∈ G.
Assim, f e´ um idempotente de SG = R. Como R e´ conexo, temos f = 0 ou f = 1.
Se f = 0 enta˜o 0 = ej · 0 = ej(e1 + . . . + er) = ej, para cada 1 ≤ j ≤ r. Mas isto
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e´ um absurdo. Da´ı, f = 1. Assim, para cada e ∈ Ip(S), temos e = ee1 + . . . + eer.
Se e /∈ {e1, . . . , er} enta˜o eei = 0. Consequ¨entemente, e = 0 o que e´ um absurdo.
Desta forma, Ip(S) ⊆ {e1, . . . , er}. Como a inclusa˜o contra´ria e´ imediata, temos
Ip(S) = {e1, . . . , er}. Dessa igualdade, segue a transitividade de G sobre Ip(S).
Verifiquemos agora que Se/Re e´ uma extensa˜o galoisiana com grupo (Ge|Se). Pela
Definic¸a˜o 1.1.4, e´ suficiente provar que (Se)(Ge|Se) = Re e que existem zi, wi ∈ Se (i =
1, . . . , n) tais que
n∑
i=1
ziσ(wi) = δ1,σ =
{
e, se σ|Se = 1
0, se σ|Se 6= 1, para todo σ ∈ Ge
. Clara-
mente, Re ⊆ (Se)(Ge|Se). Tome α ∈ (Se)(Ge|Se) e considere αi = σi(α) (i = 1, . . . , r) e
b = α1+. . .+αr. Seja σ ∈ G tal que σ(ei) = ej. Enta˜o, σ(σi(e)) = ej = σj(e). Assim,
σ−1j σσi(e) = e. Da´ı, podemos considerar σ
−1
j σσi ∈ (Ge|Se). Logo, σ−1j σσi(α) = α,
ou seja, σ(αi) = αj. Pela escolha de b, temos σ(b) = b, para todo σ ∈ G. Como
SG = R, temos que b ∈ R. Observe que α = se para algum s ∈ S. Logo, αe = α.
Mais ainda, be = σ1(α)e+σ2(α)e+. . .+σr(α)e = αe+σ2(s)σ2(e)e+. . .+σr(s)σr(e)e =
αe + σ2(s)e2e + . . . + σr(s)ere = αe = α. Enta˜o, α ∈ Re e (Se)(Ge|Se) = Re. Por
hipo´tese, existem x1, . . . , xn, y1, . . . , yn ∈ S tais que
n∑
i=1
xiσ(yi) = δ1,σ. Tomando
zi = xie e wi = yie, para cada σ ∈ (Ge|Se), temos
n∑
i=1
ziσ(wi) =
n∑
i=1
xieσ(yie) =
{
e , se σ = Id(Ge|Se)
0 , se σ 6= Id(Ge|Se)
.
Logo, Se/Re e´ uma extensa˜o galoisiana com grupo (Ge|Se).
Note tambe´m que temos os seguintes isomorfismos: R ' Rei (r 7−→ rei), Re '
Rei (re 7−→ σi(re) = rei) e Se ' Sei (se 7−→ σi(se) = σi(s)ei), para todo 1 ≤
i ≤ r. Considere φ : Ge −→ Ge|Se dada por φ(σ) = σ|Se. E´ fa´cil ver que φ e´
um homomorfismo sobrejetor de grupos. Suponha que φ(σ) = Id(Ge|Se). Enta˜o,
σ ∈ Ge e σ(se) = σ(s)e = se para todo s ∈ S. Mas S/R e´ uma extensa˜o galoisiana.
Portanto, S e´ G-forte, isto e´, para cada idempotente e′ na˜o nulo de S e para cada
par γ 6= τ em G existe x ∈ S tal que γ(x)e′ 6= τ(x)e′. Desta forma, σ = IdS.
Consequ¨entemente, φ e´ injetor. Logo, (Ge|Se) ' Ge. Assim, como S = Se1⊕. . .⊕Ser,
temos |G| = rankRS = r · rankReSe = (#Ip(S))|Ge|. Para finalizar, observe que
se e, e′ ∈ Ip(S) e σ(e) = e′ enta˜o Ψ : Ge −→ Ge′ , dada por Ψ(τ) = στσ−1, e´ um
isomorfismo de grupos.
Falta verificar que Se e´ um anel conexo. Vamos provar que se S e´ um anel comutativo
com unidade e e ∈ S e´ um idempotente primitivo enta˜o Se e´ um anel comutativo com
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unidade e conexo. De fato, tome e′ ∈ Se um idempotente. Note que e = e′+(e− e′)
e que (e−e′)2 = (e−e′), pois e′e = e′. Mais ainda, e′(e−e′) = 0. Portanto, podemos
escrever o idempotente e como uma soma de dois idempotentes ortogonais. Sendo e
um idempotente primitivo, temos e′ = 0 ou e′ = e. Assim, Se e´ um anel comutativo
e conexo.
(ii) Seja L uma R suba´lgebra de S que e´ maximal em relac¸a˜o a propriedade de ser
separa´vel sobre R e conexa. Considere φ : L −→ Lei dada por φ(x) = xei. Como vi-
mos na parte (i) deste lema, Sei/Rei e´ uma extensa˜o galoisiana e, consequ¨entemente,
uma extensa˜o fortemente separa´vel. Note que R ' Rei ⊆ Lei ⊆ Sei. Como L e´ uma
R-a´lgebra separa´vel, verifica-se facilmente que Lei e´ uma Rei-a´lgebra separa´vel. Pela
Proposic¸a˜o 1.5 (1) de [14], Lei e´ uma extensa˜o fortemente separa´vel de Rei. Mas,
Rei ' R. Da´ı, Lei e´ uma extensa˜o fortemente separa´vel de R. Pela conexidade de
L e Proposic¸a˜o 1.3.8, obtemos a injetividade de φ. A sobrejetividade e´ clara. Mas,
Sei e´ um anel conexo. Usando a maximalidade de L e o isomorfismo acima, tem-se
Sei = Lei. ¥
Com as notac¸o˜es do Lema 2.3.1, denotaremos por F o conjunto de subane´is
conexos maximais de S contendo R, os quais sa˜o extenso˜es separa´veis de R. Pelo
Lema 2.3.1, se L ∈ F enta˜o L ' Sei, onde ei ∈ Ip(S).
Dado um anel conexo R, uma extensa˜o galoisiana S/R e L ∈ F , denotaremos
por IR(L) o conjunto dos polinoˆmios moˆnicos fi(X) ∈ R[X] tais que R[X](fi) ' L
e (fi) + (fj) = R[X]. O teorema abaixo, generaliza a Proposic¸a˜o 1.4 de [17] e e´
uma reformulac¸a˜o do Teorema 2.2.4 no caso em que a extensa˜o S/R e´ galoisiana.
Sua demonstrac¸a˜o, apesar de usar argumentos parecidos com os utilizados no Teo-
rema 2.2.4, sera´ feita.
Teorema 2.3.2. Sejam R um anel conexo, S/R uma extensa˜o galoisiana com grupo
G , r = #Ip(S) e L ∈ F . Enta˜o, S/R possui elemento primitivo se e somente
se #IR(L) ≥ r. Mais ainda, se g1, . . . , gr ∈ IR(L) sa˜o polinoˆmios distintos e
{c1, . . . , cr} ⊆ L com gi(ci) = 0 enta˜o c = c1e1 + . . .+ crer ∈ S e´ elemento primitivo
de S/R e
r∏
i=1
gi(X) =
∏
σ∈G
(X − σ(c)).
Demonstrac¸a˜o: Pelo Lema 2.3.1 e sua demonstrac¸a˜o, S = Le1⊕ . . .⊕Ler. Assim,
α = α1e1 + . . .+ αrer, αi ∈ L para cada 1 ≤ i ≤ r. Tambe´m pelo Lema 2.3.1, L/R
e´ galoisiana. Seja H o grupo de Galois da extensa˜o L/R. Para cada i, tome fi(X) =∏
τ∈H
(X−τ(αi)). Note que, fi(αi) = 0. Observe que se fi e fj forem comaximais enta˜o
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eles sera˜o naturalmente distintos. De qualquer forma, verifiquemos agora que fi 6=
fj (i 6= j) e que fi ∈ IR(L). Suponha que {f1, . . . , fr} = {u1, . . . , ut}, t ≤ r e ui 6=
uj (i 6= j). Se u = u1 · u2 . . . ut enta˜o u(α) =
r∑
i=1
u(α)ei =
r∑
i=1
u(αi)ei = 0. Como
α e´ elemento primitivo de S/R, segue do Lema 1.3 de [17], que {1, α, . . . , αmr−1}
e´ uma R-base de S, onde m = rankRL = |H|. Mas, u(X) ∈ R[X] e u(α) =
0. Da´ı, ∂u ≥ mr. Assim, mr ≤ ∂u = mt ≤ mr, ou seja, r = t. Tambe´m
temos, R[αi]ei = R[α]ei = Sei = Lei. Logo, dado y ∈ L existe x ∈ R[αi] tal que
yei = xei. Da´ı, (y − x)ei = 0. Usando o fato que Γ : L −→ Lei, definida por
Γ(x) = xei e´ injetora, conclu´ımos que y = x. Portanto, R[αi] = L. Como na
demonstrac¸a˜o do Teorema 2.2.4, R[X]
(fi)
' R[αi] = L. Note que, R[X](f1) × . . . ×
R[X]
(fr)
'
R[α1] × . . . × R[αr] ' R[α1]e1 × . . . × R[αr]er = S. Tal isomorfismo e´ dado por:
ψ(h1(X) + (f1), . . . , hr(X) + (fr)) = h1(α1)e1 + . . . + hr(αr)er. Assim, obtemos o
seguinte diagrama comutativo,
R[X]
φ- R[X]
(f1)
× . . .× R[X]
(fr)..............R
R[α] = S
o ψ
?
onde φ e´ o homomorfismo canoˆnico. Portanto, φ e´ sobrejetor. Pelo teorema do resto
Chineˆs, (fi) + (fj) = R[X] (i 6= j). Logo, #IR(L) ≥ r.
Reciprocamente, tome g1, . . . , gr ∈ IR(L) com gi 6= gj (i 6= j). Pelo teorema do resto
Chineˆs, tomando g =
r∏
i=1
gi, obtemos
R[X]
(g)
' R[X]
(g1)
× . . .× R[X]
(gr)
' S.
Logo, S/R possui um elemento primitivo. Considere {c1, . . . , cr} ⊆ L tal que gi(ci) =
0. Pela Proposic¸a˜o 2.2.3, L = R[ci] para todo 1 ≤ i ≤ n. Observe que, neste caso,
o isomorfismo constru´ıdo acima leva x = X + (g) em c = c1e1 + . . . + crer. Pelo
Lema 1.3 de [17], {1, c, . . . , cmr−1} e´ uma R-base de S, onde m = rankRL. Tome
h(X) =
∏
σ∈G
(X − σ(c)) ∈ R[X]. Enta˜o, ∂h = |G| = mr. Como g e´ moˆnico, pelo
algoritmo da divisa˜o, existem q(X), r(X) ∈ R[X] tais que h(X) = g(X)q(X)+r(X),
com ∂r(X) < ∂g(X). Mas, ∂g(X) = mr. Desta forma, r(c) = 0 e ∂r(X) <
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mr. Da independeˆncia linear do conjunto {1, c, . . . , cmr−1}, segue que, r(X) = 0.
Consequ¨entemente, ∂h(X) = ∂g(X) + ∂q(X). Da´ı, ∂q(X) = 0. Portanto, q(X) = 1
e h(X) = g(X). ¥
Os resultados desta sec¸a˜o nos dizem que uma extensa˜o galoisiana S de um anel
conexo R possui elemento primitivo desde que sua componente conexa (as compo-
nentes conexas sa˜o duas a duas isomorfas neste caso) possua e existam suficientes
(#IR(L) ≥ #Ip(S)) polinoˆmios separa´veis e dois a dois comaximais em R[X]. No
pro´ximo cap´ıtulo, dado um polinoˆmio f ∈ IR(L) construiremos a partir deste (sob
certas condic¸o˜es), polinoˆmios pertencentes a IR(L) .
2.4 Extenso˜es Galoisianas de um LG-anel
Em [17], estuda-se a existeˆncia de elemento primitivo de extenso˜es galoisianas de
ane´is semilocais. Dentre outras coisas prova-se que se S/R e´ uma extensa˜o galoisiana
e Max(R) = {M1, . . . ,Mt} enta˜o S/R tem elemento primitivo se e somente se
S
MiS/
R
Mi tem elemento primitivo para todo 1 ≤ i ≤ t. Usando os mesmos argumentos
utilizados por A. Paques na demonstrac¸a˜o do Teorema 2.4 em [26], estendemos este
resultado para LG-ane´is.
Iniciamos com a definic¸a˜o de LG-anel.
Definic¸a˜o 2.4.1. Um anel comutativo com unidade R e´ dito um LG-anel (local-
global) se quando um polinoˆmio f(X1, . . . , Xn) (n ∈ N) representa uma unidade
sobre RM, para cada ideal maximal M de R, enta˜o f representa uma unidade sobre
R.
Lembre-se que dizemos que o polinoˆmio f representa uma unidade sobre R se
existem a1, . . . , an ∈ R tais que f(a1, . . . , an) ∈ U(R). Note tambe´m que cada anel
semilocal e´ um LG-anel. De forma mais geral, ane´is os quais sa˜o von Neumann
regular mo´dulo seu radical de Jacobson sa˜o LG-ane´is.
Proposic¸a˜o 2.4.2. Sejam R um LG-anel e S/R uma extensa˜o fortemente separa´vel
de posto constante. Enta˜o, S/R tem elemento primitivo se e somente se SMS/
R
M tem
elemento primitivo para cada M∈Max(R).
Demonstrac¸a˜o: E´ claro que se S/R possui elemento primitivo enta˜o SMS/
R
M tem
elemento primitivo para cada M ∈ Max(R). Reciprocamente, assuma que SMS/ RM
tem elemento primitivo, para cada M ∈ Max(R). Por hipo´tese, S e´ um R-mo´dulo
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de posto constante, digamos, rankRS = n. Conforme [28], existe uma extensa˜o
galoisiana T/R com grupo de Galois (a menos de isomorfismo) o grupo sime´trico Gn
(o grupo de todas as permutac¸o˜es de um conjunto finito com n elementos) tal que
S = TGn−1 , onde Gn−1 e´ considerado como o subgrupo de Gn que deixa um elemento
fixo. Sejam σ1 = 1, σ2, . . . , σn ∈ Gn os representantes distintos das classes laterais
de Gn−1 em Gn. Como R e´ um LG-anel, segue do Teorema 2.10 de [8], que S e´
um R-mo´dulo livre. Sejam {α1, . . . , αn} uma R-base de S e u = u(X1, . . . , Xn) =
n∑
i=1
αiXi ∈ S[X1, . . . , Xn] ⊆ T [X1, . . . , Xn]. Pelo Lema 1.7 de [3], T [X1, . . . , Xn] '
T⊗RR[X1, . . . , Xn] e´ uma extensa˜o galoisiana de R[X1, . . . , Xn] com grupo de Galois
Gn. Enta˜o,
g(X1, . . . , Xn) =
n∏
i=2
[
n∏
j=1
σj (σi(u)− u)
]
e´ um polinoˆmio com coeficientes em R[X1, . . . , Xn]. Sejam M ∈ Max(R), R = RM ,
S = SMS , T =
T
MT , Gn = {σ = σ ⊗ 1 : σ ∈ Gn} e Gn−1 = {σ = σ ⊗ 1 : σ ∈
Gn−1}. Claramente, T e´ uma extensa˜o galoisiana de R com grupo de Galois Gn, S
e´ uma extensa˜o fortemente separa´vel de R de posto n e T
Gn−1
= S. Mais ainda,
σ1, . . . , σn sa˜o representantes distintos para as classes laterais de Gn−1 em Gn. Por
hipo´tese, existe α ∈ S tal que S = R[α]. Suponha que α =
n∑
i=1
λiαi, com λi ∈ R.
Pela Proposic¸a˜o 2.1 de [26], temos σj(α) − (α) ∈ U
(
T
)
, para cada 2 ≤ j ≤ n.
Consequ¨entemente, g(λ1 . . . , λn) =
n∏
i=2
[
n∏
j=1
σj (σi(α)− (α))
]
e´ uma unidade em T .
Mas, U
(
T
)∩R = U (R). Assim, g(λ1, . . . , λn) ∈ U (R). Portanto, g representa uma
unidade sobre o corpo residual RM . Mas isto, e´ equivalente a dizer que g representa
uma unidade sobre RM. Sendo R um LG anel, temos que g representa uma unidade
sobre R, ou seja, existem r1, . . . , rn ∈ R tais que g(r1, . . . , rn) ∈ U(R). Desta forma,
para cada 2 ≤ j ≤ n, temos σj(u(r1, . . . , rn)) − u(r1, . . . , rn) ∈ U(T ). Novamente
pela Proposic¸a˜o 2.1 de [26] , u(r1, . . . , rn) e´ um elemento primitivo de S/R. ¥
Observac¸a˜o: O resultado acima na˜o e´ verdadeiro em geral (mesmo quando o anel
R e´ conexo), conforme o exemplo abaixo extra´ıdo de [1].
Exemplo: Sejam K um corpo algebricamente fechado de caracter´ıstica 2 e B =
K[X, Y ]. Tome σ um epimorfismoK-linear de B tal que σ(X) = X+1, σ(Y ) = X2+
Y +1. Note que a ordem de σ e´ 4. Ale´m disso, σ(X)−1 = X e (σ(X))2−σ(Y ) = Y .
Portanto, X,Y ∈ σ(B). Enta˜o, σ e´ um automorfismo de B. Considere A = B<σ>
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e verifiquemos que B/A e´ uma extensa˜o galoisiana. Seja M ∈ Max(B). Como
K e´ algebricamente fechado, segue como consequ¨eˆncia do Lema de Normalizac¸a˜o de
Noether que,M = (X−a, Y −b). Logo, BM ' K. Note que, T (M) = {σ ∈ AutAB :
σ(x) − x ∈ M para todo x ∈ B} ⊆ D(M) = {σ ∈ AutAB : σ(M) ⊆ M}. Sejam
σ ∈ D(M) e x ∈ B. Enta˜o, x +M ∈ BM ' K. Como σ e´ K-linear, segue que
σ(x)− x ∈M. Ou seja, D(M) ⊆ T (M). Logo, D(M) = T (M). Pelo Teorema 1.3
de [3], se T (M) = D(M) = {1} enta˜o B/A e´ galoisiana. Suponha que σi(M) ⊆M
para algum 1 6 i < 4. Da´ı, σi(X−a) = X+ i−a ∈M. Logo, i = 2. Por outro lado,
σ2(Y − b) = Y + 1 − b ∈ M, o que e´ um absurdo. Portanto, B/A e´ uma extensa˜o
galoisiana. Observe tambe´m que U(B) = U(K) ⊆ A. Assim, pelo Lema 8 de [1],
B/A na˜o tem elemento primitivo. Note que, o corpo K esta´ contido em qualquer
corpo residual de A. Sendo K algebricamente fechado e portanto infinito temos que
os corpos residuais de A sa˜o todos infinitos. Desta forma, BM′B/
A
M′ tem elemento
primitivo para cada M′ ∈Max(A). No entanto, B/A na˜o tem elemento primitivo.
O pro´ximo corola´rio generaliza o corola´rio 2.2 de [17].
Corola´rio 2.4.3. [26, Teorema 2.4] Sejam R um LG anel e A/R uma extensa˜o
fortemente separa´vel de posto constante igual a n. Se para cada M ∈ Max(R)
temos
∣∣ R
M
∣∣ ≥ n enta˜o A/R tem elemento primitivo.
Demonstrac¸a˜o: Seja M ∈ Max(R). Da mesma forma que em [17, Corola´rio
2.2], podemos verificar que a extensa˜o galoisiana AMA/
R
M tem elemento primitivo.
Consequ¨entemente, pela Proposic¸a˜o 2.4.2, A/R tem elemento primitivo. ¥
Observac¸a˜o: Fazendo uso da Proposic¸a˜o 2.4.2 podemos estender os seguintes resul-
tados de [17]: Corola´rio 2.2, Corola´rio 2.3, Proposic¸a˜o 2.4, Corola´rio 2.5, Teorema 3.3
e Teorema 3.4. Em [17], estes resultados sa˜o demonstrados para extenso˜es galoisianas
de um anel semilocal. Usando as mesmas demonstrac¸o˜es de [17] e a Proposic¸a˜o 2.4.2,
podemos demonstra´-los para extenso˜es galoisianas de um LG anel. Da mesma forma,
o Teorema 2.3, o Corola´rio 2.9 e o Corola´rio 2.10 de [15] podem ser estendidos para
um LG anel.
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Cap´ıtulo 3
Polinoˆmios Normais e Polinoˆmios
que Geram a Mesma Extensa˜o
No cap´ıtulo anterior observamos que a existeˆncia de elemento primitivo para
uma extensa˜o galoisiana esta´ relacionada com a existeˆncia (em nu´mero suficiente)
de polinoˆmios comaximais que geram a mesma extensa˜o. Neste cap´ıtulo, considera-
remos polinoˆmios que geram a mesma extensa˜o e que sa˜o fatores irredut´ıveis de um
polinoˆmio separa´vel. Consequ¨entemente (ver [11, Lema 1.2]), estes polinoˆmios sera˜o
dois a dois comaximais. Assim, os resultados obtidos aqui se aplicam ao problema
da existeˆncia de elemento primitivo. Os resultados deste cap´ıtulo generalizam as
Proposic¸o˜es 1, 2 e 4 e os Corola´rios 1 e 3 de [6], na˜o somente obtendo tais resultados
para ane´is conexos, bem como encontrando outras caracterizac¸o˜es utilizando uma
visa˜o catego´rica dada em [11].
Neste cap´ıtulo, R denotara´ um anel conexo e ΩR o fecho separa´vel de R. Seguindo
[11], denotamos por C(R) o conjunto dos polinoˆmios moˆnicos e separa´veis em R[X].
3.1 Introduc¸a˜o
Nessa sec¸a˜o introduzimos algumas notac¸o˜es que sera˜o utilizadas em todo o cap´ı-
tulo. Da mesma maneira que em [11], dados f, g ∈ C(R), escreveremos:
hom(f, g) = {t(X) ∈ R[X] : f(t(X)) ∈ g(X)R[X] e ∂t < ∂g}.
Suponha que f e g sejam polinoˆmios irredut´ıveis em R[X]. Ale´m disso, assuma que
f e g se escrevem como produto de fatores lineares em ΩR[X] da seguinte maneira:
f(X) = (X − a1)(X − a2) . . . (X − am) e g(X) = (X − b1)(X − b2) . . . (X − bn), com
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a1, . . . , am, b1, . . . , bn ∈ ΩR. Assuma tambe´m que m ≤ n. Da mesma forma que na
demonstrac¸a˜o do Lema 2.2.2, temos R[X]
(f)
' R[ai] para todo 1 ≤ i ≤ m e R[X](g) ' R[bj]
para todo 1 ≤ j ≤ n.
Sendo ΩR uma extensa˜o localmente fortemente separa´vel de R, considere L ⊆ ΩR
uma extensa˜o fortemente separa´vel de R tal que {a1, a2, . . . am, b1, b2, . . . bn} ⊆ L.
Pelo Teorema 1.1 de [14], podemos mergulhar L numa extensa˜o galoisiana conexa
de R. Por isso, assumimos que L/R e´ galoisiana. Mais ainda, ΩR/L e´ uma extensa˜o
inteira e ai − aj ∈ U(ΩR) (i 6= j), bk − bl ∈ U(ΩR) (k 6= l), pois f e g sa˜o separa´veis
(cf.[5, Lema III.4.3 ]). Assim, ai − aj, bl − bk ∈ U(ΩR) ∩ L = U(L). Pelo Lema
1.7 de [3], L[X1, . . . , Xs] e´ uma extensa˜o galoisiana de R[X1, . . . , Xs] com grupo de
Galois G igual ao grupo de Galois da extensa˜o L/R, para qualquer s ∈ N, s ≥ 1.
Ale´m disso, a ac¸a˜o de G se da´ sobre os coeficientes de um elemeno de L[X1, . . . , Xs].
Considere o polinoˆmio,
u(X1, . . . , Xs) =
∏
(i0,...,is)6=(j0,...,js)
[(ai0 − aj0) + (bi1 − bj1)X1 + . . .+ (bis − bjs)Xs]
com 1 ≤ i0, j0 ≤ m e 1 ≤ i1, . . . , is, j1, . . . , js ≤ n. Para cada σ ∈ G, temos σ(u) = u.
Portanto, u ∈ (L[X1, . . . , Xs])G = R[X1, . . . , Xs].
Lema 3.1.1. Com as notac¸o˜es acima, se existem elementos t1, . . . , ts ∈ R tais que
u(t1, . . . , ts) ∈ U(R) enta˜o o polinoˆmio,
Hs(X) =
∏
i0,...,is
[X − (ai0 + t1bi1 + . . .+ tsbis)] ∈ R[X]
e´ separa´vel, onde 1 ≤ i0 ≤ m e 1 ≤ i1, . . . , is ≤ n.
Demonstrac¸a˜o: Note que L e´ uma extensa˜o galoisiana de R na qual Hs(X) se
decompo˜e em fatores lineares. Mais ainda, as diferenc¸as das ra´ızes de Hs(X) em L
sa˜o unidades de L. Pelo Teorema 2.2 de [14], Hs(X) e´ um polinoˆmio separa´vel. ¥
Observe que se u(t1, . . . , ts) ∈ U(R) enta˜o tk, ti − tj ∈ U(R) (i 6= j). De fato,
pelo Lema 2.1 de [14], a diferenc¸a de duas ra´ızes distintas de Hs e´ invert´ıvel em L.
Desta forma, (a1 + t1b1 + . . . + tkb1 + . . .+ tsb1)− (a1 + t1b1 + . . . + tk−1b1 + tkb2 +
tk+1b1 + . . .+ tsb1) = tk(b1 − b2) ∈ U(L). Como L/R e´ uma extensa˜o inteira, temos
U(L)∩R = U(R). Logo, tk ∈ U(L)∩R = U(R). Analogamente, suponha i < j e note
que (a1+t1b1+. . .+tib1+. . .+tj−1b1+tjb2+tj+1b1+. . .+tsb1)−(a1+t1b1+. . .+ti−1b1+
tib2+ti+1b1+. . .+tjb1+. . .+tsb1) = ti(b1−b2)+tj(b2−b1) = (ti−tj)(b1−b2) ∈ U(L).
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Portanto, ti − tj ∈ U(R).
No restante deste cap´ıtulo, usaremos as notac¸o˜es introduzidas nesta sec¸a˜o. Ale´m
disso, fixamos s ∈ N, s ≥ 1 e assumiremos que existem t1, . . . , ts ∈ R tais que
u(t1, . . . , ts) ∈ U(R). Assim, pelo lema anterior, o polinoˆmio Hs e´ separa´vel. Os
polinoˆmios f, g ∈ R[X] sera˜o sempre irredut´ıveis.
3.2 Polinoˆmios que Geram a Mesma Extensa˜o
Nosso intu´ıto nesta sec¸a˜o, e´ caracterizar quando dois polinoˆmios geram a mesma
extensa˜o (o que sera´ definido rigorosamente) do anel R. Iniciamos com uma propo-
sic¸a˜o que generaliza o Corola´rio 3 de [6].
Proposic¸a˜o 3.2.1. As seguintes afirmac¸o˜es sa˜o equivalentes:
i. Existem a, b ∈ ΩR tais que f(a) = g(b) = 0 e R[a] ⊆ R[b].
ii. hom(f, g) 6= ∅.
iii. O polinoˆmio Hs(X) tem um fator irredut´ıvel de grau n em R[X] com uma raiz
em ΩR do tipo ai + t1b1 + . . .+ tsb1.
Mais ainda, se h ∈ hom(f, g) enta˜o
n∏
k=1
(X − (h(bk) + t1bk + . . .+ tsbk)) e´ fator ir-
redut´ıvel de Hs(X).
Demonstrac¸a˜o: (i → ii) Por hipo´tese, existem a, b ∈ ΩR com f(a) = g(b) = 0
e R[a] ⊆ R[b]. Desta forma, a ∈ R[b]. Como observamos no in´ıcio deste cap´ıtulo,
R[b] ' R[X]
(g)
. Logo, existe h(X) ∈ R[X] tal que a = h(b) e ∂h < ∂g. Portanto,
f(h(b)) = f(a) = 0. Assim, f(h(X)) ∈ (g) = gR[X]. Consequ¨entemente, h ∈
hom(f, g).
(ii→ iii) Considere h ∈ hom(f, g) e tome α = h(b1)+ t1b1+ . . .+ tsb1 ∈ R[b1]. Note
que h(b1) e´ raiz de f , visto que f(h(X)) ∈ (g) e g(b1) = 0. Portanto, α e´ uma raiz de
Hs(X). Note tambe´m que b1, α ∈ L. Como L/R e´ uma extensa˜o fortemente separa´vel
e conexa e b1 e α sa˜o ra´ızes de polinoˆmios separa´veis sobre R, segue pelo Lema 2.7 de
[14], que R[b1] e R[α] sa˜o R-a´lgebras separa´veis. Pela Proposic¸a˜o 1.5 de [14], R[b1]
e R[α] sa˜o extenso˜es fortemente separa´veis de R. Pelo Corola´rio 1.3.18 , existem
exatamente rankRR[α] (respec., rankRR[b1]) homomorfismos de R-a´lgebras de R[α]
para ΩR (respec., de R[b1] para ΩR). Sejam σ, τ dois homomorfismos (de R-a´lgebras)
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distintos de R[b1] em ΩR. Enta˜o, σ(b1) e τ(b1) sa˜o ra´ızes distintas de g(X), digamos
σ(b1) = bj e τ(b1) = bk, (j 6= k). Logo, σ(α) = h(bj) + t1bj + . . . + tsbj e τ(α) =
h(bk) + t1bk . . .+ tsbk. Como H e´ separa´vel, segue que σ(α)− τ(α) ∈ U(L). Assim,
σ(α) 6= τ(α). Portanto, as restric¸o˜es de σ e τ para R[α] permanecem homomorfismos
distintos. Consequ¨entemente, rankRR[b1] ≤ rankRR[α] ≤ rankRR[b1]. Pelo Lema
1.1 de [9], R[α] = R[b1]. Note que R[α] ⊆ ΩR e rankRR[α] = rankRR[b1] = ∂g = n.
Pelo Teorema III.3.6 de [5], R[α] = ΩHR , onde H e´ um subgrupo do grupo Γ =
AutR(ΩR). Mais ainda, [Γ : H] = n. Considere σ1H, . . . , σnH as classes laterais
distintas de H em Γ. Enta˜o, {σ(α) : σ ∈ Γ} = {σ1(α), . . . , σn(α)}. Por outro
lado, {σj(b1) : j = 1, . . . , n} = {b1, . . . , bn}. Portanto, {σj(α) : j = 1, . . . , n} =
{h(bk) + t1bk + . . .+ tsbk : k = 1, . . . , n}. Assim,
t(X) =
n∏
k=1
(X − (h(bk) + t1bk + . . .+ tsbk))
e´ um fator de Hs. Observe tambe´m, que o polinoˆmio acima e´ invariante pela ac¸a˜o
de cada σ ∈ Γ. Pelo Teorema 1.3.21, ΩΓR = R. Desta forma, o polinoˆmio t(X) e´ um
fator de Hs e pertence a R[X]. Pelo Lema 1.2 de [11], o polinoˆmio t(X) e´ separa´vel,
visto que Hs e´ separa´vel. Mais ainda, Γ age transitivamente nas ra´ızes de t(X).
Portanto, pelo Lema 1.5 de [11], t(X) e´ um polinoˆmio irredut´ıvel em R[X].
(iii→ i) Tome v(X) um fator irredut´ıvel de grau n deHs(X) e α = ai+t1b1+. . .+tsb1
uma raiz de v. Suponha que ai /∈ R[b1]. Observe que a func¸a˜o multiplicac¸a˜o µ :
R[ai] ⊗R R[b1] −→ R[ai, b1] e´ um homomorfismo sobrejetor de R-a´lgebras. Pela
Proposic¸a˜o 1.3.13, como R[ai] e R[b1] sa˜o R-a´lgebras separa´veis, temos que R[ai]⊗R
R[b1] e´ uma R-a´lgebra separa´vel. Segue enta˜o, da Proposic¸a˜o 1.3.4, que R[ai, b1]
e´ uma R-a´lgebra separa´vel. Pelo Lema 1.1 de [9], rankRR[ai, b1] > rankRR[b1].
Observe que R ⊆ R[α] ⊆ R[ai, b1] ⊆ L. Sendo que L/R e´ uma extensa˜o fortemente
separa´vel e R[α] e R[ai, b1] sa˜o R-a´lgebras separa´veis, temos pela Proposic¸a˜o 1.5
de [14] que R[α] e R[ai, b1] sa˜o extenso˜es fortemente separa´veis de R. Sejam σ, τ
homomorfismos distintos de R[ai, b1] para ΩR. Enta˜o, σ(ai) 6= τ(ai) ou σ(b1) 6= τ(b1).
Portanto, σ(α)−τ(α) ∈ U(L). Usando a mesma argumentac¸a˜o feita em (ii→ iii) via
o posto destas extenso˜es, conclu´ımos que R[α] = R[ai, b1]. Da´ı, n = rankRR[α] =
rankRR[ai, b1] > rankRR[b1] = n, o que e´ um absurdo. Consequ¨entemente, ai ∈
R[b1]. Logo, R[ai] ⊆ R[b1].
Observe que a u´ltima afirmac¸a˜o da proposic¸a˜o ja´ foi provada em (ii)→ (iii). ¥
35
Definic¸a˜o 3.2.2. Dados f, g ∈ C(R) polinoˆmios irredut´ıveis, ∂f = ∂g, diremos que
f e g geram a mesma extensa˜o de R se R[X]
(f)
' R[X]
(g)
como R-a´lgebras, ou equivalen-
temente, se existem a, b ∈ ΩR tais que f(a) = g(b) = 0 e R[a] = R[b].
Fazendo m = ∂f = n = ∂g na proposic¸a˜o acima, obtemos um corola´rio que
generaliza a Proposic¸a˜o 2 de [6].
Corola´rio 3.2.3. As seguintes afirmac¸o˜es sa˜o equivalentes:
i. f, g geram a mesma extensa˜o de R.
ii. Existem a, b ∈ ΩR tais que f(a) = g(b) = 0 e R[a] = R[b].
iii. hom(f, g) 6= ∅.
iv. O polinoˆmio Gs(X) =
∏
1≤io,...,is≤n
[X − (aio + t1bi1 + . . .+ tsbis)] ∈ R[X] tem
um fator irredut´ıvel de grau n com uma raiz do tipo ai + t1b1 + . . .+ tsb1.
Mais ainda, se h ∈ hom(f, g) enta˜o
n∏
k=1
(X − (h(bk) + t1bk + . . . tsbk)) e´ um fator
irredut´ıvel de G(X) de grau n.
Agora reproduziremos, para a comodidade do leitor, o Teorema 2.3 de [11]. Este
teorema introduz uma operac¸a˜o no conjunto dos polinoˆmios moˆnicos. Denote por
M(R) o conjunto dos polinoˆmios moˆnicos em R[X]. Portanto, M(R) e´ a categoria
cujos objetos sa˜o os polinoˆmios moˆnicos. Mais ainda, dados dois objetos f, g ∈M(R)
um morfismo entre f e g e´ um elemento em hom(f, g) e a operac¸a˜o introduzida a
seguir sera´ a operac¸a˜o entre morfismos desta categoria. Observe que o conjunto dos
polinoˆmios separa´veis em R[X], o qual denotamos por C(R), e´ uma subcategoria de
M(R).
Teorema 3.2.4. Sejam f, g, h ∈M(R), k ∈ hom(f, g) e l ∈ hom(g, h). Enta˜o existe
um u´nico t ∈ hom(f, h) e um u´nico w ∈ h(X)R[X] com k(l(X)) = t(X) + w(X).
Denotaremos t por l ◦ k.
No restante deste cap´ıtulo, “◦” na˜o denotara´ a composic¸a˜o de func¸o˜es, mas sim a
operac¸a˜o introduzida no teorema acima. No corola´rio seguinte reobtemos o Teorema
2.6 de [11].
Corola´rio 3.2.5. Sejam f, g ∈ C(R) polinoˆmios irredut´ıveis.
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i. Se hom(f, g) 6= ∅ enta˜o ∂f divide ∂g.
ii. Se hom(f, g) 6= ∅ e ∂f = ∂g enta˜o para cada k ∈ hom(f, g) existe t ∈ hom(g, f)
tal que k ◦ t = X ∈ hom(g, g) e t ◦ k = X ∈ hom(f, f).
Demonstrac¸a˜o: (i) Pela Proposic¸a˜o 3.2.1, existem a, b ∈ ΩR tais que f(a) = g(b) =
0 e R[a] ⊆ R[b]. Assim, ∂f = rankRR[a] divide rankRR[b] = ∂g.
(ii) Sejam k ∈ hom(f, g) e b ∈ ΩR tal que g(b) = 0. Enta˜o, a = k(b) e´ raiz de f .
Como ∂f = ∂g, segue do Lema 1.1 de [9] que R[a] = R[b]. Tome t(X) ∈ R[X],
∂t < ∂f com t(a) = b. Logo, g(t(a)) = g(b) = 0. Da´ı, t ∈ hom(g, f). Tambe´m,
b = t(a) = t(k(b)). Desta forma, b e´ raiz de t(k(X))−X, ou seja, t(k(X))−X ∈ (g).
Assim, t(k(X))) = q(X)g(X) + X para algum q(X) ∈ R[X]. Pelo teorema acima,
temos k ◦ t = X. De forma ana´loga, obte´m-se t ◦ k = X. ¥
O corola´rio acima nos assegura que se ∂f = ∂g enta˜o hom(f, g) 6= ∅ se e somente
se hom(g, f) 6= ∅. Portanto, podemos incluir no Corola´rio 3.2.3 uma (v) equivaleˆncia:
(v) hom(g, f) 6= ∅.
3.3 Polinoˆmios Normais
Em [6] defini-se polinoˆmio normal sobre um corpo da seguinte maneira: sejam
K um corpo, f(X) ∈ K[X] um polinoˆmio irredut´ıvel e a uma raiz de f no fecho
alge´brico de K. Se K[a]/K e´ uma extensa˜o normal de corpos enta˜o f e´ dito nor-
mal. Por outro lado, em [11] diz-se que um polinoˆmio moˆnico, separa´vel e irredut´ıvel
f ∈ R[X] (onde R e´ um anel conexo) e´ normal se #hom(f, f) = n. A definic¸a˜o de
polinoˆmio normal sobre um anel conexo dada aqui, estende naturalmente a definic¸a˜o
de [6]. Mostraremos que tal definic¸a˜o e´ equivalente a definic¸a˜o de [11]. No restante
desta sec¸a˜o encontramos condic¸o˜es necessa´rias e suficientes para que dois polinoˆmios
gerem a mesma extensa˜o e (ou) sejam normais. Obtemos tambe´m outras caracter-
izac¸o˜es de polinoˆmio normal.
Definic¸a˜o 3.3.1. Sejam f ∈ C(R) um polinoˆmio irredut´ıvel e a ∈ ΩR uma raiz de
f . Dizemos que f e´ normal se a extensa˜o R[a]/R e´ normal, isto e´, R[a]G = R com
G = AutR(R[a]).
Lema 3.3.2. Seja f ∈ C(R) um polinoˆmio irredut´ıvel de grau n. As seguintes
afirmac¸o˜es sa˜o equivalentes:
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i. f e´ normal.
ii. #hom(f, f) = ∂f = n.
iii. Se a ∈ ΩR e´ uma raiz de f enta˜o todas as ra´ızes de f em ΩR esta˜o em R[a].
iv. Para cada a ∈ ΩR tal que f(a) = 0 temos que R[a] e´ uma extensa˜o galoisiana
de R com grupo H = AutRR[a].
Demonstrac¸a˜o: (i → ii) Seja a ∈ ΩR com f(a) = 0. Por hipo´tese, R[a]/R e´
normal. Pelo Lema 2.7 de [14], R[a]/R e´ separa´vel. Portanto, R[a]/R e´ galoisiana.
Considere H = {σ1, . . . , σn} o grupo de Galois de R[a] sobre R. Para cada 1 ≤ j ≤ n,
σj(a) e´ uma raiz de f em R[a]. Portanto, σj(a) = hj(a), com hj(X) ∈ R[X] e
∂hj < ∂f = n. Note que se i 6= j enta˜o σi(a) 6= σj(a). Logo, para (i 6= j) temos
que hi(X) 6= hj(X). Desta forma, f(hj(a)) = f(σj(a)) = 0. Da´ı, f(hj(X)) ∈ (f).
Consequ¨entemente, h1, . . . , hn ∈ hom(f, f). Se u ∈ hom(f, f) enta˜o u(a) e´ uma raiz
de f e u(a) ∈ R[a]. Pelo Lema 2.1 de [14], {ra´ızes de f em R[a]} = {σj(a) : j =
1 . . . n}. Assim, u(a) = σj(a) para algum j ∈ {1, . . . , n}. Ou seja, u(a) = hj(a). Pelo
Corola´rio 3.2.5, existe u−1 ∈ hom(f, f) tal que u ◦ u−1 = X. Pelo Teorema 3.2.4,
a = u−1(u(a)) = u−1(hj(a)). Enta˜o, u−1(hj(X))−X ∈ (f). Portanto, hj ◦ u−1 = X.
Consequ¨entemente, u = hj em hom(f, f). Logo, hom(f, f) = {h1, . . . , hn}.
(ii→ iii) Seja a ∈ ΩR tal que f(a) = 0. Suponha que b ∈ ΩR e´ tal que f(b) = 0 e b /∈
R[a]. Por hipo´tese, hom(f, f) = {h1, . . . , hn}. Assim, hj(a) sa˜o ra´ızes de f e esta˜o em
R[a]. Como b /∈ R[a], temos que b 6= hj(a) para qualquer j = 1, . . . , n. Portanto, f
possui no mı´nimo (n+1) ra´ızes em R[a, b]. Observe que µ : R[a]⊗RR[b] −→ R[a, b]
e´ um homomorfismo sobrejetor de R-a´lgebras. Mas, R[a] e R[b] sa˜o R-a´lgebras
separa´veis. Pela Proposic¸a˜o 1.3.13, R[a]⊗RR[b] e´ uma R-a´lgebra separa´vel. Sendo µ
sobrejetor, segue da Proposic¸a˜o 1.3.4, que R[a, b] e´ uma R-a´lgebra separa´vel. Enta˜o,
pelo Lema 2.1 de [14], f possui no ma´ximo n ra´ızes em R[a, b]. Assim, temos uma
contradic¸a˜o. Da´ı, b ∈ R[a].
(iii→ i) Seja a ∈ ΩR tal que f(a) = 0. Por hipo´tese, se f(X) = (X−a1) . . . (X−an)
em ΩR[X] enta˜o ai ∈ R[a] para todo 1 ≤ i ≤ n. Para cada j, defina σj : R[a] −→
R[a] por σj(a) = aj. Note que pela hipo´tese, σj esta´ bem definido. Mas ainda, σj
e´ um automorfismo, pois R[X]
(f)
' R[a] e R[X]
(f)
' R[aj]. Assim, #AutR(R[a]) ≥ n.
Pelo Corola´rio 2.2 de [9], #AutR(R[a]) ≤ rankR(R[a]) = n. Logo, #AutR(R[a]) =
rankR(R[a]). Novamente pelo Corola´rio 2.4 de [9], R[a]
H = R onde H = AutR(R[a]).
Portanto, R[a]/R e´ normal.
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(i → iv) Como vimos em (i → ii), para cada a ∈ ΩR tal que f(a) = 0 temos que
R[a] e´ uma extensa˜o galoisiana de R. Pelo Teorema 3.5 de [3], o grupo de Galois da
extensa˜o R[a]/R e´ H = AutRR[a].
(iv → i) Imediato.
¥
Exemplos:
(1) Vamos verificar que cada polinoˆmio f ∈ C(R) de grau 2 e´ normal. Dado f =
X2 + aX + b ∈ R[X], considere f1 = X e f2 = −X − a. Note que f(fi(X)) = f(X)
para i = 1, 2. Portanto, hom(f, f) = {f1, f2}. Consequ¨entemente, f e´ normal em
R[X].
(2) Seja f(X) = X4 + X3 + X2 + X + 1 ∈ Q[X]. Enta˜o, e´ fa´cil verificar que
hom(f, f) = {f1 = X, f2 = X2, f3 = X3, f4 = −X3 − X2 − X − 1}. Assim, f e´
normal em Q[X].
Corola´rio 3.3.3. Se f ∈ C(R) e´ um polinoˆmio irredut´ıvel e normal de grau n enta˜o
hom(f, f) e´ um grupo de ordem n.
Demonstrac¸a˜o: Sejam u, v ∈ hom(f, f). Pelo Teorema 3.2.4, u ◦ v ∈ hom(f, f).
Pelo Corola´rio 3.2.5, cada elemento de hom(f, f) tem um inverso em hom(f, f). Note
que e = e(X) = X ∈ hom(f, f) e´ a identidade, isto e´, para qualquer h ∈ hom(f, f)
temos h ◦ e = e ◦ h = h. Pelo lema acima, temos que #hom(f, f) = n. Assim,
hom(f, f) e´ um grupo de ordem n. ¥
Agora vamos verificar que se f ∈ C(R) e´ um polinoˆmio irredut´ıvel e normal enta˜o
hom(f, f) ' AutR
(
R[X]
(f)
)
. Portanto, a menos de isomorfismo, o grupo de Galois da
extensa˜o R[X]
(f)
/R e´ hom(f, f). Para tanto, usaremos o lema a seguir.
Lema 3.3.4. Sejam f ∈ C(R) um polinoˆmio irredut´ıvel de grau n, h ∈ hom(f, f) e
x = X + (f). Enta˜o:
i. Ψ : R[X]
(f)
−→ R[X]
(f)
definida por Ψ(x) = h(x), e´ um elemento de AutR
(
R[X]
(f)
)
.
ii. Se Ψ ∈ AutR
(
R[X]
(f)
)
e Ψ(x) = h(x) enta˜o h ∈ hom(f, f).
Demonstrac¸a˜o: (i) Tome u(X), v(X) ∈ R[X] polinoˆmios tais que u− v ∈ (f), ou
seja, u − v = f.g para algum g ∈ R[X]. Note que f(h(X)) = f(X).l(X) para
algum l ∈ R[X]. Assim, (u − v)(h(X)) = (f.g)(h(X)) = f(h(X)).g(h(X)) =
f(X).l(X).g(h(X)) ∈ (f). Portanto, u(h(x)) = v(h(x)). Desta forma, Ψ esta´
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bem definida. Claramente, Ψ (estendida por linearidade) e´ um homomorfismo de
R-a´lgebras. Suponha que Ψ(u(x)) = 0. Enta˜o, u(h(x)) = 0, ou seja, u(h(X)) =
f(X).v(X) para algum v(X) ∈ R[X]. Seja t ∈ hom(f, f) tal que t ◦ h = X ∈
hom(f, f). Da´ı, h(t(X)) − X ∈ (f). Logo, h(t(ai)) = ai para qualquer 1 ≤ i ≤ n.
Consequ¨entemente, u(ai) = u(h(t(ai))) = f(t(ai)).v(t(ai)) = 0, pois t ∈ hom(f, f).
Portanto, u(x) = 0 e Ψ e´ injetora. Observe que, R[X]
(f)
' Ψ
(
R[X]
(f)
)
⊆ R[X]
(f)
. Pelo Lema
1.1 de [9], temos Ψ
(
R[X]
(f)
)
= R[X]
(f)
. Enta˜o, Ψ e´ tambe´m sobrejetora e o resultado
segue.
(ii) Como {1, x, . . . , xn−1} e´ uma R-base de R[X]
(f)
temos que ∂(h) < n = ∂(f).
Ale´m disso, 0 = Ψ(0) = Ψ(f(x)) = f(h(x)). Desta forma, f(h(X)) ∈ (f). Logo,
h(X) ∈ hom(f, f). ¥
Corola´rio 3.3.5. Seja f ∈ C(R) um polinoˆmio irredut´ıvel, normal e de grau n e
suponha que hom(f, f) = {f1, . . . , fn}. Enta˜o R[X](f) /R e´ uma extensa˜o galoisiana com
grupo H = AutR
(
R[X]
(f)
)
= {σj : j = 1, . . . , n}, onde σj(x) = fj(x) e x = X + (f).
Demonstrac¸a˜o: Como vimos no Lema 3.3.2, R[X]
(f)
/R e´ uma extensa˜o galoisiana
com grupo H = AutR
(
R[X]
(f)
)
. Pelo Lema 3.3.4, para cada 1 ≤ j ≤ n, definindo
σj(x) = fj(x) temos que σj ∈ H. E´ fa´cil ver tambe´m que se i 6= j enta˜o σi 6= σj.
Sendo que #H = ∂(f) = n, segue que H = {σj : j = 1, . . . , n}. ¥
Corola´rio 3.3.6. Se f ∈ C(R) e´ um polinoˆmio irredut´ıvel e normal enta˜o os grupos
hom(f, f) e H = AutR
(
R[X]
(f)
)
sa˜o isomorfos.
Demonstrac¸a˜o: Suponha que hom(f, f) = {f1, . . . , fn}. Pelo Corola´rio 3.3.5, σj :
R[X]
(f)
−→ R[X]
(f)
dada por σj(x) = fj(x), onde x = X+(f), e´ um elemento deH. Defina
φ : hom(f, f) −→ H por φ(fj) = σj. Claramente φ e´ uma bijec¸a˜o. Ale´m disso, dados
fi, fj ∈ hom(f, f) temos φ(fi ◦ fj)(x) = fj(fi(x)) = φ(fi)(fj(x)) = φ(fi)(φ(fj)(x)).
Portanto, φ(fi ◦ fj) = φ(fi) ◦φ(fj), onde ◦ do lado esquerdo denota a operac¸a˜o entre
os morfismos da categoria M(R) e ◦ do lado direito a composic¸a˜o usual de func¸o˜es.
Consequ¨entemente, φ e´ um isomorfismo de grupos. ¥
Usaremos o Lema 3.3.2 para provar o pro´ximo resultado, o qual generaliza o
Corola´rio 1 de [6].
Proposic¸a˜o 3.3.7. Sejam f, g ∈ C(R) polinoˆmios irredut´ıveis tais que f(X) =
(X − a1) . . . (X − an) e g(X) = (X − b1) . . . (X − bn) em ΩR[X]. As seguintes
afirmac¸o˜es sa˜o equivalentes:
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i. f, g geram a mesma extensa˜o de R e sa˜o normais.
ii. #hom(f, g) = n.
iii. #hom(g, f) = n.
iv. Gs(X) =
∏
1≤io,...,is≤n
[X − (aio + t1bi1 + . . .+ tsbis)] tem ns fatores irredut´ıveis
de grau n, sendo que n destes fatores possuem uma raiz do tipo ai+ t1b1+ . . .+
tsb1.
Mais ainda, se hom(g, f) = {h1, . . . , hn} enta˜o
n∏
k=1
(X − (ak + t1hi1(ak) + . . .+ tshis(ak)))
e´ fator irredut´ıvel de G(X) para cada escolha (i1, . . . , is) com ij ∈ {1, . . . , n}.
Demonstrac¸a˜o: (i → ii) Pelo Corola´rio 3.2.3, sabemos que existe h ∈ hom(f, g).
Pelo Lema 3.3.2, hom(g, g) = {g1, . . . , gn}. Segue do Teorema 3.2.4, que gj ◦ h ∈
hom(f, g) para todo 1 ≤ j ≤ n. Seja u ∈ hom(f, g). Pelo Corola´rio 3.2.5 existe
t ∈ hom(g, f) com t◦h = X ∈ hom(f, f). Note que pela definic¸a˜o da operac¸a˜o entre
os morfismos da categoria M(R) temos u◦ t ∈ hom(g, g). Da´ı, u◦ t = gj, para algum
j ∈ {1, . . . , n}. Logo, u = u ◦ X = u ◦ t ◦ h = gj ◦ h, ou seja, u = gj ◦ h. Assim,
hom(f, g) = {gj ◦ h : j = 1, . . . , n}.
(ii→ iii) Imediato do Corola´rio 3.2.5, parte (ii).
(iii → iv) Suponha que hom(g, f) = {h1, . . . , hn} e tome α(i1, . . . , is) = a1 +
t1hi1(a1) + . . . + tshis(a1) ∈ R[a1]. Observe que hij(a1) ∈ {b1, . . . , bn}. Racioci-
nando como na Proposic¸a˜o 3.2.1 (ii → iii), obtemos R[α(i1, . . . , is)] = R[a1] para
cada escolha (i1, . . . , is). Portanto,
n∏
k=1
[X − (ak + t1hi1(ak) + . . .+ tshis(ak))]
e´ um fator irredut´ıvel de Gs de grau n. Observe que para cada 1 ≤ j ≤ n, os fatores
obtidos de Gs a partir da escolha α(j, . . . , j) possuem uma raiz do tipo desejada.
(iv → i) Pelo Corola´rio 3.2.3 e pela hipo´tese, f e g geram a mesma extensa˜o de R.
Falta verificar que f e g sa˜o normais. Suponha que f na˜o e´ normal. Pelo Lema 3.3.2,
ai /∈ R[a1] para algum i. Como f e g geram a mesma extensa˜o, R[a1] = R[bk]
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para algum k ∈ {1, . . . , n}. Tome α = ai + t1bk + . . . + tsbk ∈ R[ai, bk]. Usando
novamente a argumentac¸a˜o feita na Proposic¸a˜o 3.2.1, obtemos R[α] = R[ai, bk] e
rankRR[ai, bk] > rankRR[bk] = n. Portanto, Gs possui um fator irredut´ıvel de grau
maior que n, contrariando a hipo´tese. Logo, f e´ normal. De forma ana´loga verifica-se
que g e´ normal. ¥
Note que na demonstrac¸a˜o de (iv → i) usamos a hipo´tese de G possuir fatores
irredut´ıveis com ra´ızes do tipo ai + t1b1 + . . .+ tsb1 somente para garantir que f e g
geram a mesma extensa˜o de R. Sendo assim, no caso em que g = f podemos excluir
essa hipo´tese. Enta˜o temos um corola´rio, o qual generaliza a Proposic¸a˜o 1 de [6].
Corola´rio 3.3.8. Seja f ∈ C(R) um polinoˆmio irredut´ıvel, f(X) = (X−a1) . . . (X−
an) em ΩR[X]. As seguintes afirmac¸o˜es sa˜o equivalentes:
i. f e´ normal.
ii. #hom(f, f) = n.
iii. Fs(X) =
∏
1≤io,...,is≤n
[X − (aio + t1ai1 + . . .+ tsais)] e´ o produto de ns fatores
irredut´ıveis de grau n em R[X].
Mais ainda, se hom(f, f) = {f1, . . . , fn} enta˜o os fatores irredut´ıveis de Fs(X) sa˜o
da forma :
n∏
k=1
[X − (ak + t1fi1(ak) + . . .+ tsfis(ak))] .
Observac¸a˜o: Observando a demonstrac¸a˜o da Proposic¸a˜o 3.3.7 conclu´ımos que f e
cada fator do polinoˆmio Fs geram a mesma extensa˜o de R. Mais ainda, como Fs e´
separa´vel, segue do Lema 1.2 de [11] que os ideais gerados pelos seus fatores sa˜o dois
a dois comaximais. Portanto, a decomposic¸a˜o de Fs produz n
s polinoˆmios moˆnicos,
separa´veis e irredut´ıveis que geram a mesma extensa˜o de f e cujos respectivos ideais
gerados sa˜o dois a dois comaximais. Enta˜o podemos utilizar os fatores irredut´ıveis
de Fs no problema da existeˆncia do elemento primitivo, como veremos no pro´ximo
teorema.
Suponha que S = S1 ⊕ . . . ⊕ Sr/R e´ uma extensa˜o galoisiana de posto m e que
uma de suas componentes conexas, digamos Si, possui elemento primitivo. Tome
f ∈ R[X] um polinoˆmio separa´vel e irredut´ıvel tal que Si = R[X](f) e ∂(f) = n. Dado
s ∈ N, assuma que os polinoˆmios u(X1, . . . , Xs) e Fs sa˜o constru´ıdos a partir das
ra´ızes de f em ΩR. Com essas notac¸o˜es temos o seguinte teorema.
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Teorema 3.3.9. Se para s ∈ N tal que s ≥ lognr existem t1, . . . , ts ∈ U(R) tal que
u(t1, . . . , ts) ∈ U(R) enta˜o S/R tem elemento primitivo.
Demonstrac¸a˜o: Pela observac¸a˜o anterior, #IR(Si) ≥ ns. Mas por hipo´tese, s ≥
lognr. Portanto, n
s ≥ r. Assim, #IR(Si) ≥ r. Pelo Teorema 2.3.2, S/R tem
elemento primitivo. ¥
3.4 Crite´rios Matriciais
Nessa sec¸a˜o, daremos crite´rios envolvendo o determinante de matrizes constru´ıdas
a partir das ra´ızes dos polinoˆmios, para decidir quando estes sa˜o normais e (ou) geram
a mesma extensa˜o de R.
Iniciamos introduzindo algumas notac¸o˜es necessa´rias. Sejam f, g ∈ C(R) polinoˆ-
mios irredut´ıveis com f(X) = (X − a1) . . . (X − an) e g(X) = (X − b1) . . . (X − bn)
em ΩR[X]. Denotamos por
D =
∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
a1 a2 · · · an
...
...
...
...
an−11 a
n−1
2 · · · an−1n
∣∣∣∣∣∣∣∣∣∣
.
Para cada σ ∈ Sn (grupo de permutac¸o˜es), Dσk denotara´ o determinante obtido de
D trocando a k-e´sima linha por (bσ(1), . . . , bσ(n)).
A pro´xima proposic¸a˜o generaliza a Proposic¸a˜o 4 de [6].
Proposic¸a˜o 3.4.1. Com a notac¸a˜o acima, as seguintes afirmac¸o˜es sa˜o equivalentes:
i. f e g geram a mesma extensa˜o de R.
ii. hom(g, f) 6= ∅.
iii. Existe σ ∈ Sn tal que Dσk = λkD, com λk ∈ R para todo 1 ≤ k ≤ n.
Nesse caso, h(X) = r1 + . . . + rnX
n−1 ∈ hom(g, f) e h(ai) = bσ(i) se e somente se
Dσk = rkD para todo 1 ≤ k ≤ n.
Demonstrac¸a˜o: (i→ ii) Segue do Corola´rio 3.2.3 e do Corola´rio 3.2.5.
(ii → iii) Se h ∈ hom(g, f) enta˜o g(h(ai)) = 0. Assuma que h(X) = r1 + . . . +
rnX
n−1 ∈ R[X]. Considere uma extensa˜o fortemente separa´vel L de R tal que
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{a1, . . . , an, b1, . . . , bn} ⊆ L. Pelo Lema 2.1 de [14], b1, . . . , bn sa˜o todas as ra´ızes de
g em L. Note que h(ai) e´ uma raiz de g que esta´ em L, pois h(ai) ∈ R[ai] ⊆ L.
Portanto, h(ai) = bji . Note tambe´m que h(ai) 6= h(aj) se i 6= j. De fato, suponha
que para i 6= j temos h(ai) = h(aj). Pelo Corola´rio 3.2.5, existe t ∈ hom(f, g) tal
que h ◦ t = X ∈ hom(f, f). Pela definic¸a˜o da operac¸a˜o ◦, temos que t(h(X)) =
f(X)q(X) +X para algum q(X) ∈ R[X]. Enta˜o, ai = t(h(ai)) = t(h(aj)) = aj. Mas
isto e´ um absurdo. Portanto, h(ai) 6= h(aj). Desta forma, se tomarmos σ tal que
σ(i) = ji, temos que σ ∈ Sn. Assim,
Dσk =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 · · · · · · 1 1
a1 a2 a3 · · · · · · an−1 an
...
...
...
...
...
...
...
ak−21 a
k−2
2 a
k−2
3 · · · · · · ak−2n−1 ak−2n
h(a1) h(a2) h(a3) · · · · · · h(an−1) h(an)
ak1 a
k
2 a
k
3 · · · · · · akn−1 akn
...
...
...
...
...
...
...
an−11 a
n−1
2 a
n−1
3 · · · · · · an−1n−1 an−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Consequ¨entemente, Dσk = rkD para todo 1 ≤ k ≤ n.
(iii → i) Tome σ ∈ Sn e λ1, . . . , λn ∈ R tais que Dσk = λkD. Observe que
D =
∏
i>j
(ai − aj). Como f e´ um polinoˆmio separa´vel, segue do Lema 2.1 de
[14], que ai − aj ∈ U(ΩR). Logo, D ∈ U(ΩR). Assim, v1 = (1, . . . , 1), v2 =
(a1, . . . , an), . . . , vn = (a
n−1
1 , . . . , a
n−1
n ) e´ uma ΩR-base de Ω
n
R = ΩR × . . . × ΩR (n-
vezes). Portanto, (bσ(1), . . . , bσ(n)) = s1v1 + . . . + snvn , si ∈ ΩR. De forma ana´loga
ao que foi feito acima, temos Dσk = skD. Assim, sk = D
σ
kD
−1 = λk ∈ R. Logo,
bσ(1) ∈ R[a1] e enta˜o R[bσ(1)] = R[a1]. Desta forma, f e g geram a mesma extensa˜o.
Observe tambe´m que se h(X) = λ1+. . .+λnX
n−1 enta˜o h(ai) = bσ(i) e h ∈ hom(g, f).
Note que a u´ltima afirmac¸a˜o da proposic¸a˜o foi verificada nas demonstrac¸o˜es de (ii→
iii) e (iii→ i). ¥
Agora gostar´ıamos de ter um crite´rio matricial, na˜o somente para decidir se f e g
geram a mesma extensa˜o, mas tambe´m para dizer se f e g sa˜o normais. Tal crite´rio
e´ dado na pro´xima proposic¸a˜o.
Proposic¸a˜o 3.4.2. As seguintes afirmac¸o˜es sa˜o equivalentes:
i. f e g geram a mesma extensa˜o de R e sa˜o normais.
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ii. #hom(g, f) = n.
iii. Existem exatamente n permutac¸o˜es σ1, . . . , σn ∈ Sn tais que Dσjk = λkjD ,
λkj ∈ R, para todo 1 ≤ k, j ≤ n.
Nesse caso, hom(g, f) = {h1, . . . , hn}, hj(X) = r1j + r2jX + . . . + rnjXn−1 ∈ R[X]
e hj(ai) = bσj(i) se e somente se D
σj
k = rkjD, para todo 1 ≤ k, j ≤ n.
Demonstrac¸a˜o: (i↔ ii) Segue da Proposic¸a˜o 3.3.7.
(ii → iii) Suponha que hom(g, f) = {h1, . . . , hn}. Para cada j, temos g(hj(X)) ∈
(f). Mais ainda, hj(ai) e´ raiz de g, para todo 1 ≤ i ≤ n. Suponha que hj(ai) =
bji , 1 ≤ ji ≤ n, e defina σj(i) = ji. Da mesma forma que na proposic¸a˜o anterior,
temos que hj(am) 6= hj(al) se m 6= l. Portanto, σj ∈ Sn. Note tambe´m que hj(ai) 6=
hl(ai) (j 6= l). De fato, suponha que para j 6= l temos hj(ai) = hl(ai). Pelo
Corola´rio 3.2.5, existe t ∈ hom(f, g) tal que hj ◦ t = X ∈ hom(f, f) e t ◦ hj =
X ∈ hom(g, g). Enta˜o, t(hj(X)) = f(X)q(X) + X para algum q(X) ∈ R[X].
Consequ¨entemente, ai = t(hj(ai)) = t(hl(ai)). Assim, t(hl(X)) − X ∈ (f). Pela
definic¸a˜o da operac¸a˜o ◦, temos hl ◦ t = X ∈ hom(f, f). Portanto, hl = hl ◦ X =
hl ◦ t ◦ hj = X ◦ hj = hj. Mas isto e´ um absurdo. Da´ı, temos que hj(ai) 6= hl(ai)
se j 6= l. Assim, σj 6= σl para j 6= l. Como na Proposic¸a˜o 3.4.1, se hj(X) =
r1j + r2jX + . . . + rnjX
n−1 ∈ R[X] enta˜o Dσjk = rkjD. Falta apenas verificar que
existem exatamente n permutac¸o˜es satisfazendo (iii). Suponha que existe τ ∈ Sn tal
que Dτk = rkD e τ /∈ {σ1, . . . , σn}. Enta˜o, e´ fa´cil ver que h(X) = r1+ . . .+ rnXn−1 ∈
hom(g, f) e h /∈ {h1, . . . , hn}. Mas isso contradiz a nossa hipo´tese. Portanto, existem
exatamente n permutac¸o˜es satisfazendo (iii).
(iii → i) Sejam σ1, . . . , σn ∈ Sn tais que Dσjk = λkjD, λkj ∈ R para todo 1 ≤
k, j ≤ n. Note que como D e´ uma unidade em ΩR, existem skj ∈ ΩR, k, j =
1, . . . , n, tais que (bσj(1), . . . , bσj(n)) = s1jv1 + . . .+ snjvn, para todo 1 ≤ j ≤ n. Da´ı,
D
σj
k D
−1 = skj = λkj. Tome hj(X) = λ1j + λ2jX + . . .+ λnjXn−1 ∈ R[X] para todo
1 ≤ j ≤ n. Enta˜o, hj(ai) = bσj(i). Consequ¨entemente, g(hj(a1)) = g(bσj(1)) = 0.
Mas, R[X]
(f)
' R[a1]. Assim, hj(X) ∈ hom(g, f) para todo 1 ≤ j ≤ n. Usando o fato
das permutac¸o˜es serem distintas, verifica-se imediatamente que os polinoˆmios h′js
sa˜o distintos. Portanto, #hom(g, f) ≥ n. Seja u(X) = r1 + r2X + . . . + rnXn−1 ∈
hom(g, f). Enta˜o, u(ai) = bji . Definindo σ(i) = ji temos que σ ∈ Sn e Dσk = rkD.
Pela hipo´tese, σ = σj para algum j ∈ {1, . . . , n}. Enta˜o, rkD = λkjD para todo
1 ≤ k ≤ n. Logo, rk = λkj para todo 1 ≤ k ≤ n. Desta forma, u(X) = hj(X) e
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hom(g, f) = {h1, . . . , hn}. Pela Proposic¸a˜o 3.3.7, f e g geram a mesma extensa˜o e
sa˜o normais. ¥
Dado σ ∈ Sn denote por T σk o determinante obtido de D trocando a k-e´sima linha
por (aσ(1), . . . , aσ(n)). O pro´ximo resultado e´ consequ¨eˆncia imediata da proposic¸a˜o
anterior.
Corola´rio 3.4.3. As seguintes afirmac¸o˜es sa˜o equivalentes:
i. f e´ normal.
ii. #hom(f, f) = ∂f = n.
iii. Existem exatamente n permutac¸o˜es σ1, . . . , σn ∈ Sn tais que T σjk = λkjD,
λkj ∈ R, para todo 1 ≤ k, j ≤ n.
Nesse caso, hom(f, f) = {h1, . . . , hn}, hj(X) = r1j + r2jX + . . . + rnjXn−1 ∈ R[X]
e hj(ai) = aσj(i) se e somente se T
σj
k = rkjD, para todo 1 ≤ k, j ≤ n.
Para finalizar, o pro´ximo resultado nos diz que hom(f, f) e´ um subgrupo do
grupo Sn, quando f e´ normal e ∂f = n. Na verdade, podemos associar a cada
fj ∈ hom(f, f) uma permutac¸a˜o das ra´ızes de f .
Corola´rio 3.4.4. Seja f(X) um polinoˆmio normal. Enta˜o existe H ⊆ Sn um sub-
grupo de ordem n e um anti-isomorfismo de grupos de hom(f, f) para H.
Demonstrac¸a˜o: Pelo Corola´rio 3.4.3, existem σ1, . . . , σn ∈ Sn. Vamos verificar que
H = {σ1, . . . , σn} e´ um grupo. Conforme a demonstrac¸a˜o da Proposic¸a˜o 3.4.2, se
hom(f, f) = {f1, . . . , fn} e fj(ai) = aji enta˜o σj(i) = ji. Tome σj e σk em H e os
respectivos fj e fk em hom(f, f). Suponha que fj(ai) = aji e fk(aji) = akji . Como
hom(f, f) e´ um grupo temos que fj ◦ fk ∈ hom(f, f). Ale´m disso, pela operac¸a˜o do
grupo hom(f, f) temos fj ◦ fk(ai) = akji . Assim, σk ◦ σj e´ o elemento de H obtido
de fj ◦ fk. Claramente 1 ∈ H, pois X ∈ hom(f, f). Logo, H e´ um subgrupo de Sn e
Ψ : hom(f, f) −→ H dada por Ψ(fj) = σj e´ um anti-isomorfismo de grupos. ¥
Observe que no Corola´rio acima σk◦σj significa a composic¸a˜o de func¸o˜es enquanto
fj ◦ fk e´ a operac¸a˜o introduzida entre os morfismos da categoria M(−).
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Cap´ıtulo 4
Uma Forma Fraca do Teorema do
Elemento Primitivo
Como vimos no Cap´ıtulo 2, em geral, uma extensa˜o fortemente separa´vel (em
particular, uma extensa˜o galoisiana) de um anel comutativo na˜o possui elemento
primitivo. Tambe´m vimos que, nos casos poss´ıveis, a existeˆncia de elemento primitivo
so´ e´ assegurada mediante alguma restric¸a˜o sobre o anel de base.
Em [23], T. McKenzie apresenta uma forma fraca do teorema do elemento primi-
tivo para ane´is locais (Teorema 1.1 de [23]). O resultado de McKenzie afirma que se
(R,M) e´ um anel local e S/R e´ uma extensa˜o fortemente separa´vel e conexa enta˜o
existem α ∈ ΩR e f(X) ∈ R[X] um polinoˆmio moˆnico, separa´vel e irredut´ıvel tais
que f(α) = 0 e S ⊆ R[α].
Sejam R um anel conexo e ΩR o seu fecho separa´vel. Se para cada extensa˜o
fortemente separa´vel e conexa S de R existem α ∈ ΩR e f(X) ∈ R[X] um polinoˆmio
moˆnico, separa´vel e irredut´ıvel tais que f(α) = 0 e S ⊆ R[α], diremos que R e´ um
anel que satisfaz a forma fraca do teorema do elemento primitivo e escreveremos: R
satisfaz a (f.f.e.p.).
Na primeira sec¸a˜o deste cap´ıtulo, introduzimos a noc¸a˜o de anel localmente uni-
forme e provamos que os ane´is conexos cujo quociente pelo radical (radical de Ja-
cobson) sa˜o von Neumann regulares e localmente uniformes satisfazem a (f.f.e.p.).
Em particular, para cada anel semilocal, o quociente pelo radical de Jacobson e´ von
Neumann regular e localmente uniforme. No entanto, no caso semilocal obtemos in-
formac¸o˜es adicionais e por isso apresentamos uma demonstrac¸a˜o independente para
este caso (sec¸a˜o 4.2).
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4.1 Ane´is Localmente Uniformes
Em [4] defini-se anel uniforme da seguinte maneira. Sejam R um anel e X =
Spec(B(R)) o espectro booleano de R. Dizemos que R e´ uniforme se para cada
x ∈ X existe uma colec¸a˜o de isomorfismos Φy : Ry −→ Rx, onde y varia em X,
tal que se F ⊆ R e´ um subconjunto finito enta˜o existe uma vizinhanc¸a V de x com
Φy(ay) = ax para todo a ∈ F e para todo y ∈ V .
Como veremos no exemplo abaixo, em geral, para um anel semilocal o anel quo-
ciente R
J(R)
na˜o e´ uniforme. Nosso objetivo e´ provar a forma fraca do teorema do
elemento primitivo para uma classe de ane´is que contenha os ane´is semilocais. Para
tanto, introduzimos a seguinte definic¸a˜o.
Definic¸a˜o 4.1.1. Sejam R um anel e X = Spec(B(R)) o espectro booleano de R.
Dizemos que R e´ localmente uniforme se para cada x ∈ X e para cada F ⊆ R subcon-
junto finito existem uma vizinhanc¸a V=V(x,F) de x e uma colec¸a˜o de isomorfismos
Φy : Ry −→ Rx, onde y varia em V , tal que Φy(ay) = ax para todo a ∈ F e para
todo y ∈ V .
Lembremos que um anel comutativo R e´ dito von Neumann regular se para cada
r ∈ R existe s ∈ R tal que r = r2s. E´ sabido que R e´ von Neumann regular se e
somente se cada elemento de R e´ produto de um idempotente de R por uma unidade
de R. Consequ¨entemente, se R e´ um anel comutativo conexo e von Neumann regular
enta˜o R e´ um corpo. Note que se R e´ um anel semilocal enta˜o R
J(R)
e´ um produto
cartesiano finito de corpos. Logo, R
J(R)
e´ von Neumann regular.
Exemplo: Claramente todo anel uniforme e´ localmente uniforme. No entanto a
rec´ıproca na˜o e´ verdadeira. De fato, considere um anel semilocal R e assuma que
Max(R) = {M1, . . . ,Mt} e que os seus corpos residuais na˜o sa˜o todos isomorfos.
Enta˜o, R
J(R)
e´ um anel semilocal com Max
(
R
J(R)
)
=
{
M1
J(R)
, . . . , Mt
J(R)
}
. Note que
B
(
R
J(R)
)
e´ um anel finito. Assim, X = Spec
(
B
(
R
J(R)
))
e´ finito. Na verdade
pode-se verificar que #X = t. Para cada x ∈ X considere a vizinhanc¸a Vx = {x}
e o isomorfismo Φx :
(
R
J(R)
)
x
−→
(
R
J(R)
)
x
como sendo a identidade de
(
R
J(R)
)
x
.
Enta˜o, R
J(R)
e´ localmente uniforme. Por outro lado, para cada x ∈ X temos que(
R
J(R)
)
x
e´ von Neumann regular e conexo. Portanto,
(
R
J(R)
)
x
e´ um corpo. Mais
ainda,
(
R
J(R)
)
x
=
R
J(R)
I(x)
, ou seja, I(x) = M
J(R)
para algum M ∈ Max(R). Logo,(
R
J(R)
)
x
' RM . Como os corpos residuais na˜o sa˜o todos isomorfos, temos que RJ(R)
na˜o e´ uniforme.
48
A pro´xima observac¸a˜o e´ importante e sera´ usada frequentemente no restante do
trabalho, inclusive no pro´ximo teorema.
Observac¸a˜o 4.1.2. Sejam S/R uma extensa˜o fortemente separa´vel e conexa eM∈
Max(R). O conjunto dos ideais maximais de S que esta˜o sobreM (isto e´, o conjunto
dos ideais maximais de S que interceptados com R sa˜o iguais a M) e´ igual ao
conjunto dos ideais maximais de S que na˜o interceptam R −M. Mas este por sua
vez, esta´ em bijec¸a˜o com o conjunto dos ideais maximais de SM (o localizado segundo
o sistema multiplicativo R−M). Pela Proposic¸a˜o 2.3 de [14], SM e´ uma RM-a´lgebra
fortemente separa´vel. Pelo corola´rio do Lema 2 de [28], temos que SM e´ um anel
semilocal. Portanto, o nu´mero de ideais maximais de S que esta˜o sobre M e´ finito.
Apresentaremos agora a forma fraca do teorema do elemento primitivo para ane´is
conexos cujo quociente pelo seu radical e´ von Neumann regular e localmente uni-
forme.
Teorema 4.1.3. Se S/R e´ uma extensa˜o fortemente separa´vel e conexa e R
J(R)
e´ um
anel von Neumann regular e localmente uniforme enta˜o existem β ∈ ΩR e u ∈ R[X]
um polinoˆmio moˆnico, separa´vel e irredut´ıvel tais que u(β) = 0 e S ⊆ R[β].
Demonstrac¸a˜o: Sejam R = R
J(R)
, S = S
J(R)S
= S
J(S)
e X = X(R) o espectro
booleano de R. Note que Rx =
R
I(x)
e´ von Neumann regular e conexo, para cada
x ∈ X(R). Portanto, Rx e´ um corpo. Pelo Teorema 1.1 de [14], cada extensa˜o
fortemente separa´vel e conexa imerge numa extensa˜o galoisiana e conexa. Enta˜o,
podemos assumir que S/R e´ galoisiana. Suponha que rankRS = n e que Y = {x ∈
X : |Rx| <∞}. A demonstrac¸a˜o sera´ feita em 02 casos.
1o caso: Y = ∅
Nesse caso, |Rx| = ∞ para todo x ∈ X. E´ bem conhecido que cada extensa˜o
separa´vel e finita de um corpo infinito tem elemento primitivo. Enta˜o, Sx/Rx tem
elemento primitivo para cada x ∈ X. Pelo Teorema 2.1.2, S/R tem elemento primi-
tivo, ou seja, S = R[β], onde β = β+J(S). Da´ı, S = R[β]+J(S) ⊆ R[β]+MS ⊆ S,
para cada M ∈ Max(R). Pelo lema de Nakayama generalizado ([5, Corola´rio
I.1.8]), S = R[β]. Pela Proposic¸a˜o 2.2.3, existe u(X) ∈ R[X] um polinoˆmio moˆnico,
separa´vel e irredut´ıvel tal que u(β) = 0.
2o caso: Y 6= ∅
Nesse caso, considere q = min{|Rx| : x ∈ Y }. Como ja´ observamos, Rz = RI(z) e´
um corpo para cada z ∈ X. Assim, I(z) e´ um ideal maximal de R. Mas, Max(R) =
49
{
M
J(R)
: M∈Max(R)
}
. Desta forma, para cada z ∈ X existe M ∈ Max(R) tal
que I(z) = M
J(R)
. Tome p ∈ N um nu´mero primo tal que qp−q
p
> n e p na˜o divide n.
Dado y ∈ Y considere fy(X) = (a0)y+(a1)yX+ . . .+(ap−1)yXp−1+Xp ∈ Ry[X] um
polinoˆmio separa´vel e irredut´ıvel e f(X) = a0+ a1X + . . .+ ap−1Xp−1+Xp ∈ R[X].
Note que o polinoˆmio fy(X) existe, pois Ry e´ um corpo finito. Por hipo´tese, existe
uma vizinhanc¸a N(f1) de y e isomorfismos Φz : Rz −→ Ry tal que Φz((aj)z) = (aj)y
para todo 0 ≤ j ≤ p − 1 e para todo z ∈ N(f1). Como fy e´ separa´vel sobre Ry,
segue do Corola´rio 1.3 e do Teorema 2.3 de [25] que δ(fy) = δ(f)y e´ invert´ıvel em
Ry. Assim, existe λ ∈ R tal que (δ(f)λ)y = 1y. Pela Proposic¸a˜o 1.2.8, existe uma
vizinhanc¸a N(f2) de y tal que (δ(f)λ)x = 1x, para qualquer x ∈ N(f2). Mais ainda,
(δ(f)λ)f2 = f2. Tomando a intersecc¸a˜o das vizinhanc¸as N(f1) e N(f2), podemos
considerar um idempotente e(y) = f1f2 em B(R), uma vizinhanc¸a N(e(y)) de y tal
que (δ(f)λ)z = 1z para todo z ∈ N(e(y)), (δ(f)λ)e(y) = e(y) e isomorfismos Φz :
Rz −→ Ry com Φz((aj)z) = (aj)y para todo 0 ≤ j ≤ p− 1 e para todo z ∈ N(e(y)).
Observe tambe´m que fz(X) = (a0)z + (a1)zX + . . . + (ap−1)zXp−1 + Xp ∈ Rz[X]
e´ irredut´ıvel (pois Φz e´ um isomorfismo) para todo z ∈ N(e(y)) e que f(X)e(y) e´
irredut´ıvel em R[X]e(y). De fato, se existem u(X), v(X) ∈ R[X] polinoˆmios moˆnicos
de grau maior ou igual a 1 tais que f(X)e(y) = u(X)e(y)v(X)e(y) enta˜o fy(X) =
uy(X)vy(X) contrariando a irredutibilidade de fy(X).
Dado x ∈ X − Y , considere um polinoˆmio separa´vel gx(X) = (b0)x + (b1)xX + . . .+
(bp−1)xXp−1 +Xp ∈ Rx[X] e g(X) = b0 + b1X + . . .+ bp−1Xp−1 +Xp ∈ R[X]. Note
que o polinoˆmio gx(X) existe pois o corpo Rx e´ infinito. Usando a separabilidade
de gx(X), o Corola´rio 1.3, o Teorema 2.3 de [25] e a Proposic¸a˜o 1.2.8, obtemos uma
vizinhanc¸a N(e(x)) de x tal que gz(X) e´ separa´vel em Rz[X] para todo z ∈ N(e(x))
e g(X)e(x) e´ separa´vel em R[X]e(x).
Usando o argumento de compacidade usual, existem idempotentes e1, . . . , er ∈ B(R)
e polinoˆmios moˆnicos f1, . . . , fr ∈ R[X] de grau p tais que: e1 + . . . + er = 1,
eiej = 0 se (i 6= j), fiei e´ separa´vel para todo 1 ≤ i ≤ r e fiei e´ irredut´ıvel se
N(ei) e´ vizinhanc¸a de algum y ∈ Y . Tome h = f1e1 + . . . + frer ∈ R[X]. Note
que h e´ um polinoˆmio moˆnico de grau p. Vamos verificar que h e´ separa´vel em
R[X]. De fato, pelo corola´rio 1.3 de [25], δ(hei) = δ(h)ei e δ(fiei) = δ(fi)ei para
todo 1 ≤ i ≤ r. Logo, δ(h) = δ(h)e1 + . . . + δ(h)er = δ(he1) + . . . + δ(her) =
δ(f1)e1 + . . . + δ(fr)er. Como δ(fj)ej ∈ U(Rej) e os idempotentes sa˜o dois a dois
ortogonais temos que δ(h) ∈ U(R). Pelo Teorema 2.3 de [25], h ∈ R[X] e´ um
polinoˆmio separa´vel. Seja t(X) ∈ R[X] um polinoˆmio moˆnico de grau p tal que
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t = h (modJ(R)). Pelo Corola´rio 1.3 de [25], δ(t) = δ(t) = δ(h) ∈ U(R). Da´ı,
δ(t) ∈ U(R) e consequ¨entemente t(X) e´ um polinoˆmio separa´vel em R[X].
Agora provaremos que t(X) e´ um polinoˆmio irredut´ıvel em S[X]. Suponha que
t(X) = r0 + r1X + . . . + rp−1Xp−1 + Xp ∈ R[X] e seja y ∈ Y . Enta˜o, ty(X) =
(r0)y + (r1)yX + . . .+ (rp−1)yXp−1 +Xp ∈ Ry[X]. Por outro lado, ty(X) = (fi)y(X)
para algum i ∈ {1, . . . , r} e y ∈ N(ei). Como y ∈ Y temos que (fi)y(X) e´ irredut´ıvel
em Ry[X]. Suponha que I(y) =
M
J(R)
e que P1, . . . ,Ps sa˜o todos os ideais maximais
de S que esta˜o sobre M (ver Observac¸a˜o 4.1.2). Enta˜o temos Ry ' RM , sendo o
isomorfismo dado por Ψ(ry) = r +M. Note que o polinoˆmio Ψ(ty(X)) = (r0 +
M) + (r1 +M)X + . . . + (rp−1 +M)Xp−1 + Xp ∈ RM [X] e´ irredut´ıvel. Mas p na˜o
divide n e enta˜o p na˜o divide
[
S
P1 :
R
M
]
. Desta forma, o polinoˆmio (r0 + P1) + (r1 +
P1)X + . . .+ (rp−1 + P1)Xp−1 +Xp ∈ SP1 [X] e´ irredut´ıvel, ou seja, t visto em SP1 [X]
e´ um polinoˆmio irredut´ıvel. Portanto, t(X) ∈ S[X] e´ irredut´ıvel. Ja´ vimos que
t(X) e´ separa´vel em R[X]. Da´ı, como R ' R.1 ⊆ S temos que t(X) e´ separa´vel
em S[X]. Tome T = S[X]
(t(X))
. Pela escolha de t(X) temos que T/S e´ uma extensa˜o
fortemente separa´vel e conexa (cf.Lema 2.2.2). Pela transitividade da separabilidade
e pela Proposic¸a˜o 1.5 de [14], temos que T/R e´ uma extensa˜o fortemente separa´vel
e conexa.
Vamos verificar que T x/Rx tem elemento primitivo para cada x ∈ X, onde T =
T
J(T )
= T
J(R)T
. Claramente, se x ∈ X − Y enta˜o T x/Rx tem elemento primitivo. Seja
y ∈ Y e suponha que I(y) = M
J(R)
e que P1, . . . ,Ps sa˜o todos os ideais maximais de S
que esta˜o sobreM (ver Observac¸a˜o 4.1.2). De forma ana´loga ao que fizemos acima,
prova-se que t visto em SPj [X] e´ irredut´ıvel para cada 1 ≤ j ≤ s. Pelo Teorema 3.5
de [21], T possui apenas um ideal maximal P ′j sobre Pj e
[
T
P′j :
S
Pj
]
= p. Portanto,[
T
P′j :
R
M
]
= p
[
S
Pj :
R
M
]
= p
[
S
P1 :
R
M
]
, pois SPj ' SP1 ja´ que S/R e´ galoisiana. Denote
por Nq(n) o nu´mero de polinoˆmios moˆnicos e irredut´ıveis de grau n sobre o corpo
finito com q elementos. E´ fa´cil verificar que a func¸a˜o X
p−X
p
e´ crescente em [1,∞).
Pelo Teorema 3.25 de [18], temos Nq(p) =
qp−q
p
. Portanto, se |Ry| = qy enta˜o
Nqy(p) =
qpy−qy
p
≥ qp−q
p
= Nq(p), pois q = min{|Rx| : x ∈ Y }. Se
[
S
P1 :
R
M
]
= 1
enta˜o Nqy
(
p
[
S
P1 :
R
M
])
= Nqy(p) ≥ Nq(p) ≥ n. Se
[
S
P1 :
R
M
]
≥ 2 enta˜o pelo Lema
1.2 de [15] temos Nqy
(
p
[
S
P1 :
R
M
])
≥ Nqy(p)Nqy
([
S
P1 :
R
M
])
≥ Nqy(p) ≥ Nq(p) ≥ n.
Portanto, Nqy
(
p
[
S
P1 :
R
M
])
≥ n ≥ s. Assim, existem h1, . . . , hs polinoˆmios moˆnicos
separa´veis e irredut´ıveis de grau p
[
S
P1 :
R
M
]
em RM [X]. Pelo Teorema 2.1 de [21],
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MT =
s⋂
j=1
P ′j. Usando o teorema do resto Chineˆs temos, TMT = TP′1 ⊕ . . . ⊕
T
P ′s .
Mais ainda, TP′j '
R
M [X]
(hj)
para cada 1 ≤ j ≤ s. Novamente pelo teorema Chineˆs,
T
MT '
R
M [X]
(h1...hs)
. Portanto, TMT /
R
M tem elemento primitivo. Agora observe que T y =
T
I(y)T
=
T
J(T )
MT
J(T )
' TMT . Desta forma, T y/Ry tem elemento primitivo. Como y e´ um
elemento arbitra´rio de Y segue que T x/Rx tem elemento primitivo para todo x ∈ X.
Da mesma forma que no primeiro caso, T/R tem elemento primitivo, ou seja, existem
β ∈ T e u(X) ∈ R[X] um polinoˆmio irredut´ıvel tais que u(β) = 0 e S ⊆ R[β]. ¥
Os pro´ximos corola´rios generalizam os corola´rios 1.2 e 1.4 de [23] e suas demons-
trac¸o˜es sa˜o ideˆnticas as dadas em [23]. No entanto, as repetiremos aqui para a
comodidade do leitor.
Antes pore´m, reproduziremos a definic¸a˜o de fecho polinomial que foi dada origi-
nalmente por F. DeMeyer em [4]. Em [4], prova-se tambe´m a existeˆncia e unicidade,
a menos de isomorfismo, do fecho polinomial para um anel conexo.
Definic¸a˜o 4.1.4. Sejam R um anel conexo e Γ uma extensa˜o localmente fortemente
separa´vel e conexa de R. Dizemos que Γ e´ um fecho polinomial se:
i. qualquer subconjunto finito de Γ esta´ contido em uma extensa˜o de R da for-
ma R[α1, . . . , αn] ⊆ Γ, sendo que αi e´ raiz de um polinoˆmio separa´vel sobre
R[α1, . . . , αi−1];
ii. cada polinoˆmio separa´vel sobre R se decompo˜e em fatores lineares em Γ[X].
Corola´rio 4.1.5. Se R e´ um anel conexo tal que R
J(R)
e´ um anel von Neumann
regular e localmente uniforme enta˜o o fecho separa´vel de R e o fecho polinomial de
R coincidem.
Demonstrac¸a˜o: Pelo Teorema III.4.4 de [5], cada polinoˆmio separa´vel e moˆnico em
R[X] e´ um produto de fatores lineares em ΩR[X]. Sejam α1, . . . , αn ∈ ΩR. Enta˜o,
existe uma extensa˜o S/R fortemente separa´vel e conexa tal que α1, . . . , αn ∈ S. Pelo
teorema anterior, existe α ∈ ΩR raiz de um polinoˆmio moˆnico, separa´vel e irredut´ıvel
sobre R tal que S ⊆ R[α]. Portanto, ΩR e´ um fecho polinomial de R. Pela unicidade,
o fecho separa´vel de R e o fecho polinomial de R sa˜o iguais. ¥
Corola´rio 4.1.6. Sejam R um anel conexo tal que R
J(R)
e´ um anel von Neumann
regular e localmente uniforme e T ⊆ ΩR um subanel tal que R ⊆ T . Enta˜o ΩR = ΩT .
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Demonstrac¸a˜o: Precisamos provar que ΩR e´ uma extensa˜o localmente fortemente
separa´vel de T . Sejam α1, . . . , αn ∈ ΩR. Pelo Teorema anterior, existem α ∈ ΩR
e f(X) ∈ R[X] um polinoˆmio moˆnico, separa´vel e irredut´ıvel tal que f(α) = 0
e α1, . . . , αn ∈ R[α]. Temos tambe´m, T [X](f) ' T ⊗R R[X](f) . Como R[X](f) e´ uma R-
a´lgebra separa´vel, segue que T [X]
(f)
e´ um T -a´lgebra separa´vel. Assim, T [α] e´ uma
T -a´lgebra fortemente separa´vel e T [α] ⊆ ΩR. Mas, R[α] ⊆ T [α]. Da´ı, α1, . . . , αn ∈
T [α]. Portanto, ΩR e´ uma extensa˜o fortemente separa´vel de T . Sendo que ΩR e´
separavelmente fechado, temos ΩR = ΩT . ¥
Como vimos no exemplo no in´ıcio desta sec¸a˜o, se R e´ um anel semilocal enta˜o
R
J(R)
e´ um anel localmente uniforme. O pro´ximo exemplo mostra que existem ane´is
conexos com infinitos ideais maximais e tais que o quociente pelo radical sa˜o ane´is von
Neumann regular e localmente uniformes. Portanto, o conjunto dos ane´is semilocais
e conexos esta´ contido e e´ diferente do conjunto dos ane´is conexos cujo quociente
pelo radical e´ von Neumann regular e localmente uniforme. Este exemplo foi sugerido
pelo professor Yves Lequain, ao qual somos gratos.
Exemplo: Sejam p ∈ Z um nu´mero primo positivo e R = Z(p) o localizado de Z
segundo o sistema multiplicativo S = Z − pZ. Segundo um resultado da teoria de
nu´meros devido a H. Hasse ([12]) , o qual pode ser visto em [7, pg.185], existe uma
extensa˜o quadra´tica K1 de Q tal que pO1 = q1q2, onde O1 e´ o fecho inteiro de Z(p) em
K1 e q1 e q2 sa˜o os u´nicos ideais maximais de O1 que esta˜o sobre pZ(p). Novamente,
pelo mesmo teorema, existe uma extensa˜o quadra´tica K2 de K1 tal que q1O2 = q11q12
e q2O2 = q21q22 onde O2 e´ o fecho inteiro de O1 em K2, q11 e q12 sa˜o os u´nicos ideais
maximais de O2 que esta˜o sobre q1 e q21 e q22 sa˜o os u´nicos ideais maximais de O2
que esta˜o sobre q2. Da mesma forma, considere uma extensa˜o quadra´tica K3 de K2
na qual cada ideal maximal qij decompo˜e-se em dois ideais maximais. Continue este
processo um nu´mero infinito de vezes e considere L =
∞⋃
j=1
Kj e O o fecho inteiro
de Z(p) em L. Claramente temos O1 ⊆ O2 ⊆ . . . ⊆ O. Como em cada etapa cada
ideal maximal se decompo˜e em outros dois ideais maximais e como O/Z(p) e´ uma
extensa˜o inteira, segue que #Max(O) = ∞. Ale´m disso, cada ideal maximal de O
esta´ sobre pZ(p). Portanto, pO ⊆ J(O) e da´ı, J(O) 6= 0. Lembre que a dimensa˜o de
Krull de um anel R e´ dada por: dim(R) = sup{ht(P) : P ∈ Spec(R)}, onde ht(P)
e´ o comprimento da maior cadeia de ideais primos do tipo P0 ( P1 ( . . . ( Pn = P .
Observe que como Z(p) e´ um anel local enta˜o dim(Z(p)) = ht(pZ(p)). Mais ainda,
Z(p) e´ um domı´nio de ideais principais. Portanto, dim(Z(p)) = 1. Sendo O/Z(p)
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uma extensa˜o inteira de ane´is, temos que dim(O) = 1. Assim, dim
(
O
pO
)
= 0.
Pelo Lema 1 de [10],
O
pO
J( OpO)
e´ von Neumann regular. Mas,
O
pO
J( OpO)
=
O
pO
J(O)
pO
' O
J(O) .
Consequ¨entemente, O e´ um anel conexo com infinitos ideais maximais e O
J(O) e´ von
Neumann regular. Note que O =
∞⋃
j=1
Oj. Mais ainda, OjP ' Zp para todo j ∈ N e
para todo P ∈ Spec(Oj). Seja P ∈ Spec(O) e x ∈ OP . Enta˜o, x = a+ P com a ∈ O.
Logo, a ∈ Oj para algum j ∈ N. Enta˜o, x ∈ OjP∩Oj ' Zp. Desta forma,
O
P ' Zp
para todo P ∈ Spec(O). Considere R = O
J(O) e X = Spec(B(R)). Neste caso, note
que Rz ' Zp para cada z ∈ X. Assim, Rz = {0z, 1z, . . . , (p − 1)z}. Tome x ∈ X
e F ⊆ R finito, digamos F = {a1, . . . , an}. Para cada i ∈ {0, . . . , p − 1}, considere
Ii = {1 ≤ j ≤ n : (aj)x = ix}. Note que a unia˜o dos conjuntos I ′is e´ igual ao
conjunto {1, . . . , n} e que Ii pode ser vazio. Se Ii 6= ∅, para cada j ∈ Ii, tome uma
vizinhanc¸a Vj de x tal que (aj)y = iy para todo y ∈ Vj. Seja V =
n⋂
j=1
Vj. Note que V
e´ uma vizinhanc¸a de x e que (aj)y = (aj)x para todo 1 ≤ j ≤ n e para todo y ∈ V .
Enta˜o, para cada y ∈ V , a func¸a˜o Φy : Ry −→ Rx dada por Φy(iy) = ix e´ um
isomorfismo e satisfaz a condic¸a˜o exigida na definic¸a˜o de anel localmente uniforme.
Portanto, R e´ um anel localmente uniforme.
4.2 Caso Semilocal
Nessa sec¸a˜o apresentamos uma demonstrac¸a˜o independente da forma fraca do teo-
rema do elemento primitivo para o caso semilocal. Ale´m disso, obtemos informac¸o˜es
relacionadas com o posto das extenso˜es.
Teorema 4.2.1. Se S/R e´ uma extensa˜o fortemente separa´vel e conexa e R e´ um
anel semilocal enta˜o existem α ∈ ΩR e u(X) ∈ R[X] um polinoˆmio separa´vel e
irredut´ıvel tais que u(α) = 0 e S ⊆ R[α] = T . Mais ainda, podemos escolher um
nu´mero primo ı´mpar p tal que rankRT = p
i · rankRS, onde i = 0 ou i = 1.
Demonstrac¸a˜o: Por simplicidade, vamos supor que Max(R) = {M1,M2}. Para
um nu´mero finito qualquer de ideais maximais, segue-se racioc´ınio ana´logo ao feito
aqui. A demonstrac¸a˜o sera´ dividida em 03 casos.
1o caso:
∣∣∣ RMi ∣∣∣ =∞, i = 1, 2.
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Neste caso, pelo Corola´rio 2.4.3, S/R tem elemento primitivo. Portanto, existe α ∈ S
tal que S = R[α]. Consequ¨entemente, pela Proposic¸a˜o 2.2.3, existe u(X) ∈ R[X]
um polinoˆmio moˆnico, separa´vel e irredut´ıvel tal que u(α) = 0.
2o caso:
∣∣∣ RMi ∣∣∣ <∞, i = 1, 2.
Suponha que os ideais maximais de S que esta˜o sobre M1 sejam Q1, . . . ,Qn e os
ideais maximais de S que esta˜o sobrem2 sejam P1, . . . ,Pm (ver Observac¸a˜o 4.1.2). Os
nu´meros primos positivos constituem um subconjunto infinito dos nu´meros naturais.
Enta˜o, tome p ∈ N um nu´mero primo suficientemente grande (p > 2) tal que p
na˜o divide
[
S
Qj :
R
M1
]
para todo 1 ≤ j ≤ n, p na˜o divide
[
S
Pi :
R
M2
]
para todo
1 ≤ i ≤ m, qp−q
n
≥ p, qp1−q1
m
≥ p, onde q =
∣∣∣ RM1 ∣∣∣ e q1 = ∣∣∣ RM2 ∣∣∣. Seja gi ∈ RMi [X]
um polinoˆmio moˆnico, separa´vel e irredut´ıvel com ∂gi = p, i = 1, 2. Suponha que
g1(X) = ao+ a1X + . . .+ ap−1Xp−1+Xp e g2(X) = bo+ b1X + . . .+ bp−1Xp−1+Xp.
Note que (ak, bk) ∈ RM1 × RM2 , k = 0, . . . , p − 1. Pelo teorema do resto Chineˆs,
existem co, c1, . . . , cp−1 ∈ R tais que ck = ak (mod M1) e ck = bk (mod M2), para
todo 0 ≤ k ≤ p − 1. Considere f(x) = co + c1X + . . . + cp−1Xp−1 + Xp ∈ R[X].
Observe que f = g1 (mod M1) e f = g2 (mod M2). Enta˜o, pelo Teorema 2.2
de [14], f e´ um polinoˆmio separa´vel em R[X]. Mas, S[X]
(f)
' S ⊗R R[X](f) e´ uma S-
a´lgebra separa´vel. Consequ¨entemente, f e´ separa´vel em S[X]. Ale´m disso, como
∂g1 e
[
S
Q1 :
R
M1
]
sa˜o coprimos, segue que g1 e´ irredut´ıvel em
S
Q1 [X]. Portanto, f e´
irredut´ıvel em S[X]. Considere T = S[X]
(f)
e note que T/S e´ fortemente separa´vel
e conexa (cf. Lema 2.2.2). Denote por Nq(n) o nu´mero de polinoˆmios moˆnicos e
irredut´ıveis de grau n sobre o corpo finito com q elementos. Pelo Teorema 3.25 de [18],
temos Nq(p) =
qp−q
p
≥ n. Logo, existem h1, . . . , hn ∈ RM1 [X] polinoˆmios moˆnicos,
separa´veis e irredut´ıveis tais que ∂hj = p
[
S
Qj :
R
M1
]
para todo 1 ≤ j ≤ n. De fato, se[
S
Qj :
R
M1
]
= 1 enta˜o Nq
(
p
[
S
Qj :
R
M1
])
= Nq(p) ≥ n. Se
[
S
Qj :
R
M1
]
≥ 2 enta˜o pelo
Lema 1.2 de [15] temos Nq
(
p
[
S
Qj :
R
M1
])
≥ Nq(p)Nq
([
S
Qj :
R
M1
])
≥ Nq(p) ≥ n.
Observe que RM1 e´ um corpo perfeito, pois e´ um corpo finito. Assim, os polinoˆmios
hj sa˜o separa´veis. Analogamente, existem t1, . . . , tm ∈ RM2 [X] polinoˆmios moˆnicos,
separa´veis e irredut´ıveis tais que ∂ti = p
[
S
Pi :
R
M2
]
para todo 1 ≤ i ≤ m. Pelo
Teorema 3.5 de [21], T possui apenas um ideal maximal Q′j sobre Qj e
[
T
Q′j :
S
Qj
]
= p.
Portanto,
[
T
Q′j :
R
M1
]
= p
[
S
Qj :
R
M1
]
. Desta forma, TQ′j '
R
M1 [X]
(hj)
para todo 1 ≤ j ≤ n.
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Pelo Teorema 2.1 de [21], MT =
n⋂
j=1
Q′j. Usando o teorema do resto Chineˆs temos,
T
M1T '
R
M1 [X]
(h1h2...hn)
. Da mesma forma, pelo Teorema 3.5 de [21], T possui apenas um
ideal maximal P ′i sobre Pi e
[
T
P ′i :
R
M2
]
= p
[
S
Pi :
R
M2
]
para cada 1 ≤ i ≤ m. Logo,
T
P ′i '
R
M2 [X]
(ti)
para todo 1 ≤ i ≤ m. Novamente, pelo Teorema 2.1 de [21] e pelo
teorema do resto Chineˆs temos TM2T '
R
M2 [X]
(t1t2...tm)
. Portanto, TMiT /
R
Mi tem elemento
primitivo para i = 1, 2. Enta˜o, pela Proposic¸a˜o 2.4.2, T/R tem elemento primitivo
e o resultado segue como no caso anterior.
3o caso:
∣∣∣ RM1 ∣∣∣ <∞ e ∣∣∣ RM2 ∣∣∣ =∞.
De forma ana´loga ao caso anterior, considere p um nu´mero primo tal que p na˜o
divide
[
S
Qj :
R
M1
]
para todo 1 ≤ j ≤ n e qp−q
p
≥ n, onde Q1, . . . ,Qn sa˜o os ideais
maximais de S que esta˜o sobre M1 e q =
∣∣∣ RM1 ∣∣∣. Tome g1 ∈ RM1 [X] um polinoˆmio
moˆnico, separa´vel e irredut´ıvel de grau p. Como no caso anterior, existem polinoˆmios
h1, . . . , hn ∈ RM1 [X] moˆnicos, separa´veis e irredut´ıveis tais que ∂(hj) = p
[
S
Qj :
R
M1
]
para todo 1 ≤ j ≤ n. Por outro lado, considere g2 ∈ RM2 [X] um polinoˆmio moˆnico tal
que g2 na˜o possui ra´ızes repetidas no fecho alge´brico de
R
M2 e o grau de g2 e´ p. Note
que tal polinoˆmio existe. De fato, basta tomar x1, . . . , xp ∈ RM2 elementos distintos e
considerar g2(X) = (X−x1) . . . (X−xp). De forma ana´loga ao caso anterior, usando
o teorema do resto Chineˆs, obtemos um polinoˆmio f ∈ R[X] moˆnico, separa´vel e
irredut´ıvel de grau p tal que f = g1 (modM1) e f = g2 (modM2). Considerando
T = S[X]
(f)
, obtemos que TM1T '
R
M1 [X]
(h1h2...hn)
. Como
∣∣∣ RM2 ∣∣∣ = ∞, TM2T / RM2 tem elemento
primitivo. Assim, T/R tem elemento primitivo e o resultado segue. ¥
Agora consideremos um corola´rio do Teorema 4.2.1.
Corola´rio 4.2.2. Se R e´ um domı´nio de fatorac¸a˜o u´nica (D.F.U.) semilocal enta˜o
ΩR e´ um domı´nio.
Demonstrac¸a˜o: Sejam a, b ∈ ΩR tais que ab = 0. Considere uma R-suba´lgebra
S de ΩR a qual e´ uma extensa˜o fortemente separa´vel de R e conte´m a e b. Pelo
Teorema 4.2.1, existe um polinoˆmio moˆnico, separa´vel e irredut´ıvel f ∈ R[X] tal
que S ⊆ R[X]
(f)
. Como R e´ um D.F.U., temos que (f) e´ um ideal primo de R[X].
Consequ¨entemente, R[X]
(f)
e´ um domı´nio. Da´ı, S e´ um domı´nio. Portanto, a = 0 ou
b = 0. Assim, ΩR e´ um domı´nio. ¥
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Observac¸a˜o: Sejam L/F/K extenso˜es de corpos tais que L/K e´ separa´vel e [L :
K] <∞. Enta˜o, pelo teorema do elemento primitivo para corpos, L/K tem elemento
primitivo e o nu´mero de corpos intermedia´rios de L/K (corpos que conte´m K e esta˜o
contidos em L) e´ finito. Consequ¨entemente, o nu´mero de corpos intermedia´rios
de F/K e´ finito e enta˜o F/K tem elemento primitivo. O Teorema 4.2.1 mostra
que o mesmo na˜o e´ va´lido no contexto de ane´is comutativos. De fato, para um
anel semilocal R, considere uma extensa˜o fortemente separa´vel e conexa S/R que
na˜o possui elemento primitivo (ver [32, pg.170]). Pelo Teorema 4.2.1, tal extensa˜o
imerge numa extensa˜o T/R que possui elemento primitivo. Portanto, temos uma
extensa˜o fortemente separa´vel que possui elemento primitivo com uma suba´lgebra
intermedia´ria que na˜o possui elemento primitivo.
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Cap´ıtulo 5
Fecho Separa´vel
Nesse cap´ıtulo abordaremos resultados relacionados com o fecho separa´vel de um
anel conexo. Na primeira sec¸a˜o daremos crite´rios para que um polinoˆmio separa´vel
e irredut´ıvel sobre um anel conexo R permanec¸a irredut´ıvel em RM [X], para cada
M ∈ Max(R). Na segunda sec¸a˜o relacionaremos o fecho separa´vel de um anel
conexo R com o fecho separa´vel de certos ane´is residuais obtidos via o quociente por
um ideal.
5.1 Irredutibilidade
O principal resultado desta sec¸a˜o e´ o Teorema 5.1.1. Como corola´rio de tal
resultado obtemos o Teorema 1.5 de [22].
Considere uma extensa˜o de ane´is S/R e M′ ∈ Max(S). Observe que D(M′) =
{σ ∈ AutR(S) : σ(M′) = M′} e´ um subgrupo do grupo AutR(S). Este grupo e´
denominado o grupo de decomposic¸a˜o de M′.
Teorema 5.1.1. Seja R um anel conexo que satisfaz a (f.f.e.p.). As seguintes
afirmac¸o˜es sa˜o equivalentes:
i. A func¸a˜o Ψ : Max(ΩR) −→ Max(R), dada por Ψ(M′) = M′ ∩ R, e´ uma
bijec¸a˜o.
ii. D(M′) = AutR(ΩR), para cada M′ ∈Max(ΩR).
iii. Se f ∈ R[X] e´ um polinoˆmio separa´vel e irredut´ıvel enta˜o f e´ irredut´ıvel em
R
M [X] para todo M∈Max(R).
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Demonstrac¸a˜o: (i → ii) Sejam M′ ∈ Max(ΩR) e σ ∈ AutR(ΩR) e assuma que
M′ ∩R =M. Enta˜o, σ(M′) ∈Max(ΩR) e σ(M′) ∩R = σ(M′ ∩R) =M. Usando
a hipo´tese, temos que σ(M′) =M′. Portanto, σ ∈ D(M′).
(ii → i) Tome M′1,M′2 ∈ Max(ΩR) tais que M′1 ∩ R = M e M′2 ∩ R = M.
Pelo Lema 2.2 de [21], existe σ ∈ AutR(ΩR) tal que σ(M′1) = M′2. Por hipo´tese,
σ(M′1) =M′1. Desta forma, M′1 =M′2 e Ψ e´ uma bijec¸a˜o.
(i → iii) Suponha que existem f ∈ R[X] um polinoˆmio separa´vel e irredut´ıvel e
M∈Max(R) tal que f e´ redut´ıvel em RM [X]. Vamos verificar que neste caso Ψ na˜o
e´ bijec¸a˜o. Considere enta˜o T = R[X]
(f)
. Pelo Teorema 3.5 de [21], T possui pelo menos
dois ideais maximais sobreM. Note que T/R e´ uma extensa˜o fortemente separa´vel.
Pelo Lema 2.2.2, T e´ um anel conexo. Pelo Corola´rio 1.3.18, existe uma imersa˜o
de T em ΩR. Da´ı, ΩR possui pelo menos dois ideais maximais que esta˜o sobre M.
Portanto, Ψ na˜o e´ injetora.
(iii → i) Assuma que a func¸a˜o Ψ na˜o e´ uma bijec¸a˜o. Enta˜o, Ψ na˜o e´ injetora, ou
seja, existem M′1,M′2 ∈ Max(ΩR) tais que Ψ(M′1) = Ψ(M′2) e M′1 6=M′2. Assim,
M′1∩R =M′2∩R =M∈Max(R). Pelo Teorema 2.1 de [21],MΩR =
⋂
Q∈X
Q, onde
X e´ o conjunto dos ideais maximais de ΩR que esta˜o sobreM. Assim,MΩR ⊆M′1.
Se MΩR = M′1 enta˜o de MΩR ⊆ M′1 ∩ M′2 ⊆ M′1 temos M′1 ∩ M′2 = M′1.
Portanto, M′1 ⊆M′2. Da maximalidade, temos M′1 =M′2. Isto contradiz a escolha
feita. Desta forma,MΩR (M′1. Tome x ∈M′1\MΩR. Enta˜o, existe uma extensa˜o
fortemente separa´vel S de R, S ⊆ ΩR tal que x ∈ S. Logo, x ∈ (S ∩M′1) \ MS.
Mas, S ∩M′1 e´ um ideal maximal de S que esta´ sobre M. Como MS ( S ∩M′1,
segue do Teorema 2.1 de [21], que existe um ideal maximal de S diferente deM′1∩S
que esta´ sobre M. Consequ¨entemente, S e´ uma extensa˜o fortemente separa´vel de
R que possui pelo menos dois ideais maximais que esta˜o sobre M. Por hipo´tese,
existem α ∈ ΩR e um polinoˆmio moˆnico, separa´vel e irredut´ıvel f(x) ∈ R[X] tal
que f(α) = 0 e S ⊆ R[α]. Chamando T = R[X]
(f)
, temos pela Proposic¸a˜o 2.2.3 que
T ' R[α]. Por hipo´tese, f(X) ∈ RM [X] e´ irredut´ıvel. Enta˜o, pelo Teorema 3.5 de
[21], T possui apenas um ideal maximal que esta´ sobre M. Da´ı, R[α] possui apenas
um ideal maximal que esta´ sobre M. Mas isto e´ uma contradic¸a˜o, pois S ⊆ R[α] e´
uma extensa˜o inteira e S possui pelo menos dois ideais maximais sobre M. ¥
Observac¸a˜o: Note que a hipo´tese que R satisfaz a (f.f.e.p.) e´ usada apenas para
demonstrar (iii→ i).
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Como consequ¨eˆncia imediata do teorema acima e do Teorema 4.1.3 temos os
seguintes corola´rios.
Corola´rio 5.1.2. Seja R um anel conexo tal que R
J(R)
e´ von Neumann regular e
localmente uniforme. As seguintes afirmac¸o˜es sa˜o equivalentes:
i. A func¸a˜o Ψ : Max(ΩR) −→ Max(R), dada por Ψ(M′) = M′ ∩ R, e´ uma
bijec¸a˜o.
ii. D(M′) = AutR(ΩR), para cada M′ ∈Max(ΩR).
iii. Se f ∈ R[X] e´ um polinoˆmio separa´vel e irredut´ıvel enta˜o f e´ irredut´ıvel em
R
M [X] para todo M∈Max(R).
Corola´rio 5.1.3. Sejam R um anel conexo e Max(R) = {M1, . . . ,Mt}. As seguin-
tes afirmac¸o˜es sa˜o equivalentes:
i. Todo polinoˆmio separa´vel e irredut´ıvel em R[X] permanece irredut´ıvel visto em
R
Mi [X] para qualquer i = 1, . . . , t.
ii. #Max(ΩR) = t.
Em [22] diz-se que um anel local (R,M) e´ fracamente henseliano se cada poli-
noˆmio separa´vel e irredut´ıvel em R[X] permanece irredut´ıvel em RM [X]. O pro´ximo
corola´rio e´ o Teorema 1.5 de [22] e segue imediatamente do corola´rio acima.
Corola´rio 5.1.4. Seja (R,M) um anel local. Enta˜o R e´ um anel fracamente hen-
seliano se e somente se ΩR e´ local.
Diremos que um anel conexo R satisfaz a condic¸a˜o do elemento primitivo (c.e.p.)
se para cada extensa˜o fortemente separa´vel e conexa S/R existe α ∈ S tal que
S = R[α].
Corola´rio 5.1.5. Seja R um LG-anel conexo. As seguintes afirmac¸o˜es sa˜o equiva-
lentes:
i. Todo polinoˆmio separa´vel e irredut´ıvel em R[X] permanece irredut´ıvel em RM [X]
para qualquer M∈Max(R) e R satisfaz a (c.e.p.).
ii. Ψ : Max(ΩR) −→Max(R), dada por Ψ(M′) =M′ ∩R, e´ bijec¸a˜o.
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Demonstrac¸a˜o: Assuma (i). Enta˜o, pelo teorema anterior, Ψ e´ bijec¸a˜o. Reciproca-
mente, suponha que Ψ e´ bijec¸a˜o. Pela observac¸a˜o feita abaixo do Teorema 5.1.1, todo
polinoˆmio separa´vel e irredut´ıvel em R[X] permanece irredut´ıvel em RM [X] para qual-
querM∈Max(R). Sejam S/R uma extensa˜o fortemente separa´vel eM∈Max(R).
Se Ψ e´ bijec¸a˜o enta˜o SMS e´ um corpo. Pelo teorema do elemento primitivo,
S
MS/
R
M
tem elemento primitivo. Pela Proposic¸a˜o 2.4.2, S/R tem elemento primitivo. Assim,
R satisfaz a c.e.p.. ¥
5.2 Fecho Separa´vel
O objetivo desta sec¸a˜o e´ generalizar dois resultados de [21]. O primeiro afirma que
se (ΩR,M′) e´ um anel local enta˜o Ω RM =
ΩR
M′ , ondeM′ ∈Max(ΩR) eM′ ∩R =M.
Provaremos que se R e´ um anel conexo tal que R
J(R)
e´ von Neumann regular e M ∈
Max(R) enta˜o Ω R
M
= ΩRM′ , onde M′ ∈ Max(ΩR) e M′ ∩ R = M. A demonstrac¸a˜o
de tal resultado utiliza-se de argumentos via espectro booleano.
Tambe´m em [21], demonstra-se que se (ΩR,M′) e´ um anel local e I ⊆ R e´ um
ideal enta˜o ΩR
I
= ΩR
IΩR
. Apresentamos aqui uma generalizac¸a˜o deste resultado com
a seguinte forma: se R e´ um anel conexo tal que R
J(R)
e´ von Neumann regular e
I ⊆ J(R) e´ um ideal tal que ΩR
IΩR
e´ conexo enta˜o ΩR
I
= ΩR
IΩR
.
Em seguida, apresentamos va´rios lemas os quais sera˜o necessa´rios na demonstra-
c¸a˜o do pro´ximo teorema.
Lema 5.2.1. Sejam R um anel conexo, S/R uma extensa˜o localmente fortemente
separa´vel e I ⊆ R um ideal. Enta˜o IS ∩R = I.
Demonstrac¸a˜o: Assuma que S/R e´ uma extensa˜o fortemente separa´vel. Prova-
remos que, neste caso, IS ∩ R = I. Claramente, I ⊆ IS ∩ R. Pelo Corola´rio
III.2.3 de [5], R e´ um R somando direto de S, isto e´, existe um R-mo´dulo N tal
que S = R ⊕N . Logo, IS = I ⊕ IN . Consequ¨entemente, IS ∩ R = (I ⊕ IN) ∩ R.
Se z ∈ (I + IN) ∩ R enta˜o z ∈ R e z = x + y com x ∈ I e y ∈ IN . Logo,
y = z − x ∈ R ∩ IN ⊆ R ∩N = 0. Portanto, z = x ∈ I. Assim, IS ∩ R = I. Agora
vamos provar o caso geral. Novamente e´ claro que I ⊆ IS ∩ R. Seja z ∈ IS ∩ R.
Enta˜o, z =
n∑
i=1
xiyi ∈ R, com xi ∈ I e yi ∈ S. Considere T/R uma extensa˜o
fortemente separa´vel tal que yi ∈ T para cada 1 ≤ i ≤ n e T ⊆ S. Desta forma,
z ∈ IT ∩R = I. Portanto, IS ∩R = I. ¥
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Lema 5.2.2. Se T/R e´ uma extensa˜o localmente fortemente separa´vel e R e´ um anel
von Neumann regular enta˜o T e´ um anel von Neumann regular.
Demonstrac¸a˜o: Seja α ∈ T . Como T/R e´ uma extensa˜o localmente fortemente
separa´vel, existe extensa˜o fortemente separa´vel S/R tal que S ⊆ T e α ∈ S. Se S
e´ von Neumann regular enta˜o α = α2β, para algum β ∈ S. Portanto, para cada
elemento α ∈ T existe β ∈ T tal que α = α2β. Desta forma, T e´ von Neumann
regular. Assim, e´ suficiente provar que uma extensa˜o fortemente separa´vel de um
anel von Neumann regular e´ um anel von Neumann regular. Pelo Lema 1 de [10],
S e´ von Neumann regular se e somente SM e´ von Neumann regular para qualquer
M∈Max(R). Mas SM/RM e´ uma extensa˜o fortemente separa´vel e RM e´ um corpo.
Pelo teorema de Wedderburn para a´lgebras separa´veis sobre corpos, SM e´ uma soma
direta finita de corpos. Logo, SM e´ um anel von Neumann regular. ¥
Lema 5.2.3. Se R e´ um anel conexo e I ⊆ R e´ um ideal tal que R
I
e´ von Neumann
regular enta˜o ΩR
IΩR
e´ um anel von Neumann regular.
Demonstrac¸a˜o: Pelo Lema 5.2.2, e´ suficiente provar que ΩR
IΩR
/R
I
e´ uma extensa˜o
localmente fortemente separa´vel. Pelo Lema 5.2.1, IΩR ∩ R = I. Assim, ΩRIΩR/RI e´
uma extensa˜o de ane´is. Sejam α1 + IΩR, α2 + IΩR, . . . , αn + IΩR elementos de
ΩR
IΩR
.
Enta˜o, existe S/R extensa˜o fortemente separa´vel tal que {α1, . . . , αn} ⊆ S ⊆ ΩR.
Pela Proposic¸a˜o 1.3.13, S
IS
e´ uma R
I
-a´lgebra separa´vel. Logo, S
IS
/R
I
e´ uma extensa˜o
fortemente separa´vel. Pela Proposic¸a˜o 2 de [24], ΩR/S e´ uma extensa˜o localmente
fortemente separa´vel. Pelo Lema 5.2.1, (IS)ΩR∩S = IS. Mas (IS)ΩR∩S = IΩR∩S.
Portanto, temos uma imersa˜o de S
IS
em ΩR
IΩR
. Identificando de maneira natural os
elementos αj + IS com αj + IΩR temos que
ΩR
IΩR
/R
I
e´ uma extensa˜o localmente
fortemente separa´vel. ¥
Denote por X(R) o espectro booleano de R, isto e´, X(R) = Spec(B(R)) =
Max(B(R)), onde B(R) e´ a a´lgebra booleana de R.
Lema 5.2.4. Se R e´ um anel von Neumann regular enta˜o Max(R) = {I(x) : x ∈
X(R)}.
Demonstrac¸a˜o: Seja x ∈ X(R). Enta˜o, Rx e´ von Neumann regular e conexo.
Portanto, Rx e´ um corpo. Mas, Rx =
R
I(x)
. Assim, I(x) ∈Max(R). Reciprocamente,
dado M∈Max(R), considere x como sendo o conjunto dos idempotentes de R que
esta˜o em M. E´ fa´cil verificar que x e´ um ideal primo de B(R). Mas Spec(B(R)) =
Max(B(R)). Desta forma, x ∈ X(R). Mais ainda, I(x) e´ o ideal de R gerado pelos
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elementos que esta˜o em x. Logo, I(x) ⊆ M. Pela parte anterior, I(x) e´ um ideal
maximal de R. Ou seja, I(x) =M. ¥
Teorema 5.2.5. Sejam R um anel conexo tal que R
J(R)
e´ von Neumann regular
e M ∈ Max(R). Enta˜o Ω( RM) =
ΩR
M′ , qualquer que seja M′ ∈ Max(ΩR) com
M′ ∩R =M.
Demonstrac¸a˜o: Seja M′ ∈Max(ΩR) tal que M′ ∩R =M. Fixemos as seguintes
notac¸o˜es: R = R
J(R)
e ΩR =
ΩR
J(R)ΩR
. Note que J(R)ΩR ⊆ J(ΩR). Na verdade, pode-se
verificar a igualdade, mas para no´s e´ suficiente esta inclusa˜o. Assim, J(R)ΩR ⊆M′
e escrevemos M′ = M′
J(R)ΩR
. Vamos verificar que ΩRM′/
R
M e´ uma extensa˜o local-
mente fortemente separa´vel. Tome {α1 + M′, . . . , αn + M′} ⊆ ΩRM′ um subcon-
junto finito. Enta˜o, existe uma extensa˜o fortemente separa´vel S/R tal que S ⊆ ΩR
e {α1, . . . , αn} ⊆ S. Pela Proposic¸a˜o 1.3.13, SMS/ RM e´ uma extensa˜o fortemente
separa´vel. Como ΩR/R e´ uma extensa˜o inteira, segue que M′ ∩ S e´ um ideal maxi-
mal de S. Pelo Teorema 2.1 de [21],MS e´ a intersecc¸a˜o de todos os ideais maximais
de S que esta˜o sobre M (ideais de S que interceptados com R sa˜o iguais a M).
Portanto, M′ ∩ S e´ um dos elementos desta intersecc¸a˜o. Pela Observac¸a˜o 4.1.2,
o nu´mero de ideais maximais de S que esta˜o sobre M e´ finito. Pelo teorema do
resto Chineˆs, temos que SM′∩S e´ um somando direto de
S
MS . Consequ¨entemente,
S
M′∩S/
R
M e´ uma extensa˜o fortemente separa´vel. Portanto,
ΩR
M′/
R
M e´ uma extensa˜o
localmente fortemente separa´vel. Falta verificar que ΩRM′ e´ separavelmente fechado.
Seja T/ΩRM′ uma extensa˜o fortemente separa´vel e conexa. Pelo teorema de Wedder-
burn para a´lgebras separa´veis sobre corpos temos que T e´ um corpo. Portanto,
existe um polinoˆmio moˆnico, separa´vel e irredut´ıvel f ∈ ΩRM′ [X] tal que T '
ΩR
M′ [X]
(f)
.
Pelo Lema 5.2.3, ΩR e´ um anel von Neumann regular. Pelo Lema 5.2.4, existe
x ∈ X(ΩR) tal que I(x) = M′. Portanto,
(
ΩR
)
x
= ΩRM′ ' ΩRM′ . Aplicando esse iso-
morfismo aos coeficientes de f obtemos um polinoˆmio moˆnico, separa´vel e irredut´ıvel
ux ∈ (ΩR)x[X]. Se ux(X) = (a0)x + (a1)xX + . . . + (an−1)xXn−1 + Xn enta˜o con-
sidere u(X) = a0 + a1X + . . .+ an−1Xn−1 +Xn. Como ux e´ separa´vel sobre
(
ΩR
)
x
,
segue do Corola´rio 1.3 e do Teorema 2.3 de [25] que δ(ux) = δ(u)x e´ invert´ıvel em(
ΩR
)
x
. Assim, existe λ ∈ ΩR tal que (δ(u)λ)x = 1x. Pela Proposic¸a˜o 1.2.8, existe
uma vizinhanc¸a N(e1) de x tal que (δ(u)λ)z = 1z, para qualquer z ∈ N(e1). Mais
ainda, (δ(u)λ)e1 = e1. Portanto, u(X)e1 e´ um polinoˆmio separa´vel e irredut´ıvel em
ΩR[X]e1 de grau n = ∂(f). Como N(e1) e´ “clopen”, temos que Y = X(ΩR)−N(e1)
e´ um conjunto aberto. Portanto, dado y ∈ Y existe uma vizinhanc¸a Vy = N(e)
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de y tal que Vy ⊆ Y . Tome um polinoˆmio moˆnico e separa´vel gy ∈ (ΩR)y[X] de
grau n. Considere uma vizinhanc¸a Wy = N(f) de y tal que δ(g)f ∈ U(ΩRf). Enta˜o,
δ(g)ef ∈ U(ΩRef). Desta forma, existe uma vizinhanc¸a Vy∩Wy = N(ef) de y tal que
N(ef) ⊆ Y e g(X)ef e´ um polinoˆmio moˆnico e separa´vel em ΩR[X]ef . Observe que
para cada y ∈ Y podemos construir o idempotente ef acima. Assim, chamaremos tal
idempotente de e(y). Portanto, X(ΩR) = N(e1) ∪
(⋃
y∈Y
N(e(y))
)
. Note que, pela
escolha das vizinhanc¸as N(e(y)) temos que N(e1) ∩
(⋃
y∈Y
N(e(y))
)
= ∅. Usando o
argumento de compacidade usual, obtemos e2, . . . , er ∈ B(ΩR) e g2, . . . , gr ∈ ΩR[X]
tais que e1 + . . . + er = 1, eiej = 0 se i 6= j e gi(X)ei e´ um polinoˆmio separa´vel
em ΩR[X]ei para todo i = 2, . . . , r. Tome g = ue1 + g2e2 + . . . + grer ∈ ΩR[X].
Pelo corola´rio 1.3 de [25], δ(ue1) = δ(u)e1 e δ(giei) = δ(gi)ei para todo 2 ≤ i ≤ r.
Logo, δ(g) = δ(g)e1 + δ(g)e2 + . . .+ δ(g)er = δ(ge1)e1 + δ(ge2)e2 + . . .+ δ(ger)er =
δ(u)e1 + δ(g2)e2 + . . . + δ(gr)er ∈ U(ΩR). Assim, g(X) e´ um polinoˆmio moˆnico, se-
para´vel e de grau n. Mais ainda, como u(X)e1 e´ irredut´ıvel em ΩR[X]e1, temos
que g e´ irredut´ıvel em ΩR[X]. Seja h ∈ ΩR[X] um polinoˆmio moˆnico tal que
h = g (modJ(R)ΩR). Pelo Corola´rio 1.3 de [25], δ(h) = δ(h) = δ(g) ∈ U(ΩR).
Consequ¨entemente, h ∈ R[X] e´ um polinoˆmio separa´vel. Ou seja, h e´ um polinoˆmio
moˆnico, separa´vel e irredut´ıvel em ΩR[X]. Portanto,
ΩR[X]
(h)
/ΩR e´ uma extensa˜o forte-
mente separa´vel e conexa. Logo, ∂(h) = 1. Desta forma, n = 1 e T ' ΩRM′ . ¥
Observe que para um anel conexo R qualquer o resultado acima na˜o e´ verdadeiro.
De fato, tome R = Z e note que ΩR = R, pois Z e´ separavelmente fechado. Tomando
um ideal maximal M = pZ, onde p e´ um nu´mero primo temos como corpo residual
o corpo finito com p elementos. Note que o fecho separa´vel deste corpo e´ infinito e
portanto na˜o pode ser ele mesmo.
Em particular, se R e´ um anel local ou semilocal temos que R
J(R)
e´ von Neumann
regular. O Lema 4.8 de [21], diz que se (ΩR,M′) e´ um anel local enta˜o Ω RM '
ΩR
M′ ,
onde M′ ∩R =M. Assim, o teorema acima generaliza este resultado.
Corola´rio 5.2.6. Sejam R um conexo tal que R
J(R)
e´ von Neumann regular, M ∈
Max(R) eM′ ∈Max(ΩR) tal queM′∩R =M. Enta˜o, D(M′) = {σ ∈ AutR(ΩR) :
σ(M′) =M′} ' Aut( RM)Ω( RM).
Demonstrac¸a˜o: Pelo Teorema 2.7 de [21], D(M′) ' Aut R
M
ΩR
M′ . Pelo Teorema 5.2.5,
ΩR
M′ ' Ω RM . Juntando as duas informac¸o˜es obtemos o resultado. ¥
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O pro´ximo teorema generaliza o Teorema 4.9 de [21].
Teorema 5.2.7. Sejam R um anel conexo tal que R
J(R)
e´ von Neumann regular e
I ⊆ J(R) um ideal tal que ΩR
IΩR
e´ conexo. Enta˜o ΩR
I
= ΩR
IΩR
.
Demonstrac¸a˜o: Conforme vimos na demonstrac¸a˜o do Lema 5.2.3, ΩR
IΩR
/R
I
e´ uma
extensa˜o localmente fortemente separa´vel. Agora vamos verificar que ΩR
IΩR
e´ sepa-
ravelmente fechado. Denote por ΩR o anel
ΩR
IΩR
. Observe que IΩR ⊆ J(R)ΩR ⊆
J(ΩR). Logo, Max(ΩR) =
{
M′ = M′
IΩR
: M′ ∈Max(ΩR)
}
. Dado qualquer M′ ∈
Max(ΩR), temos
ΩR
M′ ' ΩRM′ . Suponha que M′ ∩ R = M. Pelo Teorema 5.2.5,
Ω R
M
= ΩRM′ . Consequ¨entemente,
∣∣ΩR
M′
∣∣ = ∣∣∣ΩRM′ ∣∣∣ = ∞. Seja T/ΩR uma extensa˜o forte-
mente separa´vel e conexa. Pelo Corola´rio 2.4.3, TM′T /
ΩR
M′ tem elemento primitivo
para qualquer M′ ∈ Max(ΩR). Como R e´ um LG-anel e ΩR/R e´ uma extensa˜o in-
teira, pelo Corola´rio 2.3 de [8] temos que ΩR e´ um LG-anel. Visto que IΩR ⊆ J(ΩR)
obtemos que ΩR e´ um LG-anel. Pela Proposic¸a˜o 2.4.2, T/ΩR tem elemento prim-
itivo. Assim, T ' ΩR[X]
(f)
, onde f ∈ ΩR[X] e´ um polinoˆmio moˆnico, separa´vel e
irredut´ıvel. Seja h ∈ ΩR[X] um polinoˆmio moˆnico tal que h = f (mod IΩR). Da
mesma forma que na demonstrac¸a˜o do Teorema 5.2.5, temos que h ∈ ΩR[X] e´ um
polinoˆmio separa´vel e irredut´ıvel. Note que, ΩR[X]
(h)
/ΩR e´ uma extensa˜o fortemente
separa´vel e conexa de ΩR. Portanto, ∂(h) = 1 e T ' ΩR. ¥
O pro´ximo resultado e´ consequ¨eˆncia direta do teorema acima.
Corola´rio 5.2.8. Se (R,M) e´ um anel local e I ⊆ R e´ um ideal tal que ΩR
IΩR
e´ conexo
enta˜o ΩR
I
= ΩR
IΩR
Observe que se ΩR e´ um anel local enta˜o R e
ΩR
IΩR
sa˜o ane´is locais. Portanto, o
corola´rio acima generaliza o Teorema 4.9 de [21].
Corola´rio 5.2.9. [21, Teorema 4.9] Se ΩR e´ um anel local e I ⊆ R e´ um ideal enta˜o
ΩR
I
= ΩR
IΩR
.
Denote por N(R) o nilradical de R, ou seja, N(R) e´ o conjunto dos elementos
nilpotentes de R. Pelo Lema IV.2 de [20], se R e´ um anel conexo e I ⊆ N(R) e´
um ideal enta˜o R
I
e´ um anel conexo. Assim, temos o seguinte corola´rio do teorema
acima.
Corola´rio 5.2.10. Se R e´ um anel conexo tal que R
J(R)
e´ von Neumann regular e
I ⊆ N(R) e´ um ideal enta˜o ΩR
I
= ΩR
IΩR
.
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Demonstrac¸a˜o: Note que IΩR ⊆ N(R)ΩR ⊆ N(ΩR). Pelos comenta´rios acima,
ΩR
IΩR
e´ um anel conexo. Enta˜o, pelo Teorema 5.2.7, ΩR
I
= ΩR
IΩR
. ¥
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