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Abstract
This work is the result of 5 years of work devoted to the analysis of GNSS scattered
signals over different surfaces (land, coastal sea, sea, and sea ice), and under different
geometries (ground-based, airborne, and spaceborne). It presents the analysis of two
different GNSS-R techniques for the retrieval of geophysical parameters.
This work starts introducing the state of the art in GNSS-R in order to settle down
the signal model for GNSS signals that has been used. Subsequently, the theoretical
basis of one of the GNSS-R techniques is presented, which is the Interference Pattern
Technique (IPT). The theoretical effect of different surface parameters such as dielectric
constant, polarization, antenna height, topography, and roughness on the IPT is pre-
sented. Dielectric constant and roughness affects its amplitude, topography and antenna
height affects its oscillation frequency, and polarization affects its phase. Polarization in
this case is really important since it is the base of one of the retrieval algorithms derived
during this PhD thesis. All the works performed by other authors prior to this PhD
Thesis dissertation are also detailed. Two different field experiments conducted during
this PhD thesis using the IPT technique and the dual-polarization SMIGOL instrument
are described in order to prove the theoretical concepts derived and presented. One of
the experiments describes two novel soil moisture retrieval algorithms: one based on the
amplitude of the horizontal polarization interference pattern, and the other one based
on looking to the phase difference between horizontal and vertical interference patterns.
The other experiment that used the IPT helped to derive a novel retrieval algorithm to
estimate SWH based on detecting the angle up to were the coherent model works. It also
helped to test new estimators to measure the sea surface level from the coherent region of
the interference pattern more accurately. The interference pattern oscillation frequency,
which can be measured only in the coherent region, is related to the sea surface level.
The other technique used and described in this PhD Thesis dissertation is GNSS-
scatterometry. First, a theoretical overview of the technique including the reflected field
statistics are presented, continuing the different SNRs defined and different algorithms
to estimate the coherent and incoherent scattered components are presented. Those last
points are new in the GNSS-R field. After that, all the works from other authors per-
formed before and while this PhD Thesis dissertation was conducted are also described.
Later, different field experiments performed under different conditions are described to
prove the theoretical concepts presented. Those experiments were conducted under dif-
ferent geometries and with platforms both still and moving. First, two ground-based
field campaigns using still platforms are described. One on them used linear (H-Pol and
V-Pol) and the other one circular (LHCP) polarization for the reflected signals. A novel
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soil moisture retrieval algorithm for the linear polarization case is derived. Some prob-
lems occurred with the (LHCP) field campaign that prevented the derivation a retrieval
algorithm. Second, two ground-based experiments with moving platforms are described
but its data is still under analysis by other research groups. After that, four airborne field
experiments are presented. The first two field experiments use the LARGO receiver. The
first one is dedicated to determine the relationship between the GNSS-R LHCP coherent
scattered power and L-Band brightness temperature. For the first time, a quantitative
evaluation of this relationship appears in this dissertation. The final goal of that study is
to obtain more accurate soil moisture estimations for the radiometry data with enhanced
spatial resolution. The second one analyzes the correlation between the GNSS-R LHCP
coherent scattered power and multi-spectral indexes. The final goal of that study is to
evaluate the potential synergies between those kind of data. The other two airborne ex-
periments are performed with a different kind of receiver in order to determine the amount
of coherent and incoherent scattered power was in the GNSS-R LHCP data. Those ex-
periments are also used to prove experimentally the reflected field statistics presented
in the theoretical sections. Different algorithms proposed to estimate the coherent and
incoherent scattered components are applied to the experimental data. The relationship
between the coherent scattered component and the incoherent one is also related to the
surfaces’ nature. Also, relationships between those components and the thermal SNR are
presented to assess the use of different retrieval algorithms depending on which scattering
component is dominating.
An independent analysis of spaceborne GNSS-R scattered signals using data from
the recently launched UK TDS-1 is presented, proposing different algorithms for sea ice
detection and evaluating its performance. These algorithms are based on estimating
how coherent is the reflection to relate it to sea ice. They are different from previous
algorithms due to the different properties of the UK TDS-1 data (DDMs using 1 ms of
coherent integration time and 1 s of incoherent one). Therefore, they are more based on
detecting particular DDM parameters and features rather than looking into the reflected
field statistics due to the absence of that data.
Finally, a technique to measure vegetation canopy parameters based on the attenuation
induced by vegetation on the GNSS signals that pass through the vegetation layer is
presented. This technique is supported by a 1-year experimental field campaign which
tries to demonstrate the potential of the proposed technique. Also, the GNSS-R RHCP
received power is correlated against different indexes such are greenness, redness, blueness,
sky cover, Normalized Difference Vegetation Index (NDVI), and Leaf Area Index (LAI).
This experiment provides novel results analyzing the vegetation transmissivity in the
GNSS-R field, and specially relating it to the NDVI parameter.
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Chapter 11
Introduction
T his chapter is the first and introductory chapter of this PhD Thesis dissertation. Itexpresses a general overview of remote sensing. It also talks briefly about soil moisture
monitoring, which is one of the main topics of this dissertation, and also about coastal sea
and sea ice monitoring, which are topics that are also tackled. Apart from introducing
those topics, it also describes the goals of this dissertation highlighting specially the
innovative part. There is a special section dedicated to introduce the research group and
how it got involved with GNSS-R technology. A section stating the motivation of the
entire PhD Thesis is also included. The chapter ends with a short summary about how
the dissertation is structured and the contents of each chapter.
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1.1 Remote Sensing
Remote sensing is defined as the ability to measure the properties of a target without
touching it. This last part is very important, because by not touching the target, its
properties are not modified and therefore the measurement obtained can be more accurate.
In other words, it is a non-disturbing measurement. Even though remote sensing seems
a very particular application, if we open our mind we will see that remote sensing is
everywhere, from taking a picture with a camera, where the picture is the result of the
light photons that reach the camera sensor during a period of time, to the estimation of
the Universe expansion speed by measuring the Doppler signature of all Astral objects
surrounding the Earth (astronomy). Remote sensing is based on measuring one parameter
which is directly or indirectly related to the parameter of interest. In the first example,
the number of photons reaching the camera sensor at each spectral band is translated
into an RGB picture that we can look, understand, and interpret. In the second one, a
frequency measurement is translated into a speed measurement, which is a concept that,
for instance, is also applied in one of the radar types to measure our speed while we are
driving.
This PhD Thesis is mainly related to Electro-Magnetic (EM) remote sensing, which
is based on measuring a signal that has been scattered off a target in order to infer its
properties from the scattering signature. In EM remote sensing there are several frequency
bands that are interesting to measure target parameters. The decision of whether to use
one band or another one depends on the target’s properties aimed to be measured, and
its scattering signature at that particular spectral band. Figure 1.1 shows a summary of
the entire EM spectrum detailing the spectral bands.
This PhD Thesis dissertation focuses on one small part of the entire EM spectrum,
which is called L-band, belonging to the microwave region of the spectrum [1]. L-band
spans from 1–2 GHz, which is translated into a wavelength from 30–15 cm respectively [1].
There are two main reasons for the use of L-band in this dissertation. The main one is
that the source of energy used comes from GNSS satellites which are centered at L-band
since the atmosphere at that particular frequency band is nearly transparent. The second
one is that one of the main parameters targeted is soil moisture, and L-band has proven
to be the EM frequency band with larger sensitivity to that parameter.
In the microwave remote sensing field there are different techniques that can be used,
which are generally classified into two groups: active and passive. Active techniques
are based on emitting a signal and measuring the scattered echo produced. Systems
using active techniques are known as RADARs, which have different modes of operation
depending on how the signal is processed. The Real Aperture RADAR (RAR) and the
Synthetic Aperture RADAR (SAR) are two examples of them. In the passive group
it is possible to identify two different techniques: microwave radiometry and “passive”
RADARs, among which GNSS-R is one kind. Microwave radiometry is based on sensing
the spontaneous energy emitted by any object at a temperature above 0 K. GNSS-R is
based on sensing the forward scattered GNSS signals.
Microwave remote sensing can be used to measure different properties of different
targets at different scales. Generally speaking, the platform used to set the payload
determines the scale of the parameter under measurement (either global or local). For
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Figure 1.1: Summary of the EM spectrum. [Source: http://www.sura.org/
commercialization/docs/SURA_EMS_chart_full.jpg]
instance, a global scale can only be achieved using satellite data. Local measurements can
be obtained from satellite data, airborne data, and/or ground-based data. The technique
used, together with some platform parameters, such as speed or height, determines the
final measurement resolution, the measurement accuracy, and the total area covered.
1.2 Earth Observation and Climate Monitoring
Global Warming is a trending topic and it is becoming more and more important to the
scientific community. It has mainly two different consequences: the average tempera-
ture of the Earth is rising, and its standard deviation is rising too. In other words, the
Earth is becoming a warmer planet, and the weather more unpredictable. According
to the National Oceanic Atmospheric Administration (NOAA) a change in the average
temperature and in its standard deviation will have consequences in ten different climate
indicators. Those indicators and their relationship to Climate Change are depicted in
Fig. 1.2. Summarizing, it is predicted that Climate Change will rise the sea level, in-
crease both land and sea surface temperature, increase the atmosphere’s humidity, the
troposphere’s air temperature, and increase both ocean’s temperature and heat content.
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Conversely, it is predicted to decrease the Earth’s snow cover, the glaciers, and to reduce
sea ice content.
Figure 1.2: Ten climate indicators and its behavior due to global warming. [Source: http:
//www.noaanews.noaa.gov/stories2010/images/warmingindicators.jpg]
The first step to understand all those parameters is to monitor them, and remote sens-
ing is the best way to do it. One key point of remote sensing is that can be performed from
satellites at both global and local scales. The first satellite ever successfully launched was
the Russian Sputnik-1 in 1957. This test satellite triggered the space race, and probably
it is one of the causes for the cutting-edge technology that humanity has developed along
time. Since 1957, hundreds/thousands of satellites and missions have been conducted,
most of them with scientific purposes in order to monitor Earth geophysical parameters.
Initially, satellites carried optical payloads due to the high resolution they can provide,
and the fact that the optical field had quickly evolved due to its application in photog-
raphy. Also, the fact that the atmosphere is nearly transparent at the optical frequency
band of the EM spectrum was an add-on. However, optical systems cannot penetrate
through clouds, a limitation that triggered the evolution of microwave technology, which
is able to penetrate through them. Nowadays, microwave technology can provide images
much less sensitive to the presence of clouds with a spatial resolution on the order of op-
tical systems (see for instance TerraSAR satellite parameters which provide images with
0.5 m spatial resolution from spaceborne observations [2]). Summarizing, there are a wide
set of tools available at different frequency bands to monitor different Earth’s geophysical
parameters at a global scale in order to start understanding the changes in our planet,
and therefore try to stop or mitigate them.
Among those ten indicators of Climate Change, this PhD Thesis dissertation deals
with the measurement of sea ice (mainly detection), and sea surface level [3]. There is
another parameter involved in the Climate Change phenomena that is also monitored
6
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in this PhD Thesis dissertation which is soil moisture. Soil moisture is highly related
to the Earth’s Water cycle which is being affected severely by Climate Change [4]. The
measurement of soil moisture has lately become extremely important for the scientific
community, and has led to the development and launch of three different satellite missions
based on microwave radiometry at L-band: the Soil Moisture Ocean Salinity (SMOS)
mission [5–7], the AQUARIUS mission [8], and the Soil Moisture Active and Passive
(SMAP) missio [9–11]. All those references show that the aforementioned missions are
relatively recent in time, highlighting the importance of soil moisture monitoring to the
scientific community. Both SMOS and SMAP are still active missions at the time of
writing this PhD Thesis dissertation.
It is also important to take into account that all those parameters measured at a
global scale from satellite observations need some validation at field level (local scale).
Different techniques using different technologies have been used to validate them via
direct destructive measurements or via remote sensing measurements based or not on
EM emission or scattering. The mean sea surface level is generally measured at a local
scale by buoys deployed along the entire planet (see http://www.ndbc.noaa.gov/) or
by a global network of tide gauges (see http://www.oco.noaa.gov/tideGauges.
html), which are owned and/or managed by NOAA. The mean surface level is also
monitored at a global scale by radar altimeters such as the ones from the Jason-X and
Sentinel-3 missions [12, 13]. In this PhD Thesis the concept of the GPS tide gauge is
cited, explained, and used. Different signal processing algorithms over GNSS-R data
are proposed to measure sea surface level as an alternative to conventional buoys or
traditional tide gauges. The sea ice is normally monitored at a global scale by measuring
the microwave radiometry polarimetric signature difference of sea ice and ocean open
water at 89 GHz. It is extremely difficult to obtain local sea ice data, and generally the
only data available are the satellite observations. The largest variety of methodologies is
found when the parameter aimed to be measured is soil moisture. It is possible to find
both direct and indirect techniques. Direct methods are destructive methods based on
taking terrain samples, weight them, dry them, and weight them again to compute the soil
water content by relating it to the weight loss. This methodology is known as gravimetric
method. The other local methodologies are more indirect. One type is based on measuring
the electrical capacitance of a terrain sample which is directly related to its soil moisture
content. Those techniques include both the Time Domain Reflectometry (TDR) and
Frequency Domain Reflectometry (FDR) strategies [14]. Another type is based on neutron
probes, which has the drawback of being a radioactive technique. This PhD Thesis also
shows several alternatives to measure soil moisture at a local scale from both small fields
(∼ m) and large ones (∼ km) using different approaches.
This PhD Thesis dissertation describes and validates different remote sensing alterna-
tives to measure the aforementioned geophysical parameters using the opportunity signals
emitted by the navigation signals. The methodologies proposed are alternatives to con-
ventional techniques which might be of interest to the scientific community.
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1.3 GNSS-R at the UPC Research Lab
GNSS-R starts at Univesitat Polite`cnica de Catalunya - BarcelonaTech (UPC) with the
development of the DOppler-DElay RECeiver (DODEREC) in 2001 and presented to
the scientific community in 2003 [15]. This is followed by the European Young Investi-
gator (EURYI) proposal made by Prof. Camps in 2003 and awarded in 2004 with the
project entitled “Passive Adanced Unit (PAU): A Hybrid L-band Radiometer, GNSS-
Reflectometer and IR-radiometer for Passive Remote Sensing of the Ocean”. As it can be
deduced from its title, it consisted of a family of instruments for remote sensing of the
ocean surface. The L-band microwave radiometer was intended to measure the Sea Surface
Salinity (SSS) of the ocean. The InfraRed (IR) radiometer was intended to measure the
ocean’s Sea Surface Temperature (SST) and therefore obtain the emissivity from the TB
measurements performed using the L-band microwave radiometer. The GNSS-R reflec-
tometer goal was to correct the bias induced by the sea state/roughness on the measured
sea surface TB , and therefore, on both sea surface emissivity and SSS measurements. The
PAU project triggered the GNSS-R research at UPC and it is the main cause of more
than 10 years of cutting-edge GNSS-R research developing different theoretical advances
and instruments. Subsequently, a brief summary of the most relevant developments is
provided.
The PAU project started with the design and development of two different L-band
microwave radiometers based on two different concepts. The first one was the PAU-
Synthetic Aperture (PAU-SA) which is a microwave radiometer based on a synthetic
aperture approach [16], which is the concept in which the SMOS satellite is based [7]. The
second one was the PAU-RADiometer (PAU-RAD) which is also a microwave radiometer
based on a real aperture approach [17]. The PAU-RAD adds Digital Beam Forming (DBF)
capabilities in order to steer the antenna beam electronically.
Together with these two different L-band microwave radiometers, different GNSS-R
instruments were developed. The first one was the GPS Receiver Instrument for PAU
(GriPAU) [18], which is a hybrid instrument based on the combination of a microwave ra-
diometer and a GNSS-R reflectometer. The L-band microwave radiometer of the GriPAU
works as a Total Power Radiometer (TPR) in order to measure the TB of the surface under
observation. The reflectometer computes Delay-Doppler Maps (DDMs) in real-time in or-
der to estimate the sea state. This instrument was the first ground-based instrument that
aimed at implementing the PAU concept. The second instrument was the Multifrequency
Experimental Radiometer with Interference Tracking for EXperiments over Land and Lit-
toral (MERITXELL) [19], which is a multi-spectral radiometer designed to measure the
TB at different frequency bands and includes a GNSS-R reflectometer payload based on
the SiGe instrument [20]. The third one was the PAU-One Receiver Airborne (PAU-ORA)
which was a GNSS-R-only instrument based on the SiGe receiver too. The data process-
ing was performed off-line in a computer after the GNSS reflected signals were sampled
and stored. The fourth one was the SM IPT GNSS Observations at L-band (SMIGOL)
reflectometer [21], which is based on the use of GNSS technology as back-end receivers.
The last one was the PAU instrument, which is the implementation of the GriPAU for
a space-borne platform [22–25]. All those instruments helped to demonstrate the first
GNSS-R theoretical developments introduced by the research group. An overview of all
the instruments developed can be found in [26,27].
8
1.4 - Goals
It is remarkable that the experimental tests of the SMIGOL instrument helped to
derive several applications such as [28]:
• Soil moisture monitoring using the Brewster angle position observed at V-Pol in-
terference pattern.
• Vegetation height estimation measuring the position of the different notches on the
interference pattern.
• Snow depth monitoring by measuring the interference pattern oscillation period.
• Water level estimation of a reservoir measuring the interference pattern oscillation
period too.
• Vegetation water content estimation using GNSS transmitted signals.
which are extremely important since they were one of the triggers of this dissertation.
During the development PhD Thesis different instruments have been conceived by
the research group. The first one is the P(Y) and C/A ReflectOmeter (PYCARO) in-
strument [29], which uses both the P(Y) and C/A code to perform GNSS-R measure-
ments. The second one is the Microwave Interferometric Reflectometer (MIR) [30–33],
which is an airborne version of a dual-band multi-beam interferometric reflectometer
based on the PARIS concept. The MIR uses analog beam-forming in order to steer the
beam. Finally, the author of this PhD Thesis has entirely designed and built the dual-
polarization SMIGOL instrument [34, 35], the Light Airborne Reflectometer for GNSS
Observations (LARGO) instrument [36, 37], and the Monitoring of the Canopy using a
GNSS-T Instrument for VEgetation Research (McGiver) instrument. He has also con-
tributed to the development and manufacturing of the two versions of Down and Up
Observations (DUO) instrument [38, 39], specially to the second one, and to the initial
tests of the PAU instrument. All the instruments in which the author has collaborated, di-
rectly or indirectly, are presented in this PhD Thesis dissertation starting from Chapter 5
until the end.
1.4 Goals
This PhD Thesis dissertation is in part the natural continuation of the one defended
by Ph.D. Nereida Rodriguez-Alvarez in December 2011 entitled “Contributions to Earth
Observation Using GNSS-R Opportunity Signals” [28]. Therefore, the initial goals settled
to be covered in the PhD were driven by the future research lines specified in [28], which
were:
• Extend the IPT to dual-polarization.
• Design, develop, and manufacture an instrument to perform dual-polarization IPT
field measurements.
• Assess the soil moisture estimation using the dual-polarization interference patterns.
• Water level estimation over coastal sea, a surface with larger dynamics.
• Simplify the vegetation water content estimation algorithm to one receiver.
• Design, develop, and manufacture an instrument to test the simplified concept, and
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perform a field experiment to demonstrate it.
The fulfillment of the first three points is shown in Chapter 6, of the fourth point is
shown in Chapter 7, and of the last two points are shown in Chapter 11.
However, while performing the PhD Thesis a new goal came out:
• enhancing the soil moisture coverage by using a GNSS-based scatterometric ap-
proach, which came together with the development of a low-cost instrument to
perform those GNSS measurements.
This goal had a direct consequence which was to determine and measure both the coherent
and the incoherent scattering components, and to assess their validity in the retrieval of
geophysical parameters. This part became later a strong part of the entire PhD Thesis
dissertation as it was also directly related to the initially specified goals, which is shown
in Chapter 7. Chapter 4, one part of Chapter 6, and Chapters 8–10 are devoted to the
scatterometric work.
1.5 Motivation
The first contact I had with remote sensing field was in 2010–2011, while I attended a
microwave remote sensing course and I was performing the final project of the Telecommu-
nications engineering degree. The more I discovered about remote sensing applications,
the more fascinating was becoming that field to me. Apart from that, the opportunity of
performing a final degree project based on research, and not on a mass market applica-
tion, helped me find a desire for learning more about remote sensing applications and its
benefits to Earth Observation. Since my final project degree project was partially based
on hardware enhancement of the first SMIGOL version, after the hardware was finished,
my first direction was to keep on the research lines settled by PhD. Nereida Rodriguez-
Alvarez. Therefore, to analyze further scientific applications of the same instrument. One
of the problems faced in [28] was that depending on the surface roughness conditions it
was difficult to detect the Brewster angle position. To solve this, a more in-depth analy-
sis of the IPT had to be performed. The dual-polarization interference pattern technique
became a solution to improve the Brewster angle position detection.
Apart from that, GNSS-R measurements using the IPT were too local and required
long exposure times to retrieve a soil moisture value. Currently, there are two well-known
microwave remote sensing methods to estimate soil moisture at relatively large scale. One
kind of them are techniques based on RARs or SARs which relate the back-scattered power
to the soil moisture content. The main drawback of these techniques is that the back-
scattered power correlation with soil moisture decreases with the presence of vegetation
and surface roughness. Surface roughness is a special issue since its effect is sometimes
even more important than the dielectric constant/soil moisture. The other method is
microwave radiometry, which measures the microwave radiation emitted spontaneously by
a surface at a temperature above 0 K, and links it to the soil moisture content. The spatial
resolution of this technique depends on the antenna directivity, which is directly related
to the antenna size. This results in very large antennas for the desired spatial resolution,
which makes the technique sometimes not operational. A GNSS-scatterometric based
approach would benefit from two different things. The first one is a forward-scattering
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geometry, and therefore the presence of a coherent component. Due to this component,
the forward-scattered power should correlate more with the soil moisture than the back-
scattered power, and be less affected by noise. The second one is that the presence of
a coherent component makes the spatial resolution much finer than the one achievable
with microwave radiometers. However, the relatively low-power of the received GNSS
reflected signals may limit the sensitivity range. A third point that may emerge in favor
of a GNSS-R-based technique is its cost and power consumption, since only a receiver
is needed which does not require the highly stabilized thermal control necessary in a
microwave radiometer. Therefore, the payload would be much simpler than the other
alternative techniques, and its cost lower. Apart from that, GNSS-R may benefit from
the continuous and cutting-edge technological evolution that is leading the GNSS field,
because a GNSS-R payload can be seen as a slightly modified GNSS receiver, justifying
altogether the lower cost of this technology.
Another parameter to be measured in this PhD Thesis dissertation is the coastal sea
surface level. This was arised as the validation of the initial water level retrieval concept,
which appeared in [28], but over a surface with waves. Local coastal sea surface level
measurements are performed either via buoys or via tide gauges. Buoys are expensive
instruments because, in spite of their complexity, they have to be designed to resist the
highly corrosive sea water conditions. Tide gauges are normally instruments based on
short-range radar measurements (CW Frequency Modulation (CWFM) radars), and they
can be cheaper since they do not need to experience such a corrosive medium. However,
they need more maintenance due to the large amount of data they generate. GNSS-R has
its place here because it can reach a precision similar to the short-range radars [40] with
a similar or even lower cost. Furthermore, due to the positioning capabilities, it is able
to automatize all measurements, referencing them to a predefined reference level (mean
sea level, ellipsoid, geoid, etc...).
The time-line of this PhD Thesis was also more than suitable, when different GNSS-R-
based space missions are planned, being planned, or scheduled to be launched. The UK
TechDemoSat-1 (UK TDS-1) satellite with a GNSS-R payload was launched in 2014. At
the time of starting this PhD Thesis, the PARIS mission was in phase A. Also, the PAU in-
strument on-board the Instituto Nacional de Te´cnicas Aeroespaciales (INTA) MicroSAT-1
was in phase D. The 3Cat-2 mission was being defined (phase A) at the UPC NanoSat
Lab premises. The CYclone Global Navigation Satellite System (CYGNSS) mission was
also in phase A with its launch planned for November, 2016. While this PhD Thesis was
being conducted, the PARIS mission was not considered for phase B, and the GEROS on
board the ISS (GEROS-ISS) mission analysis started using many of the PARIS mission
concepts. The increase of GNSS-R satellite missions requires that the scientific commu-
nity develop several geophysical parameters retrieval algorithms prior to exploitation of
the satellite data. Theoretical scattering models to analyze reflected signals already exist,
but their validation using experimental data is not so well expanded. The move performed
in this PhD Thesis dissertation towards the analysis of scatterometric techniques aims
at filling that gap, and consequently analyze the potential applications of scatterometric
GNSS-R measurements at a smaller scale, but based on experimental data. This also aims
at improving the scientific applicability and/or commercial exploitation of GNSS-R data
and deriving new retrieval algorithms that could be used in the forthcoming missions.
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1.6 PhD Thesis Dissertation Structure
This PhD Thesis dissertation is divided in 12 Chapters with several appendices that
complement all the information provided in each chapter. The entire structure is the
following:
• Chapter 1 makes a simple and brief introduction to remote sensing, and in particular
to the parameters that have been measured in this PhD Thesis. Apart from that, it
states the main goals of the entire Thesis, it describes and introduces the research
group, it describes what motivated the Thesis, and it concludes with a detailed
structure of the entire dissertation.
• Chapter 2 settles the state of the art of GNSS and GNSS-R. It starts with a brief
introduction to navigation and what motivated the development of the navigation
field. Subsequently, GNSS systems and their signals are introduced which are the
ones used for remote sensing applications. Next, GNSS-R techniques are introduced
together with the theoretical signal model used and the observation geometry. It
also presents an overview of the past, current, and forthcoming GNSS-R spaceborne
missions which are currently five [United Kingdom - Disaster Monitoring Constel-
lation (UK-DMC), UK TDS-1, 3Cat-2, CYGNSS, and GEROS-ISS].
• Chapter 3 is the first theoretical chapter of this dissertation. It develops the the-
oretical model for the dual-polarization IPT, and shows how every parameter of
the model affects the interference pattern shape. The main interest is in the polar-
ization behavior where, for the first time, the phase difference between horizontal
and vertical polarization interference patterns is shown. Subsequently, all previous
works related to that technique are described including a summary of Rodriguez-
Alvarez PhD Thesis dissertation. Also, a detailed description of a similar technique
developed at University of Colorado (CU) known as the SNR-analysis is included.
• Chapter 4 is the second and last theoretical chapter of this dissertation. It uses
the signal model presented in Chapter 2 and adapts it to the scatterometric appli-
cation. It also shows the reflected field statistics from a theoretical point of view.
Subsequently, it presents different techniques to extract the coherent and incoherent
scattered components from both real-valued and complex-valued samples. It also
defines the different SNRs that are faced in GNSS-R with the novelty of adding a
coherent component. The chapter ends with a detailed description of the GNSS-R
scatterometric developments performed by other authors before and meanwhile this
PhD Thesis was being conducted.
• Chapter 5 is the only chapter dedicated to the hardware developed, manufactured,
and used in the entire dissertation. Four different instruments are described. The
dual-polarization SMIGOL, the LARGO, and the McGiver were entirely designed,
manufactured, and tested at the UPC Remote Sensing Lab premises. Special inter-
est is made on the antenna design, which is a key point on both the dual-polarization
SMIGOL and LARGO instruments. The design and manufacturing of the initial
stages of the PAU instrument were supervised during this dissertation.
• Chapter 6 is the first chapter dedicated to the experimental part of this PhD Thesis
dissertation. It describes the different ground-based experiments dedicated to land
and soil moisture monitoring using both the IPT approach (Australia) and the scat-
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terometric approach (Tarragona, Viladecans, and Yanco, Australia). This Chapter
presents the first results published using the dual polarization IPT together with
the new retrieval algorithms developed. In the scatterometric approach different
instrument configurations (antennas and polarization states) and platforms were
tested, some of them involving still platforms and others moving ones.
• Chapter 7 is the second chapter dedicated to the experimental part and it is also
based on a ground-based approach. However, the main goal of this chapter is to
show the performance of the IPT for the retrieval of significant wave height (novel
application) and sea surface level measurements (improved results). A three-month
field campaign performed at the Pont del Petroli, Badalona, Spain is described and
analyzed in detail. This is the first experiment performed over a dynamic surface
using the IPT geometrical configuration.
• Chapter 8, like Chapter 6, focuses on land monitoring, using the scatterometric
approach and the LARGO instrument, but from airborne platforms. It shows two
different field campaigns performed. The first is the GELOz flights performed in
Australia, with the goal of studying the relationship between GNSS-R data and
microwave radiometry data. The second is the one performed over a vineyard in
Salamanca, Spain using a paramotor. That collaborative field campaign led to assess
the synergy capabilities of GNSS-R and other sensors, which is also a consequence
of the developments made during the data analysis of the GELOz flights.
• Chapter 9 focuses on the experimental characterization of the different surface scat-
tering properties. It is performed by experimentally computing the amount of coher-
ent and non-coherent scattered power from different surfaces such as land, vegetated
covered land, sea, rivers, and water reservoirs. In this case, instead of using pre-
processed data like it was done with the LARGO instrument, it uses raw data that
is processed by an appropriate software developed. It shows the data from two
different field campaigns, one performed along the Catalan coast, and another one
along the South-Eastern part of the USA.
• Chapter 10 shows one spaceborne application of GNSS-R data developed during
the author’s stay at NOAA using the available data from the recently launched
UK TDS-1 mission. It shows how sea ice can be detected in comparison with open
water by means of measuring the degree of coherence of the received signal. Different
estimators are proposed, tested, and characterized. Sea ice maps obtained using this
methodology are shown.
• Chapter 11 shows the simplification of the Vegetation Water Content (VWC) re-
trieval algorithm proposed as one of the goals of this PhD Thesis. The relationship
between the GPS received signal power and different vegetation indicators such as
Normalized Difference Vegetation Index (NDVI) or Leaf Area Index (LAI) is stud-
ied. An algorithm to estimate vegetation opacity at L-band using multi-angular
observations is proposed. The field campaign conducted to analyze those parame-
ters was conducted at La Fageda d’en Jorda`, Catalunya, Spain.
• Chapter 12 is the final chapter of this PhD Thesis dissertation. It starts with an
overview of the entire dissertation. It continues with the main conclusions obtained
from the theoretical and experimental works developed. It highlights the novel
points of this dissertation. Finally, it ends proposing some future research lines.
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The Appendices provide extra information such as mathematical developments or
extra explanations to better support the contents of each chapter.
As it has been seen this PhD Thesis dissertation is structured in three different parts
without taking into account the introduction and the conclusions. Chapters 3–4 contain
the theoretical part, describing clearly the two techniques that are exploited. Chapter 5
contains a description all the hardware designed, manufactured, and/or used during this
dissertation, and it is an overview of the instrumentation part. Chapters 6–11 contain
the experimental part.
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Theoretical Background
T his chapter aims at providing an overview of the origins of GNSS remote sensingand establish the theoretical background for the developments and field experiments
performed in this PhD Thesis dissertation. It starts with a brief introduction to GNSS
systems, and in particular the GPS, which is the one that has been used in this disserta-
tion. It introduces the origins of GNSS-R. The theoretical background and signal models
for the different GNSS-R techniques are presented too. Finally, it shows an overview of
past, current, and forthcoming GNSS-R space missions.
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2.1 Global Navigation Satellite Systems
The need of positioning and navigation comes from ancient times, when the angular
measurements of the stars on the sky were used to infer the position and determine the
navigation route. However, it was not until the Second World War, with developments in
radio receivers, that another class of navigation arised based on the measurement of radio
wave propagation, such as the VHF Omnidirectional Range (VOR), LOng RAnge Naviga-
tion (LORAN), Decca, and OMEGA, which is the first truly global-range radio navigation
system [41–43]. Subsequently, the first satellite navigation system was launched, known as
TRANSIT or Navy Navigation Satellite System (NAVSAT), which was used to determine
the user’s position and then start an inertial navigation with enough accuracy. However,
the revolution in navigation had not yet come. It was in 1973 when a constellation of
artificial “stars” or satellites, initially known as NAVigation STAR (NAVSTAR), was
proposed to be used for global positioning [44]. This was the trigger that revolutionized
radio navigation, and the father of all GNSS currently used.
Nowadays, there are two fully operational GNSS systems used, the American GPS
and the Russian GLONASS. Furthermore, there are two other coming systems such as
the European Galileo and the Chinese BeiDou, which means that by 2020 there will be
more than 120 GNSS satellites for global positioning and navigation purposes. However,
not all the systems have the same properties as they have to share the same frequency
bands without interfering each other, a fact that is successfully achieved.
All GNSS systems are based on a Time Of Arrival (TOA) measurement. GNSS
satellites have atomic clocks synchronized among them. A GNSS receiver locks to the
satellites’ clock. It interprets the ephemeris and almanac data in order to determine the
satellites’ position and the signal’s time of emission. It measures the time of reception and
computes the time the signal has used to travel from the satellite to the receiver. This last
time measurement is converted into a distance measurement called Pseudo-Range (PR)
using the speed of the light (c ≈ 3 · 108 m/s). For each satellite the geometric figure of
all points satisfying the measured PR is a sphere centered at the GNSS satellite position,
and with the PR as its radius. The intersection between three spheres provides generally
two points, but one is discarded, as it is far away from the Earth’s surface. Consequently,
the 3-D position is determined. Figure 2.1 shows an example of the 3-D triangulation
performed using the spheres from the PR information. Despite not depicted in the figure,
it is worth mentioning that at least a fourth satellite is necessary to compensate for clock
errors.
Since current GNSS systems are based on PR measurements, which are determined
estimating the EM delay path of the transmitted EM wave from the GNSS satellites to
the GNSS receivers, all GNSS signals must accomplish 4 very important properties:
1. ACFi,i(∆t) ≈ 0 for ∆t 6= 0, where i stands for the code identifier. This means that
for any range that is not the true range, the Auto-Correlation Function (ACF) of
the signal must be 0, to avoid ambiguity problems. However, since the satellites
repeat their code, there is an inherent ambiguity of a certain distance. For instance,
for the GPS system and the C/A code, this ambiguity is of 300 km because the
code is repeated every 1 ms.
2. ACFi,i(∆t) = maximum for ∆t = 0. In other words, the normalized ACFi,i(0) = 1.
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Figure 2.1: GNSS triangulation example. [Source: http://www.howtechnologywork.
com/how-does-a-gps-work/]
This means that for the true range, the ACF of the signal must be maximum and
detectable by the receiver. This last part means that a minimum SNR is required.
3. CFi,k ≈ 0 for i 6= k and for all values of ∆t, where i and k are code identifiers. This
means that the Correlation Function (CF) between the signals transmitted from
different satellites (i 6= k) has to be very close to 0 to avoid cross-talk.
4. CFsys1,sys2 ≈ 0 for all values of ∆t. This means that the CF between signals from
different systems has to be very close to 0 to avoid interference among systems.
The first three properties are normally achieved by the use of Pseudo-Random Noise
(PRN) sequences or Direct Sequence Spread Spectrum (DSSS) techniques [44, 45]. Also,
as it will be seen later, in the GPS system the third property is achieved using the so
called Gold Codes [44, 45]. The last required property is accomplished by the technique
used to access to the propagating medium. GPS, Galileo, GLONASS, and BeiDou-2 are
located at different frequency bands, which basically means than a Frequency Division
Multiple Access (FDMA) technique to access to the medium is used to avoid interference
between system. However, for instance, GPS and Galileo share the L1/E1-Band and some
part of the L5/E5ab. In order to avoid cross-talk between GPS and Galileo, Galileo uses
a Binary Offset Carrier (BOC) modulation, which concentrates a large part of the power
on the outer parts of the frequency bands, whereas in the GPS system it is concentrated
on the central part of the frequency band. This is extremely important in those cases
that the spectral band is shared. Also the codes used add an extra rejection (Code
Division Multiple Access (CDMA)). Figures 2.2 and 2.3 show an overview of all GNSS
systems, signals and frequency allocation bands. It is possible to identify the shared
bands which need a high rejection and the separated bands, in which the receiver’s Radio
Frequency (RF) filter already attenuates the out-of-band codes to avoid the cross-talk
effect. Appendix A shows in detail a description of all the main signal parameters for
the four different GNSS systems. Information about the carrier frequency, bandwidth,
modulation, In-phase and Quadrature (I/Q) components, and code properties is also
shown.
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Figure 2.2: Frequency allocation of the different GNSS systems. [Source: http://www.
navipedia.net/index.php/GNSS_signal]
2.1.1 GPS Constellation and Signals
GPS was designed to provide location, navigation, and timing everywhere in the world,
independently from time and weather conditions. It is composed of 30 different satellites
orbiting in 6 different orbital planes, each plane having at least 4 operational satellites.
There is always a back-up satellite in each orbital plane to replace one of the main
satellites in case of failure. GPS satellites are not equally spaced along their orbital plane.
The six orbital planes have a 55◦ inclination and a separation of 60◦ among them in the
ascending node. The satellites’ orbit altitude is 20163 km, a nearly circular Medium Earth
Orbit (MEO), corresponding to a period of 12 sideral hours. In other words, the same
satellite will be seen at the same exact position the day after, but 4 minutes before. This
satellite constellation helps to have at least always the four minimum necessary satellites
in view. The coverage depends on the latitude where the receiver is located, but 80% of
the time there are at least 7 satellites in view. In most populated places it is common
to find up to 12 satellites in view. This fact helps to improve the system’s accuracy,
availability and reliability. Figure 2.4 shows an artist view of the GPS constellation.
The GPS signal is emitted in three different frequency bands: L1 (1.57542 GHz), L2
(1.2276 GHz), and L5 (1.17645 GHz). In those bands, GNSS signals are transmitted in
the in-phase and quadrature components. GPS satellites transmit a minimum of three
different codes: the Coarse/Acquisition (C/A) code, the P(Y) code, and the M code. The
(C/A) code is an open/public code for civilian applications while both P(Y) and M codes
are encrypted codes for military ones. The C/A code is only transmitted at L1-band,
while the encrypted codes are transmitted in at least two different frequency bands to
improve the position accuracy. Nowadays, apart from those codes, GPS satellites transmit
other new designed codes shown in Fig. 2.3.
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Figure 2.3: Overview of GNSS systems, signals, and frequency bands used. [Source: http:
//www.navipedia.net/index.php/GNSS_signal]
Since at the time this PhD Thesis was started the C/A code was the only available
open code and the research group had vast experience using it, it was the one used along
the entire PhD Thesis. However, all the theory and techniques applied can be easily
extended to all the codes, taking into account their limitations. Consequently, since only
the C/A code has been used, it is the only one that is described in this section.
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Figure 2.4: Artist view of the GPS constellation. [Source: https://en.wikipedia.
org/wiki/Space_and_Missile_Systems_Center]
2.1.2 The GPS C/A Code
The GPS C/A code has a period of 1 ms with a length of 1023 chips. They are called
chips because, differently from bits, they do not contain any information. This implies
that the chip time (τchip) is equal to 977 ns, which corresponds to a chip rate of 1.023 MHz
and a RF bandwidth of 2.046 MHz. They are formed by a smart combination of different
PRN signals [44–46], in order to accomplish the four important properties that any GNSS
signal must accomplish. Figure 2.5 shows a summary of the aforementioned GNSS system
properties. In Fig. 2.5(a) the two first properties are specified, where the ACF function
for the SV Number (SVN) 1 is shown. Therein, it is seen how the magnitude of the ACF
is maximum for the zeroth delay. Furthermore, it is 75% of the time ±1/1023, 12.5% of
the time 63/1023, and 12.5% of the time -65/1023. This means that any delay apart from
the correct one is approximately 13 dB below the correct one for 25% of the time, and 30
dB below the correct one for 75% of the time. Figure 2.5(b) shows an example of the third
property that must accomplish all GNSS systems, which is that the magnitude of the CF
among different satellites must be approximately 0. As it can be seen, this property is
accomplished in the same way than the second one thanks to the smart combination of
different PRN sequences creating the so called Gold codes. Figure 2.5(c) shows the GPS
signal’s spectrum where the bandwidth can be distinguished. Figure 2.5(d) is an example
of the fourth property of GNSS signals, which states that the correlation among different
systems that share the spectral frequency band must be approximately 0. In this case, in
order to provide a graphical example, the magnitude of the correlation between the GPS
C/A code PRN 1 and one part of the Galileo E1B signal for the first SV is shown. Note
that, those two signals share the same frequency band, but belong to different GNSS
systems. Finally, recall that the out-of-band codes are filtered with the receiver’s RF
filter.
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Figure 2.5: GPS signals C/A Code basic properties. (a) Autocorrelation function mag-
nitude of PRN1, (b) Correlation function magnitude between PRN1 and PRN2, (c) PRN1
GPS signal’s spectrum, (d) Correlation function magnitude of GPS C/A Code PRN1 and
Galileo E1B Code PRN1.
2.1.3 The GPS Signal Structure
There are at least two more codes contained in the GPS signal apart from the C/A code,
which are the P(Y) and the M codes. They have a bandwidth 10 times larger than
the C/A code, which results in a chipping rate ten times faster. The duration of the
P(Y) code is one week, so in order to get locked to it faster, an initial lock to the C/A
code is required. The M code is transmitted in the quadrature component of the GPS
signal, together with the C/A code, whereas the P(Y) code is transmitted in the in-phase
component only. In order to avoid interference among the C/A and M codes, the M code
signal is spread along the entire band using a BOC modulation [46].
Before it was mentioned that interference among satellites was avoided either through
frequency filtering/rejection or code rejection, and now another technique has been intro-
duced such as adding an extra modulation. One example of this is the BOC, which adds
another modulation to the chips in order to spread the power differently in the entire
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spectral band. Several variants of the BOC modulation are used in the Galileo system in
order to make the system compatible with the GPS one [46].
Summarizing, the basic GPS signal structure at L1-Band is:
sL1(t) =
(√
2PC/ACC/A(t) +
√
2PMCM (t)
)
D(t) cos (2pifL1t) +
√
2PPCP (t)D(t) sin (2pifL1t) ,
(2.1)
where PX stands for the transmitted power for the X code, CX(t) for the code itself,
D(t) for the navigation data, and fL1 for the L1-band carrier frequency. In the case of
the GPS system, the navigation data is transmitted also using a bi-phase modulation at
50 bps, which means that each C/A code is transmitted 20 times consecutively in order
to generate a navigation bit.
One aspect of GNSS signals that has not been yet commented and it is worth mention-
ing is that they are buried below the noise level, due to the spreading of the power along
the spectrum. In their detection, as the matched filter operation is applied, the power is
again concentrated and they rise above the noise level if their SNR is large enough. If not,
they can be coherently integrated up to 20 ms, which is the duration of the navigation
bit, in order to rise them above the noise level. After that, if coherent integration is aimed
to be performed, the possible change of sign in the navigation bit must be compensated
for.
2.2 Origins of GNSS-R
It is possible to refer to 1988 as the beginning of the multistatic techniques using GPS sig-
nals for scatterometry applications, when they were proposed as a new tool for Earth Ob-
servation [47]. In 1993, Manuel Martin-Neira proposed the use of GNSS signals reflected
over the ocean for mesoscale satellite altimetry, also known as PARIS [48]. However, it
was not until 1994 when the first experimental evidence of a GPS receiver getting locked
to the GPS reflected signals over the ocean was reported [49]. This publication reported
an event that occurred in 1991, when the GPS receiver of a French military aircraft got
locked to the reflected signals over the sea, giving erroneous altitude information. This
fact showed the possibility of using GNSS-R as a multistatic technique for remote sensing
purposes. Since then, several applications have appeared motivated by the opportunity
that this technique might offer to the scientific community.
After Manuel Mart´ın-Neira’s proposal, Katzberg and Garrison proposed the use of the
GNSS reflected signals to provide a better ionospheric correction to conventional radar
altimeters [50]. Later, they presented the first GNSS-R reflectometer, the Delay Mapping
Receiver (DMR), which is a modification of a conventional GPS receiver which recorded
the whole waveform instead of only the peak or power value. They also used the DMR
for altimetry applications over the ocean [51] using conventional methods instead of the
interferometric one proposed in [48]. The same instrument was proposed to be used
in open ocean to derive sea-state and associate it to sea surface wind-speed. In 2000,
based on Kirchhoff Approximation (KA) and Geometric Optics (GO), Zavorotny and
Voronovich (Z-V) derived a physical model to explain how GNSS signals were scattered
from an ocean surface [52], which opened the door to the retrieval of different geophysical
parameters from the same observable: the DDM. Several models have been proposed
later trying to improve the performance of the Z-V one. However, the first one is still in
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use as it explains the entire sea surface scattering process in a simple computational way.
From then on, several applications derived by different authors have appeared targeting
water surfaces and altimetric applications [46,53–63].
Despite it may seem that all GNSS-R applications have been concentrated on sea
observations (altimetry and scatterometry), the research for land applications starts as
early as 2000, where the GPS SNR change and the BRCS for different polarization states,
were compared to the SM content [64, 65]. This technique is based on a scatterometric
approach. Several developments to improve this technique have been performed up to
date and are presented in Chapter 4.
Apart from that, in the late 90s Kavak and Anderson developed a different technique
known today as the IPT, which is based on exploiting the multipath created by the
coherent addition of the direct and reflected GNSS signals [66–68]. While Kavak concen-
trated his studies over land observations, Anderson concentrated his studies on coastal
sea observations. Since 2007, this topic was recovered and two different techniques were
developed, the IPT at UPC using linearly polarized antennas pointing to the horizon,
and the SNR-analysis at CU using Right Hand Circular Polarization (RHCP) antennas
pointing at zenith. The developments along time regarding the use of this techniques are
presented in Chapter 3.
2.3 GNSS-R Signal Model
The direct GNSS signal reaching the receiver can be expressed as [52]:
Ud
(
~Rr(t), t
)
= α · a(t−Rd(t)/c)e
−jkRd(t)
4piRd(t)
e+j2pi(fc+fDd(t))t, (2.2)
where α stands for the signal’s transmitted amplitude and the transmitting antenna volt-
age gain, ~Rr(t) stands for the receiver’s position, t for the time, U for the complex voltage
measured, d for the direct signal, a for the signal modulation, c for the speed of the light,
Rd(t) for the direct path channel (Rd(t) = |~Rt(t)− ~Rr(t)|), ~Rt(t) for the GNSS satellite’s
position, k = 2pi/λ for the wavenumber, λ for the wavelength, fc for the central frequency,
and fDd for the Doppler frequency. The Doppler frequency for the direct signal, which is
caused by the relative motion of the transmitter and the receiver, is expressed as:
fDd(t) =
(
~Vt(t)− ~Vr(t)
) Rˆd(t)
λ
. (2.3)
According to the scattering theory, the received reflected signal can be decomposed in
two different parts: the coherent component, and the incoherent component [69]. The
coherent component can be expressed as [52,70]:
Urcoh
(
~Rr, t
)
= α · a
(
t− |
~Rt|+ |~Rr|
c
)
rpq
e−jk(|~Rt|+|~Rr|)
4pi
(
|~Rt|+ |~Rr|
)e+j2pi(fc+fDr(t))t, (2.4)
where rpq stands for the rough surface Fresnel reflection coefficient for incident p polar-
ization and reflected q polarization [71], and fDr(t) for the reflected Doppler frequency.
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Note, that for the sake of simplicity, from now on the time dependence of several vectors
has been avoided, but they follow the same ones that Eqn. (2.2). The Doppler frequency
for the reflected signal differs from the direct one, and it is given in a general way by [52]:
fDr(~ρ, t) =
(
~Vt(t) · mˆ(~ρ, t)− ~Vr(t) · nˆ(~ρ, t)
) 1
λ
+ ~q(~ρ, t) · ~v(~ρ, t)2pi , (2.5)
where ~ρ stands for the scatterer position, mˆ(~ρ, t) is a unitary vector that points from
the transmitting satellite to the scattering surface, nˆ(~ρ, t) is a unitary vector that points
from the scattering surface to the receiver, ~v(~ρ, t) is the surface speed, and ~q(~ρ, t) is the
scattering vector which is expressed as:
~q(~ρ, t) = 2pi
λ
(nˆ(~ρ, t)− mˆ(~ρ, t)) . (2.6)
Note that the reflected signal Doppler frequency has two components: one due to the
satellite and receiver motion, and another one due to the surface motion. In order to
have pure coherent scattering, the surface must be still and smooth, and therefore the
Doppler shift is given by the relative motion of the transmitter and receiver, which is the
first term of Eqn. (2.5). Furthermore, for the coherent scattering, all the radiation comes
from the same small area, and ~ρ is assumed to be 0, as only one scatterer is considered
at which the coordinate system is centered.
In order to express the incoherent component of the scattered signal, the KA under
the GO assumption is applied to the reflected field [52], which leads to the following:
Urinc (Rr, t) = α ·
∫
S
√
Gr(~ρ)a
(
t− |R(~ρ, t)|+ |R0(~ρ, t)|
c
)
g(~ρ, t)d~ρ, (2.7)
where
√
Gr(~ρ) stands for the voltage antenna gain associated to each scatterer, R0(~ρ, t)
represents the distance from the transmitter to the each scattering point (R0(~ρ, t) =
|~Rs(ρ, t)− ~Rt(t)|), ~Rs(ρ, t) stands for a vector representing each scattering point position
as a function of time, R(~ρ, t) is the distance from each scattering point to the receiver’s
position (R(~ρ, t) = |~Rr(t) − ~Rs(ρ, t)|), and g(~ρ, t) is a function that models the surface
scattering function and it is given by:
g(~ρ, t) = −rpq(~ρ) e
j2pifct
j4piRR0
e−j
2pi
λ (R0+R)
q2
qz
, (2.8)
where q is the modulus of the scattering vector (~q), which can be divided in two compo-
nents (~q = (~q⊥, qz)), with ~q⊥ standing for the (x,y) components and qz for the vertical
component.
2.4 GNSS-R Geometry
Figure 2.6 shows the GNSS-R scattering geometry model where two different curves have
been added: the iso-delay (in red), and the iso-Doppler (in black). The iso-delay curves
are defined by those scattering points where the signal’s path traveled or their relative
delay with respect to the specular one is equal, and they can be expressed by:
δτ(~ρ) = R0(~ρ) +R(~ρ)
c
− |
~Rt|+ |~Rr|
c
, (2.9)
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where (|~Rt| + |~Rr|)/c is the delay of the specular point, which, by definition, it is the
minimum delay found. For a flat Earth, those curves are ellipses centered at the specular
point, and their semi-major (a) and semi-minor (b) axes are given by [50]:
a =
√
2δτ(~ρ)ch sin(θel)
sin2(θel)
, (2.10a)
b =
√
2δτ(~ρ)ch sin(θel)
sin(θel)
, (2.10b)
where h is height of the GNSS-R receiver, and θel its elevation. Those equations are a
simplification of the real radius [69] assuming that the height of the GNSS satellite is
much larger than the one of the GNSS-R receiver, which holds even for the case of a Low
Earth Orbit (LEO) platform.
Figure 2.6: GNSS-R scattering geometry for a flat Earth. It is centered at the specular
scattering point. The coordinate system used is shown in green. From there, the GNSS
satellite position (~Rt), and the GNSS-R receiver position (~Rr) are defined and shown in
blue. Each scattering point is determined by the vector (~ρ). The distances between the GNSS
satellite and the GNSS-R receiver (Rd), between the GNSS satellite and the scattering point
(R0), and between the scattering point and the GNSS-R receiver (R) are shown in orange.
The local scattering vectors (~m, ~n, and ~q) are shown in purple.
The iso-Doppler lines are, in fact, curves of a higher order than an hyperbola. However,
under flat Earth approximation they are described by the hyperbola curves [52]. Their
mathematical expression is:
δfD(~ρ) =
(
~Vt(t) · mˆ(~ρ, t)− ~Vr(t) · nˆ(~ρ, t)
) 1
λ
−
(
~Vt(t) · (−Rˆt)− ~Vr(t) · Rˆr
) 1
λ
(2.11)
where Rˆt and Rˆr are the unitary vectors ~m and ~n for the specular point position (~ρ = 0).
Those expressions are extremely important, and as it will be seen in Chapters 4 and
8, they determine the ground resolution of the GNSS-R derived products.
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2.5 GNSS-R Main Techniques and Observables
There are two main techniques used by the GNSS-R community which are known as
conventional GNSS-R (cGNSS-R) and interferometric GNSS-R (iGNSS-R) [58]. They
are schematized in Fig. 2.7 where (a) and (b) are related to the cGNSS-R and (c) to the
iGNSS-R.
(a) (b) (c)
Figure 2.7: Two main GNSS-R techniques: (a) cGNSS-R for the direct signal as in a
conventional navigation receiver, (b) cGNSS-R for the reflected signal, (c) iGNSS-R.
The cGNSS-R is based on correlating the received signal with a clean replica of the
satellite code, as depicted in Figs. 2.7(a)–(b). The Tc parameter stands for the coherent
integration time used. This is the same operation that applies a conventional GNSS re-
ceiver to decode the navigation bits, interpret the ephemeris and almanac messages, and
to turn on its positioning/navigation engine. In the GNSS field, a receiver is only inter-
ested in the maximum value of the matched filter response, which is where the navigation
data information is located. However, for remote sensing purposes, sometimes it is not
enough with the maximum value, and the matched filter becomes a bank of filters for
different delay-Doppler values. This is expressed in Eqns. (2.12)–(2.13) for the direct and
reflected signals respectively. For remote sensing, strictly speaking, this should only be
applied to the reflected signal, but in numerous techniques it is also applied to the direct
signal for calibration purposes.
Yd(~Rr, δτ, δfD) =
∫
Ud
(
~Rr, δτ
)
· a(t+ δτ)e−j2pi(fc+δfD)tdt, (2.12)
Yr(~Rr, δτ, δfD) =
∫
Ur
(
~Rr, δτ
)
· a(t+ δτ)e−j2pi(fc+δfD)tdt. (2.13)
Surprisingly, the first application proposed for the GNSS-R techniques did not use the
cGNSS-R, it used the iGNSS-R [48]. As it can be deduced from Eqns. (2.12)–(2.13) and
Figs. 2.7(a)–(b), cGNSS-R requires the knowledge of the transmitting satellite code. In
the case of the GPS signal, the only code that was available at that time was the C/A
code which has a bandwidth of 2 MHz, and therefore a code length of 300 meters. This
provided a very bad resolution and accuracy for mesoscale altimetry applications [48].
So, in 1993 Manuel Mart´ın-Neira proposed correlating the direct signal acquired from
an antenna looking to the GNSS satellite with the reflected GNSS signal, as it can be
interpreted from Fig. 2.7(c) and expressed in Eqn. (2.14) [48]. Since the satellite code is
present in both the direct and the reflected signals, there is no need to know the code,
and by cross-correlating them the quasi-matched filter approach is obtained. This allows
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to use the full signal bandwidth and the codes that are not publicly available, such as the
P(Y), and currently the M code, as well.
Ydr(~Rr, δτ, δfD) =
∫
Ur
(
~Rr, δτ
)
· Ud∗
(
~Rr, t+ δτ
)
ej2piδf
′
Dtdt. (2.14)
From a theoretical point of view, the iGNSS-R technique should provide a 10 times
improvement in altimetric resolution with respect to the cGNSS-R due to a bandwidth
10 times larger. However, differently from the cGNSS-R where the clean replica is an
ideal signal, one should note that the direct signal obtained contains also noise. Later
studies [72, 73] have demonstrated that the performance of the iGNSS-R technique is
degraded in front of the cGNSS-R from a 10 times improvement to approximately 2.7
times improvement. This occurs due to the use of a noisy direct signal instead of a clean
one and also due to the fact that GNSS signals are buried below the noise level and by
definition their SNR is low. Note that the degradation factor depends on the SNR of the
direct signal, as if it was ideal the improvement would be 10. Furthermore, note that in
order to apply the iGNSS-R the direct signal must be delayed, because if PRN codes are
note aligned their correlation is close to 0. Also, unless signals are aligned, due to the
delay between the direct and the reflected signals, a navigation bit might change and the
coherent integration operation would not work correctly. This is specially important for
spaceborne applications, where the delay between direct and reflected signals is larger.
Currently, new larger bandwidth open codes may provide this 10 times factor improvement
without the need of applying interferometric techniques.
Equations (2.12)–(2.14) have shown the complex signals after the coherent correla-
tors. However, coherent integration is often not enough in GNSS-R due to the presence
of another noise source (speckle [74, 75]). In order to mitigate that other noise source
incoherent integration is applied which can be expressed as:
< |YX(~Rr, δτ, δfD)|
2
>= 1
N
N∑
i=1
|YXi(~Rr, δτ, δfD)|
2
, (2.15)
where X stands for either direct (d), reflected (r), or interferometric (dr), N for the
number of coherent complex delay-Doppler correlations used, and the subindex i for the
i-th complex coherent delay-Doppler correlation. In Appendix C another approach to
incoherent integration is shown.
The complex DDM is defined in Eqns. (2.13)–(2.14), and it is the correlation of the
received signal with either a clean replica of the satellite code or the direct signal for
different Doppler values. It is normally used in its power version, which is expressed by
Eqn. (2.15). The complex waveform is a cut of the DDM for a given Doppler frequency,
which means that δfD = fD. This cut is normally performed along the DDM maximum
as it is the one that has the best achievable SNR. It is also used in its power form, which is
again a Doppler cut of the power DDM. The last main observable used is the peak value
of the DDM either in its complex form or in its power form, since it gives information
about the amplitude/power of the received signal respectively, specially in the cGNSS-R
approach. If the reflection is coherent, the peak value also provides information about
the signal’s phase.
From now on, this work concentrates on the cGNSS-R, as it is the main purpose
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of the PhD Thesis, and for the iGNSS-R the author encourages the readers to follow
[48,60,72,73,76] and Appendix C for some extra theoretical developments.
2.6 Overview of Past, Current, and Forthcoming GNSS-
R Space Missions
In 2002, the first GNSS-R reflected from space was detected [77]. In 2003, the UK-DMC
satellite was launched, containing the first spaceborne GNSS-R payload. Data from this
satellite demonstrated the feasibility of the GNSS-R technique specially for global wind
mapping over the ocean following the Z-V model [52]. After that, the next GNSS-R
spaceborne mission was carried out also by the UK with the UK TDS-1 in 2014. Note
that there is a ten year gap among them. The data provided by UK TDS-1 is quite new
at the time of writing this PhD Thesis dissertation, and there are several research groups
that are analyzing it. Some applications of these data will be seen in this dissertation.
The next GNSS-R mission is the 3Cat-2 mission which was launched on August, 2016,
and consists of a six-unit cubesat with the PYCARO payload on-board. Subsequently,
the next one is the CYGNSS mission, which instead of being one satellite it is based
on a constellation of 8 micro-satellites. The CYGNSS mission is led by the National
Aeronautics and Space Administration (NASA), and it is programmed to be launched
on November, 2016. Also, the European Space Agency (ESA) proposed the PARIS-In
Orbit Demonstrator (PARIS-IOD) mission in 2008. However, after its phase A, all the
theoretical studies have been directed to the GEROS-ISS mission, which will include most
of the PARIS concept as well as other proposals. Finally, NASA is considering a potential
CYGNSS continuation mission, which will change some parameters of the first CYGNSS
mission in order to be opened to other applications beyond the original ones.
2.6.1 UK-DMC
The UK-DMC satellite was launched in 2003 as a part of a constellation of satellites for
Earth Observation purposes. All those satellites contain GPS receivers for time keeping
and navigation purposes. However, the UK-DMC had a difference, a GNSS-R payload.
Figure 2.8 shows the down-looking GNSS-R antenna of the UK-DMC mission, which is
based on an array of three circular patch antennas. The satellite had also two up-looking
antennas based on single patch antennas. All antennas were connected to different and
independent RF front-ends. Even though it had real-time processing capabilities, the
GNSS-R payload was basically a sampler, and it sampled the RF signals from both the
up-looking and down-looking channels. The sampled data was stored on a solid state
data recorder and then moved to a larger storage device which was connected to the
down-link channel. The UK-DMC satellite was decommissioned in 2011. Table 2.1 shows
a summary of the UK-DMC GNSS-R payload characteristics. Finally, Fig. 2.9 shows an
example of two DDM obtained over the ocean. Note that its shape is very different from
the signal’s Woodward Ambiguity Function (WAF), as the signal power is spread along
the delay and Doppler domains. This is the result of the incoherent scattering mechanism
that will be seen in detail in Chapter 4.
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Figure 2.8: Down-looking GNSS-R antenna of the UK-DMC mission [78].
Table 2.1: UK-DMC satellite and GNSS-R payload parameters [78].
Sensor Parameter Magnitude
Orbit Height 680 km
Orbit type Sun-Synchronous
Sampling frequency 5.71 MHz, 2 bit (1-effective)
Frequency Band L1
Up-looking antenna polarization RHCP
Down-looking antenna polarization LHCP
Down-looking Antenna Gain 11.81 dBiC
Delay-Resolution 0.18 C/A chips
Doppler-Resolution 100 Hz (Software)
Raw Data length 20 s continuous sampling
Figure 2.9: DDMs obtained from the UK-DMC dataset [57].
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2.6.2 UK TDS-1
The GNSS-R experiment onboard the UK TDS-1 mission is the natural continuation of
the pioneering GNSS-R experiment on the UK-DMC mission. This mission is led by
the same organization than the UK-DMC, it learns from the mistakes made there, and
challenges for new applications, since the first one was a pure technological demonstrator.
The new applications include the validation of the ocean scattering models and the wind-
mapping capabilities, soil moisture retrieval, and sea ice monitoring [79]. In this case, the
main purpose of the payload is to do the processing in real-time on-board the satellite,
saving a lot of time to the post-processing stage. Alternatively, it is able to store raw
data like the UK-DMC payload. This mission is also a technological demonstrator since
the GNSS-R payload is the same one that will be used on the CYGNSS mission. The
UK TDS-1 satellite is shown in Fig. 2.10(a), where now the down-looking antenna is a
2x2 patch array, and the payload is shown in Fig. 2.10(b). Table 2.2 shows a summary
of the main satellite and GNSS-R payload parameters.
(a) (b)
Figure 2.10: UK TDS-1: (a) satellite, (b) payload [79].
It is worth to mention that performing real-time DDMs with the configuration men-
tioned in Tab. 2.2 reduces the data-rate generated between 100 and 1000 times. Differently
from the UK-DMC GNSS-R payload, this allows continuous monitoring. Furthermore,
it must be mentioned that in the case of UK TDS-1, the data have been made pub-
licly available through the Measurement of Earth Reflected Radio-navigation Signals By
Satellite (MERRByS) portal (http://www.merrbys.co.uk/). This has allowed many
researchers to start developing new applications for the GNSS-R technique. Chapter 10
provides more details on the mission and products obtained.
2.6.3 3Cat-2
The 3Cat-2 is a mission conceived, designed, and engineered by the Remote Sensing
Laboratory (RSLab) and NanoSat Laboratory in the frame of several Spanish projects,
with the support of the ICREA Academia, and the European GNSS-R Environmental
Monitoring (EGEM) project which supports the launch costs [80–82]. It is based on a
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Table 2.2: UK TDS-1 satellite and GNSS-R payload parameters [79].
Sensor Parameter Magnitude
Orbit Height 635 km
Period 97.3 min
Inclination 98.391◦
Frequency Band L1/L2
Sampling frequency 16 MHz, 2 bits
Up-looking antenna polarization RHCP
Down-looking antenna polarization LHCP
Up-looking Antenna Gain 4 dBiC
Down-looking Antenna Gain 13 dBiC
Delay-Resolution 244 ns
Doppler-Resolution 500 Hz
Coherent integration time 1 ms
Incoherent integration time 1 s
Raw Data length 2.3 min
6-unit CubeSat structure (2 x 3 elementary blocks of 10 x 10 x 10 cm3). The 3Cat-2
aims to be a GNSS-R technological demonstrator to perform multi-constellation, dual-
band (L1, L2), and dual-polarization GNSS-R scatterometry and altimetry measurements.
The main goals of the 3Cat-2 mission are: to evaluate the sensitivity of GNSS-R for sea
state determination as a function of the wind speed or sea state conditions, to test new
algorithms for sea ice and soil moisture retrieval, to perform a comparison between both
the cGNSS-R and iGNSS-R for altimetric applications, and to evaluate the performance
of the different GNSS systems for the retrieval of geophysical parameters. The satellite
payload will be the PYCARO [29], a payload that has been entirely developed by UPC,
deeply tested under different environments at the UPC NanoSat Lab [83], and in BEXUS
17 and 19 field experiments [84–87]. The expected payload data volume is up to ∼ 10 MB
per day, which means that data will be pre-processed on-board to reduce their volume.
The up-looking antenna is a dual-polarization single patch antenna, whereas the down-
looking one is a dual-band (L1, L2) dual-polarization 3x2 patch antenna array. Table 2.3
shows a summary of the mission parameters and the payload properties.
2.6.4 CYGNSS
The CYGNSS mission is going to be the first exclusively dedicated GNSS-R mission for
Earth Observation which will be launched in November, 2016. It consists of 8 small
satellites that will receive both direct and reflected GPS signals. The mission will study
several parameters, but its main goal is to retrieve wind maps using GNSS-R technology
with satellites passing over the same region every 12 minutes. This is breaking out the
revisit time currently found in spaceborne scatterometers. The products derived from the
CYGNSS mission will be joined to the United States of America (USA) hurricane mon-
itoring systems in order to predict better their behavior. Figure 2.11 shows an example
of the wind maps that will be generated from the CYGNSS data, where a particular ex-
ample of monitoring a hurricane can be easily identified due to the high winds. Therein,
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Table 2.3: Intended 3Cat− 2 mission parameters [80–82,84–87].
Sensor Parameter Magnitude
Orbit Height 510 km
Orbit Type Sun-Synchronous
Revisit time 12 days
Frequency Bands L1 and L2
Sampling frequency 5 MHz, 8 bits I/Q
Up-looking antenna polarization LHCP and RHCP
Down-looking antenna polarization LHCP and RHCP
Down-looking Antenna Gain ∼ 13 dBiC at L1 and ∼ 11.6 dBiC at L2
Delay-Resolution NA ns
Doppler-Resolution NA Hz
Coherent integration time NA ms
Incoherent integration time NA s
Raw Data length -
it is noticeable the effect of dealing with a non-imaging multistatic technique, where the
developed products are a series of ground-tracks that require interpolation in order to
convert them to an image. Table 2.4 shows a summary of the proposed CYGNSS mission
parameters. The reflected antenna has 1 dBi more gain than the UK TDS-1 and consists
of a 2x3 patch antenna array. Recall that most of the GNSS-R payload parameters are
the same as in the UK TDS-1 mission because they use the same receiver. Note that the
orbit’s inclination is 35◦, which will have some limitations in the mapping capabilities
because only the tropical part of the Earth will be covered. This can be seen in Fig. 2.13,
but it has no effects on the hurricane monitoring applications because it is where they
appear.
2.6.5 PARIS-IOD and GEROS-ISS
Differently from previous GNSS-R missions which exploited the cGNSS-R technique, the
PARIS-IOD mission was proposed following the PARIS concept, and consequently ex-
ploiting the iGNSS-R technique. Due to the degradation of the SNR of the iGNSS-R vs
the cGNSS-R technique, one important requirement was the increase of the antenna size,
as directivity should be increased, which led to a steerable dual-frequency multi-beam
antenna array. ESA sponsored the phase A studies for the PARIS-IOD mission. Figure
2.14 shows an artist view of the PARIS-IOD proposed satellite.
After that, ESA sponsored the phase A study of the GEROS-ISS proposal [90, 91],
which included the PARIS-IOD studies among other GNSS-Radio Occultations (GNSS-RO)
applications. GNSS-RO are techniques based on sensing the transmitted GNSS signal
when there is no Line Of Sight (LOS) between receiver and transmitter, but the RF sig-
nal reaches the receiver because the ionosphere and the atmosphere curve the RF signal
path. At the time of writing this PhD Thesis dissertation, the phase A of the GEROS-ISS
has just finished and ESA has given an internal go-ahead for phase B activities. However,
part of the system parameters are yet to be determined. Conversely, what it is known is
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Figure 2.11: Example of CYGNSS product. [Source: http://earthobservatory.
nasa.gov/blogs/fromthefield/category/cygnss/]
Table 2.4: Intended CYGNSS mission parameters [88,89].
Sensor Parameter Magnitude
Orbit Height 510 km
Orbit Type Circular
Number of satellites 8
Inclination 35◦
Revisit time 4 hours (mean)
Frequency Band L1/L2
Sampling frequency 16 MHz, 2 bits
Up-looking antenna polarization RHCP
Down-looking antenna polarization LHCP
Up-looking Antenna Gain 4 dBiC
Down-looking Antenna Gain 14 dBiC
Delay-Resolution 244 ns
Doppler-Resolution 500 Hz
Coherent integration time 1 ms
Incoherent integration time 1 s
Raw Data length 2.3 min (1 GB)
DDM Size 128x52 (Del-Dop), 8 bits
that its orbit will be the same than the ISS (375–435 km, 51.6◦ inclination, and 92 min
period), and that the instrument will be placed on the Columbus upper limb balcony.
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(a)
(b)
Figure 2.12: CYGNSS micro satellites overview: (a) Engineering model of CYGNSS
satellite being constructed at the Southwest Research Institute. [Source: http:
//earthobservatory.nasa.gov/blogs/fromthefield/category/cygnss/], (b)
Artistic view of the CYGNSS satellite on space [88].
Figure 2.13: CYGNSS coverage map [88].
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Figure 2.14: PARIS artist view [72].
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The Interference Pattern
Technique
T his chapter aims at giving an overview of one of the techniques used in this PhDThesis dissertation for land and coastal sea monitoring. It starts with a theoretical
background describing the used mathematical model used. A section explaining all previ-
ous developments achieved at UPC is added, which served as a base for the developments
performed during this PhD Thesis. A similar technique known as the SNR-analysis is also
shown emphasizing its differences with the conventional IPT. Finally, the developments
and improvements performed along this PhD Thesis are summarized.
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3.1 Reflection of a M-layer Interface and Fresnel Re-
flection Coefficients
The simplest reflection mechanism between two different media is shown in Fig. 3.1, when
a plane EM wave traveling on a homogeneous medium impinges on another medium with
different properties than the previous one with a flat interface between them. Figure 3.1
shows the reflection scheme where the separation between mediums is shown with a
thick black line whereas its normal is shown with a thinner dashed line. The incidence
(inc), reflected (refl), and transmitted (trans) angles, are always referred to the surface’s
normal. The media are generally characterized by their dielectric constant (εr), and their
magnetic permeability (µr). As seen in Fig. 3.1, in the reflection process there is a part of
the incident power transmitted to the other medium, and another one reflected. According
to the specular reflection law, the reflected angle is the same than the incidence angle, and
the transmitted angle satisfies Snell’s law, which is shown in Eqn. (3.1), where k1 =
√
εr1
and k2 =
√
εr2 are the refraction index of media 1 and 2 respectively assuming a non-
magnetic medium. Also, recall that EM radiation is polarized, so the incident electric
and magnetic fields can be on the incidence plane, which is defined by the propagation
vector or by the Poynting vector [92], they can be orthogonal to it, or they can be a
linear a combination of both. Consequently, the incident electric field can be decomposed
in two components, one component parallel to the incidence plane, and one component
orthogonal/perpendicular to the incidence plane. The Fresnel reflection coefficient and
the transmission coefficient for the parallel polarization are shown in Eqns. (3.2)–(3.3),
respectively. The Fresnel reflection coefficient and the transmission coefficient for the
perpendicular polarization are shown in Eqns. (3.4)–(3.5), respectively.
Figure 3.1: Two-layer interface simplest reflection mechanism.
k1 sin(θinc) = k2 sin(θtrans), (3.1)
r‖ =
Z2 cos(θtrans)− Z1 cos(θinc)
Z2 cos(θtrans) + Z1 cos(θinc)
, (3.2)
t‖ =
2Z2 cos(θinc)
Z2 cos(θtrans) + Z1 cos(θinc)
, (3.3)
r⊥ =
Z2 cos(θinc)− Z1 cos(θtrans)
Z2 cos(θinc) + Z1 cos(θtrans)
, (3.4)
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t⊥ =
2Z2 cos(θinc)
Z2 cos(θinc) + Z1 cos(θtrans)
, (3.5)
where Z1 and Z2 stand for the intrinsic impedance of media 1 and 2 respectively (Zi =√
µi/εi), θinc for the incidence angle, and θtrans for the transmitted angle.
However, polarization is expressed normally in its vertical and horizontal components,
which corresponds to the parallel and perpendicular components, respectively. Also, the
Fresnel reflection coefficients are normally given only as a function of the incidence angle,
as the transmitted angle is related to the incidence one by Snell’s law. So, after some
mathematical manipulations (see Appendix B), Eqns. (3.2) and (3.4), become:
r⊥ = rHHi,i+1 =
√
εri − εrisin(θinc)2 −
√
εri+1 − εrisin(θinc)2√
εri − εrisin(θinc)2 +
√
εri+1 − εrisin(θinc)2
, (3.6)
r‖ = rV V i,i+1 =
εri
√
εri+1 − εrisin(θinc)2 − εri+1
√
εri − εrisin(θinc)2
εri
√
εri+1 − εrisin(θinc)2 + εri+1
√
εri − εrisin(θinc)2
, (3.7)
where: rHH , rV V are the reflection coefficients for horizontal and vertical polarization
respectively, and εri,i+1 are the dielectric constants of layer i and layer i+ 1 (in this case
i = 1 and i+ 1 = 2).
For circular polarization, such as RHCP, the one transmitted by GPS satellites, or
Left Hand Circular Polarization (LHCP), the one in which the largest reflection takes
place, the Fresnel reflection coefficients are a linear combination of the linear polarization
reflection coefficients as follows [93]:
rRR = rLL =
1
2 (rV V + rHH) , (3.8)
rRL = rLR =
1
2 (rV V − rHH) , (3.9)
where RR stands for transmitted RHCP and received RHCP, LL for transmitted LHCP
and received LHCP, RL for transmitted RHCP and received LHCP, and LR for trans-
mitted LHCP and received RHCP.
The Fresnel reflection coefficients are generally complex values, and their effect is
normally better seen by their reflectivity parameter, which is defined as the modulus
square of the Fresnel reflection coefficient (|rXX |2). The reflectivity is the parameter that
can be related to the power collected by an antenna, as the reflection coefficients are
the coefficients that multiply the incident electric fields in order to obtain the reflected
fields. Figure 3.2 shows the reflectivity values for the four different polarization states as
a function of the soil moisture. There are several aspects to comment in this figure. The
first one is the difference between the horizontal and vertical components. The horizontal
component is monotonically increasing as a function of the incidence angle. The vertical
is decreasing until it reaches a minimum amplitude point, known as the Brewster angle
(Eqn. (3.10)), and then it starts to increase again. Note that the position of the Brewster
angle depends on the soil moisture content, or the dielectric constant, as it can be deduced
from Eqn. (3.10). As seen in Fig. 3.2(c), there is nearly no radiation for transmitted
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RHCP and received RHCP unless the incidence angle is very slant. Conversely, most of
the reflected radiation is LHCP as seen from Fig. 3.2(d), unless the incidence angle is
very slant. Furthermore, the larger the dielectric constant, the larger the reflectivity for a
given incidence angle for all polarization states except for the slant incidence angle zone
for rV V and rRR. Wang’s dielectric constant model has been used to relate soil moisture
with dielectric constant in Fig. 3.2 [94], and their relationship is shown in Tab. 3.1.
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Figure 3.2: Reflectivity for the four different polarization states: (a) HH, (b) VV, (c) RR
or LL, (d) RL or LR.
0 = εri+1
√
εri − εrisin(θB)2 − εri
√
εri+1 − εrisin(θB)2 → θB = arctan
(
k2
k1
)
. (3.10)
As previously mentioned, the reflection coefficient is a complex number which can be
expressed by its modulus and its phase. For scatterometric applications, normally the
modulus square or the reflectivity is used because scatterometers use power measurements.
However, for one of the applications developed in this PhD Thesis it is necessary to look
at their phase, at it has key implications. Figure 3.3 shows the reflection coefficient phase
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Table 3.1: Soil Moisture and dielectric constant equivalence [94].
Soil Moisture εr
0% 3.10 + j0.03
10% 5.47 + j0.70
20% 9.10 + j1.78
30% 13.99 + j3.26
40% 20.14 + j5.16
for the four aforementioned polarization states. Note that Fig. 3.3(a),(b),(d) follow the
same phase pattern than the horizontal polarization coefficient. This occurs because the
rHH amplitude is larger than the rV V amplitude, and when computing the phase it is
the dominant term. Note that for those cases the phase is nearly constant. However,
for vertical polarization the phase behavior is different. There is 180◦ difference between
the horizontal and vertical polarization states except for slant incidence angles, where the
phase gradually changes to be the same one for both polarization states. This explains
why the transmitted polarization is RHCP and the reflected mainly LHCP, except for
slant incidence angles where the main transmitted and received polarization is the same
(see Fig. 3.2). Furthermore, the 90◦ phase shift for the vertical polarization corresponds
to the Brewster angle position.
The reflection model proposed here is the simplest and oldest one (2-layer), and it has
been extended to a M-layer reflection model in an iterative way following Eqn. (3.11) [95]:
r = ri,i+1 − ri+1,i+2e
−Sej2ψ
1− ri,i+1ri+1,i+2e−Sej2ψ , (3.11)
where:
ψ =
2pi√εri+1
λ
ti+1 cos (θtrans) =
2pi
λ
ti+1
√
εri+1 − εri sin2 (θinc), (3.12)
S = 8
(
piσl
λ
√
εri+1 − εri sin2 (θinc)
)2
, (3.13)
ti+1 stands for the i+ 1 thickness layer, σl for the standard deviation of the roughness of
the interface between layers, and S is the interface roughness correction factor.
In order to analyze the difference between the simple two-layer model and the M-layer
model, a reflection coefficient simulator was developed. Figure 3.4 shows the simulator
developed in Matlab. On the right hand side, the input parameters are found for up to 20
equally spaced layers. For each layer the soil moisture value must be specified. The soil
composition, the thickness of the layers, the number of layers, and the surface roughness
are specified in the first input parameters column. On the left hand side there are two
graphs. The upper one shows the real part of the reflection coefficient and its reflectivity
value for the horizontal and vertical polarization. The lower one shows the phase of the
reflection coefficient for both polarization states.
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Figure 3.3: Phase of the reflection coefficients four different polarization states: (a) HH,
(b) VV, (c) RR or LL, (d) RL or LR.
3.2 IPT Theoretical Overview
The IPT is defined by the pattern created due to coherent addition of the direct and
reflected GNSS signals. In other words, the multi-path effect on the direct signal due to
a reflection on its surroundings. Figure 3.5 shows the geometrical configuration of this
technique. Therein, it is possible to identify the GPS satellite, the direct signal (black),
the reflected signals (red), the reflection axes and the antenna reference frame (blue), the
rough reflecting surface (black), and the antenna (black), either pointing to the horizon
or pointing to the zenith. The antenna must be still, which means that the IPT is a static
ground-based technique.
In a real case scenario, it is possible to assume to have an infinite number of scatterers.
Since the GPS satellite is very far away, it is also possible to use the paraxial approxi-
mation within the far field approximation [96]. Consequently, the wavefront that reaches
the receiver and the one that impinges on the ground are parallel. Furthermore, due to
far-field approximation, the rays impinging the ground can be considered as a plane wave.
Then, the contribution of each scatterer using its local scattering reference frame is taken
into account at the antenna level. From the geometric configuration shown in Fig. 3.5 it
is important to consider that h stands for the antenna height, θinc for the incidence angle
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Figure 3.4: Reflection coefficient simulator for the M-layer model.
of the direct signal or 90− θelev, where θelev is elevation angle of the GNSS satellite, θinci
stands for the local scattering incidence angle of the ith scatterer, θelevi for the local scat-
tering elevation angle of the ith scatterer, and σrms for the surface roughness parameter
that characterizes the reflecting surface. Using the notation introduced in Chap. 2, the
IPT can be expressed as:
UIPT = Ud + Urcoh + Urincoh (3.14)
Each of the direct and reflected waves (both coherent and incoherent components) should
be weighted by the voltage antenna pattern in order to mathematically express what a
system like that would measure. Another way to understand/visualize the IPT is shown
in Fig. 3.6, where the vectors for the direct, reflected (both coherent and incoherent), and
the resultant UIPT are shown in different colors. Since the GPS satellite moves, those
vectors or phasors are rotating. In the case of the direct signal, the rotation speed of the
vector is only due to the GPS satellite movement and the Earth’s rotation (recall that
the antenna is still). In the case of the coherent reflected signal, the rotation speed of
the vector is due to the satellite movement, the Earth’s rotation, and when comparing
it to the direct signal it also depends on the antenna height. In the case of the reflected
incoherent component, the phase is by definition random, but there is a rotation speed
defined due to the correlation among samples. If samples are uncorrelated, then there is
no rotation speed and the phase just changes randomly. This results in an interference
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Figure 3.5: Geometrical configuration of the Interference Pattern Technique.
pattern vector rotating due to the movement of the GNSS satellite, and a fading effect
that varies the interference pattern amplitude due to the multi-path contamination. This
fading has two characteristics: one is that the coherent reflected signal will create a slow-
time regular/semi-periodical fading, increasing its speed by increasing the antenna height,
and the second one is a fast-time random fading due to the non-coherent component or
speckle. Surface roughness and surface correlation time and length will determine the
fading characteristics.
Figure 3.6: Vectorial notation of the Interference Pattern Technique.
From now on the case where an antenna is looking to the horizon is considered, which
is the one used in the experiments performed along this PhD Thesis, and the zenith
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looking antenna case, which is also known as the SNR-analysis, is left for Sec. 3.4.
3.2.1 Coherent IPT Model
The IPT model previously introduced in Eqn. (3.14) can be also expressed as [97]:
PR ∝ |UIPT |2 = |Ud + Urcoh + Urincoh|2 =|Ud0 |2 ·
∣∣∣Fn(θelev, φelev)+
+
M∑
m=1
Fn(θm, φm)AmejΦmej
4pihm
λ sin(θm)
∣∣∣2,
(3.15)
where, PR is the received power pattern, Ud the incident electric field, Urcoh and Urincoh
the coherent and incoherent components of the reflected field over many scatterers, Ud0
the incident electric field amplitude, Fn the antenna radiation pattern, θelev and φelev
the elevation and azimuth of the GNSS satellite respectively, λ the wavelength (i.e.
19 cm for GPS L1-Band), m the scatterer’s index, M the total number of scatter-
ers, θm and φm are the local elevation and azimuth angles of the mth scatterer, Am
is the mth scatterer equivalent reflection coefficient amplitude, and Φm the mth scat-
terer phase. So, the term Fn(θelev, φelev) is related to the direct signal whereas the term∑M
m=1 Fn(θm, φm)AmejΦmej
4pihm
λ sin(θm) is related to the reflected signal. In the reflected
signal, the term ej 4pihmλ sin(θm) is due to the extra path traveled by the signal reflected
over the mth scatterer with respect to the direct signal, whereas Fn(θm, φm) is related to
the antenna pattern, and AmejΦm is related to the surface conditions. In terrains such
as snow, lakes, or bare-soil, the reflection can be considered specular [21, 40, 98], which
simplifies the whole reflected term to |rpq(θ, φ)|ejφrpq , where rpq is the Fresnel reflection
coefficient and φrpq is its phase at the specular reflection point. If the scattering surface
is the sea, the result of the reflected signal term depends strongly on the incidence angle
and the sea surface conditions, which define if the reflection is dominated by the specular
component (calm sea) or by the diffuse one (rough sea).
In order to define Eqn. (3.15) the following assumptions have been made:
1. The height of the antenna is sufficiently small so Rd ≈ |~Rt|+ |~Rr| for any reflection
point (Fig. 2.6).
2. The height of the antenna is sufficiently small so the codes for the direct and reflected
signals add up in phase. In other words, the delay between the reflected and direct
signal is smaller than 150 meters for the GPS C/A code.
3. The receiver and the surface are not moving, so the Doppler shift on the direct and
reflected signals is the same (Eqns. (2.3) and (2.5)).
4. |~Rt|+ |~Rr|−Rd ≈ 2hm sin(θm). This has a consequence on the signal’s phase, but in
terms of the signal’s amplitude it is negligible, because this distance is some meters
whereas |~Rt|+ |~Rr| and Rd are thousands of kilometers.
5. The antenna is pointing to the horizon with a rotationally symmetric pattern.
6. The addition of the coherent and incoherent reflected fields can be expressed as
a sum of the contributions from all the scatterers. When the coherent scattering
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mechanism dominates, the situation is equivalent to having just one scatterer. When
the incoherent scattering dominates the modulus of the red vector in Fig. 3.6 is 0,
and only a random field is present [69].
When the oscillation is random, or the incoherent scattering dominates, there is no
useful information on the IPT, since the only observable available is the amplitude of
the direct signal with a fast-fading presence. However, when the coherent scattering
dominates, the reflected field can be expressed in terms of the direct field and the Fresnel
reflection coefficient, as could be deduced from Eqn. (2.4). Consequently, taking into
account the aforementioned assumptions, the coherent IPT is given by (see Appendix
B.3):
PR ∝ |Fn(θelev)|2 · |Ud0 |2 ·
∣∣∣1 + |rpq(θelev, εr)|ej(∆φ(θelev)+φrpq(θelev,εr))∣∣∣2, (3.16)
where ∆φ(θelev) = ej
4pih
λ sin(θelev). Note that since the antenna is pointing to the horizon
and its radiation pattern is rotationally symmetric, the radiation pattern term can be
taken as a common factor out of the coherent interaction between direct and reflected
signals. Also note that there are some terms that depend only on the geometry, such as
∆φ(θelev), and others that depend on the geometry and the terrain geophysical properties
(εr).
In the next sections the effect of the following different aspects on the coherent IPT
model is analyzed:
• Dielectric Constant.
• Polarization.
• Antenna Height.
• Topography.
• Surface Roughness.
3.2.2 Effect of Dielectric Constant on the IPT
As it was seen on Sec. 3.1, the larger the soil moisture content, the larger the dielectric
constant, and the larger the reflectivity. This is shown in Fig. 3.7 for horizontal polar-
ization and in Fig. 3.8 for vertical polarization. In Fig. 3.7 it is possible to see two
interference patterns simulated for an antenna height of 2 m and two different soil mois-
ture content values using the information provided in Tab. 3.1. Therein, it is possible to
see that the larger the reflectivity, the larger the amplitude of the oscillation fringes on
the IPT. As it can be seen, they follow the shape of the reflectivity curve which is plotted
on the same figure in green. On the other hand, Fig. 3.8 shows the IPT for the same
conditions that Fig. 3.7, but for vertical polarization. Herein, the envelope of the IPT,
or the amplitude of the oscillation fringes also follows the vertical polarization reflectivity
shape. Recall that the vertical polarization reflection coefficient did not behave as the
horizontal one due to the Brewster angle presence. On the vertical polarization IPT, the
presence of the Brewster angle is seen as a minimum amplitude point on the oscillation
fringes of the IPT. This point is also called a “notch”. Note that its position varies as a
function of the soil moisture content, which means that it is dielectric constant dependent,
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which was previously shown in Sec. 3.1.
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Figure 3.7: Dielectric constant effect on the H-Pol Interference Pattern: (a) SM = 10%,
(b) SM = 30%.
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Figure 3.8: Dielectric constant effect on the V-Pol Interference Pattern: (a) SM = 10%,
(b) SM = 30%.
3.2.3 Effect of Polarization on the IPT
The vertical polarization interference pattern shows the Brewster angle effect, which does
not occur at horizontal polarization. This is one of the differences in both interference
patterns that depends on polarization. However, it is not the only one. Figure 3.9
shows the polarization effects on the H- and V-Pol interference patterns. Therein, the
Brewster angle is clearly identified. Furthermore, note that before the Brewster angle,
both H- and V-Pol interference patterns are in phase, which means that maxima amplitude
points on the H-Pol IPT are coincident with maxima amplitude points on the V-Pol IPT.
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Conversely, after the Brewster angle position, maxima amplitude points on the H-Pol
IPT are coincident with minima amplitude points on the V-Pol IPT, and vice versa.
This is related to the reflection coefficient phase curves presented in Sec. 3.1 (Fig. 3.3(a)–
(b)). For the low elevation angles, the phase of both reflection coefficients is the same,
whereas for elevation angles larger than the Brewster angle, their phase is opposite and
it is reflected on the interference patterns. This is the reason why the term φrpq(θelev, εr)
on Eqn. (3.16) was added to the previous theoretical model available from [21]. Also, in
Fig. 3.9 the phase of the V-Pol reflection coefficient has been added, and one may note
that the minimum amplitude point or Brewster angle position occurs for the 90◦ phase
shift.
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Figure 3.9: Polarization effect on the H-Pol (blue dashed) and V-Pol (blue solid) Interfer-
ence Pattern: (a) SM = 10%, (b) SM = 30%. The phase of the V-Pol reflection coefficient
is shown in green.
3.2.4 Effect of Antenna Height on the IPT
In the IPT equation the only term that varies when varying the antenna height is the
rotating phasor ∆φ which is the one that determines the oscillation frequency that is
produced due to the satellite movement. Figures 3.10–3.11 show the effect of changing
the antenna height on the interference pattern. Basically, the lower the height, the lower
the speed of the oscillation fringes and vice versa. The envelope of the oscillation fringes
does not change due to the height and it follows the one determined by the reflection
coefficients. It is also independent from polarization, a priori. Note that, the h parameter
corresponds to the addition of the physical height of the antenna and the penetration
depth of the EM wave, and not only the antenna physical height. For surfaces in which
the penetration depth is different for H- and V-Pol, the h parameter should be separated
in its two parameters (hphys + hdepth). In those cases, the oscillation frequency will not
be exactly the same for both polarization states. If the penetration depth is assumed to
be the same, as it was done in Figs. 3.10–3.11, then the oscillation frequency will be the
same.
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Figure 3.10: Height effect on the H-Pol Interference Pattern: (a) SM = 10%, (b) SM =
30%.
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Figure 3.11: Height effect on the V-Pol Interference Pattern: (a) SM = 10%, (b) SM =
30%.
3.2.5 Effect of Topography on the IPT
If the height is not constant, this will create two effects on the interference pattern. The
first one is a change in the geometry of observation, and the assumption that θinc =
90− θelev does not hold anymore. Specular reflection conditions must be applied to find
the new θinc that matches each θelev. Apart from that, the oscillation frequency will
change according to the distance of the antenna phase center to the floor. The larger the
distance the faster the oscillation frequency and vice versa. This change in the oscillation
frequency is shown in Figs. 3.12–3.13 for horizontal and vertical polarization, respectively,
and for two different soil moisture values. Topography in Figs. 3.12–3.13 is represented
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as the distance from the antenna to the floor. Remember that an elevation angle close to
0◦ corresponds to the furthest point, and close to 90◦ to the closest. Note that, the larger
the distance between the antenna and the soil, the quicker the oscillation frequency of
the interference pattern.
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Figure 3.12: Topography effect on the H-Pol Interference Pattern: (a) SM = 10%, (b) SM
= 30%.
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Figure 3.13: Topography effect on the V-Pol Interference Pattern: (a) SM = 10%, (b) SM
= 30%.
3.2.6 Effect of Surface Roughness on the IPT
A surface without topography, an antenna height of 2 meters, and some roughness in the
scattering interface are assumed in order to analyze the effect of a rough surface on the
interference patterns. The physical optics reflection model has been taken into account
multiplying the reflection coefficients by the so called Rayleigh attenuation parameter
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(e−2k2σ2cos2(θinc)) [71]. This parameter is similar to the S parameter defined in Eqn.
(3.13), and should be added to the IPT coherent equation (Eqn. (3.16)). However, the
cos2(θinc) function tends to 0 for the elevation angle range used in the IPT. This means
that for grazing angles, the surface roughness does not have nearly any effect, whereas
when the incidence angle decreases or the elevation angle increases the coherent reflected
component decreases. Even though this effect was minimal in the field experiments, it has
been described in Figs. 3.14–3.15: when the elevation angle increases, the amplitude of the
interference pattern decreases quicker for H-Pol than without roughness, and increases less
after the Brewster angle position for V-Pol. This might have some effects in the detection
of the Brewster angle position as the amplitude of the V-Pol interference pattern reduces
significantly. The model used here to simulate the surface roughness effect is the one
that corresponds to the solution of the reflected signal using the Physical Optics (PO)
approximation, but experimental evidence has shown that, at L-band, the attenuation
is lower than the one predicted by the PO model [99]. This is justified by the two-
scale scattering model, and it results that L-band is sensitive to the relatively large scale
roughness [100].
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Figure 3.14: Surface roughness effect on the H-Pol Interference Pattern: (a) SM = 10%,
(b) SM = 30%.
Another effect that has not been commented is that, with increasing roughness, apart
from decreasing the coherent reflected component, the incoherent scattered component
will increase in comparison to the coherent one. This will add some noise to the exper-
imentally measured interference patterns, and they will be different from the clean ones
shown here, which are based on the pure coherent model. It must also be mentioned that
for the experiments performed during this PhD thesis land could be considered smooth
(without roughness) (see Chapter 6), whereas the coastal sea experiment provided evi-
dence of the roughness effects (Chapter 7). Furthermore, the presence of roughness has
been measured and used to extract more information about the surface under observation.
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Figure 3.15: Surface roughness effect on the V-Pol Interference Pattern: (a) SM = 10%,
(b) SM = 30%.
3.3 The IPT Background
The beginning of the GNSS-R IPT goes back to 1996 when Kenneth D. Anderson asked
to patent a methodology to remotely determine sea surface roughness and wind speed
over a water surface [67]. It was based on sensing the amplitude of the interference
pattern. The lower the amplitude of the oscillations, the larger the surface roughness, and
consequently the larger the wind-speed. Therein, the interference pattern is compared to
an older technique known as Lloyd’s Mirror [101], which dates from 1834. However, only
a theoretical overview of the technique is given since no experimental evidence appears
demonstrating its performance. Furthermore, no information about the antenna pointing
direction or the polarization used was provided.
A little bit later, during 1996-1998, A. Kavak et al. [66, 102] proposed the first IPT
model using GNSS signals, justifying the specular reflection approximation and demon-
strating it experimentally. Kavak used for the first time, a horizontally pointing looking
antenna instead of a zenith looking antenna, but RHCP polarized, just like the transmit-
ted GNSS signals. Also amplitude information on the interference pattern was used to
determine the surface dielectric constant. Kavak performed his experiments over three
different surfaces: grass (εr = 3.7), asphalt (εr = 1.5), and water (εr ∼ 81). In his results
it was shown, as expected, that the oscillations from a water surface were larger than for
grass, and at the same time, those two larger than for asphalt (as it could be previously
seen on Figs. 3.7–3.8). However, surface roughness and polarization effects were a little
bit unclear, as a RHCP antenna rejects the reflected LHCP since it is its cross-polar
polarization. Whether the reflection polarization is mostly RHCP or LHCP depends on
the Brewster angle position, which at the same time depends on the dielectric constant.
This means that data interpretation is not so straightforward for circular polarization.
In 2000, again Keneth D. Anderson proposed the use of the IPT to measure sea surface
level and tides. In this case, instead of measuring the amplitude of the interference
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pattern, the main interest was to measure the relative height between the surface and
the antenna. This can be translated to a mean surface level estimation referred to the
antenna reference frame, which can be translated to any reference frame by compensating
the offset due to the antenna height. The methodology to measure accurately the height
was basically correlate the measured interference pattern with simulated ones for different
heights (h) (Figs. 3.10–3.11). Again circularly polarized antennas were used, and the
results obtained compared to the ones from buoys. The variation of the estimated mean
sea surface level can be seen as measuring sea tides, developing what is known as the first
GPS tide gauge.
The IPT was not used anymore until 2007/2008 when two different independent re-
search groups started to use this technique again for the retrieval of different geophysical
parameters. The UPC research group decided to use the conventional IPT approach with
a linear-polarized horizon/horizontal-looking antenna. The CU research group decided
to take profit of the data provided by the geodetic GPS networks, which are based on
zenith-looking antennas since many applications of those networks are related to improve
the positioning accuracy and to GNSS atmospheric remote sensing applications. The
latter geometrical configuration was renamed as the SNR-analysis because it relied on
processing the SNR (or C/N0) pattern collected by these geodetic receivers. This section
continues with an overview of the IPT developments at UPC.
3.3.1 IPT developments at UPC
The use of the IPT at UPC started with the research developed by N. Rodriguez-Alvarez
in her PhD Thesis [28]. Differently from previous attempts, it was decided to use lin-
ear polarization antennas, and in particular vertical polarization. The first application
developed was the measurement of the soil moisture content by sensing the minimum
amplitude point or “notch” of the vertical polarization interference pattern. Figure 3.16
shows the V-Pol interference pattern for three different satellites (10, 15, and 26), and
two different days (August 22, 2008 and September 25, 2008). Therein, it is possible to
see that in the first row, which corresponds to August 22, the Brewster angle position is
located between 22◦–26◦. The difference between satellites can be due to inhomogeneities
in the soil moisture content, as each satellite reflects on a different soil part. The sec-
ond row shows the V-Pol interference patterns for the same satellites on September 25.
Therein, the Brewster angle is located between 18◦–20◦, indicating an increase in the di-
electric constant due to an increase in the soil moisture content. Note that, due to surface
irregularities, the experimental interference patterns have some noise, but the coherent
model works pretty well to explain those data. Furthermore, surface irregularities may
sometimes difficult the detection of the notch, as may happen with satellite 26 on August
22 and satellites 15 and 26 on September 25.
After estimating the soil moisture content by the Brewster angle detection and inver-
sion, the oscillation frequency of the IPT was measured in order to obtain the topography
of the surface under observation [103]. Each oscillation of the IPT was measured and the
equivalent height computed. As GNSS satellites move, their signals are reflected in sev-
eral surface points, and a map can be generated joining the height estimations for each
oscillation and each satellite.
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Figure 3.16: V-Pol interference patterns for three different satellites. First row corresponds
to August 22nd 2008, and second row to September 25th 2008 [21].
Later, the IPT at V-Pol was tested over vegetated areas to infer some vegetation
parameters apart from the soil moisture values [104, 105]. Figure 3.17 shows simulations
of the IPTs at V-pol for different vegetation heights. In this case a 3-layer reflection
model was used being the upper-layer the air, the mid-layer the vegetation, and the lower-
layer the soil. In those situations, due to the reflection scenario, more than one notch
appears, and their angular position can be related to the vegetation layer thickness/height.
Figure 3.18 shows the reflectivity computed for different vegetation heights. Therein, it is
straightforward to identify different notches, which will be detected in the IPT envelope
too. Figure 3.19 shows the results for two different field campaigns where the vegetation
height was estimated from the notch positions in the V-Pol interference pattern. In those
field campaigns the vegetation observed was wheat. Figure 3.20 shows the results of the
vegetation height estimation algorithm for a maize field, where the vegetation reached up
to 3 m.
After developing three different land applications (soil moisture, topography, and veg-
etation height) [98], the research on the V-Pol IPT applications moved to its application
over water surfaces following Anderson’s oscillation frequency measurements. Figure 3.21
shows the experimental set-up with the SMIGOL instrument for that field experiment.
Results showed centimeter precision in the measurement of the water level by averaging
the results provided by each oscillation on the IPT [40]. Note that a reservoir is a very
reflecting (water) flat surface, which is ideal for this kind of algorithms.
Finally, the research moved to the application of the V-Pol IPT to a surface covered
by snow, in order to determine the snow level or snow depth, which is a parameter of
interest in the avalanche risk prediction. In this case, a similar algorithm was developed
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Figure 3.17: V-Pol interference patterns simulations for different vegetation heights [105].
Figure 3.18: Reflectivity values at V-Pol for different vegetation heights [105].
dividing the reflection scenario in 3 different layers: air for the upper-layer, snow for the
mid-layer, and soil for the lower-layer. As it occurred with the vegetation monitoring,
more than one notch appears. In the vegetation sensing their number and positions were
related to the vegetation height, and in the snow sensing they are related to the snow
layer thickness, as it is shown in Fig. 3.22. Figures 3.23–3.24 show a summary of the
snow sensing field campaign conducted on the Catalan Pyrenees.
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Figure 3.19: Vegetation height retrieved for two different field campaigns [105].
Figure 3.20: Vegetation height retrieved for growing season observing maize [98].
3.4 The SNR-analysis
The SNR-analysis is the technique followed by the CU research group. It is based on
analyzing the multipath or interference pattern created on an antenna looking to the
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Figure 3.21: Experimental set-up of the water level measurement over reservoirs [40].
Figure 3.22: Notch positions as a function of snow thickness [106].
zenith. There are two main differences with respect to the IPT: the first one is that
the antenna is looking to the zenith instead of to the horizon, and the second one is
that it uses right hand circular polarized antennas instead of linear ones. Note that
the multipath reflected polarization depends on the Brewster angle position. Sometimes
the dominating polarization will be the RHCP, and sometimes it will be the LHCP.
For instance, for sea scenarios it will always be LHCP as the Brewster angle occurs
for θelev below 5◦. So, there are some drawbacks found, such as not being sensitive to
the Brewster angle (Fig. 3.2(c)–(d)), which is a good proxy for the dielectric constant
determination. However, it has some advantages such as using commercial Off The Shelf
(COTS) hardware without the need of designing and developing a dedicated hardware,
such as the SMIGOL instrument. Furthermore, it can also use the data provided by
the Plate Boundary Observatory (PBO) (Fig. 3.25) stations, which consists of more
than 1.100 geodetic GPS stations. Despite not having the optimum geometric approach,
the SNR-analysis can exploit a vast experimental opportunistic dataset. This is a great
advantage as no economical investment is required to use this technique. Another network
even bigger than the PBO is the Continuously Operating Reference Station (CORS)
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Figure 3.23: Snow growth summary [106].
Figure 3.24: Snow monitoring summary [106].
network, owned and operated by the NOAA (Fig. 3.26).
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Figure 3.25: PBO network. Source: http://pbo.unavco.org/.
Figure 3.26: CORS network. [Source: http://www.ngs.noaa.gov/CORS_Map/]
3.4.1 Physical Model
Despite it has been used since 2007, their main applications were based on monitoring
the multi-path oscillation frequency, whose full explanation was developed in Kavak’s
works [66, 102]. However, when analyzing other parameter measurements that include
the dielectric constant effect, a physical model was lacking. In 2010, V.U. Zavorotny
developed it in order to attempt the retrieval of soil moisture from those geodetic GPS
stations [93]. This section summarizes the model developed, which is based on assuming
only coherent scattering, such as the conventional coherent IPT. Figure 3.27 shows how
an experimental SNR pattern of a zenith-pointing antenna looks like. As the satellite
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rises, the antenna gain for the direct path increases while it decreases for the reflected
path. This makes the oscillations vanish once their respective antenna gain is different
enough. Below it, the detrended SNR pattern is shown where only the oscillations are
seen.
Figure 3.27: Example of experimental SNR-analysis data [93].
The physical model considers a direct signal purely RHCP, as the ellipticity of GNSS
satellites antenna is lower than 1.2 dB [44] and a reflected signal made from two different
components, one part RHCP (copolar), and one part LHCP (cross-polar) [52]. As already
stated in Eqn. (3.15), the electric field resulting from the interference is [93]:
uSNR = u0dir + u0ref , (3.17)
and the power or SNR observed is:
PSNR = |uSNR|2 = |u0dir + u0ref |2, (3.18)
where u0dir stands for the direct field and u0ref for the reflected field. Then, the PSNR
becomes:
PSNR = |u0dir|2 + |u1ref |2 + 2|u∗0diru1ref | cos (Φ(θ) + Ψ(θ)) , (3.19)
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where u0ref = u1refejΦ(θ), Φ(θ) = 2kh sin(θ) and stands for the distance difference
between direct and reflected field, A(θ) = 2u∗0diru1ref = 2|u∗0diru1ref |ejΨ(θ), and Ψ(θ) =
arctan(Im{A}/Re{A}).
Once the electric field model is defined let’s now introduce the antenna pattern effect.
The direct field becomes:
u0dir = u0FR(θ), (3.20)
where u0 is the electric field amplitude, FR(θ) is a complex number that stands for the
voltage antenna pattern, and R for the polarization. Consequently, the antenna gain
(GR(θ)) is given by |FR(θ)|2. Therefore, the reflected field becomes:
u1ref = u1ref,R + u1ref,L = u0
[
rRRFR(−θ) + rRLFL(−θ)
]
, (3.21)
A(θ) becomes:
A(θ) = 2|u0|2
∣∣∣F ∗R(θ)[rRRFR(−θ) + rRLFL(−θ)]∣∣∣ejΨ(θ), (3.22)
and Ψ(θ) becomes:
Ψ(θ) = atan
(
Im{F ∗R(θ)[rRRFR(−θ) + rRLFL(−θ)]}
Re{F ∗R(θ)[rRRFR(−θ) + rRLFL(−θ)]}
)
. (3.23)
Note that the IPT could also be expressed using this physical model, but the author
finds much clearer the way it is developed and presented in the final expression found in
Sec. 3.2.1. In the end, there are two terms on the PSNR that are offsets, and the oscillation
pattern is determined by A(θ), Ψ(θ), and Φ(θ). Those are the terms with geophysical
information that are later analyzed for remote sensing purposes.
3.4.2 Applications
Using this SNR model, several applications have been developed, most of them similar to
the conventional IPT ones, but looking to other observables. In the literature, four main
applications have been found, which are similar to the IPT ones and parallel in time:
• Soil moisture.
• Vegetation.
• Snow.
• Sea.
As shown in Fig. 3.27, in order to apply signal processing techniques to estimate
remote sensing parameters the SNR pattern must be previously detrended. This detrend-
ing process gets rid of the terms |u0dir|2 and |u1ref |2 in Eqn. (3.19), which are offsets
that depend on θ due to the antenna gain θ dependence. Once this is done, a detrended
SNR pattern is obtained with the experimental A(θ), the Ψ(θ), and the Φ(θ) values. The
estimation of those parameters from the experimental SNR pattern determines the feasi-
bility and the performance of the technique for remote sensing purposes. The following
subsections comment briefly the principles and evolution of each of the remote sensing
applications aforementioned.
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3.4.2.1 Soil Moisture
The first publications reporting the relation between soil moisture and SNR-multipath
observables appeared in 2008 [107,108]. Therein, it was observed that there was a relation
between the estimated reflected signal amplitude and the soil moisture content. The
multipath model proposed in there is:
PSNR = |Ad|2 + |Am|2 + 2AdAm cos (Φ(θ) + Ψ(θ)) (3.24)
where Ad is the amplitude of the direct signal, and Am the amplitude of the reflected
signal. Note that Eqn. (3.24) matches with the last term in Eqn. (3.19). In [107, 108] it
is assumed that Ad  Am, so for the multipath free region, Ad is computed taking into
account the antenna pattern. Then, Am is estimated by means of spectral analysis of the
detrended multipath pattern. The Am estimated values were compared against in-situ soil
moisture measurements, and some correlation between the variation of soil moisture and
the variation of Am was found. Also the Ψ(θ) parameter was compared against in-situ soil
moisture values in [108]. Therein, it is seen that there is no sensitivity for very low soil
moisture values, whereas they seem to be linearly correlated for soil moisture values larger
than 10%. Estimating Ψ(θ) is somehow a way to estimate the penetration depth, which it
is well-known that varies with the soil moisture content [109]. Both observables correlated
better with soil moisture measured at 0–5 cm depth than with soil moisture measured at
5–10 cm depth. However, in those works there is neither a retrieval algorithm for relative
soil moisture changes nor an absolute soil moisture measurement. Furthermore there is
an issue to be solved: Am is assumed to be constant, whereas variations on the surface
characteristics might change its value. Recall that it is a θ dependent parameter as was
justified by the physical model described.
In 2010 two more works appeared. One of those is the physical model developed by
V.U. Zavorotny which was summarized in previous subsection and in [93]. In [110] the
multipath amplitude (AdAm) and phase (Ψ) are assumed to be constant (not θ depen-
dent), and estimated for each satellite. This may provide a mean value soil moisture
estimation. The height parameter (h) and consequently the Φ parameter is estimated
using the Lomb-Scargle Periodogram (LSP). Comparisons between in-situ soil moisture
measurements, estimated h, and estimated Ψ where performed, reassuring the correlation
for Ψ and showing that there is also some correlation with estimated h. No information
about the correlation with multipath amplitude (AdAm) is given. Again, differently from
the IPT no soil moisture retrieval algorithm is provided.
The first attempt to develop a soil moisture retrieval algorithm for baresoil conditions
from the SNR-analysis data appears in 2014 [111]. It is based on the physical model
previously presented in [93]. As a first step, different SNR-patterns are simulated and
computed for different soil moisture conditions. This implies to take into account both the
reflected RHCP and LHCP components. Then, from the experimental data two different
observables are defined: Ampi, and φmpi, which correspond to AdAm and Ψ respectively.
Again h was estimated using the LSP. Separately, an effective reflector height (Heff )
was calculated for the simulated data. Also, the simulated data was obtained from a
simulator similar to the simulator developed on this PhD Thesis in Sec. 3.1. The φmpi or
the Ψ parameter had a linear relationship with soil moisture, and a variation of 20◦ in the
φmpi corresponded to a variation of 0.31 m3/m3 in volumetric soil moisture content. This
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result seems logical as the φmpi is an indirect measurement of the dominant polarization
as shown in Eqn. (3.23). The Ampi differently from what was stated in [107, 110] does
not seem to have any relation with the soil moisture content. This can be explained
because the Ampi = 2AdAm, and Ad  Am, so an amplitude change on the Ampi is more
likely due to Ad, which does not depend on the soil moisture content. Finally, it was
seen that also the Heff or h did not have a strong relation with soil moisture despite the
penetration depth depends on the soil moisture content. As a conclusion, a linear model
measuring the Ψ parameter was proposed to estimate the soil moisture content.
3.4.2.2 Vegetation
The first publication that analyzed the effect of vegetation on the SNR pattern appeared
in 2010 [112]. Therein, the main observable used is the amplitude of the multipath
pattern or (Ampi). Despite it is shown not to have a large correlation with soil moisture,
it seems that the larger the vegetation height, the lower the amplitude of the multipath
pattern observed. In that paper a parameter known as the MP1rms is used, which is
the rms value of the PR pattern, once the mean PR has been compensated. It is also
stated that the MP1rms parameter is not sensitive to the soil moisture content. What
this means basically is that when there is no vegetation, there is a strong influence in
the PR measurement from the multipath contamination. However, vegetation acts as an
attenuator at L-band, which means that it attenuates the reflected signal, minimizing
the multipath, and providing a less contaminated PR measurement with lower rms value.
Even though this technique is not exactly the SNR-analysis, it is related to it, because
the SNR pattern and the PR pattern are highly correlated.
The next step in vegetation remote sensing using the SNR-analysis came with the
derivation of the Normalized Microwave Reflection Index (NMRI) in 2014 [113,114], which
is a new index to take into account on the SNR-analysis that may provide extra informa-
tion about vegetation. The PR multipath error (M1) depends on:
M1 =
αD cos(ψ1)
1 + α cos(ψ1)
, (3.25)
where α = Am/Ad is a damping factor, D = 2h sin(θ) the excess path due to multipath,
ψ1 = kD, and subscript 1 for the L1-band. Am is sensitive to vegetation height and
vegetation water content. The larger the vegetation height or the vegetation water content
for the same height, the lower Am and the lower α. Then, the MP1 presented previously
is:
MP1 = PR1 − f
2
1 + f22
f21 − f22
λ1φ1 +
2f22
f21 − f22
λ2φ2 = M1 + C +X, (3.26)
where M1 is defined in Eqn. (3.25), C is a constant bias that can be calibrated, and X is
not considered as it is 1 or 2 orders of magnitude below M1 [113]. The NMRI is defined
as:
NMRI = − (MP1rms −max{MP1rms})
max{MP1rms} (3.27)
which is a normalization of the MP1rms previously presented in [112] and it is related to
the vegetation height and or vegetation water content. Then, [114] validates this devel-
oped index showing a large correlation with the NDVI, but specially with the vegetation
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water content. The normalization effect might reduce the dependence on the vegetation
height.
Recently, new retrieval models attempting the measurement together of the vegetation
parameters and soil moisture have been proposed [115, 116]. Therein, it is shown that
under the presence of vegetation, the h parameter that determines the multi-path oscilla-
tion frequency is reduced. Furthermore, the φmpi parameter is not anymore constant, and
suffers a “shift” similar to what occurs with the conventional IPT at the Brewster angle
position. It concludes that due to the attenuation produced on the multi-path amplitude
the best metric is the Ampi normalized for the vegetation remote sensing, and the φmpi
for the soil moisture retrieval. Also the vegetation height could be estimated if there is a
reference of the true h when there was not presence of vegetation.
3.4.2.3 Snow
The measurement of snow parameters, specifically depth, using the SNR-analysis dates
from 2009 [117]. Figure 3.28 shows a comparison of two SNR patterns for no snow presence
(red), and for a surface with a layer of 35 cm of snow over it. It can be quickly seen that
the oscillation period of the SNR pattern is smaller when there is snow presence, since
the distance between the antenna and the surface decreases. The snow depth (SD) can
be measured by estimating the h parameter of the SNR-analysis model using for instance
the LSP [118], and then referring it to the one measured when there was no snow. So:
SD = hˆnosnow − hˆsnow (3.28)
Figure 3.28: Comparison of the SNR patterns measured and simulated over a surface and
over the same surface covered with a layer of 35 cm of snow [117].
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Note that this retrieval algorithm is quite different from the conventional IPT one,
which was based on measuring the number of notches and their position. Also, the
conventional IPT derived a measurement of snow depth for each oscillation, whereas in
here the whole pattern is averaged in the LSP computation to obtain the mean value.
It is remarkable that snow presence is not always homogeneous and there may be some
differences between in-situ measurements and the GPS derived one. However, Fig. 3.29
shows the same trend between the snow depth derived using this simple algorithm and
the one derived from ultra-sound probes, demonstrating the good performance of the
proposed technique.
Figure 3.29: Comparison between snow depth derived from the SNR pattern and the one
measured with ultra-sound probes [117].
Later, in 2012, another experiment to measure snow depth was conducted [119], which
demonstrated the same behavior that was found in [117]. However, in this experiment it
was taken into account the effect that dry snow and wet snow produced on the oscillation
frequency. If the snow is wet, the error on the frequency estimation is reduced which
gets the measurement closer to the real value. In Fig. 3.29 it is observed that the initial
algorithm had a bias which tended to overestimate the snow depth parameter.
In 2013 another publication appeared [120] showing again the performance of the
technique and its limitations, but no scientific development appears in there. In 2014, a
reformulation of the SNR physical model proposed by V.U. Zavorotny [93] was published,
but from a signal processing point of view and with the objective of snow remote sensing
instead of baresoil observations [121]. One parameter that was added to that model is
the presence of the incoherent component on the multi-path, which is important for the
SNR-analysis geometric configuration, as the coherent reflected component is highly at-
tenuated by the antenna pattern. The addition of the incoherent component is performed
using a stochastic model. One thing missing that might create undesired fluctuations is
the time and space correlation of the incoherent component, as differently from thermal
noise, it comes from the speckle noise, and as the satellite moves very slowly, the incoher-
ent component samples must be correlated. However, for the snow case the incoherent
component was very small because it did not affect the performance of the technique as
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was shown in [122]. In other words, for such grazing angles, the coherent model is enough
to mathematically and physically model the multi-path over land and snow, as has been
seen in previous sections.
3.4.2.4 Sea
The last product developed from the SNR analysis data is the measurement of the sea
level by measuring again the oscillation frequency of the SNR pattern. In this topic, to the
author’s knowledge, three different research groups have performed some contributions.
The first one is a research group from Chalmers University of Technology, Gothenburg,
Sweden. The second one is from CU, Boulder, USA. The third one is a research group
from the Centre Nationale d’E´tudes Spatiales, Toulouse, France.
The one from Sweden started their research on the measurement of the sea level and
using the GPS system as a GPS tide gauge [123]. Their technique was based on PR
difference, an approach a little bit different from the SNR-analysis and more close to the
MP1 parameter used to sense vegetation. However, in the signal patterns shown in [123],
there was already evidence of the multi-path presence and that the SNR-analysis could
be applied. So, together with the CU research group, they analyzed the performance
of the SNR-analysis in comparison with the previous PR measurement technique [124].
The previous technique required two different GPS receivers, one for the direct signal and
one for the reflected signal. The one based on the SNR-analysis only required one down-
looking antenna and one receiver. Figure 3.30 sketches the traditional approach to the
GPS tide gauge, based on two GPS receivers and PR measurements together with the new
approach based on the SNR-analysis using only one down-looking antenna and one GPS
receiver. Both techniques obtained a similar accuracy [124]. The measurement method
of the SNR-analysis is based on estimating the h parameter, like the snow depth or the
vegetation height algorithms, and relating it to a known reference level. An example of
the data products obtained from this algorithm is shown in Fig. 3.31, where the blue dots
are the GPS estimates and the black dashed line refers to the NOAA buoys ground-truth
information.
In fact, later it was discovered that there was some inaccuracy in the model [125]. Up
to then, the surface had always been considered still, or their variations, such as due to
snow presence or vegetation growth, very small in terms of time. However, for the tides
case, they are periodic over the day, and the change in the surface height is not so small.
In that case, it is not enough to take into account for the modeling the path difference
between the direct and reflected signals, also its derivative, which adds a kind of Doppler
on the LSP retrieved. The derivative models the surface height speed change. In this
case, the path difference is given by:
d = 2H sin(θ), (3.29)
d˙ = ∂d
∂t
= 2H cos(θ)∂θ
∂t
+ 2∂H
∂t
sin(θ), (3.30)
d¨ = ∂d
∂ sin(θ) =
∂d
∂t
/
∂ sin(θ)
∂t
= 2H + 2∂H
∂t
tan(θ)
∂θ
∂t
. (3.31)
The first term is the periodicity that was already known, and the second term corrects
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Figure 3.30: Traditional GPS tide gauge and the improved one based on the SNR-analysis
[124].
Figure 3.31: Sea level estimated using the SNR-analysis and compared against NOAA
buoys [124].
for the bias added due to the movement of the reflecting surface, leading to improve the
accuracy of the technique. In other words, one value stands for its position and the other
for its movement speed. It results that for the SNR-analysis over some regions of the
Earth, such as the Atlantic Ocean, the h parameter is not constant over time and it must
be taken into account. After that, this variable term has been always added [126]. Then,
the technique was even extended to other GNSS signals [127] and systems GLONASS
69
Chapter 3. The Interference Pattern Technique
[128]. In [127] a detailed comparison between the SNR-analysis and the PR method for
two different GPS signals is shown and their accuracy assessed. Finally, [129] presents
a methodology to simultaneously estimate the static and dynamic parameters shown in
Eqn. (3.31), in spite of the iterative method proposed in [125].
3.5 Comparison Between the IPT and the SNR-Analysis
In this chapter an overview of both the conventional IPT and the SNR-analysis have been
discussed. Even though both can be summarized using Zavorotny’s physical model [93],
in here it has been shown a simplified model for the IPT [Eqn. (3.16)]. It is possible to
see that the amplitude of the oscillations for the SNR-analysis depends on the antenna
pattern, the surface under observation, and both the amplitude of the direct and reflected
signals. Conversely, the amplitude of the oscillations for the IPT only depends on the
antenna pattern (indirectly) and the reflected signal. So, there is no influence on its
amplitude from the direct signal, and consequently amplitude measurements can be more
accurately used. Then, the oscillation frequency is practically the same, and all derived
techniques based on measuring the oscillation frequency can be applied to both models.
Regarding the extra phase term (Ψ(θ)), it is easier to explain it for the IPT than for
the SNR-analysis. For the IPT it only depends on the reflection coefficient phase and
the penetration depth on the surface. For the SNR-analysis it also depends on the direct
signal phase and the voltage antenna pattern.
Having said so, the IPT has some clear advantages as compared to the SNR-analysis.
First of all, the model is much better defined due to using linear polarization, and con-
sequently, experimental data is easier to understand. Furthermore, due to using linear
polarization the Brewster angle can be sensed, which is a good proxy for the determina-
tion of soil moisture, and it is why it was the first observable proposed in the retrieval
algorithms. Also, due to pointing to the horizon, the antenna pattern is maximal for the
grazing angles geometry, which emphasizes the multi-path effect and enhances the SNR
in that elevation angle range. In the SNR-analysis it is possible to see how the amplitude
of the oscillations decreases while the satellite rises.
Regarding some applications such as the estimation of the vegetation height or the
snow height, both techniques have followed a different approach. The SNR-analysis fol-
lows a simple method based on estimating the oscillation frequency of the multipath
generated. The IPT has focused its algorithms on measuring the number and position
of the different notches that appear on the interference pattern since its envelope follows
the reflection coefficient envelope. However, while the same approach used on the SNR-
analysis can be applied on the interference pattern, as it will be seen on this PhD Thesis
dissertation later, the IPT algorithm would be much more complicated to apply it to
the SNR-analyisis data due to two main reasons. First, the amplitude envelope of the
SNR-analysis is not directly the reflection coefficient. Second, for the SNR-analysis, as
the satellite rises the amplitude envelope of the detrended SNR pattern is reduced, and
no notches will be seen.
There are also some advantages of using the SNR-analysis in front of the IPT. First,
it is that the SNR-analysis uses COTS devices. Second, there are several GNSS networks,
such as the PBO and the CORS with opportunistic data available at no cost at all. Also,
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those stations are already there for improving the GNSS positioning and for atmospheric
GNSS remote sensing. So there is no need to create new infrastructure, there is no
maintenance cost, and it is only necessary to develop a new remote sensing product from
the same data record. On the other hand, the IPT requires the design of a high quality
linear polarization antenna which are not normally commercially available, since GPS
signals are not linearly polarized. Furthermore, there is not yet any network deployed
with the IPT geometrical configuration, so an investment is required to use this technique.
Consequently, even though data from the IPT is more robust, developing new hardware
is a lengthy and costly process, and this is why many researcher/s have focused more on
the SNR-analysis, and only the UPC group, and Monash University in a collaboration
with the UPC group, have focused more on the IPT.
3.6 Summary of the IPT Developments Performed in
this PhD Thesis
One part of this PhD Thesis is the natural continuation of N. Rodirguez-Alvarez PhD
Thesis [28]. Therein, all the applications summarized in Sec. 3.3 were developed. However,
there was one field that remained unexplored: the use of horizontal polarization. Due to
the Brewster angle presence, all research was centered on the use of vertical polarization.
However, horizontal polarization has two interesting aspects. First, the reflectivity is
larger, which means that the oscillation fringes can be more accurately measured. In
the H-Pol IPT, the oscillation fringes are only due to the reflected signals and antenna
pattern (they do not depend directly on the direct signal), and it is expected that its
amplitude provides more accurate soil moisture measurements. Also, the fact that before
the Brewster angle the H- and V-Pol interference patterns are in phase, and after it,
they are in counter-phase, adds an extra observable, which means that the reflection
coefficient phase can be measured accurately as a function of the incidence angle, and
then soil moisture inferred from that observable. In [34] the addition of the H-Pol to the
IPT is analyzed in detail and its results compared to the V-Pol only ones. In [35] the
phase difference tracking algorithm due to the combination of H- and V-Pol interference
patterns is analyzed. When the surface is somehow rougher, the Brewster angle is not
well detected by amplitude measurements, a fact that was been previously shown. Phase
difference measurements provide an alternative much less sensitive to roughness than
the amplitude measurements, and the Brewster angle is detected at the 90◦ phase shift
position. The research performed using the dual-polarization IPT is detailed in Chapter 6.
Another point that remained unexplored was the use of the IPT over a dynamic surface
such as the sea or coastal sea for mean sea level measurements, although it was tested
over a lake. After some attempts, a 3-month field campaign was conducted and a similar
approach to the SNR-analysis was followed to obtain the final product. However, different
spectral estimators apart from the LSP were tested in order to improve the accuracy of the
spectral estimation on the SNR-analysis. Furthermore, due to the observation geometry,
there was one aspect not seen previously on the SNR pattern over the sea. When the
surface becomes rougher, which is the natural state of the sea surface, the coherent model
stops working as good as it works for land, vegetation, and snow surfaces. There is even
an angle that depends on the sea state where coherency is lost. This parameter is used
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to infer the equivalent Significant Wave Height (SWH). These results appear in [97].
The research performed regarding the use of the IPT over the sea surface is detailed in
Chapter 7.
3.7 Conclusions
This chapter has presented the theoretical background of the IPT-based techniques. It
starts with the simplest reflection model to expand it to a M-layer reflection model where
a horizontally stratified soil moisture profile can be added. Therein, the Fresnel reflection
coefficients are shown with the reflectivity behavior, and the phase behavior. This justifies
why GNSS reflected signals are normally LHCP despite one small incidence angle region
which is variable and depends on the Brewster angle position. The Brewster angle concept
is also detailed, and how it can be used on the reflection coefficient to infer the surface’s
dielectric constant.
Later, the coherent IPT model is detailed and justified. Therein several factors are
analyzed. A variation on the dielectric constant results in a variation of the interference
pattern amplitude. Linear polarization interference patterns are different between them
in two aspects: the Brewster angle presence for V-Pol and not for H-Pol, and the regions
where both interference patterns are in-phase or in counter-phase. The distance between
the antenna and the reflecting surfaces drives the oscillation frequency. The presence of
topography is equivalent to a Frequency Modulation (FM), where the frequency varies
as a function of time. Surface roughness attenuates the interference pattern amplitude
as a function of the incidence angle. The smaller the incidence angle, the larger the
attenuation induced.
After that, the applications developed prior to this PhD Thesis are presented. One
of them is the retrieval of soil moisture based on the Brewster angle detection. Another
one is the topography measurement based on the frequency estimation of each interfer-
ence pattern oscillation. Vegetation height is estimated based on the presence of several
notches on the interference pattern. A similar algorithm is used to measure the snow
depth/thickness. Finally, the V-Pol IPT was tested over a reservoir to measure its water
level very accurately.
A technique similar to the IPT is also described, which is known as the SNR-analysis.
The theoretical background is similar to the IPT, and the physical model can be gen-
eralized for both techniques. After some approximations on the general physical model,
it leads to the simple model of the IPT used before. However, the fact of having sev-
eral GNSS geodetic networks and the availability of large datasets in the SNR-analysis
geometrical configuration is an opportunity that cannot be disregarded. So, several ap-
plications have been developed using this kind of data based on the estimation of some
multi-path parameters such as the Ampi, φmpi, Heff , and MP1rms. The measurement of
soil moisture has been correlated against the Ampi, φmpi, and Heff . The retrieval of veg-
etation height has been estimated based on the measurement of two different parameters:
Heff , and MP1rms. Snow depth is determined based on estimating Heff . Sea surface
level is also measured based on estimating Heff . Furthermore, the model was extended
in order to account for the tides, which make the surface level not to be still during the
entire measurement period.
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Then, both the IPT and the SNR-analysis are compared. Note that all techniques
applied on the SNR-analysis can be applied to the linear polarization IPT, but not the
other way round. There are some other techniques that can only be applied to the IPT.
However, the fact that the IPT requires a customized hardware limits its use in comparison
with the SNR-analysis, since the already deployed GNSS networks are available at no cost.
Finally, Appendix B.4 shows some limitations that both techniques suffer due to mainly
the codes used.
73

Chapter 44
GNSS Scatterometry
T his chapter provides an overview of the other technique exploited during this PhDThesis dissertation for land, sea, and sea ice monitoring. It starts with a theoretical
background describing precisely the mathematical models used. It discusses the difference
between coherent reflection and incoherent scattering, and it shows some simulations
about how coherent and incoherent scattered signals are. A section explaining how to
estimate both components from the reflected signal measured is presented, using both
real-value and complex-value data. Also, the general definitions of the SNRs found in
GNSS-R are provided. Finally, a section explaining all the previous developments to this
PhD Thesis is added to clarify the Thesis starting point. There are some specific aspects
of this technique that are a particular case of each field campaign and they are developed
in the corresponding chapter.
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4.1 Introduction
The IPT is a static technique that allows to measure the soil moisture of a terrain and
its surroundings. The fact that the antenna is looking to the horizon clustering the 360◦
Field of View (FOV) into 90◦, which covers just 1/4 the total area. Furthermore, the total
area covered depends also on the antenna height, as the larger the height the larger the
area covered. Therefore, this kind of technique and instrumentation is good for deploying
a network and continuously monitor a certain area. However, conventional remote sensing
platforms such as airplanes, satellites, or the forthcoming Unnamed Aerial Vehicle (UAV)s
are not static platforms, and therefore their characteristics do not allow to apply the IPT
as it is. This kind of platforms require techniques that do not depend on having an
instrument still and large exposure times. Also, the coverage of large scale terrains is
only possible with moving platforms, since the coverage of a large terrain sample using
the IPT would require the installation of a network of several P-SMIGOL instruments,
which is not cost-effective. So, trying to increase the soil moisture spatial coverage, it was
decided to move the research to techniques different from the IPT.
The only GNSS-R technique that allow us to achieve the proposed goal is GNSS scat-
terometry, which is based on measuring the reflected signal power without the need of
interacting coherently with the direct one. As introduced in Chaps. 2 and 3, the reflected
signal has two different components: a coherent and an incoherent one. Differently from
the IPT, where the coherent component clearly dominates in land and in some sea scenar-
ios (despite those ones very large waves), in GNSS scatterometry, whether one component
is larger than the other depends mainly on the surface spectrum and the incidence angle.
In the IPT the coherent component dominates due to the large incidence angles used.
When the coherent component dominates, the signal model is quite simple and the co-
herent reflectivity can be easily estimated, from which the geophysical parameters can be
inferred. When the incoherent component dominates, the signal model is a little bit more
complex and in this chapter the KA-GO solution will be used to provide a mathematical
expression that allows to represent it. In a situation when both components are close to
each other, numerical simulations are necessary to compute the contribution of each com-
ponent. The main difference between both components is that the coherent component
has a constant phase whereas the incoherent component has a random phase uniformly
distributed, a fact that was already mentioned in Chapter 3.
A land surface is generally considered as a flat surface with some topography, where
normally the coherent component tends to dominate over the incoherent one, as the ef-
fective surface roughness is relatively small at L-Band. For a surface such as the sea,
the dominating component is determined by its state and the EM wave incidence angle.
According to the Rayleigh criterion for rough surfaces, for close to nadir incidence an-
gles the incoherent component will tend to dominate whereas the coherent component
will dominate for larger incidence angles [69]. If the SWH parameter or the large scale
roughness are relatively large, the incoherent component will dominate in all situations
independently from the incidence angle. Surfaces such as ice, and specially sea ice, tend
to behave as land, since they are still surfaces without internal dynamic movements, and
the reflection tends to be coherent unless the terrain is highly irregular.
The measurement of each scattering component determines the retrieval algorithm to
be used for the geophysical parameter inversion, and the accuracy of the technique. For
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land geophysical parameter inversion, e.g. soil moisture, we will be extremely interested
in the coherent component, and both the thermal and incoherent components will be seen
as noise sources that disturb the measurements. For sea surface geophysical parameter
inversion, e.g. SWH or wind-speed, the useful signal will be the incoherent one because
the coherent component is practically negligible [130], and therefore, only thermal noise
will be considered as a noise source. As can be seen, different situations might be faced,
and they have to be treated carefully in order not to misinterpret GNSS-R data.
4.2 Coherent and Incoherent Scattered Power
The received reflected field under the KA can be expressed as [52]:
Ur
(
~Rr, t
)
=
∫∫ √
EIRPT a
(
t− R0 +R
c
)
g (~r, t) d~r (4.1)
where EIRPT stands for the transmitted equivalent radiated isotropic power.
As described in Chapter 2, in the cGNSS-R approach the reflected signal is gathered
by the down-looking antenna and correlated against a clean replica of the satellite code.
A coherent integration time of Tc ms is applied in the signal processing stage in order to
generate the complex voltage waveform (Yc). This is mathematically expressed as:
Yc(t0, τ) =
1
Tc
∫ Tc
0
√
GRUr (t0 + t′ + τ) a (t0 + t′) ej2pifct
′
dt′ (4.2)
where GR stands for the receiving antenna gain, and fc is a frequency compensation
term. In this expression is where both coherent and incoherent components can be mea-
sured. If the scattering is purely coherent, the reflected field becomes a replica of the
transmitted/direct one taking into account the surface reflectivity and the small surface
roughness. So, if the scattering is purely coherent the complex coherent voltage waveform
can be expressed as:
Ycoh(t0, τ) =
1
Tc
√
EIRPT
√
GRrpq(θ)e−2k
2σ2rms cos
2(θ)Ra,a
(
τ − Rt+Rrc
)
S [ft(t0)]
4pi (Rt +Rr)
ej2pifxt0
(4.3)
where e−2k2σ2rms cos2(θ) is the PO approximation for modeling the decrease in amplitude
of the Fresnel reflection coefficients [71], Ra,a is the satellite’s PRN code ACF which is
detailed in Chapter 2, S models the frequency response of the codes, and fx models a fre-
quency misalignment between the system’s beating frequency and signal’s real frequency.
fx models a rotating phasor that occurs when the Doppler frequency is not perfectly
compensated.
While the coherent voltage waveform expression is quite simple, the incoherent voltage
one is the result of solving numerically Eqn. (4.2) for all surface points and removing
the contribution of the coherent component. The received signal average power can be
obtained by squaring the complex voltage waveform and computing the statistical average.
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Therefore:
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Rearranging those terms and solving for the temporal integral it is obtained that [52]:
E{|Yc(t0, τ)|2} = 116pi2
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(4.5)
where the key point of that integral is the function E{Φ(~r′, ~r′′)} which is the one that has
to be treated statistically. If the coherent component is dominating the power waveform
can be expressed in terms of the coherent bistatic radar equation which yields [70]:
E{|Ycoh(t0, τ)|2} =EIRPTGR|rpq(θ)|2e−4k2σ2rms cos2(θ)λ2
∣∣Ra,a (τ − Rt+Rrc )∣∣2 |S [ft(t0)]|2
[4pi (Rt +Rr)]2
=Pcoh(τ).
(4.6)
If the incoherent component is the dominating one and the coherent component can be
neglected, Eqn. (4.5) can be expressed using the diffusive bistatic radar equation which
yields [52]:
E{|Yincoh(t0, τ)|2} =
∫
EIRPTGRλ
2 ∣∣Ra,a (τ − Rt+Rrc )∣∣2 |S [ft(t0)] |2
4piR20R2
σ0(~ρ)dρ = Pincoh(τ),
(4.7)
where σ0(~ρ) represents the bistatic radar cross-section, and assuming KA-GO it is given
by:
σ0(~ρ) =
pi|rpq(θ)|2q4
q4z
P
(
−~q⊥
qz
)
, (4.8)
and the term P
(
−~q⊥qz
)
stands for the pdf of the surfaces’ slopes. However, other EM
scattering models can be used to determine the σ0 expression and substitute it on the
diffusive bistatic radar equation.
Note that the main difference between the two scattering mechanisms is the distribu-
tion of the power along the delay domain. Also, in the case of coherent scattering the
reflected signal phase history is kept, which is not kept for the incoherent scattering.
The coherent component signal is a replica of the transmitted one multiplied by the
Fresnel reflection coefficient, by an attenuation factor that accounts for the small surface
roughness, and by the WAF [131] that appears due to the coherent integration process.
The incoherent component signal represents the result of a coherent wave being scattered
on a diffusive rough surface. In this interaction, the power of the coherent impinging
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wave is spread along the different delay annulus and the different Doppler hyperbolas,
resulting in a similar leading edge than for the coherent component but an elongated
trailing edge of the waveform, and the phase coherency is lost. This elongated trailing
edge represents the power spread along the delay domain. In other words, the coherent
scattering term is proportional to the WAF multiplied by the reflectivity whereas the
incoherent scattering term is proportional to the convolution of the WAF with the average
bistatic radar cross-section (σ0) [56,132,133]. This convolution operation is another way
to explain the spreading of the power along the delay domain. Figure 4.1 expresses the
coherent and incoherent scattering concepts relating them to the waveform shape. In
Fig. 4.1(a) the coherent scattering concept is shown where, for a flat surface, all the
delay ellipses reflect specularly, and only the one corresponding to the First Fresnel zone
reaches the receiver antenna. As the wavelength is much shorter than the pulse width,
the reflected waveform results in a replica of the satellite ACF multiplied by the small
rough surface reflectivity. In Fig. 4.1(b) the situation is different, because the surface is
rough and each delay ellipse radiates the impinging EM wave in a Lambertian manner.
This Lambertian radiation diagram makes the receiver’s antenna observe radiation from
several delay ellipses, elongating the trailing edge of the waveform, and generating the
incoherent waveform shape.
4.3 Reflected Field Statistics
As seen in Chapter 3, the reflected field can be expressed as the summation of the contri-
bution from the different scatterers in the FOV, which can be mathematically modeled
as [69]:
Uref =
N∑
n=1
Ane
jφn , (4.9)
where n stands for the scatterer index, N for the total number of scatterers, An for the nth
scatterer amplitude, and φn for the nth scatterer phase. When the coherent scattering
mechanism dominates the reflected field is a replica of the incident field multiplied by the
reflection coefficient (modulus and phase). Therefore, as was seen in Chapter 3:
Uref = Uinc|rpq|ejφpq , (4.10)
where Uinc stands for the incident reflected field. In this case, the reflected field has no
statistics, it is a deterministic value. However, when the incoherent scattering dominates,
the φn parameter is considered a random variable uniformly distributed between 0 and 2pi,
which is also known as the Born model [74]. An normally follows a Gaussian distribution
making Uref follow a zero mean complex Gaussian distribution. A situation in the middle,
where there is presence of a coherent component and an incoherent one, would result in a
combination of both models. In other words, a Hoyt vector, which has a non-zero mean
value associated to the coherent component and a random component.
If the power of the reflected field is computed, the contribution of each scattering
component is directly obtained as [69]:
PR ∝ E{|Uref |2} = E{Uref}2 + V ar{Uref}, (4.11)
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(a)
(b)
Figure 4.1: Graphical representation of coherent and incoherent waveform shapes: (a)
coherent waveform, (b) incoherent waveform
where the term E{Uref}2 is proportional to the coherent reflected component (Pcoh), and
the term V ar{Uref} is proportional to the incoherent scattered component (Pincoh). In
other words, the mean value squared of the Hoyt vector or the received electric field is
related to the coherent component power, whereas the variance of the Hoyt vector or the
received electric field is related to the incoherent component power. In [69] the parameter
B, which stands for the coherent to incoherent component ratio, is defined as:
B = E{Uref}
2
V ar{Uref} =
µ2
s1 + s2
= PcohPincoh
, (4.12)
where µ represents the mean value of the Hoyt vector, and s1 and s2 represent the variance
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of its real and imaginary parts, which are normally assumed to be equal and independent
among them. Therefore, the resulting variance is the addition of the variances of the real
and imaginary parts.
At this point, a graphical representation of the described concepts is shown for two
different situations, one when the signal is perfectly tracked in amplitude (E-P-L cor-
relators) and phase (fx = 0), and one when there is an excess Doppler not correctly
compensated (fx 6= 0). The first case is represented by Fig. 4.2. Figure 4.2(a)–(b) shows
the complex reflected field statistics and its amplitude statistics in a situation when the
incoherent component is dominating the coherent component (B = 0.01). Therein, the
2-D Gaussian distribution is observed and it is seen that the mean value of the real and
imaginary parts are approximately 0. Also, the amplitude distribution resembles per-
fectly the Rayleigh distribution, which is the result of the square root of the addition
of two Gaussian random variables. Figure 4.2(c)–(d) shows the same information than
(a)–(b) but in a situation when the coherent component is equal to the incoherent one
(B = 1). In those figures it is shown that the mean value of the real part is 1, and
now the amplitude distribution resembles more a Rice distribution than a Rayleigh one.
Figure 4.2(e)–(f) shows again the complex and amplitude distribution of the electric field
in a situation where the coherent component dominates the incoherent one (B = 100).
Therein, it is seen that the mean value of the Hoyt’s vector real part is ten times larger
than its variability (2-D). In this case, the coherent power is 100 times larger than the
incoherent one. In the amplitude distribution, the result is a Rice distribution with a
very large coherent component that even resembles a Gaussian distribution.
Figure 4.3 shows the same information than Fig. 4.2, but for a reflected field that is
not perfectly tracked (fx 6= 0). This would be the normal situation because the reflected
signal power/amplitude is very small, and another noise source that has not yet been
taken into account should be considered which is the thermal noise. While the amplitude
distributions are exactly the same than for a reflected field perfectly tracked, the complex
I/Q diagrams are different. Particularly, when the coherent component dominates the
incoherent one (B = 100), a ring shape is seen in the I/Q diagram, which is the effect of
having a coherent rotating phasor. In those situations if the mean value of the reflected
field is computed, it would be zero, but a coherent component is present and can be
detected. The next section will show that it is possible to estimate both components in
both situations, when only amplitude data is available, and when I/Q data is available.
Note that in this section, the navigation data has not been included, which plays a role
in the estimation of the coherent and incoherent components and in the shape of the
I/Q complex diagrams. It has been decided to express only the scattering effect in this
section and leave the navigation data effect for other section and for the experimental
demonstration.
Finally, as aforementioned, the thermal noise should not be neglected, and it must be
considered in the reflected signal statistics. Both coherent and incoherent components
depend on each other. The larger the coherent component is, the smaller the incoherent
one is, and vice versa. The incoherent component is sometimes known as a multiplicative
or self-noise also called speckle [74]. The speckle noise is a noise that is only present
when signal is present. If the signal is purely incoherent, the signal term only contains
speckle. The larger the coherent component is, the smaller the speckle noise term is in
comparison to the total signal power. Differently from speckle, the thermal noise term is
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Figure 4.2: Complex (a),(c),(e) and amplitude (b),(d),(f) statistics of the reflected field for
different B parameters: (a)-(b) B = 0.01, (c)-(d) B = 1, (e)-(f) B = 100
an additive noise and it is always present, independently from the presence of useful signal.
Furthermore, its value does not depend on the useful signal value, neither the coherent nor
the incoherent components. Therefore, the thermal noise is an additive noise, which only
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Figure 4.3: Complex (a),(c),(e) and amplitude (b),(d),(f) statistics of the reflected field for
different B parameters and a Doppler not perfectly compensated: (a)-(b) B = 0.01, (c)-(d)
B = 1, (e)-(f) B = 100
depends on the surface under observation (its temperature and its emissivity), and on
the system’s parameters (equivalent noise temperature or equivalent Noise Figure (NF)).
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However, the thermal noise can be modeled as the speckle noise, as a complex zero-mean
random Gaussian variable, and therefore its variance corresponds to the thermal noise
power. Furthermore, both thermal and speckle noises are assumed to be independent
among them because they come from a different nature.
Summarizing, the speckle noise is related to the surface scattering properties (imaging
noise) whereas the thermal noise depends on the surface physical temperature and emis-
sitivity. As shown in Chapter 2 and in Appendix C, the thermal noise power is given by
Eqn. (E.5). In the observation of a LOS signal or a perfectly specular reflected signal,
when computing their variability only the thermal noise power is computed, since there
is no presence of incoherent component or speckle noise. However, in the observation of
a non-perfectly specular reflected signal, when computing its variability, the addition of
both the incoherent power and the thermal noise power is computed. In other words,
the B parameter defined ideally in Eqn. (4.12) as the ratio between the coherent and
incoherent power (mean value squared divided by its variance), it will be indeed the ratio
between the coherent power and the addition of the incoherent power and the thermal
noise power unless appropriate corrections are applied. So, in order to obtain the ratio
between the coherent and incoherent components, the thermal noise contribution to the
signal variability must be estimated. The algorithms to do it are described in the next
section. In all those algorithms the thermal noise power is estimated using the data before
the waveform’s leading edge (Fig. 4.1). The B parameter will determine the algorithm
to use in the geophysical parameters retrieval, as the geophysical model functions for the
coherent and incoherent components are very different, which can be deduced from the
different waveform shape shown in Fig. 4.1.
4.4 Estimation of the Coherent, Incoherent, and Ther-
mal Noise Components
The estimation of the thermal noise, the coherent component, and the incoherent com-
ponents can be performed after the waveform is computed. They can be obtained using
both, amplitude data (real-value), or complex-data. This section starts with the real-
value data, because the amplitude statistics are the same independently from a Doppler
misalignment, as has been shown in Figs. 4.2–4.3.
4.4.1 Real-value Data
The reflected field follows a Hoyt distribution, which for the amplitude statistics only
becomes a Rice distribution. The pdf of the Rice distribution can be expressed as [134]:
fR(x) =
2(K + 1)x
Ω exp
(
−K − (K + 1)x
2
Ω
)
I0
(
2
√
K(K + 1)
Ω x
)
(4.13)
where K and Ω are the shape and scale parameters respectively, and I0 is the zeroth
order Bessel function of the first kind. K is defined as the ratio between the coherent
and “incoherent” components, in other words, the ratio between the coherent component
power and the addition of the incoherent component power and the thermal noise power.
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Ω is the addition of the signal (coherent and incoherent) and noise powers, which is
equivalent to E{R2}, where R is the Rice random variable.
In [134] a simple methodology is proposed to estimate K, based on the measurement
of the second and fourth order moments of the Rice random variable. The γ parameter
of the Rice distribution is:
γ = V ar{R
2}
E{R2}2 =
E{R4}
E{R2}2 − 1 =
2K + 1
(K + 1)2
, (4.14)
and therefore:
K =
√
1− γ
1−√1− γ . (4.15)
So, the ratio between the coherent and the addition of the incoherent or speckle and
thermal noise components can be estimated by computing the second and fourth order
moments of the Rice random variable or Hoyt vector. Furthermore, the second order
moment is equivalent to the Ω, which means that E{R2} = Ω.
Summarizing, there are now two equations (K and Ω) and 3 parameters to determine,
which are the coherent component, the incoherent component, and the thermal noise.
Even though it seems an undetermined system, the thermal noise component can be
estimated prior to the trailing edge of the waveform, where there is no signal term,
and therefore there it not a coherent or incoherent component. Even though it has
not been directly mentioned until now, the coherent component only appears around the
waveform’s peak, a fact that can be deduced from Fig. 4.1 and from the coherent reflection
model presented, since it corresponds only to the specular reflection point. Out of the
ACF function, no coherent component will be found and only incoherent component or
thermal noise will be present. So, once the thermal noise is estimated it is necessary to
go back to the K and Ω equations in order to estimate the coherent component, and
the incoherent component. At this point, the coherent to incoherent component ratio
(B parameter) can be precisely computed, having taken into account and removed the
contribution of the thermal noise to that computation. As can be seen, it is not as simple
as shown in Eqn. (4.12) when the B parameter was computed as the mean value squared
divided by its variance, which only holds in the absence of thermal noise.
The use of this methodology allows to estimate which is the contribution of each
scattering component, and therefore select the appropriate retrieval algorithm for the
geophysical parameter inversion. For instance, if there is no presence of a coherent com-
ponent, and both the incoherent component and the thermal noise can be modeled as
complex Gaussian random variables, their fourth order moment will be twice their second
order moment squared. This results in a γ = 1 and a K = 0, which is the correct value
of K in the absence of coherent component. Another example, which in this case is ideal,
would be when there is no incoherent component and no thermal noise. That would
result in a γ = 0, and K = ∞, which is the correct value of the ratio between coherent
and incoherent components in the absence of incoherent component. This last example
is ideal because thermal noise will always be present.
This methodology to estimate the real B parameter, and therefore choose the ap-
propriate retrieval algorithm seems quite simple and efficient. It was initially suggested
in [135] and later generalized in [136, 137], as the Rice distribution can be seen as a par-
ticular case of the Nakagami distribution. While it works well for high values of K, where
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the coherent component is perfectly detectable and the Rice distribution even resembles
the Gaussian distribution, it performs very poorly for low values of K (K ≤ 1), as was
already stated in [134, 136, 138]. The use of this methodology when the K parameter is
very small leads often to solutions with complex K values because the γ estimator pro-
vides sometimes values larger than 1, due to the limited number of samples used. Those
solutions are not realistic and show the limitations of the presented methodology.
Note that the navigation data has not been considered in this method, since while
working with amplitude data, the phase information is lost, and therefore, it does not
affect the overall performance. It is also worth to mention that this method was derived for
multi-path environments when normally the thermal SNR is large and the main concern is
the multi-path and not the thermal noise. Disappointingly, this is not the GNSS-R case,
when the thermal SNR is normally very low and therefore the dominant term among the
three terms that are being estimated is the thermal noise. In such situations the use of
the I/Q samples is necessary, and another methodology can be used to estimate the three
components and to select the appropriate retrieval algorithm.
4.4.2 Complex-value Data
In this section the algorithm proposed for an open-loop system is presented. The one for
closed-loop systems is described in Chapter 5. After the correlation against the satellite
code the full waveform is obtained. Before the leading edge, only thermal noise is found.
The statistics of the waveform’s peak have already been shown in the previous sections.
The trailing edge of the waveform is either formed by the incoherent component and the
thermal noise, or only by the thermal noise in case of specular reflection. Taking all that
into account, the waveform’s peak in the complex domain can be also expressed as the
following phasor:
Y (t, τ)|peak = exp (j2pifxt) exp (jφD(t))
N∑
n=1
Anexp (φn) , (4.16)
where fx stands for the Doppler misalignment, φD(t) for the navigation data modulation,
and the last term models the reflection as was done in Eqn. (4.9), and shows whether
the coherent or incoherent component dominates. Due to the Binary Phase Shift Keying
(BPSK) modulation in the GPS C/A code (recall Chapter 2), φD(t) only takes values of
0 and pi which may change every 20 ms.
So, when I/Q data is available it is proposed to follow the process detailed in [138] in
order to estimate the coherent and incoherent components, which was specifically designed
for I/Q data and low SNR environments, which is exactly the GNSS-R case. Differently
from the real-value case, here the first step needed is to remove the navigation data
from the waveform’s peak. Otherwise, assuming equal number of zeros and ones for the
navigation data, the mean values of the reflected signal would be 0. The removal of the
navigation data can be performed using the direct signal which is always acquired in any
GNSS-R application without facing the low SNR and randomness issues of the reflected
signal. For ground-based and airborne field campaigns, the navigation bits for the direct
and reflected signals will coincide in time, so they can be straightforwardly estimated
in the direct signal channel/data and compensated in the reflected one. Conversely, for
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space-borne field campaigns they must be delayed due to the delay between direct and
reflected signals. Therefore, once the navigation bits have been compensated, either
multiplying Y (t, τ) by e(jφD(t)) or by its conjugate due to the BPSK modulation, the
resulting signal is:
Y (t, τ)|peak = exp (j2pifxt)
N∑
n=1
Anexp (−φn) , (4.17)
where if the reflection is coherent the rotating phasor shown in Fig. 4.3(c) will be seen.
If it is not coherent the Gaussian randomness shown in Fig. Fig. 4.3(a) will be seen.
The excess Doppler frequency can be estimated computing the signal’s spectral density
and finding its maximum as follows:
XY,SDF (ω) =
1
N
∣∣∣∣∣
N∑
n=1
Y (tn, τpeak)e−jωtn
∣∣∣∣∣
2
. (4.18)
Once the excess Doppler frequency (fx) has been estimated from the resulting spectral
density maximum, it is straightforward to compute the mean and variance values of the
resultant signal to compute the K and the Ω parameters and follow previous section
to compute B. An alternative methodology is computing the Ω parameter using the
maximum likelihood estimator as [138]:
ΩMLE =
1
N
N∑
n=1
|Y (tn, τpeak)|2, (4.19)
which can be done using the I/Q samples or its Discrete Fourier Transform (DFT) version
using Parseval’s theorem. Then, the mean squared value is estimated as:
µˆ2 = XY,SDF (ωmax) (4.20)
ωmax is the frequency value that compensates the excess Doppler and maximizes the
estimated spectral density. Then, the K estimated parameter is:
Kˆ = µˆ
2
ΩMLE − µˆ2 . (4.21)
After, K and ΩMLE have been estimated, the thermal noise is estimated before the
waveform’s leading-edge, and then the B parameter is computed as it was done in the
previous section.
4.5 SNR Definitions
As it has been already seen there are two different noise sources which itself provide
different SNR definitions. To clarify this point is better to look at Fig. 4.4, where (a)
represents better the GNSS/cGNSS-R signal processing stage and (b) the iGNSS-R signal
processing stage, and the different SNRs at each stage are defined.
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The fundamental operation in a GNSS/cGNSS-R signal acquisition system is the
cross-correlation of the digitized received signal with either a digitized version of the
direct signal (iGNSS-R) or a clean replica of the satellite code (cGNSS-R) in order to
obtain the so-called waveform. This computation can last up to 20 ms, which is the
duration of a navigation bit. Longer coherent integration times can be always applied
after compensating for the navigation bit sign change. After coherent integration, non-
coherent integration is performed, which consists of summing the waveforms obtained
in power units to improve the visibility or detectability of the satellite presence. Non-
coherent integration requires a squaring operation which changes the statistics of the
obtained samples, and therefore, leads to a redefinition of the resulting SNR. Figure 4.4(a)
shows a typical block diagram of a coherent or I/Q detector. Therein, it is possible to
introduce four different definitions of the SNR, but they are, in fact, two. The first one
is the SNRc,in, which is the SNR before correlation with the clean replica of the satellite
code, or pre-correlation SNR. It is always negative (in dB units) since GNSS signals are
below the noise level, unless a very high directivity antenna is used to acquire them. The
second one is the SNRc,out, which is the SNR after correlation either with the direct signal
or with the clean replica of the satellite code. It is related to the SNRc,in by the signal’s
bandwidth times the coherent integration time. Basically, the thermal noise bandwidth is
reduced in the coherent integration process, letting the signal rise above the new thermal
noise level. The third one is the SNRnc,in, which is the SNR resulting from a non-coherent
detection scheme where no phase information is available. The SNRnc,in is related to the
SNRc,out by the squaring-loss parameter [139]. The last one is the SNRnc,out, which is
the SNR after the non-coherent integration/averaging.
One way to determine the SNR is by applying the detectability criterion [140, 141],
which is based on a comparison of the signal mean value with its variability (noise power):
d = E{fS+N} − E{fN}√
E{fN 2} − E{fN}2
, (4.22)
where fS+N is a function with a subscript which stands for the signal (S) plus noise (N)
components, and fN is a function with a subscript which indicates that it only stands
for the noise components. The numerator is a measurement of the signal’s mean value
removing the noise contribution to it, and the denominator is a measurement of the
thermal noise standard deviation.
The already defined detectability criterion is an amplitude/voltage signal-to-noise ratio
if the function fS+N is defined in Volts [V] units, and it is a power signal-to-noise ratio if
the same function is defined in Volts squared [V2] units [141]. For instance, if it is applied
to a constant signal of value A disturbed by complex zero-mean Additive White Gaussian
Noise (AWGN), in its amplitude form it is equivalent to:
d = E{fS+N} − E{fN}√
E{fN 2} − E{fN}2
= A− 0
σn
, (4.23)
which is the signal’s mean value divided by the noise standard deviation. Differently, in
its power (squared) form is equivalent to:
d = E{fS+N} − E{fN}√
E{fN 2} − E{fN}2
= A
2 + σ2n − σ2n√
2σ4n − σ4n
= A
2
σ2n
, (4.24)
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(a)
(b)
Figure 4.4: (a) Typical GNSS/cGNSS-R receiver block diagram, (b) Simplified iGNSS-R
receiver block diagram.
which coincides with the traditional definition of the SNR under the presence of Gaussian
noise.
However, since in the GNSS-R case the useful signal component has also a variability
(speckle), the aforementioned detectability criterion is not enough to evaluate the overall
signal SNR at its peak [142,143]. Therefore, another definition must be used which takes
into account this effect which is:
d′ = E{fS+N} − E{fN}√
E{fS+N 2} − E{fS+N}2
, (4.25)
where, as it can be seen, in the denominator the variability is computed under the signal
presence, and therefore it takes into account both the contribution of the speckle and
thermal noise sources.
If those criteria are applied to the both cGNSS-R and iGNSS-R schemes in order to
determine the SNRnc,out after a non-coherent integration of T seconds, where T  Tc,
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the following expressions are obtained:
dnc =
√
1
Tn
Pcoh(τ) + Pincoh(τ)
PTc(τ)
=
√
1
Tn
dc =
√
1
Tn
SNRTH,c, (4.26)
d′nc =
Pcoh(τ) + Pincoh(τ)√
2tsPcoh(τ)Pincoh(τ) + 2tnPcoh(τ)PTc(τ) + 2tstnPincoh(τ)PTc(τ) + TnP2Tc(τ) + T sP
2
incoh(τ)
,
(4.27)
dni =
√
1
Tn
Pcoh(τ) + Pincoh(τ) + PTc(τ)SNRrSNRd(
1 + 1
SNRd
)
PTc(τ)
= dnc
1 + 1
SNRd
+
√
1
Tn
SNRr
SNRd + 1
, (4.28)
d′ni =
Pcoh(τ) + Pincoh(τ) + PTc(τ)SNRrSNRd√
2tsPcoh(τ)Pincoh(τ) + 2tnPcoh(τ)PTi(τ) + 2tstnPincoh(τ)PTi(τ) + TnP2Ti(τ) + T sP
2
incoh(τ)
,
(4.29)
where the normalized correlation times ts, tn, T s, and Tn are defined as:
ts =
1
T
∫ T
−T
Λ
(
ξ
T
)
γs,s(ξ, τ)dξ, (4.30a)
tn =
1
T
∫ T
−T
Λ
(
ξ
T
)
γnTc ,nTc (ξ, τ)dξ =
Tc
T
, (4.30b)
T s =
1
T
∫ T
−T
Λ
(
ξ
T
)
|γs,s(ξ, τ)|2dξ, (4.30c)
Tn =
1
T
∫ T
−T
Λ
(
ξ
T
)
|γnTc ,nTc (ξ, τ)|2dξ =
2
3
Tc
T
, (4.30d)
where γs,s(ξ, τ) is the speckle noise correlation function, γnTc ,nTc (ξ, τ) is the thermal noise
correlation function, Pcoh(τ) is the coherent component power, Pincoh(τ) is the incoherent
component power, PTc(τ) is the thermal noise power for the cGNSS-R case, PTi(τ) is the
thermal noise power for the iGNSS-R case, and it is related to the PTc(τ) as [72]:
PTi(τ) = PTc(τ) ·
(
1 + SNRr(τ) + 1
SNRd(τ)
)
, (4.31)
where SNRd and SNRr are the pre-correlation SNR or SNRc,in in Fig. 4.4 for the direct
(d) and reflected (r) signals respectively.
Apart from the overall SNR defined at the correlation peak which allows to determine
the scatterometric performance of this technique, it might be of better use to define other
SNRs such as the thermal SNR at the peak (from now on SNRTH), which is mentioned
in the dnc computation, or the speckle SNR (from now on SNRSP).
The SNRTH for the cGNSS-R case is defined as the ratio between the signal power
and the thermal noise power:
SNRTH,c(τ) =
Pcoh(τ) + Pincoh(τ)
PTc(τ)
, (4.32)
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and for the iGNSS-R case as (also derived in [72]):
SNRTH,i(τ) =
Pcoh(τ) + Pincoh(τ)
PTi(τ)
= SNRTH,c(τ)
1 + SNRr(τ)+1SNRd(τ)
, (4.33)
where only the thermal noise power considered changes.
The SNRSP(τ) is the same for the cGNSS-R and iGNSS-R case, since it is defined as
the ratio between the total useful signal power and the incoherent signal power, as:
SNRSP(τ) =
Pcoh(τ) + Pincoh(τ)
Pincoh(τ)
= B + 1. (4.34)
Note that for SNRSP(τ), if the coherent component dominates, it tends to B since B  1,
where B is the ratio between the coherent and incoherent component powers, and if the
incoherent component dominates the it tends to 1 because B → 0. Also note that any
backward scattering remote sensing system like SARs always find a SNRSP = 1 due to
the back-scattering geometry and the absence of a coherent component in the scattered
signal. These last SNR expressions can be used to simplify the overall SNR expressions
Finally, it is possible to define the coherent SNR or the ratio between the signal’s
coherent component and the thermal noise for the cGNSS-R case, which is the computed
by the LARGO instrument described in Chapter 5 and the one used in Chapter 8 to
compare reflectivity and brightness temperature measurements. Therefore, the coherent
SNR is:
SNRTH,coh =
Pcoh
Pn
. (4.35)
All mathematical developments that appear in this section are detailed in Appendix C,
and are not included here to improve the chapter’s readability.
4.6 Previous Works Related to GNSS scatterometry
for Land Observations
As mentioned in Chapter 2, GNSS-R started with the goal of measuring mesoscale altime-
try in 1993. Since then, several applications have appeared. Scatterometry applications
can be divided in three different groups. The first group is related to analyze the wave-
form’s leading-edge and which is related to the altimetry retrievals. The second group,
which is the one used on this PhD Thesis, observes the waveform’s peak value and uses
the reflectivity or SNR measurement at that point for the retrieval of geophysical param-
eters. This group is generally related to the coherent scattering model and they have
been used mainly for land and sea ice monitoring. The third group is the one that fo-
cuses on the trailing-edge of the waveform and it is related to the incoherent scattering
model, because on the trailing-edge there is only presence of thermal noise and incoher-
ent component or speckle. This group is mainly focused on sea surface observations, e.g.
wind mapping [52, 144], as it is where the incoherent scattering model normally works
best [51, 52]. Chapters 8 and 9 are based on the analysis of the second group that is the
one that is going to be introduced here. Chapter 10 deals with the difference between
second and third groups, and the theoretical background is introduced in there.
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The analysis of the peak value of the DDM/waveform started in 2000, when its value
was related to the water content of the reflecting surface [64, 65]. This approach was
mainly theoretical, and the experimental waveform’s shape shown in [65] suggested the
existence of a coherent component in the scattering process over land. Later, in 2004,
with the analysis of the SMEX02 experiment the existence of a dominating coherent com-
ponent was confirmed, and the reflected signals proved to be sensitive to the soil moisture
content [145]. Figure 4.5 shows some GPS reflected thermal SNR transects where the
transitions between different field types can be easily detected. In the same publication
the reflected power was compared qualitatively against the brightness temperature pro-
vided by an L-Band microwave radiometer without extracting any clear conclusion. Also
some correlation between the thermal SNR and the in-situ soil moisture measured using
soil moisture probes located at 1 cm was found for two different fields with two different
types of vegetation (soybean and corn). It can be deduced from the figures shown, e.g.
Fig. 4.6, that the reflected power was not sensitive to the vegetation type of the field,
even though corn and soybean have different growing schemes and different VWC.
Figure 4.5: GPS reflected SNR from the SMEX02 field campaigns [145].
In 2006, another publication appeared analyzing the same dataset, but providing
more developments on the GNSS-R data analysis [146]. Therein, a more advanced signal
processing algorithm is proposed including two different calibration algorithms. The
first calibration algorithm proposed was to use a well-known water body on the field
campaign to calibrate the reflected signal power and provide calibrated reflectivity values
with respect to the water ones. The second calibration algorithm proposed was related
to estimate the multi-path free direct signal power and use it to obtain a calibrated
reflectivity with respect to the direct signal power. Once the reflectivity was calibrated,
the dielectric constant of the terrain was estimated. From the estimated dielectric constant
the soil moisture content of the terrain was inferred and compared against the one provided
by in-situ measurements, as shown in Fig. 4.7. It can be inferred that the GPS method
provided a noisier measurement and tended to underestimate both dielectric constant and
therefore soil moisture content. However, relative errors were found to be very large [146].
In 2012 Egido et al. kept on the scatterometry research on soil moisture using a similar
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Figure 4.6: Comparison between GPS reflected SNR and SM for two different fields with
two different vegetation types (soybean and corn) [145].
Figure 4.7: Comparison between dielectric constant estimated from the GPS reflected
signals and from the in-situ soil moisture probes for two different fields: A → soybean, B →
corn [146].
approach to the one proposed by Katzberg in 2006, calibrating the reflected signals against
the direct one [147]. Furthermore, they decided to use, for the first time, reflected signals
at both polarization states, LHCP and RHCP, which were calibrated against the RHCP
direct signal component. In that publication a ground-based static field campaign is
introduced (LeiMON) and the estimated |rRL|2, |rRR|2, and |rRR|2/|rRL|2 are compared
against the in-situ soil moisture as shown in Fig. 4.8. Not a large correlation between the
reflectivity parameters and the in-situ soil moisture is found. However, the polarization
ratio shows a correlation of 0.84 with respect to the soil moisture, indicating that it could
be used to mitigate the detrimental effects of surface roughness.
Also, in the same publication the reflectivity was compared against the in-situ mea-
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Figure 4.8: Comparison between estimated reflectivity and in-situ soil moisture for: (a)
|rRL|2, (b) |rRR|2, and (c) |rRR|2/|rRL|2 [147]. The blue and green colors represent two
different fields with different vegetation conditions and types.
sured plant water content of each of the two fields under analysis, which is shown in
Fig. 4.9. A larger correlation with both parameters is found (on the order of 0.8 for the
|rRL|2), suggesting, as expected, that the vegetation acts as an attenuator for the L-Band
GNSS signals. This attenuation depends on the plant water content, which is predicted
by general microwave scattering models.
Finally, in 2014, also Egido et al. presented the results of an airborne field campaign
(GRASS) using the same reflectivity parameters [148]. Four different reflectivity maps
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Figure 4.9: Comparison between estimated reflectivity and in-situ plant water content for:
(a) |rRL|2, (b) |rRR|2, and (c) |rRR|2/|rRL|2 [147]. The blue and green colors represent two
different fields.
are shown in Fig. 4.10, where (a) and (c) represent the |rRL|2, and (b) and (d) the |rRR|2.
A sensitivity analysis to soil moisture and vegetation biomass was also performed for
those two components, obtaining the results shown in Fig. 4.11, where it indicates that
the ratio of the estimated reflectivities (|rRR|2/|rRL|2) is sensitive to soil moisture, and
the |rRL|2 component is sensitive to vegetation biomass. This is in agreement with the
ground-based results previously presented for both the soil moisture and the vegetation
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biomass parameters [147].
Figure 4.10: Reflectivity maps for two different test sites: (a) |rRL|2, (b) |rRR|2, (c) |rRL|2,
and (d) |rRR|2 [148].
4.7 Summary and Conclusions
This Chapter has described the basics of the GNSS scatterometric technique. Differently
from the IPT, in the scatterometric technique and due to the nature of the reflection
mechanism, both coherent and incoherent scattered components are present in the re-
flected signal. The section related to the signal model describes those components, the
model used for them, and associates them to the waveform nature and shape. Therein,
it is described how the coherent component is a replica of the transmitted point spread
function or WAF multiplied by the rough surface Fresnel reflection coefficient, whereas
the incoherent component shows a distribution of the reflected power along the delay
domain. This is mentioned later in this PhD Thesis dissertation, and it is described as
the convolution between the transmitted signal point spread function or WAF and the
bistatic radar cross section σ0. Subsequently, the reflected field statistics are described,
highlighting the main differences among them. To do so, three different scenarios are
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Figure 4.11: Reflectivity sensitivity analysis to soil moisture and vegetation biomass: (a)
SM, and (b) Vegetation biomass [148].
shown, one when the incoherent component clearly dominates the coherent component,
one when they have the same value, and another one when the coherent component clearly
dominates the incoherent one. Those situations are shown for both, the amplitude data
(real-value) and the amplitude-phase data (complex-value), in the case of having and ex-
cess Doppler frequency compensated or not. The effect of thermal noise is also described,
which is similar to the incoherent component term (speckle). Different estimators are
proposed to deal with both, real-value and complex-value data, in order to estimate the
coherent component, the incoherent component, and the thermal noise. This last step
is extremely important since the estimation of those components determines the algo-
rithm to be used in the geophysical parameter inversion. After that, the overall signal
SNR, which allows to compute the accuracy of the technique is presented, together with
other SNR definitions that will help in the geophysical parameter inversion presented in
Chaps. 8–10. Finally, representative previous works performed prior to this PhD Thesis
dissertation are described, which basically include the ones by Masters and Katzberg et
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al. during the SMEX02 field campaign, and the ones performed by Egido et al. during
his PhD Thesis [149].
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Hardware developed for
the field experiments
T his chapter gives an overview of the instruments developed during this PhD Thesis.In particular, the SMIGOL instrument, which is one of the instruments previously
designed at the research group, has been improved, converting it into a dual-polarization
instrument. A new cost-effective GNSS-R scatterometer called LARGO has been devel-
oped and manufactured. Apart from that, this PhD Thesis has also contributed to the
PAU payload analysis and testing, leading to an autonomous PAU instrument. Finally, an
instrument based on GNSS remote sensing for vegetation has also been developed which
has been named after McGiver. Other hardware instruments involved in the development
of the whole PhD Thesis dissertation such as the DUO instrument will be detailed in later
chapters.
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5.1 Introduction
Different GNSS-R instruments have been developed since the DMR proposed by Garrison
and Katzberg in 1997. The DMR was the first receiver intended for GNSS-R remote
sensing. It was able to process the GPS signal in real-time with enough quality to let
a software receiving system reconstruct the signal and compute the so-called waveforms.
The waveform was the first GNSS-R observable considered to determine the ionospheric
correction via the reflected channel [50]. The next generation receivers were based on
sampling the signal with high enough sampling frequency and number of bits, which
is a technique that has been followed until now, when it is possible to reach sampling
frequencies up to 80 MHz to reconstruct the new wider-band GNSS signals. For instance,
some of the instruments developed using this technological approach are:
• DODEREC: designed and developed by UPC for the Institut d’Estudis Espacials
de Catalunya (IEEC) [27].
• GPS Open Loop Differential Real-Time Receiver (GOLD-RTR): designed and de-
veloped by IEEC [61].
• SAM: designed and developed by Starlab [149].
• PIR: designed and developed by IEEC [150].
• PAU first version: designed by UPC and manufactured by AD Telecom.
• PIR Aircraft (PIRA): designed and developed by IEEC [151].
Generally, most of the instruments in the literature were based on the sampling and
storing approach, and all of them were custom-made for the desired application. So,
bandwidth and sampling frequency were fixed parameters on the instrument.
The first commercial instrument available not intended for a unique application is
the SiGe receiver, which can be found in https://www.sparkfun.com/products/
retired/10981. It allowed to perform GNSS remote sensing to those not interested
in hardware development with a relatively low-cost instrument. This receiver was revo-
lutionary because it was the first Software Defined Radio (SDR) receiver intended for a
general GNSS raw data signal processing, and consequently it could also be used to pro-
cess the GNSS reflected signals too. After that, SDRs have revolutionized the GNSS-R
hardware design, as they solve the back-end receiving part completely. New SDR instru-
ments such as the Universal Software Radio Peripheral (USRP) [152] allow to change the
sampling frequency, the filter bandwidth, and with some code tuning even the number of
bits used in the sampling process.
The main drawback of the technology described above is the large amount data gen-
erated that has to be pre-processed. For instance, for a 16 MHz sampling frequency with
8-bit resolution, the system generates a data-rate of 16 Mbytes/s, which is roughly 1
Gbyte/min. In other words, 60 GB/h/channel, which increases the total amount of data
with increasing the number of channels, and the storage time. These sampled data is
then correlated either against a clean replica of the satellite code (cGNSS-R) or against a
sampled version of the direct signal (iGNSS-R) in order to generate the waveform. This
pre-processing stage is largely time consuming, because the optimum Doppler frequency
has to be computed during that operation. Once the pre-processing stage is finished, the
GNSS-R field is only interested in a few lags from the entire correlation function (those
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ones around the peak value) reducing the data needed, and even sometimes it is only
interested on the peak value. While the fact of having the signal sampled and stored al-
lows the application of any kind of signal processing algorithm, this typical pre-processing
stage can last for 12 hours per satellite per minute in a normal computer.
Therefore, in order to reduce the pre-processing time and looking forward to make
GNSS-R applications cost- and time-effective, some initial real-time processing techniques
were conceived for the next generation of GNSS-R receivers. They were based on the fact
that GPS receivers already perform this preliminary processing stage at a hardware level
in real-time. So, a similar scheme to the GPS signal acquisition one with the early,
prompt, and late (E-P-L) correlators was implemented in the GriPAU instrument, but
with with a larger number of correlators to compute correlations over more delay and
Doppler bins (32 x 24, respectively) [18]. Figure 5.1 shows a comparison between the
two different kind of approaches presented for the GNSS-R hardware receivers. Therein,
it is possible to identify in both a common part, which is the superheterodyne receiving
scheme, and an added block on the real-time approach which contains the real-time
processing scheme. The superheterodyne receiver down-converts the received signal to
Intermediate Frequency (IF) or Base-Band (BB) in two steps (although in the figure only
one is shown), and has the samples prepared for the storage device. If signals are at IF
they are sampled using real data sampling schemes, whereas if they are in BB an I/Q
sampling scheme is used. The real-time data processing block will be presented in section
5.4, as there are different solutions to implement it, and the PAU uses one of them.
The real-time processing approach has been followed by the recent spaceborne GNSS-R
missions, evolving from the UK-DMC mission payload, which used the off-line software
processing approach, to the recent UK TDS-1 mission, which performs real-time DDM
computation using up to 4 different satellites. This approach is preferred for satellite data
as it highly reduces the amount of data to be downloaded later through the down-link
channel.
Furthermore, there are applications that need less information, and simpler hardware
schemes can be used. One of them is the IPT, which only needs power measurements of
the received signal, which can be directly obtained using the National Marine Electron-
ics Association (NMEA) messages from conventional GPS receivers. This requirement
even simplifies more the hardware scheme, and it reduces even more the amount of data
generated, as the back-end receiver performs the real-time correlations and the signal
power estimation. This reduces to hundreds of bytes per second the data-rate generated.
Other techniques such as the GNSS scatterometry, which is based on measuring the signal
peak power, require an intermediate solution between the simple IPT hardware and the
complex hardware described above that either sample the signal or compute the entire
DDMs. In the scatterometric approach two different noise sources are involved, the ther-
mal noise and the speckle noise, as previously seen on Chapter 4. Information about both
noise sources can be retrieved using high-performance GPS receivers, which deliver the
promptly I/Q correlators outputs which can be processed to estimate the surface reflec-
tivity. This intermediate solution leads to the development of the LARGO instrument
used in this PhD Thesis dissertation.
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(a)
(b)
Figure 5.1: (a) Simple GNSS-R receiver scheme, (b) Real-time GNSS-R processing scheme.
5.2 Dual-Polarization SMIGOL
The Dual-Polarization SMIGOL is the natural evolution of the SMIGOL instrument pre-
viously available at the research group and developed in N. Rodriguez-Alvarez PhD The-
sis [28]. The SMIGOL instrument was based on the use of a linear Vertical (V)-Pol
antenna pointing to the horizon, and a RF amplifier to amplify the signal to reach the
sensitivity level of the back-end GPS receiver. Data from the GPS receiver was captured
by a micro-controller and stored on a microSD card for the data processing on an ex-
ternal computer. Figure 5.2 shows the block diagram of the V-Pol SMIGOL instrument
emphasizing the blocks mentioned before, and a RF filter in order to mitigate any kind
of out-of-band Radio Frequency Interference (RFI). No more amplification was used in
order to avoid saturating the GPS receiver used as a back-end. It is worth to mention
that the SMIGOL instrument is an autonomous instrument, which is why it has a power
supply system consisting of solar panels, lithium batteries, and a battery charger that
commutes smartly between the two main power sources.
So, working with the inherited SMIGOL instrument the main goal was to add an extra
polarization to the whole block diagram in order to be able to measure both Horizontal
(H)- and V-Pol at the same time, and prove the theoretical concepts shown on Chapter 3.
In order to add the extra polarization there are two different possible solutions. The first
one is to add an extra antenna and compensate for the baseline between the two antennas.
The second one is to modify the linear V-Pol antenna and convert it into a dual-polarized
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Figure 5.2: V-Pol SMIGOL block diagram.
one. The latter was chosen for simplicity in the data processing. Consequently, an extra
receiving chain was added to measure the H-Pol interference pattern. This doubled the
information to be stored and required more intelligence and resources from the micro-
controller. Then, the micro-controller did not need to store only the data, but it had to
tag it according to the receiving chain, and to locally time-tag it, which required some
interpretation of received bytes. Apart from that, the addition of an extra receiving chain
required more energy and the power supply system had to be redesigned to fit the new
system power requirements. Taking into account all the required modifications, the dual-
polarization SMIGOL block diagram is summarized in Fig. 5.3. In Fig. 5.3, it is possible
to identify the main changes performed to the single polarization SMIGOL, such as a
change in the micro-controller, a change in the power supply system, and the replica the
receiving chain for H-Pol. This process is detailed in the following subsections.
5.2.1 Antenna
The main goal with this modification is to design a dual-polarized antenna without de-
grading the performance of the previous linear V-Pol antenna. To do so the main scheme
was preserved, which was based on a patch antenna fed symmetrically at two different
points to keep the symmetry of the antenna pattern. The electric field distribution of a
patch antenna has exactly the same value but opposite phase at any point on the feeding
plane whose distance is equal to the center, as shown in Fig. 5.4. Consequently, the feed-
ing points are combined using a 180◦ hybrid to add them up in phase. Then, the signal
goes into the receiving chain.
In order to convert it into a linear dual-polarization antenna two extra feeding points
were added on the orthogonal plane without modifying the antenna properties, as in
that plane, the electric field amplitude for the orthogonal polarization is minimum. The
previous 180◦ hybrid was redesigned into a circuit board with two different hybrids, one
for each polarization. Figure 5.5 shows the basic structure of the hybrids, and how the
180◦ phase shift is created. The first 90◦ phase shift is performed by using different
transmission line lengths, and the second 90◦ phase shift to obtain the total 180◦ phase
shift is performed using a well-known structure to design 90◦ hybrids with microstrip
technology [154].
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Figure 5.3: Dual-Pol SMIGOL block diagram.
Figure 5.4: Electric field representation of a patch antenna [153].
Figure 5.6 shows an overview of the entire antenna design. Figure 5.6(a) shows the
antenna patch on the software used to design it. The patch antenna has a square shape
with its edges measuring 48.6 mm, which is a little bit less than λ0/(2
√
εr), being
λ0 = 19.04 cm approximately, and εr = 3.55, which corresponds to the dielectric ma-
terial ROGERS4003C. The feeding points were separated 6 mm from the center of the
antenna which corresponds to 50 Ω impedance. Figure 5.6(b) shows the hybrid’s design.
Figure 5.6(c) shows the manufactured antenna front view, where it is possible to see the
dielectric material used, the radiating element, and that the antenna has a two layer struc-
ture, which enlarges the separation between the radiating element and the ground-plane,
in order to enlarge the antenna bandwidth. Figure 5.6(d) shows the antenna from the
back where the hybrids board is seen together with the antenna ground-plane. This figure
is linked to Fig. 5.5 where the hybrid parts can be identified. In Fig. 5.6(d) it is seen
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Figure 5.5: Microwave 180◦ hybrid scheme used behind the antennas to combine both
feeding points.
that one of the hybrid outputs is matched with two 100 Ω resistors in parallel. Although
a destructive addition of electric fields occurs on that port (G), it was matched to avoid
undesired reflections due to imperfections in the hybrid’s design.
(a) (b)
(c) (d)
Figure 5.6: Overview of the linear dual-polarized antenna: (a) Antenna designed using
Altium Designer, (b) Microstrip hybrids designed using Altium Designed, (c) Manufactured
antenna front view, (d) Manufactured antenna back-view.
Once the antenna was manufactured and the measured parameters met the specifica-
tions (Return Loss (RL) ≤ −20 dB for the entire bandwidth, and Bandwidth ≥ 2 MHz,
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see Fig. 5.7 for more details), the radiation pattern was measured at the UPC anechoic
chamber [155] to check its symmetry and the preservation of the co-polar and cross-polar
polarization behavior. Figure 5.8 shows a summary of the radiation patterns measured
for H-Pol and V-Pol. Those figures represent the azimuth angle with the polar angular
axis (φ) and the incidence angle (θ) with the radial axis (r, which ranges from 0 to 1
equally spaced, where 0 → 0◦ and 1 → 180◦). The smaller the radius the lower the θ.
Along the antenna beamwidth (r = 1/4, ∆θ = 90◦) both co-polar radiation patterns are
symmetric. This assertion holds true considering up to a beamwidth of 120◦ (r= 1/3).
For H-Pol the beamwidth is ±40◦ in the vertical axis and ±45◦ in the horizontal one. For
V-Pol the beamwidth is ±40◦ in both axis. The cross-polar radiation patterns for both
polarization states behave differently. While the H-Pol assures a V-Pol rejection larger
than 20 dB, the V-Pol assures a H-Pol rejection larger than 25 dB, which is necessary
because the H-Pol reflection coefficient is always larger than the V-Pol one.
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Figure 5.7: Linear dual-polarization antenna S-parameters where the H-Pol is connected
to Port 1 and V-Pol to Port 2.
5.2.2 Receiving Chain
Each of the antenna polarization outputs was connected to an individual receiving chain
that amplified and filtered the signal. Finally, the filtered signals were connected to
the back-end GPS receiver for each chain. In this case a low-cost GPS receiver was
chosen as a back-end receiver because the IPT only needs to monitor the signal power to
measure the whole interference pattern [156]. The GPS back-end receiver amplifies more
the signal to optimize it for its dynamic range. It also filters the signal using a Surface
Acoustic Wave (SAW) filter before digitization, and a digital filter after digitization. Then,
it initiates the signal processing algorithms inside it such as the signal pre-processing
(correlation with a clean replica of the satellite code) and the navigation engine. The
chosen GPS receiver used the NMEA protocol for communications. Only two packets from
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(a) (b)
(c) (d)
Figure 5.8: Linear dual-polarization antenna radiation patterns: (a) H-Pol Co-polar, (b)
H-Pol Cross-polar, (c) V-Pol Co-polar, (d) V-Pol Cross-polar.
it were used, the Recommended Minimum sentence C (RMC) and the GPS Satellites in
View (GSV). The useful information from the RMC package are: the measured position to
geo-locate the instrument, and the timing information to time-reference the information.
The useful information from the GSV package are: the satellite identification number,
the azimuth to locate the satellite on the azimuth plane, the elevation which is one of
the important parameters to interpret the interference patterns and it is also used to
geo-locate the reflection points, and the C/N0 which is a measure of the signal power
with respect to the thermal noise power considering 1 Hz tracking loop bandwidth, in
other words, an equivalent coherent integration time of 1 s. Further information on the
NMEA protocol can be found in Appendix D.
5.2.3 Microcontroller
The addition of an extra channel has two main consequences. The first one is that the
data rate is doubled. The second one is that an extra I/O output must be attended. Also,
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the GPS receiver used in the previous SMIGOL version was changed, which changed the
communication protocol and led to a higher data-rate. This required a change on the
micro-controller, and the PIC micro-controller was replaced by an Arduino Mega micro-
controller. The Arduino Mega has 4 I/O ports to deal with serial data, which is more than
enough for the desired application, as only two were needed. Also, it operates at a higher
frequency and it has more memory, which helps to deal with the new data-rate that arises
from the changes on the receiving chains. Furthermore, there is a large community using
the Arduino software, which also reduces the developing time by reducing the problem-
solution intervals.
The software used and implemented on the Arduino Mega micro-controller has three
different parts:
1. Variable declaration and functions definition: In this stage the global variables to
be used are initially declared. Those variables include the ones to turn on/off the
peripherals, the communication variables (SPI port and buffers to read data from
GPS receivers), and timing variables. The timing variables are used to locally time-
tag each of the GPS messages received and to control the time that the system is
turned on. Note that it is an autonomous receiver which is why it is very important
not to run out of batteries in cloudy days. After that, the functions used are declared
and defined. There are functions used to configure appropriately the GPS receivers,
to process the GPS messages, to check the validity of the GPS messages, to control
timing, and to generate new “.TXT” files on the SD card and write on them. Fig.
5.9 shows an overview of this first stage of the Arduino code.
2. Setup: This stage is executed when the Arduino is turned on, and it is executed only
once. It turns on the GPS receivers, it turns on the SD card and starts a new file
where data is stored, it configures the GPS receivers to work with the appropriate
parameters (communication, types of packets, and performance), it monitors GPS
receivers until they are in tracking mode, and it checks battery status. Summarizing,
it prepares the instrument for its normal functioning. Figure 5.10 shows an overview
of the Setup phase.
3. Main Loop: After the Setup, the instrument enters in its nominal working mode,
which consists of an infinite loop that alternates two different phases, the measuring
one and the sleep mode. Once the instrument is started and configured, during
the first 6 hours it polls each of the GPS receivers ports to check if there is new
information. If there is a new byte from any of the GPS receivers, it is sent to its
processing function. Once the two ports are served the batteries’ status is checked,
and in case they are not performing well the instrument is sent to sleep mode. If
they are performing well, it keeps on polling the GPS receivers and checking the
batteries’ status. Every second, which is the receiver’s equivalent integration time,
the data packages sent from the GPS receivers are stored on the SD Card. Once the
6-hour period has been completed correctly, the instrument enters in sleep mode to
let the batteries recharge. In the sleep mode the GPS receivers are sent to sleep to
avoid them consuming power. After that, the system waits for 6 hours to restart
again the main loop. Prior to restart the normal working performance, the GPS
receivers are awaken and a new file is generated to avoid corrupting the previous file
due to unpredictable instrument malfunctions. Note that for an instrument powered
directly with electricity, the sleeping mode can be discarded, but it is advisable to
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generate a new file every 6 hours to avoid data corruption and its consequent loss.
Figure 5.11 shows a summary of the main loop.
Figure 5.9: Dual-Polarization SMIGOL Variables and functions declaration Description.
Figure 5.10: Dual-Polarization SMIGOL Setup description.
Finally 5.12 shows the design of the main board where all the Dual-Polarization
SMIGOL peripherals are placed. This board is mounted on top of the Arduino Mega,
which is why a part of it has exactly the Arduino Mega board shape. Note that there is an
extension for the SD card shield used, and some LEDs are used to check the instrument’s
performance during the manufacturing process.
5.2.4 Power Supply System
Due to the changes in the receiving chain, the power supply system must be redesigned
in order to hold the characteristics of the new instrument. By comparing Figs. 5.2-
5.3 it can be immediately appreciated that at least one block was added to this system
while the others seemed to be kept equal. However, the only circuit that was kept was
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Figure 5.11: Dual-Polarization SMIGOL Main Loop Description.
Figure 5.12: Dual-Polarization SMIGOL General board mounted on top of the Arduino.
the battery charger as lithium batteries were used for the system. Taking into account
the power consumption of the Arduino Mega, the GPS receivers, the RF amplifiers, and
the losses on some voltage regulators, the instrument was consuming 200 mA at normal
performance and 40 mA in the sleep mode both powered at 9 V. This leads to a power
consumption of 1.8 W at normal performance and 0.36 W in sleeping mode. In order to
be able to recharge the batteries as well as power the instrument, 10 W solar panels were
used, which could provide at most 19 V and 550 mA. A commercial buck-boost system
was used after the solar panels to stabilize the voltage provided by them, which depends
on the solar conditions and the load charge. It was also used to set the output voltage at
an appropriate fixed value, since the input voltage to the battery charger must be 14 V.
A capacitor was added to the buck-boost system to reduce the instantaneous amount
of current demanded by the buck-boost coil, and to avoid an excessive instantaneous
load on the solar panels that would degrade severely their performance. The output of
the buck-boost power supply was connected to the battery charger, where the batteries
were connected too. A 3-cell 6600 mAh lithium battery was selected for the system which
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allows to power the instrument for two-days without sun light. This requirement remained
the same than for the V-Pol SMIGOL instrument, but the batteries’ capacity had to be
increased due to an increase on the instrument’s power consumption. The output of the
battery charger was 6 V and it had to be stepped up as the Arduino Mega requires a
minimum of 7 V. A commercial boost converter was used to step up the voltage of the
battery charger.
Finally, the Dual-Polarization SMIGOL instrument is shown in Fig. 5.13. In that
figure, the solar panels are clearly seen, and the antenna described in section 5.2.1 is
located below the radome with the UPC RSLab Logo.
Figure 5.13: Dual-Polarization SMIGOL instrument at a Field campaign at Yanco, Aus-
tralia.
5.3 LARGO
The LARGO instrument is a dual-channel receiver that tries to overcome the coverage
limitations of the IPT using a scatterometric approach instead of an interferometric one.
It can be used in both mobile and static platforms. LARGO was developed by UPC
for the Monash University to perform the GELOz field campaigns which intended to
estimate soil moisture from an airborne platform using GNSS-R technology. Except
for DMR and GriPAU, previous GNSS-R receivers using scatterometric approaches only
sampled and stored the raw data, and the post-processing was performed off-line on a
computer [145–148]. Trying to minimize the duration of the pre-processing stage, and
looking forward to operational applications, the LARGO instrument works totally on a
closed-loop mode, and the correlations are computed internally in the instrument storing
only the estimated peak SNR for both the up-looking and down-looking channels. In other
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words, it requires to use the signal acquisition scheme of a GPS receiver, with its three
main subsystems: the Frequency Locked Loop (FLL), the Delay Locked Loop (DLL), and
the Phase Locked Loop (PLL). The instrument also includes an Inertial Measurement
Unit (IMU) in order to monitor the platform movements and consequently compensate
them on the antenna patterns. Having learned some lessons from the dual-polarization
SMIGOL design, the core of the instrument was maintained, and some necessary changes
were made on the design since the scatterometric approach requires more complexity than
the IPT technique.
Two versions of the LARGO instrument have been manufactured: an initial one which
consisted of the dual-channel receiver, and an improved one that included a calibration
matrix. The main LARGO block diagrams of both versions are shown in Fig. 5.14(a)–
(b), respectively. The first version is a dual-channel receiver like the dual-polarization
SMIGOL, but in this case the antennas are different. Also the back-end receiver is
different as a higher performance GPS receiver is used that delivers the I/Q information
too. The second version adds the calibration matrix which allows to connect each back-
end receiver to each of the antennas independently. This helps to calibrate the receiver
and furthermore, it speeds up the initialization process. Also, differently from the dual-
polarization SMIGOL both LARGO versions add an IMU in order to track the platform
movements which are used in the post-processing stage. Consequently, the LARGO micro-
controller needs to attend one extra serial port communication apart from estimating the
coherent reflectivity at the instrument, which requires extra intelligence in the system’s
firmware.
5.3.1 Antennas
The LARGO instrument was designed for both airborne and ground-based conditions,
so the antennas must be carefully designed. Taking into account those considerations,
three different kind of antennas have been used. The first version used commercial Antcom
antennas, since it was designed to fly on a commercial airplane, and they must accomplish
airborne navigation regulations. The antennas used were measured at the UPC anechoic
chamber [155] with the same ground-plane used later on the field experiments. Figure 5.15
shows a summary of the radiation patterns for both direct (RHCP) and reflected (LHCP)
antennas. In Fig. 5.15(b) it is seen that the direct channel antenna does not have a good
cross-polarization behavior although it is not a necessary requirement because the direct
signal can be assumed to be a purely RHCP transmitted signal [44]. For that polarization
state, the beamwidth is ±60◦ in the horizontal direction and ±50◦ in the vertical one. The
minimum cross-polar in the beamwidth is -5 dB. However, the reflected channel antenna
(LHCP) has a better behavior, as desired, even though it could be improved. In this case
the beamwidth is ±60◦ in both the vertical and horizontal axes. The minimum cross-
polar in the beamwidth is -10 dB. Those antennas were the ones chosen for the GELOz
field campaigns.
The same antennas were tested for ground-based applications. They were mounted on
the ground-based platform (rover) one looking to the zenith and the other one looking to
nadir, as was done for the airborne campaigns. Their wide beam and their not-so-good
polarization behavior showed some multi-path coming from the metallic structure of the
platform. This fact did not occur on the airborne campaign as the reflected antenna
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(a)
(b)
Figure 5.14: (a) LARGOv1 block diagram, (b) LARGOv2 block diagram which includes
the calibration matrix.
was located below the aircraft with a clean LOS to the reflecting surface. To mitigate
the multi-path in the ground-based applications the antennas should be changed. The
first change should be the geometrical configuration, and instead of looking to nadir and
zenith, the antennas should be inclined. The second change should be a narrowing on
the antenna beamwidth, which implies enlarging the antenna size. This was achieved
by designing and manufacturing a hexagonal 7-patch antenna array uniformly fed which
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(a) (b)
(c) (d)
Figure 5.15: Antcom antenna radiation patterns: (a) RHCP Co-polar (direct), (b) RHCP
Cross-polar (direct), (c) LHCP Co-polar (reflected), (d) LHCP Cross-polar (reflected).
was used later for the Grains Research & Development Corporation (GRDC) project.
Figure 5.16 shows a summary of the antenna array used for that project where the beam
narrowing is clearly identified. Also, the sidelobes due to the array factor are clearly
identified at the co-polar radiation patterns. The elements used to manufacture the array
were commercial Sangshin patch antennas at the desired polarization (either RHCP or
LHCP). The beamwidth for both the up-looking and down-looking antennas was ±20◦
in both axis. The cross-polar was at least -10 dB for both antennas too.
Finally, an airborne field campaign was performed in Salamanca, Spain, using a
paramotor as a platform. This kind of platform is highly suitable for experimental field
campaigns as there is no requirement for aviation qualified antennas, and higher per-
formance antennas can be designed for this purpose. In this case the dual-polarization
SMIGOL antennas were replicated adding an extra 90◦ hybrid where the two linear po-
larization were connected. The appropriate polarization was picked for each channel and
the other output of the hybrid was connected to a matched load. The resulting an-
tenna patterns of those custom-made antennas for both channels are shown in Fig. 5.17.
In Fig. 5.17 it is possible to see that the pattern is highly symmetric as for the dual-
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(a) (b)
(c) (d)
Figure 5.16: GRDC antenna radiation patterns: (a) RHCP Co-polar (direct), (b) RHCP
Cross-polar (direct), (c) LHCP Co-polar (reflected), (d) LHCP Cross-polar (reflected).
polarization SMIGOL antennas, and that the cross-polar behavior (Fig. 5.17(b),(d)) is
much better than when using COTS antennas (below -35 at the boresight direction, below
-20 dB in ±22.5◦, and below -15 dB in ±45◦).
5.3.2 Calibration Matrix
As aforementioned, in the second version of the LARGO instrument the antennas were
connected to a custom-made calibration matrix that allows to connect any antenna input
to any of the back-end receivers. The calibration matrix structure is shown in Fig. 5.18.
The filters used were SAW filters with a 3 dB bandwidth of 47 MHz in order to reject
any out of band interference. The amplifiers used were Low Noise Amplifier (LNA)s
with a minimum Gain of 15 dB and a NF of 1.1 dB. Then, the signals are split using a
chip-based power splitter. Two high isolation (up to 63 dB nominal) absorptive switches
were used to commute between channels, and were the ones that provided the overall
isolation properties of the calibration matrix. Finally, the signal was again amplified
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(a) (b)
(c) (d)
Figure 5.17: Salamanca antenna radiation patterns: (a) RHCP Co-polar (direct), (b)
RHCP Cross-polar (direct), (c) LHCP Co-polar (reflected), (d) LHCP Cross-polar (reflected).
using the same LNA amplifiers before reaching the back-end receiver. The performance
of the calibration matrix was measured using a vector network analyzer, and its results
are shown in Fig. 5.19. Furthermore, detailed tables showing the complete S-Parameters
modulus at the desired frequency are also included. On the diagonal of the S-parameters
tables it is possible to identify the matching of each of the ports. The positive values
of the matrices show to which port (back-end) the signal acquired by each antenna is
transmitted to. Note that last amplifier used on the calibration matrix is not shown
in the tables as it was added later. However, its performance did not change. Apart
from interconnecting channels and allowing to train the reflected/down-looking channel
with the direct/up-looking channel, the calibration matrix also allowed to compensate for
unbalances between channels.
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Figure 5.18: Calibration matrix block diagram of the LARGOv2 instrument.
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Figure 5.19: Calibration matrix S-Parameters: (a) 3→1, 4→2 (b) 4→1, 4→2 (c) 3→1, 3→2
(d) 3→2, 4→1.
5.3.3 Microcontroller
The firmware programmed to the LARGO is similar to the dual-polarization SMIGOL
with some extra features needed due to its increased complexity. The first step which is
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Table 5.1: Modulus of the S-parameters at 1.575 GHz state 1: 3→1, 4→2, (Sij , i=row,
j=column) [dB].
Sij 1 2 3 4
1 -13.76 -45.02 6.86 -35.97
2 -44.66 -18.01 -33.09 7.48
3 -24.49 -46.28 -11.26 -43.12
4 -46.08 -24.89 -43.73 -12.75
Table 5.2: Modulus of the S-parameters at 1.575 GHz state 2: 4→1, 4→2, (Sij , i=row,
j=column) [dB].
Sij 1 2 3 4
1 -14.65 -24.51 -35.86 7.51
2 -24.73 -17.43 -32.18 7.63
3 -46.58 -48.06 -11.04 -45.41
4 -25.30 -24.89 -44.15 -13.28
Table 5.3: Modulus of the S-parameters at 1.575 GHz state 3: 3→1, 3→2, (Sij , i=row,
j=column) [dB].
Sij 1 2 3 4
1 -13.77 -23.35 6.95 -34.58
2 -23.18 -15.21 6.84 -32.83
3 -24.42 -24.45 -11.66 -44.17
4 -46.40 -45.86 -43.82 -12.02
Table 5.4: Modulus of the S-parameters at 1.575 GHz state 4: 3→2, 4→1, (Sij , i=row,
j=column) [dB].
Sij 1 2 3 4
1 -14.46 -47.12 -34.58 7.48
2 -46.34 -14.88 6.97 -31.39
3 -47.34 -24.58 -11.46 -44.66
4 -25.20 -46.01 -44.75 -12.53
the variable declaration and the function definitions is exactly the same, and the files to log
the data are identically generated. During the second stage, which is the set-up, the same
operations are performed, but in this case the back-end GPS receivers are programmed to
deliver another packet from the NMEA protocol. The extra packet needed is the altitude
of the platform, so the Global Positioning System System Fixed Data (GGA) packet
is also requested. More information on this packet can be found in Appendix D. Also
the output I/Q data from the promptly correlators were requested every ms (for each
satellite), which means that the GPS receivers were using 1 ms of coherent integration
time. During the set-up the IMU was initialized.
The LARGOv2 instrument which includes the calibration matrix initially connects
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the two back-end receivers to the direct channel and waits until both GPS receivers enter
in tracking mode. Then, a sweep for all the possible stages of the calibration matrix was
performed, remaining at each stage 1 minute with the platform holding still. Finally, the
calibration matrix was programmed at the stage 1 for the measuring/main loop.
During the main loop, the three subsystems connected to the micro-controller (two
GPS receivers and the IMU) were polled. Every time a new byte was received it was
sent to process. The NMEA packets are processed in the same way than in the dual-
polarization SMIGOL, they were tagged by the channel and by an internal timestamp.
The IMU data (yaw, pitch, roll) was also time-tagged in order to combine it with the GPS
receivers data. When the I/Q data from the prompt correlators was received the coherent
component SNR (from now on SNRcc) was computed, which was possible because the
system was working under a perfect closed-loop mode (excess Doppler was estimated and
compensated, see Chap. 4). After compensating for the navigation bit, which is done
automatically by the receiver, the SNRcc can be estimated as:
SNRcc =
(
1
N
∑N
n=1 In + jQn
)2
Pn
, (5.1)
where the numerator is the mean square value of the I/Q samples and the denominator
is the thermal noise power. The thermal noise power is computed at a lag were the
is no signal presence (out of the triangle region of the ACF function). These data is
also provided by the GPS receiver to compute the equivalent C/N0 from the received
samples in order to use a different algorithm from the default one programmed in the
receiver. Instead of computing directly the received power, the SNR is computed. This is
performed because each GPS receiver use its own Automatic Gain Control (AGC), which
is not accessible. The data samples from each GPS receiver are provided in arbitrary units
and scaled according to its AGC levels. Therefore, the only way to make comparisons
between both receivers data, and to compute a calibrated coherent reflectivity, is to use a
normalized observable such as SNR. The computed SNRcc for each satellite is also stored
and time-tagged. One thousand samples are used to estimate each satellite SNRcc, which
is equivalent to a data-rate of one measurement per second per satellite in view. This
operation is performed continuously in real-time on the Arduino Mega. This instrument
is not conceived to be fully autonomous, which is why it depends on a 9 V power supply
source and no effort was dedicated to design any particular power supply system.
Finally, an overview of the LARGO instrument can be seen in Fig. 5.20. On the
left, the second version of the LARGO is pictured while the calibration matrix was being
repaired. In the middle, the latter and reduced size version of the LARGO instrument
is depicted which was flown on a UAV platform. On the right, the initial version of
the LARGO instrument used on the GELOz field campaign is shown with its ruggedized
enclosure.
5.4 PAU
The PAU instrument is a combination of a TPR and a GNSS-R receiver designed to
measure the brightness temperature of the sea surface to infer SSS and correct the bias
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Figure 5.20: LARGO instrument with its different versions.
introduced by surface roughness using GNSS-R observables [22, 23]. The concept imple-
mented by the PAU instrument was previously tested and implemented by the GriPAU
instrument for ground-based scenarios [18, 157]. The main difference between the PAU
and the GriPAU is that whereas the PAU instrument uses the same receiver front-end
and frequency band to measure brightness temperature and GNSS reflected signals, the
GriPAU uses the 1.4 GHz frequency band to measure brightness temperature, and the
L1 GNSS frequency band to measure the GNSS reflected signals. So, the GriPAU is a
combination of two instruments intended to prove the concept of correcting brightness
temperature using GNSS-R observables, while the PAU instrument has the two instru-
ments joined together working at the same frequency band in order to apply the proved
concept. This PhD Thesis dissertation only used and helped to develop the GNSS-R part
of the PAU instrument, which is why it is the only one detailed. The main contributions
are related to the antenna analysis, simulation, and measurement and to test the final as-
sembly of the instrument in its initial version, and the open-loop near real-time hardware
processing version.
5.4.1 The MicroSAT-1 Mission
The PAU instrument was conceived to fly first in the SeoSAT satellite and later on the
INTA MicroSAT-1 satellite. The latter satellite was part of the MicroSAT Spanish space
program which has some standardized parameters, which are the following:
• Total mass: between 100–150 kg.
• Orbit: between 600–700 km.
• Solar panels: 200 W maximum output power.
• Bateries: 18 Ah, 28 V SAFT LiIon.
• Voltages: unregulated 22–28 V, and regulated ±12 V, ±5 V, +3.3 V, +1.5 V.
• Down-link: 10 W RF in X-Band link with dedicated antenna (40–80 Mbps) or 5 W
RF S-Band link with two INTA antennas (2–8 Mbps).
• OBDH : ERC-32 Processor or FPGA (ESA Leon-2).
Apart from the common specifications of the MicroSAT program, the MicroSAT-1
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mission, which was the first mission of the program, had some more specific parameters
summarized in the following bullets:
• Evaluation of the platform in a LEO (Low Earth Orbit) SSO (Sun Synchronous
Orbit):
– Inclination: 98.2◦.
– Right Ascension of Ascending Node (RAAN): 156◦.
– Local Time of Ascending Node (LTAN): 22:30.
– Semi-major axis: 7081–7089 km.
– Argument of perigee (ω): 66◦.
• Lifetime: 8 years.
Apart from the PAU instrument as a technological demonstrator, other technical de-
vices were also under test in the MicroSAT-1 mission, such as the CAN (Commands
& Reconfiguration) bus, the Space-Wire data bus, and the behavior of some COTS de-
vices in space (a GPS receiver entirely made with COTS components). Apart from those
technical devices, the main payloads of the MicroSAT-1 mission were:
• CINCLUS : two wide swath cameras with 5 narrow MS bands to provide in-land
water quality control.
• MS-WAC : two cameras with 5 MS bands and 320 km wide swath for remote sensing
of the Spanish territory.
• PAU : experimental radiometer + GPS reflectomer to study SSS.
• Laser Link: with the OGS until 150 Mbps.
• Optical sensors: new sensors µFSS and µES.
Disappointingly, after reaching phase D and with all the flight hardware already de-
veloped and manufactured, the project and mission were postponed sine die, which closed
the door to prove the proposed GNSS-R concept from a spaceborne platform. However,
as part of the phase D the PAU instrument was fully developed up to an operational
performance. It was entirely manufactured by the Spanish company AD Telecom SL
(http://www.adtelecom.es/) in a collaborative project with UPC, which was in
charge of determining the instruments’ specifications, supervising the entire manufac-
turing process, testing the different hardware versions delivered, and validating its op-
erational functioning. Once the mission was postponed, some more improvements were
performed on the PAU instrument by the same company in order to improve its perfor-
mance. The flight model of the PAU is now seeking for a flight of opportunity.
5.4.2 Antenna
The design of the antenna was performed in two different phases. There were four main
specifications for the initial design which were: maximize the directivity to reduce the
footprint size in the radiometry case, maximize the antenna efficiency to maximize the
radiometric sensitivity, a maximum size of 37.5 cm x 37.5 cm taking into account the
ground-plane due to an area limitation on the satellite, and LHCP polarization since the
reflected signals are mainly LHCP polarized. The first antenna model proposed is shown
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in Fig. 5.21 which consists of a 2 x 2 antenna array on the center and four more patches
located on the outer part to increase the antenna directivity. Directivity is proportional
to the effective occupied by the antenna, so the larger the area, the larger the directivity.
Those antennas were designed using ROGERS4003C, and provided an antenna efficiency
of 0.71, which is not acceptable for the radiometric applications because its sensitivity is
highly degraded.
Figure 5.21: Simulation of the first PAU antenna iteration.
As a consequence, a critical design review was performed for the PAU engineering
model antenna and a new model was developed, using air as the dielectric material. The
size of the antenna patches became larger, and only a 2 x 2 antenna array could fit
on the space provided. A draft of the antenna design is shown in Fig. 5.22(a). The
patches were fed at linear polarizations (H- and V-Pol), and then combined using low-
loss microwave stripline 90◦ hybrids and the combining network shown in Fig. 5.22(b) to
create the LHCP polarization. Furthermore, note that the antenna patches are rotated
one against the other, so all the feeding points are found looking to the antenna center.
This was performed to improve the cross-polar rejection and the pattern symmetry. This
rotation adds a phase shift to the antenna electric fields that must be taken into account
in the combining network. Once the design was validated, AD Telecom manufactured the
antenna, its pattern was measured at the UPC anechoic chamber, and a summary it is
shown in Fig. 5.23. Therein, it is seen that the antenna is purely LHCP polarized with a
cross-polar rejection larger than 20 dB in the entire hemisphere, and between 30–40 dB
in the antenna beamwidth. This fact is clearly seen on the φ cuts of the co-polar pattern
shown on the same figure. The directivity of the designed antenna was 14 dB, a little bit
larger than the antennas from the UK-DMC and UK TDS-1 space missions.
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(a) (b)
Figure 5.22: (a) New model for the PAU antenna array, (b) Combining network.
5.4.3 GNSS-R Payload
The payload’s design had 4 different blocks. The first one is the radio, and it contained all
RF circuitry duplicated. The second one was the Digital Processing Unit (DPU), which
was made using totally space qualified components. The third one was a replica of the
DPU using COTS components, in order to test the behavior of those components under
space conditions. Finally, the last block was the power supply unit.
The payload’s block diagram and the engineering model front view are shown in
Fig. 5.24(a)–(b) respectively. The radio receiver acquires the direct signal with a sin-
gle patch antenna and the reflected one with the antenna array described in previous
section. It combines them using a 20 dB coupler to try to equalize the power received
from both channels. In other words, the direct signal is attenuated in order to have an
amplitude/power comparable to the reflected one. It also performs a superheterodyne
detection bringing the signal to IF and sending it to one of the DPUs. At the DPU the
signal is digitized and then two different working modes were used. The first one just
stored the digitized signal, which lasted for one second. The signal was initially sampled
at 16.386 MHz with 8 bits, but then it was internally down-sampled at one fourth of the
sampling frequency (4.096 MHz), with two bits for the I channel and two bits for the Q
channel. This led to raw binary data files of 2 MB/s to be post-processed on a computer
using the software processing approach presented on this chapter’s introduction. The
second one, which was an evolution of the first one. The latter performed near real-time
DDM computations using programmable coherent and incoherent integration times with
a Doppler step of 500 Hz in an open-loop mode. In other words, no tracking of the signal
was performed and correlations ranging from -15 kHz up to 15 kHz in Doppler and all the
delay lags were computed for all satellites. The correlations computed were circular cor-
relations using the FFT properties. A Virtex-4 Field Programmable Gate Array (FPGA)
was used to perform them. The instrument required 3.2 s to perform the correlations, so
its working mode was 1 s of data acquisition and 3.2 s of data processing. Consequently,
continuous measurements such as the ones performed by the UK TDS-1 payload could
not be done. However, this occurred because the PAU instrument was designed previously
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Figure 5.23: (a) Co-polar LHCP antenna pattern, (b) Cross-polar LHCP antenna pattern,
(c)–(f) 0◦, 45◦, 90◦, and 135◦, φ cuts on the co-polar antenna pattern respectively.
than the UK TDS-1 GNSS-R payload, and therefore using older and slower technology.
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The computed DDMs had an image format (RGB) which was based on 10 rows and 4096
columns corresponding to the delay lags. This resulted in an image of 120 kB for each
5 kHz of Doppler sweep. Therefore, six of those images were required to obtain a full
DDM for the entire Doppler range previously defined. However, since not all the data
was useful, the image that had the largest pixel value (maximum) and its two adjacent
images were joined and stored on the RAM to download, which resulted in an image file
of approximately 360 KB. The power supply unit was designed to satisfy the electrical
specifications of the MicroSAT-1 satellite. Figure 5.25 shows all the PAU flight model
blocks and how they are assembled using a back-panel.
(a) (b)
Figure 5.24: (a) PAU payload schematic (b) PAU EM model front view.
(a) (b)
(c) (d)
Figure 5.25: PAU payload parts and assembling: (a) Power Unit, (b) DPU COTS, (c)
DPU Spaceborne (d) RF.
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5.4.4 Payload’s Evolution
After the decision of postponing the launch of the MicroSAT-1 satellite was made, it was
proposed to improve PAU engineering model instrument processing algorithm in order to
reduce the time spent during the data processing stage. The main improvement consisted
of the addition of an external high-performance GPS receiver directly connected to a
power splitter on the direct signal antenna. In this way, the GPS receiver monitors
the satellites in view and its Doppler frequency for the direct signal. Hence, instead of
making correlations against all satellites, the PAU engineering model now has an external
controller that sends the FPGA the satellites in view. Code correlations only against those
satellites are now performed. Apart from that, it also provides the Doppler frequency
measured for the direct signal, so now the Doppler frequency is centered at the direct
signal one, and therefore DDMs measured are also centered at the direct’s signal Doppler
with again a window of 5 kHz. The central Doppler frequency and the two adjacent
DDMs are still computed, leading to images with the same exact format. Currently,
the number of satellites to correlate has been reduced by a factor of 3 approximately
and the Doppler window has been reduced a factor of two. With this modification the
instrument should speed up the processing part being 6 times faster, which is much closer
to a real-time processing instrument. So, the PAU evolved from an open-loop tracking
mode to a partially closed-loop tracking mode. An extra modification planned for the
future is to center also the delay correlation window in order to obtain the DDMs only
where the useful signal is present, which means that it will not be necessary to compute
code correlations for all delay lags. However, a tracking window must be kept to follow
the signal’s movement along the Delay-Doppler plane.
5.5 McGiver
The last instrument developed in this PhD Thesis is called McGiver and it is very similar
to the dual-polarization SMIGOL. This instrument was conceived to be located under
a forest to measure the GNSS signals that pass through the vegetation layer. The main
purpose of the instrument is to apply a GNSS-T technique similar to the one proposed
in [158], but using only a single GPS receiver placed at one location. With those spec-
ifications it is straightforward to think that a single polarization SMIGOL instrument
using a zenith-looking RHCP antenna, which is the polarization of the GNSS transmit-
ted signals could be used. However, a forest structure leads to different scattering and
attenuation processes. On one hand, penetrating through vegetation leads to attenuation
of the signal which occurs due to the leafs’ VWC, and to less extent due to branches.
On the other hand, the signal gets scattered on the trees’ trunks leading to a multiple
scattering process that can change the polarization of the signal. In order to measure the
amount of signal power that has been lost due to polarization change and not due to the
attenuation mechanism a LHCP channel is also used. So, the McGiver instrument is a
dual-channel instrument like the dual-polarization SMIGOL instrument with an antenna
that can acquire the two circular polarization states, which turns to be the one of the
LARGO antennas used. The back-end of the instrument are in this case the same GPS
receivers used on the dual-polarization SMIGOL as only signal power measurements are
needed. There is no need to look at the I/Q components of the signals, as any process
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changing them will be a very slow process, since the receiver is still, and the GNSS satel-
lites move very slowly. Consequently, any signal statistics is seen directly on the power
measurements of the back-end GPS receivers. Furthermore, the McGiver instrument must
be powered directly using electricity since it is under a forest with limited sunlight, a fact
simplifies the power system of the instrument. Therefore, it can acquire data continuously
without the need to stop to recharge batteries. Summarizing, the McGiver instrument
is a combination of the LARGO instrument (antenna and power supply system) and the
SMIGOL instrument (receiving chain and part of the firmware).
Figure 5.26 shows the antenna S-parameters where the matching frequency is high-
lighted. Figures 5.27 and 5.28 show the co-polar φ cuts of the antenna used on the
McGiver instrument for the two polarization states and their corresponding cross-polar
pattern. The antenna design is the same one that was explained in section 5.2.1 fed with
linear polarization and converted to circular polarization using the 90◦ hybrid described
in section 5.3.1, which broadens the antenna bandwidth.
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Figure 5.26: Antenna S-parameters where the RHCP component is connected to port 1
and the LHCP component to port 2.
Finally, Fig. 5.29 shows how the McGiver instrument final assembly looks like and its
location in the field campaign where it was deployed. The two outputs of the antenna are
connected to each of the receiver’s channels which can be seen on the same figure. The
instrument has four legs ending in a sharp cone in order to accommodate the instruments’
ground plane perfectly on a horizontal position with the help of a level.
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(a) (b)
(c) (d)
Figure 5.27: Co-polar (RHCP, blue) and Cross-polar (LHCP, red) McGiver RHCP antenna
pattern: (a) - (d) 0◦, 45◦, 90◦, and 135◦, φ cuts respectively.
5.6 Summary
This chapter has tried to provide a clear and concise description of the hardware instru-
ments developed and used in this PhD Thesis. The first instrument developed is the
dual-polarization SMIGOL instrument which was used in one part of the ground-based
GELOz field campaigns. It is an evolution of the single polarization SMIGOL instrument
developed by Nereida Rodriguez Alvarez during her entire PhD Thesis. The addition of
an extra polarization required some changes at the antenna, at the receiving chain, and
specially at the micro-controller, since it had to be changed. Furthermore, the power
supply system had to be redesigned for the new instrument’s specifications. The second
instrument developed is the LARGO with its two versions. The initial version was used
for the airborne part of the GELOz experiments, whereas the version that included the
calibration matrix was used in the Salamanca field experiment, and in the GRDC project.
As it has been shown, LARGO is a dual-channel receiver whose structure has been kept
as similar as possible to the dual-polarization SMIGOL, changing the antennas, the back-
end receivers (higher performance receivers were needed), and the system’s firmware.
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(a) (b)
(c) (d)
Figure 5.28: Co-polar (LHCP, red) and Cross-polar (RHCP, blue) McGiver LHCP antenna
pattern: (a) - (d) 0◦, 45◦, 90◦, and 135◦, φ cuts respectively.
(a) (b) (c)
Figure 5.29: McGiver instrument final appearance.
However, since the instrument was powered using batteries for the field campaigns, there
was no need for a specific autonomous power supply system. The third instrument in-
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volved in this PhD Thesis is the PAU payload. The author’s personal contribution to
that instrument has been more dedicated to the new antenna analysis, simulation, and
measurement. The author contributed to test the final assembly of the instrument in its
initial version, and the open-loop near real-time hardware processing version. Therefore,
for this instrument no direct hardware manufacturing was involved. The fourth instru-
ment involved in this PhD Thesis is the McGiver, which is designed specifically to measure
direct signals instead of the reflected ones. McGiver is a combination of the LARGO and
the dual-polarization SMIGOL, using the simplest designs from both of them in each
case.
In this chapter the antenna radiation patterns from all the antennas used are detailed
and described. They should be taken into account in the data analysis of the experimental
field campaigns that are shown in the subsequent chapters. There is another instrument
that has been manufactured and designed called DUO, which will be described in its own
chapter since its GNSS-R part is identical to the McGiver instrument, and it only changes
in the antenna used. However, some other features were added to the DUO which are
worth describing.
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Ground-based GNSS-R
experiments over land
T his chapter summarizes the ground-based GNSS-R experiments performed over landsurfaces with the goal of retrieving the soil moisture content of the surface under
observation. It starts presenting the dual-polarization SMIGOL experiments conducted
in Australia. This part contains the application of the theory described in Chapter 3. It
continues with a static ground-based scatterometry experiment conducted in Tarragona
using the DUO instrument, which is described in here too. Subsequently, a static ground-
based experiment conducted in Viladecans is described. Due to the presence of RFI
and the characteristics of the experiment no soil moisture time series could be retrieved.
Then, a dynamic ground-based experiment conducted during the GELOz field campaigns
is presented. The platform used produced multi-path which complicated the retrieval of
geophysical parameters. Having learned the lessons from those two latter field campaigns,
the GRDC project started which the goal of measuring near real-time soil moisture with
a LARGO mounted on a tractor.
135
Chapter 6. Ground-based GNSS-R experiments over land
6.1 Dual-polarization IPT in GELOz Experiments
The dual-polarization SMIGOL instrument was mounted on the test site (Yanco, New
South Wales, Australia, 34◦59’21.2”S 146◦17’26.5”E) on July 16, 2013. Figure 6.1 shows
the final installation, where the instrument is mounted on the top of the wooden mast.
Non-metallic tensors were used to protect the structure from the wind. A wooden fence
was also installed to protect the structure from the animals on the field. Non-metallic
materials were used in the entire structure to avoid undesired reflections. Near the test
site there was a soil moisture station from the OzNet soil moisture network [159] with a
SDI-12 soil moisture probe which measured the soil moisture content of the first 5 cm.
Another experiment for soil moisture retrieval was being conducted simultaneously which
used a new technology called the Cosmic Ray Probe (CRP) [160]. A comparison among
all the available data is presented at the end of this section.
Figure 6.1: Yanco test site with the dual-polarization SMIGOL instrument installed.
This field campaign allowed to develop two different algorithms to retrieve soil mois-
ture from the observed interference patterns. The first one is based on observing the
amplitude of the H-Pol interference patterns. As seen in Chapter 3, the H-Pol reflection
coefficient is larger than the V-Pol one, resulting in larger amplitude oscillations on the
H-Pol interference patterns. This fact increases the sensitivity to soil moisture changes
as compared to the V-Pol amplitude fringes. The second algorithm was derived to im-
prove the accuracy on the estimation of the Brewster angle position, because sometimes
the minimum amplitude point covers a wide range of angles. To do so, the phase differ-
ence between both interference patterns was measured. The 90◦ phase shift point can be
associated to the Brewster angle position.
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6.1.1 Soil Moisture Estimation from the H-Pol Interference Pat-
tern
From Chapter 3 the coherent IPT can be expressed as:
PR ∝ |Fn(θelev)|2 · |Ud0 |2 ·
∣∣∣1 + |rpq(θelev, εr)|ej(∆φ(θelev)+φrpq(θelev,εr))∣∣∣2. (6.1)
As shown in Chapter 3 from Eqn. (3.16), there are points in the interference pattern of
minimum and maximum amplitude. Minimum amplitude points occur when the phase
term is an odd multiple of pi or (2n + 1)pi = ∆φ(θelev) + φrpq(θelev, εr). Maximum
amplitude points occur when the phase term is an even multiple of pi or 2npi = ∆φ(θelev)+
φrpq(θelev, εr). So, the maximum (PRqmax) and minimum (PRqmin) power values are
obtained according to Eqns. (6.2)–(6.3), respectively.
PRqmax(θelev, εr) = |Fn(θelev)|2 · |Ud0 |2 ·
∣∣1 + |rpq(θelev, εr)|∣∣2, (6.2)
PRqmin(θelev, εr) = |Fn(θelev)|2 · |Ud0 |2 ·
∣∣1− |rpq(θelev, εr)|∣∣2. (6.3)
Provided that the instrument’s height is larger than three meters, the angular separation
between consecutive maxima and minima is smaller than one degree. Taking into account
that one degree angular variation in the absolute value of the reflection coefficient is
negligible, and that the observed surface is practically the same, the overall reflection
coefficient at q polarization as a function of the elevation angle (θelev) can be estimated
from the interference pattern using Eqn. (6.4):
|rˆq(θelev, εr)| ≈
√
PRqmax (θelev,εr)
PRqmin (θelev,εr)
− 1√
PRqmax (θelev,εr)
PRqmin (θelev,εr)
+ 1
. (6.4)
Equation (6.4) is an estimator of the reflection coefficient modulus, and therefore, it ranges
from 0 to 1. Furthermore, there is a strong link between Eqn. (6.4) and the Voltage
Standard Wave Ratio (VSWR) definition [154], since |Γ| = (VSWR− 1) / (VSWR + 1).
The VSWR in a microwave transmission line is the ratio between the maximum and the
minimum voltage (Vmax/Vmin). If the transmission line is perfectly matched (ended with
a matched load), there is no reflected wave and the VSWR value is 1, since Vmax=Vmin,
which is something that occurs at the θB position. However, if is not perfectly matched,
there is a reflected wave and the VSWR value is larger than one. A link between the IPT
and the VSWR concept can be directly obtained if the VWSR is defined as in Eqn. (6.5).
In the IPT, the observable is the power fluctuations of the incoming wave (direct signal)
due to a mismatch of the reflecting medium (reflected wave). This occurs because the
transmitting medium (air) is not perfectly matched (the soil layer is not a matched load
for the air). However, there is a difference between the VSWR and the IPT. While the
VSWR is a constant value for the whole transmission line, for the IPT it is not constant
as the reflectivity depends on the incidence angle and the soil dielectric properties. As the
GNSS satellites move, both parameters change, and therefore, the reflectivity is estimated
as a function of the incidence angle. Hence, it is necessary that the instrument is at a
certain height in order to see the maxima and minima points under the same soil and
angular conditions. From the reflectivity estimation it is straightforward to simulate
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different reflection coefficients for different εr and θelev and make an inversion using a
least-square algorithm.
V SWR =
√
10PRqmax (θelev,εr)/PRqmin (θelev,εr) (6.5)
6.1.1.1 System Limitations and SM Uncertainty Margins
Due to natural effects such as surface roughness, or induced effects such as quantization
in the receiver’s back-end (C/N0 values are normally rounded to their nearest integer),
there is an uncertainty in the estimation of the SM value. First of all, quantization er-
rors and noise lead to an uncertainty in the reflection coefficient amplitude estimation.
As seen in Chapter 5, the dual-polarization SMIGOL instrument measures the satellites’
C/N0. Since the noise level is nearly constant, the measurement of the C/N0 fluctua-
tions is equivalent to the measurement of the fluctuations of the received signal power.
Secondly, the C/N0 was quantized in the GPS receivers back-end used in steps of 1 dB.
In this quantization operation there is an intrinsic uncertainty of ± 0.5 dB (uniformly
distributed), which leads to an uncertainty in the estimated reflection coefficient. If the
reflection coefficient estimator is given by Eqn. (6.4), and considering the definition shown
in Eqn. (6.6), the uncertainty in the reflection coefficient estimation (∆|rˆq(θ, εr)|) is given
by Eqn. (6.8).
u(θ, εr) = 10b, (6.6)
where:
b = PRqmax(θ, εr)[dBau]− PRqmin(θ, εr)[dBau]10 , (6.7)
∆|rˆq(θ, εr)| = ln1010
√
u
(
√
u+ 1)2 . (6.8)
The uncertainty in the reflection coefficient estimation at H-Pol is translated into an un-
certainty in the εr estimation. At H-Pol, the dielectric constant uncertainty (∆|εˆrh(θ, εr)|)
is given by Eqn. (6.9). Then, using for instance Wang’s model [94] to relate the SM con-
tent and the dielectric constant, the uncertainty in the SM retrieval (∆SM) is given by
Eqn. (6.10).
∆|εˆrh(θ, εr)| = 4 ·
1 + |rˆq(θ, εr)|
(1− |rˆq(θ, εr)|)3
·∆|rˆq(θ, εr)|. (6.9)
∆SM = 1√
(17.36)2 − 4 · 63.12 · (1− |εˆrh(θ, SM)|)
·∆|εˆrh(θ, SM)|. (6.10)
Table 6.1 shows a summary of the uncertainty budget propagation at H-Pol due to quan-
tization. It covers the three steps; from the uncertainty in the estimation of the reflection
coefficient up to the SM uncertainty. Note that the larger the SM content, the larger
the reflection coefficient, and the larger the amplitude of the interference pattern. Con-
sequently, the lower the quantization uncertainty effect is on the reflection coefficient
estimation. Unlike the reflection coefficient estimation uncertainty, the uncertainty on εr
increases with increasing SM values. Despite the uncertainty on the reflection coefficient
decreases with increasing SM, the fact that the larger the SM, the larger the εr value
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compensates the decreasing factor of the uncertainty in the reflection coefficient estima-
tion. The same behavior observed in the εr occurs in the uncertainty of the SM. The
larger the uncertainty in the εr, the larger the uncertainty in the SM estimation.
Table 6.1: Uncertainty budget summary table due to quantization errors assuming ±0.5dB
at H-Pol.
Soil Moisture ∆|rˆq(θ, εr)| ∆|εˆrh (θ, εr)| ∆SM
0% 0.0190 0.2755 1.5%
10% 0.0160 0.4878 1.7%
20% 0.0122 1.0772 2.4%
30% 0.0010 1.8189 3.0%
40% 0.0087 2.5582 3.5%
For V-Pol, the uncertainty on the reflection coefficient due to quantization is also given
by Eqn. (6.8). As the interference pattern amplitude at V-Pol is lower than at H-Pol, the
uncertainty obtained will be larger. However, a final expression for the dielectric constant
inversion at V-Pol cannot be derived due to the amplitude ambiguity of the reflection
coefficient. This expression changes as a function of the Brewster angle position, which
is not known a priori. As seen in Tab. 6.1 the uncertainty in the soil moisture retrieval is
below 4%, which is the usual requirement for a soil moisture probe.
Another aspect in the error estimation is the goodness of the fit between the dielectric
constant model used and the real one. If the imaginary part is larger than the one
predicted by the model at the Brewster angle position, the reflection coefficient will have
a minimum amplitude point, but not as close to 0. This is seen on the V-Pol interference
pattern as a “notch” with a larger amplitude. This fact also affects the H-Pol interference
pattern just by a smaller amplitude uncertainty.
As seen in [21] the “notch” amplitude value as a SM content estimator with 1 dB
quantization can provide SM uncertainties larger than 20% [21]. This indicates that
H-Pol reflection coefficient estimations using amplitude observations seem to be more
accurate than the V-Pol ones.
6.1.1.2 Theoretical Simulations and Retrieval Algorithm
Interference patterns with and without quantization errors have been simulated to assess
the least-square algorithm performance. First, the IPTs simulated for H- and V-Pol are
shown in Figs. 6.2(a)–(b) respectively. It is worth highlighting that the amplitude of
the IPT envelope at H-Pol is larger than at V-Pol due to the difference in the reflection
coefficient amplitude. Also the presence of the Brewster angle is seen in Fig. 6.2(b) with
its position varying as a function of the SM.
By applying the algorithm described by Eqn. (6.4), an estimation of the reflection
coefficient at each polarization is obtained (Fig. 6.3). Note that the retrieval has started
at θelev = 5◦, as for lower elevation angles the dependence of the reflection coefficients on
SM is not large enough to get a valuable retrieval. Moreover, an elevation mask in the
dual-polarization SMIGOL back-end receivers avoids measuring the interference patterns
at lower elevation angles. Note that the estimated reflection coefficient oscillates due to
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Figure 6.2: Interference patterns simulated at (a) H-Pol, (b) V-Pol for different SM values.
the 1 dB quantization of the receivers. In Fig. 6.3(b) the position of θB is presented, as
well as the amplitude ambiguity. Differently, at H-Pol (Fig. 6.3(a)), the entire range of
elevation angles can be used for the retrieval.
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Figure 6.3: Reflection coefficients retrieved from the simulated interference patterns: (a) H-
Pol, (b) V-Pol, for different SM values. Its accuracy is analyzed in Table 6.3. The oscillation
seen on the estimated reflection coefficient curves is due to the 1 dB quantization of the
receivers.
From the estimated reflection coefficients, the SM at H-Pol can been inferred (Fig. 6.4),
showing the evolution of the estimated SM as a function of the elevation angle. Table
6.2 shows the estimated SM value using the Brewster angle position information. As
expected, V-Pol gives very precise information on the SM content. To characterize the
H-Pol information, a scatter plot representing the true SM values against the estimated
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ones is presented in Fig. 6.5, where a small bias in the mean values of the estimated SM
using H-Pol is observed.
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Figure 6.4: SM estimation at H-Pol for different SM values using the amplitude of the IPT
simulated taking into account quantization effects.
Table 6.2: Comparison between true SM and SM retrieval using the Brewster angle position.
True SM [%] Estimated SM [%] Error [%]
0 5.08 5.08
10 9.88 0.12
20 18.61 1.39
30 28.47 1.53
40 39.60 0.40
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Figure 6.5: Scatter plot of the true SM values (x-axis) against the estimated SM values
(y-axis). The 1:1 line added to facilitate the comparison.
141
Chapter 6. Ground-based GNSS-R experiments over land
So, the first algorithm proposed consists of the estimation of the reflection coefficient
as a function of the incidence angle from each interference pattern. Using simulated reflec-
tivities, a least-square algorithm can be applied to obtain point soil moisture information.
Figure 6.6 shows a summary of how the algorithm works.
Figure 6.6: H-Pol IPT soil moisture retrieval algorithm.
However, there are two aspects here that must be corrected. One is the small bias
seen on the H-Pol interference pattern retrieval, and the other one is the effect of surface
roughness. As previously seen in Chapter 3, surface roughness attenuates the coherent
reflectivity, which makes the oscillation amplitude of the interference patterns smaller.
This would result in a lower estimation of the reflection coefficient. However, as stated
in [21], the Brewster angle position is nearly insensitive to the surface roughness. So,
the second algorithm proposed is to apply the first algorithm to the H-Pol interference
pattern and compensate the mean value of the H-Pol retrieved soil moisture by the one
estimated using the Brewster angle position. Figure 6.7, shows how the two (H- and
V-Pol) interference patterns can be combined in order to compensate for the bias and
surface roughness. Figure 6.8 is the result of applying the proposed correction to Fig. 6.5.
In this case, since no roughness has been considered in the simulated interference pattern,
the bias that has been corrected is the one induced due to the quantization of the C/N0
values.
Figure 6.7: Combined H- and V-Pol IPT soil moisture retrieval algorithm.
In order to summarize the simulation analysis section and show the improvement of
the combination algorithm, the theoretical mean and the standard deviation values of
the simulated retrievals, in ideal case and with quantization, have been computed and
presented in Table 6.3. Therein, it is seen that when the soil moisture content is very small
(≤ 5%) the algorithm overestimates it, because the Brewster angle position provides an
optimistic soil moisture value (bias of 5%). This occurs because the minimum amplitude
point becomes an angular region due to the quantization, as seen in Fig. 6.3(b). However,
for larger soil moisture values the proposed combined algorithm the bias of the retrieval.
6.1.1.3 Experimental Data Analysis
Figure 6.9 shows two experimental interference patterns: (a) from satellite PRN 1 on July
16, 2013, and (b) from satellite PRN 23 on July 27, 2013. It is seen that the amplitude of
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Figure 6.8: Corrected soil moisture estimates using H- and V-Pol interference patterns.
Table 6.3: Statistics of the simulated retrievals at V-Pol and H-Pol.
SM [%] H-Pol H-Pol and V-Pol Combined
- ideal quantized ideal quantized
- mean [%] std [%] mean [%] std [%] mean [%] std [%] mean [%] std [%]
0 0.89 0.32 1.01 1.02 5.08 0.32 5.08 1.02
10 8.79 0.51 8.77 1.58 9.89 0.51 9.89 1.58
20 21.9 0.57 22.09 2.22 18.62 0.57 18.62 2.22
30 33.58 0.87 33.49 2.77 28.46 0.87 28.46 2.77
40 42.67 1.09 42.08 2.69 39.6 1.09 39.6 2.69
the H-Pol IPT is larger than that from the V-Pol due to the larger reflection coefficient
value. Note that both H- and V-Pol interference patterns are not aligned. This is due to
the effect of the two phase terms in the IPT, and it is related to the retrieval algorithm
proposed in the next section. One phase term is related to the different path length of
the direct and reflected signals, which is the same for both polarizations. The other term
comes from the reflection coefficient phase at each polarization, which is different, and so
it is the resulting phase of both interference patterns. The sensitivity to different surface
points as the satellite moves is also seen in the envelope of the interference pattern, since
its amplitude changes due to different elevation angles and SM conditions.
The absolute value of the reflection coefficient as a function of the elevation angle is
estimated for both polarization states using the previously described algorithms. From
the reflection coefficient estimation, the SM values are inferred for each satellite as a
function of the elevation angle. Figure 6.10 shows the estimated soil moisture from the
interference patterns pictured in Fig. 6.9, where the θB SM estimation is marked in red
and the blue marks are related to the H-Pol retrievals.
Several interference patterns retrieved between July 16, 2013, and July 31, 2013, were
analyzed and processed. The data between the SM value retrieved using the Brewster
angle information and the mean value of the different point SM estimates using H-Pol for
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(a) (b)
Figure 6.9: Real interference patterns retrieved, V-Pol (blue) and H-Pol (red): (a) PRN 1
of July 16, 2013, (b) PRN 23 of July 27, 2013.
each satellite in view is compared in Fig. 6.11. A good linear fit (R2=0.895 and RMSE=
2.2%) between both independent methods for estimating SM is found. This indicates
that surface roughness attenuation for the field experiment was negligible, and there is
no need to use the algorithm described in Fig. 6.7.
6.1.1.4 Comparison Against Ground-truth Data
The results obtained for the range of days between July 16, and July 31, 2013, were com-
pared with in-situ SM instruments and rainfall events in that period. Figure 6.12 shows
a summary of the entire ground-truth information retrieved during the field experiment
(Fig. 6.13). The bars represent the rain events (in [mm/day]) from the closest information
stations available: in blue the Yanco Agricultural Institute (YI) and in red the Narran-
dera Airport (NA) (see Fig. 6.13). Rainfall information at those points is either collected
with the traditional “Manual Rain Gauge”, which is a manual measurement of the total
amount of rain, or with the “Tipping Bucket Rain Gauge”, which is an automatic mea-
surement of the total amount of rain. The SM measurements shown in Fig. 6.12 have been
obtained with two different instruments: the CRP and a SDI-12 SM probe [161]. The
CRP probe counts the number of neutrons emitted spontaneously by the soil to measure
an area-average SM. The penetration depth of the CRP probe ranges between 10–25
cm, being lower for high SM values, and vice versa. The data shown from the CRP is
a 12-hour average of the 30 min time series data measured. The YB7 SM measurement
station contains a SDI-12 SM probe, which provides point measurements of the top 5-cm
volumetric soil moisture content. The dual-polarization SMIGOL instrument falls in the
coverage area of the CRP sensor (200 m diameter) whereas the SDI-12 probe available is
700 meters away from the instrument’s location.
The soil moisture data from the dual-polarization SMIGOL instrument presented in
Fig. 6.13 are the average of at least 5 interference patterns obtained per day. The esti-
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Figure 6.10: SM retrieved (a) from PRN1 on July 16, 2013, and (b) from PRN 23 July
27, 2013. Red diamonds correspond to the Brewster angle SM estimation. Blue asterisks
correspond to the H-Pol amplitude estimations of SM.
mated soil moisture values using either the mean value of the H-Pol information or the
Brewster angle information are in between the data retrieved from both SM sensors. This
agrees with the principles of the technique, being the penetration depth of the GNSS-R
instrument between 7–15 cm depending on the SM conditions. Since the penetration
depth of the dual-polarization SMIGOL is larger than the SDI-12 and lower than the
CRP sensor, it is expected to obtain SM values in between both sensors. It is also seen
that after a rain event, SM increases and then it starts a decreasing trend which is seen
by all the instruments installed. Note that, as Fig. 6.11 showed, it was not necessary to
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Figure 6.11: Comparison between retrieved SM using the mean value of the H-Pol samples
(x-axis) and the SM retrieved using the Brewster angle information (y-axis); R2=0.895 and
a RMSE=2.2%.
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Figure 6.12: Summary of the results obtained from the field campaign. Bars represent the
rainfall events in mm/day. The blue bar shows the information of rain events from the Yanco
Agricultural Institute (YI). The red bar shows the information from the Narrandera Airport
(NA). The blue line shows the information from the Cosmos SM sensor (CRP, Cosmos). The
red line shows the information of the YB7 SM probe. Green dots correspond to the mean SM
value obtained from the H-Pol measurements. Red dots correspond to the mean SM value
obtained from Brewster angle information.
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Figure 6.13: Description of the dual-polarization SMIGOL field test site locating the
ground-truth sensors.
use the combination algorithm, and correct the H-Pol estimations using V-Pol Brewster
angle retrievals. Therefore, the two IPT soil moisture retrievals shown in Fig. 6.12 are
independent.
6.1.2 Soil Moisture Estimation from the Phase Difference be-
tween H-Pol and V-Pol Interference Patterns
Eqn. (3.16) shows that the interference pattern has two different phase terms, one corre-
sponding to the extra path covered by the reflected ray, and the other one corresponding
to the reflection coefficient phase. In Chapter 3 it was shown that the phase of the H-
Pol reflection coefficient is always negative and 180◦. However, the phase of the V-Pol
reflection coefficient changes as a function of the incidence angle and SM conditions. Fig-
ure 6.14 shows the reflection coefficient squared (reflectivity) and the reflection coefficient
phase as a function of soil moisture using a 3-layer reflection model. Figure 6.15 shows
two simulated interference patterns for two different soil moisture values for an antenna
height of 3.6 m, which is very close to the actual one installed in the Yanco region. Com-
paring the blue dashed lines (H-Pol) with the green lines (V-Pol), it is seen that, for low
elevation angles (θelev < θB), the H- and V-Pol interference patterns are in phase, whereas
for larger elevation angles (θelev > θB) they are in counter phase. This is better seen just
by comparing the position of the maxima and the minima points, because they are first
coincident (θelev < θB), whereas for θelev > θB local maxima at H-Pol are coincident with
local minima at V-Pol, and vice versa. This trend is observed in both figures changing
the θelev range when they are in phase or in counter phase due to the change in the θB
147
Chapter 6. Ground-based GNSS-R experiments over land
position, which is directly related to a SM change.
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Figure 6.14: (a) Reflectivity at H-Pol (blue dashed) and V-Pol (green) as a function of soil
moisture, (b) H- and V-Pol reflection coefficient phase.
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Figure 6.15: (a)–(b) H- and V-Pol simulated interference patterns for a soil moisture
content of 10% and 30% respectively for a 3.6 m antenna height.
6.1.2.1 Methodology and Retrieval Algorithm
To measure the phase difference between the H- and V-Pol interference patterns, the
whole phase evolution of each interference pattern must be retrieved separately. To do
so, the first step is to retrieve the position of maxima and minima points. The phase
difference between consecutive relative maxima and minima is 180◦. The first relative
maximum or minimum for each interference pattern is taken as a reference and from
there, the entire phase of the interference pattern is inferred. Considering that the phase
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evolution between consecutive maxima and minima follows a quasi-linear phase variation,
the entire interference pattern phase is retrieved with 2pi phase jumps. After that, the
phase must be unwrapped to obtain the phase evolution. After phase unwrapping, the
phase difference between H- and V-Pol is directly the difference between the phase of
the reflection coefficients at each elevation angle. Figure 6.16 shows the phase difference
between the H- and V-Pol interference patterns from Fig. 6.15 as a function of θelev.
A ripple in the phase retrieved curve occurs for θelev > θB due to the uncertainty in
the determination of the maxima and minima positions. However, the key point is the
identification of the 90◦ phase difference, which corresponds to position of θB . This
algorithm is summarized in Fig. 6.17. A sensitivity analysis has been performed based on a
series of simulations varying the surface roughness and SM conditions. The precision of the
technique at the 90◦ phase shift is 2.5%, which is comparable to calibrated conventional
SM probes.
10 15 20 25 30 35
0
20
40
60
80
100
120
140
160
180
Phase shift of V−Pol and H−Pol IPT
Elevation angle [deg]
Ph
as
e 
di
ffe
re
nc
e 
[de
g]
Figure 6.16: Phase difference of the interference patterns simulated at H- and V-Pol for
two different SM values: 10% (blue), 30% (red).
Figure 6.17: Phase difference retrieval algorithm summary.
6.1.2.2 Analysis of Experimental Data
Data from the GELOz field experiment described in the previous section has been used
to test the proposed algorithm. Two different datasets are shown in Fig. 6.18. As seen
in Fig. 6.18(a), sometimes the identification of the θB by looking to the notch is not so
straightforward when the frequency of the oscillations is not high enough, or what is the
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same, when there is a height limitation; since the lower the height, the lower the frequency
of the oscillations. Conversely, the 90◦ phase difference position is clearly identified and
it corresponds to the θB value (23◦). The same effect occurs in Fig. 6.18(b), but now
the amplitude of the oscillations at V-Pol are nearly the same for θelev in the range of
10◦–17◦. Using the phase difference observable, the θB position can be precisely detected
(18◦). Note that SM is not necessarily constant in the whole field and the phase difference
curves do not have to follow exactly the sharp shape shown in Fig. 6.16. The 90◦ phase
shift is a precise proxy of θB .
(a) (b)
Figure 6.18: IPT at V-Pol (red), H-Pol (blue) and phase difference (green) between them.
(a) PRN 1 on July 16, 2013 (b) PRN 23 on July 31, 2013.
Finally, Fig. 6.19 compares the data series of the mean SM values retrieved using
the phase retrieval algorithm with the Brewster angle position algorithm, with external
ground-truth SM data, and with the rainfall events during the period under analysis
from the two closest meteorological stations. During that period there was only one
significant rain event on July 19, 2013. As it can be observed, the SM retrieved from the
phase algorithm is more constant than the one retrieved with θB , following better the soil
moisture variations measured by the ground-truth instrumentation. The SM retrieved is
generally in between the SDI-12 SM probe and the CRP. This occurs again due to the
different penetration depth and ground resolution of all instruments.
6.2 Soil Moisture Estimation from Ground-based Static
Scatterometry Using Linear Polarization
After testing the dual-polarization IPT it was decided to move the soil moisture retrieval
research to scatterometric techniques, which could overcome the problem of having a
limited spatial coverage. However, prior to attempting a dynamic application it was
decided to test the scatterometric technique under controlled static conditions. The first
experiment under those conditions was performed in Tarragona, using linear polarization.
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Figure 6.19: Summary figure comparing with ground-truth retrievals. The blue and red
bars represent rainfalls. The blue line represents the data from the CRP. The red line shows
the data from the SDI-12 SM probe. The green dots represent the mean SM retrieved from
phase measurements. The red dots represent the mean SM retrieved from Brewster angle
position.
6.2.1 The Tarragona Field Campaign
A field campaign was conducted at La Pobla de Mafumet, Tarragona, Spain, from August
2012 until February 2015 (see Fig. 6.20). The field was covered by hazelnut trees, and
a particular location that had one part free of vegetation was used to install the DUO
instrument, which is described in next section. Hazels are a deciduous type of tree, and
therefore, winter was the best season to test the algorithms in order to minimize the effect
of trees. The DUO instrument was mounted on a 6 m metallic tower, and a parabolic
reflector with 1.5 m diameter dish was used as the antenna. This high directivity antenna
should mitigate any type of multi-path coming from the trees. Figure 6.21 shows the
DUO installation with the metallic tower, the big parabolic reflector and a step-motor
(model BIG-RAS [162]) to move the parabolic reflector towards the direct and reflected
signals, which is sketched in Fig. 6.22. In Fig. 6.21 there is also a white box coming out of
the metallic tower and it corresponds to the first dual-polarization SMIGOL instrument
tested.
The Tarragona field campaign was performed in two steps. In the first one a Matlab
program installed on a computer prepared for harsh environments was used to move the
step-motor and gather the signal power of the satellite under observation at two different
polarization states (H- and V-Pol). The feeder of the parabolic reflector was made using
the same antenna design of the dual-polarization SMIGOL. This system had three main
issues:
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Figure 6.20: Tarragona field campaign location.
Figure 6.21: DUO instrument installation.
1. Matlab is not prepared to work with I/O data which resulted in a 90% loss of data
and a lot of system errors under the Windows environment.
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(a) (b)
Figure 6.22: (a) DUO looking to the direct signal (b) DUO looking to the reflected signal.
2. The motor controller provided by the manufacturer was used to move the step-
motor, but, surprisingly, it was not working properly and some steps were lost.
Hence, after a while, the antenna was not pointing to the appropriate direction
and satellites were out of the antenna beamwidth due to its high directivity. This
resulted in a lot of discarded data.
3. There were three different thefts during the entire campaign including the copper
of the power lines which compromised even more the experiment.
During 2014, a critical design review of the entire instrumentation was performed in
order to overcome those problems. In order to solve for the first issue a McGiver-like
instrument was used as the back-end receiver and data acquisition system. Simple GPS
receivers were used as back-end because, due to the static conditions, the reflected power
would seem locally coherent, and the measured SNR corresponds to the SNRcc. An extra
Arduino was added to control and give the commands to the step-motor controller. So,
a PC running Matlab was replaced by a McGiver-like instrument and an Arduino with
a GPS connected to it. To solve for the second issue, the step-motor controller was
redesigned from its basis and its entire description can be found in [163]. In the final
assembly, the mechanical relays were changed by custom-made electronic relays, which
used CMOS technology, because after 3 weeks of continuous operation, the mechanical
relays tended to get stuck. The third issue was solved by making more difficult the access
to the instrumentation. That was achieved by fitting the entire instrumentation in a IP-
68 plastic box, as shown in Fig. 6.23. In Fig. 6.23 all external connectors, the electronic
relays, part of the custom-made motor controller, and the power supply system can be
easily identified. This box was placed behind the parabolic reflector. Also a wireless
transmitter was added to the system in order to avoid opening the instrument every-time
data had to be collected. Furthermore, data were also stored in an internal SD-card for
back-up purposes. The final assembly of the instrumentation can be seen in Fig. 6.24,
and it is the one detailed in the next section.
6.2.2 The DUO Instrument
The core of the instrument is found in the Arduino added to control the step-motor, as the
back-end used was a McGiver-like instrument using the simple back-end GPS receivers
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(a) (b)
Figure 6.23: Compact version of the DUO instrument. (a) DUO external connectors (b)
DUO internal hardware.
Figure 6.24: DUO final assembly.
of the dual-polarization SMIGOL instrument. Only, one extra feature was added to this
McGiver-like instrument which was monitoring the output the motor controller, which
was indicating when the instrument was either in calibration mode, or moving, or pointing
towards the direct signal, or pointing towards the reflected signal, apart from the satellite
ID being monitored at each time. The operational mode of the system was quite simple.
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The first step was to calibrate the position of the parabolic reflector in order to start
pointing to the North. Then, the satellite with the highest C/N0 and with an elevation
range between 30◦–85◦ was selected. The lowest limit was selected to avoid multi-path
from ground/trees due to looking at too slant angles. The largest one to avoid multi-
path from the tower when looking to the reflected signals. Subsequently, the antenna
pointed directly to the selected satellite and measured the C/N0 for 1 minute. Then, it
moved to the specular reflection point and monitored the same parameter for 5 minutes,
re-positioning the pointing direction in case the azimuth or elevation parameters of the
satellite had changed. Once the reflected signal was measured the direct signal was
monitored again, and a loop of 1 min–5 mins started until the satellite was out of the
elevation range selected. At this point the system calibrated the motor position again
and started the same loop looking to the satellite with the highest C/N0 in the elevation
range conditions selected. Figure 6.25 shows a summary of the DUO operational mode.
The McGiver-type receiver was acting all the time as a passive receiver gathering the data
from all the system peripherals (V- and H-Pol, and motor controller), storing them on an
auxiliary SD card, and transmitting them via the wireless transmission module.
Figure 6.25: DUO operational mode.
It is worth to mention that to have this system fully operational required an uncount-
able number of hours of test prior to the final installation. A full-test of the instrumen-
tation was performed during more than 3-months at the UPC D3 building roof. It was
there when the failure of the mechanical relays was found after 3 weeks of continuous
operation. Therefore, they were replaced by the custom-made electronic relays and the
instrument worked continuously during 1 month and a half. Consequently, after having
passed successfully all tests it was installed on the field. Disappointingly, 16 hours after
the instrument was installed there was a mechanical failure on the motor elevation rotor,
which could not be repaired successfully. However, those 16 hours of data were processed
obtaining successful soil moisture retrievals.
6.2.3 Data Analysis and Direct Signal Leakage Cancellation
Figures 6.26(a)–(c) show all the data gathered during the field campaign prior to the
mechanical failure. Therein, the H-Pol is represented in blue whereas the V-Pol is repre-
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sented in red. The peaks on the signals correspond to the antenna pointing to the direct
signal, whereas the valleys correspond to the antenna looking to the reflected signal. In
green the elevation angle of the satellite under observation is shown which summarizes
the operation mode of the DUO. Those data correspond to the end of December 29, 2014,
and the beginning of December 30, 2014.
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Figure 6.26: DUO raw data, H-Pol (blue), V-Pol (red): (a) First 6 hours, (b) Second 6
hours, (c) 4 hours until mechanical failure, (d) zoom of (a).
In Fig. 6.26(d) a zoomed version of Fig. 6.26(a) is presented, emphasizing some type
of multi-path. However, it is not multi-path and it corresponds to a leakage of the direct
signal picked directly from feeder antenna. It was possible to determine that it was
the direct signal because the periodicity corresponds to a height of 5.6 meters, which
is approximately the vertical distance between the feeder and the ground surface when
looking to the reflected signals. However, this leakage can be estimated and mitigated by
processing the maximum and the minimum of an oscillation. Therefore:
PRmax ∝ |E0|2 (1 + β)2 , PRmin ∝ |E0|2 (1− β)2 , Prefl =
PRmax
(1 + β)2
= PRmin
(1− β)2 , (6.11)
and the reflected signal power (Prefl) free of direct signal contamination is obtained.
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Note that this effect is more remarkable at V- than at H-Pol, because V-Pol has a lower
reflection coefficient, and therefore, less reflected power, which is more prone to be con-
taminated by the same amount of direct signal power leaked.
6.2.4 Retrieved Soil Moisture Maps
Data shown in previous section was processed in order to obtain the terrain’s reflectivity at
each polarization. The reflectivity was obtained by dividing direct and reflected measured
SNRs. Once the reflectivity was estimated it was compared against simulated ones,
considering 1 cm rms roughness of the soil, for different soil moisture conditions. The
estimated soil moisture maps are shown in Fig. 6.27. The ground resolution corresponds
to the First Fresnel zone projected on ground. Therein, it is observed that Fig. 6.27(a)
and (c) contain overlapped areas, and in the absence of any irrigation or rain event, they
estimate the same values for the same region. On the wetter area of those figures the soil
moisture probe shown in Fig. 6.27(d) was installed, and estimated a moisture content of
0.15 m3m−3 for that period of time, while the DUO estimated a soil moisture content of
0.13 m3m−3. The soil moisture patches observed are due to the drop-by-drop irrigation
system seen on the field, which creates soil moisture differences in the entire field.
6.3 Soil Moisture Estimation from Ground-based Static
Scatterometry Using Circular Polarization
The next step was the retrieval of soil moisture using circular polarization which would
be the preferable polarization state for a dynamic scenario. Furthermore, a ground-based
experiment in similar conditions to the one performed in Tarragona, but using circular
polarization antennas, would provide a full-characterization of the reflected signals over
land at any polarization state. With those two goals in mind a field experiment in
Viladecans was designed in collaboration with the UPC civil engineering department.
6.3.1 The Viladecans Field Campaign
The Viladecans field experiment was conducted very close to the Barcelona airport, at
the Agro´polis facilities of UPC. The main goal of the field experiment was to relate the
formation of soil cracks to soil moisture. In order to avoid touching the soil, GNSS-R
scatterometry was proposed as the remote sensing technique. Microwave radiometry
was considered, but due to the airport proximity it was discarded due to the presence
of RFI. The GNSS-R part of the experiment consisted of measuring the reflectivity of a
3 m x 3 m x 0.5 m soil sample that was lifted 1 m from the mean ground level. Figure 6.28
shows a summary of the entire experiment where in black it appears the container that was
filled with the soil sample. The two inclined antennas on the top part are the hexagonal
shape arrays used to gather direct (RHCP) and reflected (LHCP) signals. They were
mounted on a fixed structure always looking South, since in the Northern hemisphere it
is where more satellites can be found. Figure 6.28(b) shows the geometrical configuration
of the experiment. The antennas were placed at the appropriate height that ensured
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Figure 6.27: Soil moisture maps: (a)–(c) First, second, and third 6 hours period, (d) Soil
moisture probe EC-5 from Decagon Devices [164].
that the black container was inside the antenna beamwidth. Also, the inclination of the
antennas was computed to mitigate any multi-path coming from the structure. This led
to an inclination of 30◦ with respect to the horizontal plane. The black container was
mounted on a set of scales that were measuring the soil sample weight continuously, from
which the weight loss due to water evaporation could be measured. Different soil moisture
probes at different depths as well as other sensors to measure porosity, temperature, and
soil suction were placed inside the container.
The back-end receiver was identical to the one used in the Tarragona field campaign
(McGiver-type), but in this case one channel was measuring the direct signals and the
other one the reflected signals. The instrument was connected to the electrical network,
so there was no need for solar panels. Also no wireless communication was installed since
the instrument was much more accessible than in the Tarragona field experiment. Data
was stored in different files, each of them containing 12 hours of measurements, which
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(a) (b)
Figure 6.28: Viladecans field experiment overview: (a) field and instrumentation, (b) geo-
metrical configuration.
were later processed on a computer.
6.3.2 Data Analysis and Problems Faced
The campaign was divided in different steps from December 2014 until May 2015. The
first step was an initial calibration of the test site. To do so, the black container was
covered by an aluminum mosquito net as depicted in Fig. 6.29. Direct and reflected
signals were gathered for two weeks, and it was when the first problems came out. First,
the satellite passes were recorded for one day, to check the amount of reflected signals
on the surface under observation. Figure 6.30 shows the sky projection of the satellites
together with the black container projection (red closed curve). A lot of reflection points
were located on the container region. A specific software tool was developed to process
the data from this field campaign which is shown in Fig. 6.31. The software showed
direct (green) and reflected (orange) signals as a function of time, elevation, and azimuth
in three different plots. It also had the possibility to filter the data in order to see only
those points whose first Fresnel zone was entirely on the soil sample region. In Fig. 6.31 it
is seen that both direct and reflected signals have very similar power due to the reflection
over a metallic surface. Furthermore, they followed the shape of the antenna pattern.
However, for some satellites a coherent fading event was observed, as it can be seen in
Fig. 6.32. A critical analysis was performed because the fading looked like a multi-path
contamination, but nothing in the surrounding area could be producing it. Furthermore,
the directivity of the antennas would be mitigating that effect. The antennas were mea-
sured again in the anechoic chamber to check that there was no problem in the radiation
patterns that could be causing that fading. Moreover, this fading was only occurring for
certain satellites. Eventually, it was associated to irregularities in the metallic network
that would be mitigated during the experimental work, and the solution was to filter out
that data and use only data without fading for calibration purposes, like the one depicted
in Fig. 6.31. Another problem related to RFI was observed during the field campaign
which is described at the end of this section.
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Figure 6.29: Viladecans field experiment: Initial calibration.
Figure 6.30: Satellite Sky map for one day of the field campaign.
The second step of this field experiment was to pour the soil sample on the black
container and start processing real data measurements. The soil sample was poured very
wet, but due to water evaporation it was becoming drier and drier, until the first soil
cracks started. As it was becoming drier, the soil cracks started to separate, until their
aperture was close to 5 cm and its depth larger than 30 cm (Fig. 6.33). Data retrieved
during that period was processed, and a sample of it is shown in Fig. 6.34, when the soil
was still moist and very few soil cracks were present. It is possible to see that, taking
into account the calibration data, reflectivity was around -5 dB which corresponds to a
SM content of 0.3 m3m−3 assuming a perfectly flat surface, which matched with data
from the soil moisture probes on the experiments. However, not all the retrieved data
was valid, and some unexplained fading events were observed, avoiding the development
and validation of an automatic retrieval algorithm for the entire dataset. Subsequent
activities were addressed to determine the origin of those problems.
A detailed study to determine the cause of some fading events was performed con-
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Figure 6.31: Software to process the Viladecans field experiment during the calibration
stage.
Figure 6.32: Coherent fading observed when satellites were at 52◦ elevation angle.
Figure 6.33: Soil sample in April 2015.
sidering six different aspects: multi-path, Fresnel zones, near-field radiation, hardware,
diffraction effects, and soil cracks. A review of those points is subsequently presented,
and further information can be found in [165].
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Figure 6.34: Real data example on February 14th 2015.
1. The multi-path contribution was discarded because there was no periodicity, and
the angle where the fading appeared belonged to the antenna beamwidth, and any
contribution from outside it would be mitigated by the antenna pattern itself.
2. Simulations considering more Fresnel zones than the first one were performed, just in
case the larger order zones would not cancel out leaving only radiation contributing
from the first one. Simulations indicate that outer zones were canceling among
them.
3. As the antenna could be considered large due to the high directivity, it was possi-
ble that far field approximations used would not work. A smaller antenna which
accomplished the far field approximation conditions was also tested during one day,
facing also other slow and fast fading issues, which could not determine if this was
exactly the issue. However, this would not solve the problem because using smaller
antennas results in some leakage from the direct signal.
4. The hardware was entirely tested at the laboratory without any problem found, so
that reason could be discarded.
5. The size of the field experiment was large enough as compared to the wavelength
and the First Fresnel zone, so diffraction effects under those conditions should be
minimal. However, in order to experimentally check if that was the problem, the re-
flected signals for a surface not elevated from the terrain level should be measured.
Disappointingly, this was not possible in that campaign. A solution which con-
sisted of moving the antenna was proposed, but it could damage some experiment’s
conditions and therefore it was not followed.
6. Due to its depth and size (λ/4) they could affect the scattering properties of the
terrain and be seen as an effective surface roughness. However, this would not
explain the fading seen at exactly 52◦ and not at other incidence angles, and in
particular its unexplained azimuth dependence.
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After discarding the multi-path, the near/far-field contributions, and the hardware,
the other problems required a change in the geometrical configuration which was impos-
sible due to the field campaign conditions. Further research was conducted to find and
solve the problems faced in that field campaign without success.
Finally, during the entire campaign, there was a RFI problem that was attenuating
the direct signal more than 20 dB, invalidating the data for some days between 0 AM
and 7 AM. This RFI was observed during several days without any explanation. Later
research conducted showed that there were transmissions at a frequency band where it
is forbidden to transmit. Figure 6.35 summarizes the RFI issues for both the direct and
reflected channels. In red it is seen when some kind of RFI was affecting each of the
channels.
6.4 Soil Moisture Estimation from Ground-based Dy-
namic Scatterometry Using Circular Polarization
Even though the Viladecans field experiment has been described previously, the chrono-
logical order of the field experiments using circular polarization was different. First the
dynamic ground-based GELOz field experiment was performed. After observing several
multi-path contributions from the platform, it was decided to perform an static field
experiment which was the one performed in Viladecans. Therein, the geometry of ob-
servation and the antennas were changed, inclining the antennas 30◦ with respect to the
horizontal plane and enlarging their directivity to mitigate the multi-path. After that
field experiment, the GRDC project started which was a dynamic field experiment using
the geometry of observation from the Viladecans field experiment, but avoiding a soil
sample elevated from the terrain level.
6.4.1 GELOz
This was the first field experiment conducted using circular polarization. The first version
of the LARGO instrument was mounted on a buggy as shown in Fig. 6.36. The initial
data gathered showed some multi-path contamination of the reflected signals. However,
as it was a collaboration project the data processing and analysis of the data retrieved
from the buggy was conducted by a research team at the Monash University. Therefore,
here there are no more developments shown than a reflectivity map obtained in one of
the field trials (Fig. 6.37)
6.4.2 GRDC
This is the result of the combination between the GELOz ground-based dynamic field
experiment and the Viladecans static field experiment, trying to overcome the problems
faced in both field campaigns. The final goal of this project was to estimate soil moisture
in real time, because the algorithms that could be used are not high-resource consuming
and can be executed on a simple computer in real-time. For this project a LARGO instru-
ment which included the calibration matrix was manufactured. Specific antennas were
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(a)
(b)
Figure 6.35: (a) Direct signal (RHCP) RFI, (b) Reflected signal (LHCP) RFI.
also designed which are shown in Chapter 5 section 5.3.1. Figure 6.38 shows the geomet-
rical configuration adopted for that field campaign. Initial calibration of the instrument
was performed at UPC premises observing that the reflectivity measured against a per-
fectly metallic reflector was 0 dB, while it was -7 dB when the reflection surface was a
ceramic soil. The experimental back-to-front ratio of the antenna was larger than 35 dB
within the beamwidth. The cross-polar measurements of the antenna pattern at the ane-
choic chamber coincided with the ones experimentally measured pointing the reflected
antenna to the direct signals. A summary of the preliminary calibration is shown in
Fig. 6.39 together with the aspect of the real-time software developed for this particular
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Figure 6.36: LARGO mounted on the buggy.
Figure 6.37: Reflectivity Map from one of the buggy experiments.
field campaign.
For this specific field campaign the data processing must be performed more care-
fully. Initially the satellites in view must be filtered by the antenna pattern, and only
use those present on the antenna beamwidth. Due to the geometrical configuration and
its large reflectivity, normally only one satellite fell into the beamwidth. To filter the
data, the platform direction of movement must be known, and in the LARGO instrument
this information comes from the RMC NMEA data packet obtained from the up-looking
high performance GPS back-end receiver. After data filtering, the reflectivity can be
estimated. A secondary correction of the antenna pattern described in Chapter 8 is also
applied to take into account the different antenna gain seen by the direct and reflected sig-
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(a) (b)
Figure 6.38: LARGO mounted on the tractor for the GRDC project. (a) FOV, (b) geo-
metrical configuration of the system.
nals, respectively. This correction is on the order of 1 dB which should not affect severely
the performance of the retrieval algorithm. Again, the proposed retrieval algorithm is
based on a least-square algorithm between simulated and experimentally measured data.
Figure 6.40 shows one of the reflectivity maps resulting from the three field campaigns
performed. No performance of the retrieval algorithm is shown as the data is being pro-
cessed by the Monash University team at the time of writing this PhD Thesis dissertation.
Due to the same reason, no more reflectivity maps are shown.
6.5 Summary and Conclusions
This Chapter has presented all the ground-based field experiments over land conducted
in this PhD Thesis. Some of them were successful, but some of them showed some issues
that should be taken into account in the future. Firstly, the experiments performed using
the dual-polarization SMIGOL in Australia are shown, aiming at proving the theoretical
developments shown in Chapter 3. One conclusion from the dual-polarization SMIGOL
field experiment is that IPT H-Pol amplitude measurements are useful for soil moisture
retrievals achieving results similar to the Brewster angle ones. However, surface roughness
can be an issue to take into account and an algorithm combining V- and H-Pol soil
moisture estimations is derived in this Chapter. An algorithm based on detecting the
90◦ phase difference between H- and V-Pol interference patterns to improve the Brewster
angle position determination is presented, in order improve the accuracy of soil moisture
estimations. All the algorithms and experiments presented here are new contributions
from this PhD Thesis dissertation. Retrieved soil moisture data have been compared
against in-situ soil moisture data obtained from different sources with highly positive
results, a fact that validates the part of theoretical developments presented in this PhD
Thesis dissertation.
Subsequently, all ground-based scatterometric experiments conducted have been de-
scribed and presented. The first scatterometric experiment presented is the one performed
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Figure 6.39: LARGO preliminary experimental tests and real-time software.
in Tarragona. It was based on a dual-linear polarization antenna, and the acquisition of
direct and reflected signals at both H- and V-Pol. From those data the surface reflec-
tivity is estimated at both polarizations, and a least-square algorithm comparing them
to simulated reflectivity at each polarization is used to retrieve the soil moisture values.
Retrieved soil moisture values are compared against in-situ ones, which are measured with
a soil moisture probe collocated on the field, obtaining similar results. Disappointingly,
the elevation motor of the DUO suffered a mechanical failure, preventing the analysis of
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Figure 6.40: Preliminary reflectivity map from the GRDC experiments on July 11, 2015.
longer time series.
The second scatterometric experiment presented is the one performed in Viladecans.
Even though it seemed an ideal experiment that combined with the Tarragona one would
help to characterize ground-based reflections for soil moisture retrieval at any polarization,
there were several issues involved in that experiment that prevented its success. Some
soil moisture estimated values were in agreement with soil moisture measured in-situ.
However, long data series could not be used due to several unexpected problems. Some
of their possible sources were discarded, but there are still some points that need to be
further explored such as the effect of soil cracks on the scattered signals, diffraction effects,
and near/far field regimes. Last but not least, there was an important issue related to
the presence of RFI at L1-band, where it is strictly forbidden to emit any kind of EM
radiation. This corrupted a lot of data and it is a point under further research at the
time of writing this PhD Thesis dissertation. RFI can degrade some measurements and
even corrupt them, which is something that was not previously considered in cGNSS-R,
since the spreading codes should provide an extra rejection of it.
Finally, two ground-based dynamic experiments are presented. One was the GELOz
experiment, which was developed to determine the performance of cGNSS-R for soil mois-
ture estimations using circular polarization instead of linear. Multi-path contamination
from the platform used (buggy) was detected indicating that a different antenna configu-
ration should be used, and triggered the field campaign performed in Viladecans. Finally,
the GRDC experiment is presented with the goal of measuring soil moisture in real-time.
For that field experiment a new specific version of the LARGO instrument was designed
and manufactured, together with two high-directivity antennas (direct and reflected sig-
nals) and a software to initially process the data in real-time. A retrieval algorithm
software was also developed as a part of the project, which post-processed the gathered
raw data taking into account the effect of vegetation. Data are still under analysis by the
University of Monash research team at the time of writing this manuscript.
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Ground-based GNSS-R
experiments over the
coastal areas
T his chapter summarizes the ground-based GNSS-R experiment performed over thecoastal areas. The field experiments shown used IPT geometrical configuration to
measure the sea surface level, and demonstrate the concept previously proposed on a
more dynamic surface. After data processing also the SWH for a certain dynamic range
of values (0.1–0.7 m) could be retrieved.
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7.1 Introduction
The conventional IPT using V-Pol was extensively tested for soil moisture and vegetation
parameters retrievals in the past [21,105]. The same technique was used later to estimate
the snow height/thickness [106], and finally it was tested on a reservoir for mean water
level estimations [40]. However, those surfaces are practically constant or their change
rate is very slow. Therefore, unless surface roughness is excessively large, the coherent
model for modeling the reflection process works nicely. Conversely, coastal sea is a much
more dynamic scenario that is continuously changing due to the presence of waves.
In 2013, the use of the SNR-analysis/multi-path technique was proposed as a GPS
tide gauge [125]. Later, different models to retrieve the mean sea surface level have been
developed including a pseudo-dynamic model that considers the variations of the sea
surface level in the same SNR pattern due to tide variations [123–127,129,166]. In those
references also the combination of different GNSS systems was tested [127]. Although
the correlation between the estimated sea surface level using the GPS tide gauge and
conventional tide gauges was quite good, the Root Mean Square Error (RMSE) of the
retrieval was quite large (in all cases ≥ 0.5 m).
In the SNR-analysis the antenna is looking to the zenith, and the reflected signal is
highly rejected by the antenna pattern, resulting in a very low number of oscillations
observed unless the GPS receiver is at a certain height. A very low number of oscillations
results in a bad frequency estimation and a large error. If the receiver is at a certain
height, the oscillation frequency is larger, and therefore, more oscillations are seen. Since
the geometrical configuration of the SNR-analysis (antenna pointing to the zenith) is
a drawback to the performance of the developed algorithms, it was decided to test the
conventional IPT geometrical configuration (antenna pointing to the horizon) over coastal
sea, which was one of the future research lines described in [28]. The test site chosen was
the Pont del Petroli, Badalona, Spain (Fig. 7.2). It was chosen because it had available
in-situ ground-truth data using a K-Band radar, and there was a group at UPC that
managed the facilities and could perform the maintenance of the SMIGOL instrument
installed there. This field campaign led to results with much less RMSE than using the
SNR-analysis geometrical configuration, and to the determination of the SWH parameter,
which could not be measured previously in a different geometrical configuration.
7.2 Theoretical Analysis
The conventional IPT described in Chapter 3 is based on the coherency of the reflected
signal to describe the oscillations of the SNR-pattern due to multi-path. Furthermore, in
a horizon-looking configuration and with a properly designed antenna, both direct and
reflected signal are observed with the same antenna gain. However, when the signal is
reflected over sea or coastal sea, the dynamics of the surface and its natural roughness
due to waves requires to redefine the conventional coherent model into a more generic
one. This was done in also in Chapter 3, leading to the following equation:
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PR ∝ |UIPT |2 = |Ud + Urcoh + Urincoh|2 =
= |Ud0 |2 ·
∣∣∣Fn(θelev, φelev) + M∑
m=1
Fn(θm, φm)AmejΦmej
4pihm
λ sin(θm)
∣∣∣2,
(7.1)
where the terms of previous equation were detailed in Chapter 3 (Eqn. (3.15)).
7.2.1 Specular and Diffuse Scattering
The scattering process has been analyzed by several authors, developing different models
depending on the surface conditions (i.e. [69]). In general, the reflected signal has a
specular component and a diffuse one. The specular component dominates when the
surface is “smooth” enough. When the specular component dominates, the reflection
process can be modeled as the incident wave multiplied by the Fresnel reflection coefficient
amplitude and phase, and considering an attenuation factor that depends on the surface’s
roughness. The diffuse or incoherent component dominates when the surface is ”rough”
enough. In this case, the scattering coefficient and its phase is different for each scatterer.
The total reflected power is the power of the sum of the electric fields coming from
each scatterer, resulting in a random amplitude, which is lower than when the coherent
component dominates, and a random phase.
A widely used criterion to differenciate between smooth and rough surfaces is the
“Rayleigh criterion” [69]. A surface is considered smooth if:
σh <
λ
8 sin(θelev)
, (7.2)
which means that the phase difference between all the scatterers is lower than pi/2. More
restrictive criteria have been proposed by replacing the factor 8 in Eqn. (7.2) by 16 or
32 (Fraunhofer criterion) [69], which means that the maximum phase difference between
all the scatterers is pi/4 or pi/8, respectively. In Eqn. (7.2) it is seen that, for the same
surface’s roughness conditions, whether the surface is smooth or rough depends on the
electromagnetic wavelength and the incidence angle. The larger the incidence angle or the
lower the elevation angle, the smoother the surface appears to be and vice versa. Hence,
the lower the elevation angle, the higher the contribution of the coherent component will
be as compared to the incoherent one.
Other models have been developed trying to improve the accuracy of the “Rayleigh
criterion” depending on the observation surface characteristics. Assuming that the sea
surface height can be modeled spatially as a 2-D random Gaussian stochastic process [167],
Beckmann and Spizzichino computed the mean scattering coefficient [69] under the as-
sumption of the Kirchhoff approximation as:
< ρρ∗ >=< ρ >< ρ∗ > +V ar{ρ}, (7.3)
where ρ stands for the reflection coefficient in a perfectly conductive surface without
shadowing, or multiple scattering. Equation (7.3) is the second order moment of the
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reflection coefficient (power) and separates the coherent component (< ρ >< ρ∗ >) from
the incoherent component (V ar{ρ}). In Eqn. (7.3) the coherent component is described
by Eqn. (7.4),
< ρ >= ρ0e−g/2, (7.4)
where ρ0 is the specular reflection coefficient of a perfectly conductive smooth surface
without shadowing in all the scattering directions, which vanishes away from the specular
reflection direction, and the g factor:
g =
(
4piσh sin(θelev)
λ
)2
, (7.5)
represents how rough is the surface with respect to the wavelength. For g << 1 the surface
is considered smooth, and for g >> 1 the surface is considered rough. In Eqn. (7.3) the
incoherent component is given by Eqn. (7.6) [69]:
V ar{ρ} = piT
2F 2e−g
A
∞∑
m=1
gm
m!m · exp
(
−uxy
2T 2
4m
)
, (7.6)
where T is the correlation length of the surface, A is the scattering area, F is given by
Eqn. (7.7):
F = 1 + cos θi cos θs − sin θi sin θs cosφscos θi · (cos θi + cos θs) , (7.7)
being θi the incidence angle, θs the scattering angle, φs the azimuth scattering angle, and
uxy
2 is given by Eqn. (7.8):
uxy
2 = k2
(
sin2 θi − 2 sin θi sin θs cosφs + sin2 θs
)
, (7.8)
being k the wavenumber (2pi/λ).
Equation (7.4) indicates that the coherent component vanishes away from the specular
reflection and it decreases exponentially with the root mean square roughness (σ2h). The
incoherent component depends on the scattering area, which means that it depends on
the receiver’s height.
In [168], the above formulation was compared to empirical multi-path data over the sea
at 1.575 GHz. In the cases of calm sea (g << 1) and rough sea (g >> 1) those equations
can be simplified. Under calm sea conditions the coherent component dominates because
the incoherent component is highly attenuated as gm in the summation (Eqn. (7.6))
tends rapidly to 0. Under rough sea conditions the incoherent component dominates as
the exponential function in Eqn. 7.4 highly attenuates the coherent term.
Nevertheless, when g ≈ 1 the dominant component must be computed. To do so, the
total reflection coefficient coefficient can be normalized by its variance:
< ρρ∗ >
V ar{ρ} = 1 +
< ρ >< ρ∗ >
V ar{ρ} , (7.9)
which results in:
< ρρ∗ >
V ar{ρ} = 1 +
ρ0
2
piT 2F 2
A
∑∞
m=1
gm
m!m · exp
(
−uxy2T 24m
) . (7.10)
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The second term in Eqn. (7.10) is the relationship between the coherent and incoherent
components. When it is larger than 1 the coherent component dominates in front of
the incoherent component, and vice versa. Remember that, away from the specular
reflection direction the incoherent component always dominates as ρ0 vanishes. However,
for the specular reflection direction, the relationship between coherent and incoherent
components varies depending on the elevation angle, and the roughness conditions.
7.2.2 Sea Surface Characteristics
The sea surface is fully described by its directional height spectrum S(k, φ), which can
be derived from its time series measurements [169]. However, a simplified description
involving fewer parameters can also be used. These parameters are:
1. the fundamental wavelength, which is the spatial distance between two consecutive
wave crests,
2. the fundamental wave period, which is the time between two consecutive wave crests,
3. the SWH or H 1
3
, which is the average height of the one-third highest waves, and it
can be related to the surface roughness parameter as H 1
3
≈ 4σh, being the σh the
sea surface height standard deviation [167,170], and
4. the steepness, which is the ratio between the wave height and the wavelength.
Simulations using the “Rayleigh Criterion” and Eqn. (7.10) for different surface cor-
relation lengths and SWH have been performed in order to understand the behavior of
both the “Rayleigh criterion” and the Beckmann and Spichizzino model [69]. Figure 7.1
represents the cut-off elevation angle up to where the coherent component dominates
against the incoherent one. The blue and red dashed lines show these angles computed
using the “Rayleigh criterion” (Eqn. (7.2)) for 8 and 16 coefficients in the denominator,
respectively. The solid lines show the same cut-off angles for different surface correlation
lengths, from 0 m up to 2 m in steps of 0.4 m. The lower the correlation length, the
larger the dynamic range of elevation angles where the coherent component dominates.
When the SWH is larger than 0.5 m the dynamic range becomes almost independent
on the correlation length. In the same figure, the solution provided by Beckmann and
Spizzichino [69] is in between the “Rayleigh criterion” for the two lowest restrictions (8
and 16).
Figure 7.1 depicts the largest elevation angle up to which the interference pattern will
be observed. At the same time, it gives information on the smallest elevation angle where
the interference pattern is masked by the incoherent scattering power. The computation
of this cut-off angle in the experimental interference patterns will be used later to infer
the SWH.
7.3 Field Experiment Description and Instrumenta-
tion
A three-month field campaign with the SMIGOL instrument [21, 40, 98, 105] at the Pont
del Petroli, Badalona, Spain was conducted between the end of November, 2012, and
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Figure 7.1: Comparison between Beckmann and Spizzichino model (BSM) and the Rayleigh
criterion. This figure shows the cut-off angle up to when the coherent dominates in front of
the incoherent one for both scattering models.
February, 2013, (see Fig. 7.2(a) for accurate location). The Pont del Petroli is a 250
meters long pier. The SMIGOL instrument was installed near the tip of the pier, the
closest possible to other instruments permanently installed, such as the radar VEGA-
PULS62 [171], which monitors continuously the SWH, the wave period, the mean sea
level, and the wind-speed. Figure 7.2(a) shows the Pont del Petroli top view indicating
the location of the SMIGOL reflectometer and the radar VEGAPULS62 on it. The red
arrow indicates the SMIGOL instrument antenna pointing direction. Figure 7.2(b) shows
the instrument installed at the pier with the black arrow representing the direct GNSS
signals and the red arrow the GNSS reflected signals.
The SMIGOL reflectometer used in this field experiment is similar to the one used
in previous conventional IPT field experiments, because there was one unit available at
the research group [21, 40, 98, 105]. It consisted of a V-Pol antenna with an azimuth
and elevation symmetric pattern, and 90◦ antenna beamwidth in both horizontal and
vertical planes. After the antenna, there was a LNA, and the back-end receiver. For
this field campaign, the operation mode was acquiring GNSS signals for 12 hours, and
then 12 hours in idle mode. The power supply was taken from the electrical installation
in the pier. The main difference between this SMIGOL version and previous ones used
by Nereida Rodriguez-Alvarez in her PhD Thesis is the ruggedized external structure to
protect it from harsh environmental conditions and water splashes.
The Pont del Petroli is a construction devoted to scientific and oceanic research. It
has a number of instruments installed permanently to provide continuous meteorological
and oceanographic data. For the purpose of this experiment, only oceanographic data
is necessary, specifically the SWH and the Mean Sea Surface Level (MSSL). These data
are measured using the radar VEGAPLUS62 [171]. Figure 7.3(a) shows a picture of
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(a)
(b) (c)
Figure 7.2: Summary of the Pont del petroli field campaign: (a) location, (b) top view, (c)
SMIGOL instrument installed.
it, whereas Fig. 7.3(b) shows where the radar is installed and to where the radiation
is emitted (nadir-looking). The VEGAPULS62 is a high-precision (±2 mm) low-power
pulsed K-Band (26 GHz) radar with a maximum range of 35 m. It measures continuous
time-series of the mean sea surface height. From this time-series, the sea wave spectrum
is derived (but not stored), from which the main sea descriptors are retrieved.
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(a) (b)
Figure 7.3: Ground-truth instrumentation for measuring oceanographic data: (a) Radar
VegaPULS62 picture, (b) Radar VegaPULS62 installed at the Pont del Petroli
7.4 Significant Wave Height Retrieval
Figures 7.4, 7.5, 7.6 show three interference pattern examples from the field campaign.
Figure 7.4 shows the interference pattern for GPS satellite 23 on December 4, 2012, when
the SWH was 20 cm. Figure 7.4(a) shows the raw data retrieved whereas Fig. 7.4(b)
shows a low-pass filtered version of it to reduce noise. In the low-pass filtered data it
is seen that the coherent component is larger than the incoherent component for GNSS
satellite elevation angles ≤∼ 30◦. At this point the phase information is lost because
it becomes random, and consequently no more oscillations are seen for larger elevation
angles. Also note that, in Fig. 7.4, the envelope of the interference pattern is increasing.
This occurs because the Fresnel reflection coefficient is monotonically increasing after the
Brewster angle position (∼ 5◦ elevation angle for sea water), and is not compensated by
the surface roughness attenuation.
Figure 7.5 shows the interference pattern for GPS satellite 23 on December 6, 2012,
when the SWH was 62 cm. Therein, the coherent component is larger than the incoherent
one until an elevation angle of ∼ 11◦, when the incoherent becomes larger. In those
conditions, for higher elevation angles, no more oscillations are detected. Also, note
that the amplitude of the interference pattern oscillations is smaller in Fig. 7.5 than in
Fig. 7.4, and this is related to the exponential attenuation factor (g function) on the
coherent component in Eqn. (7.4).
Figure 7.6 shows the interference pattern for GPS satellite 23 on December 7, 2012,
when the SWH was 38 cm, a situation in between December 4 and 6, 2012. The elevation
angle of the GNSS satellite until the coherent component is larger than the incoherent
one is ∼ 17◦. This angle also in between the previous results, as it occurs with the SWH
conditions. Also, the envelope of the interference pattern is in between them, a fact that
also matches with the theoretical aspects shown in section 7.2.
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(a)
(b)
Figure 7.4: Interference pattern retrieved measured in dBau (dB arbitrary units) for GPS
PRN 23 on December 4, 2012, and SWH = 20 cm: (a) raw data, (b) low-pass filtered data.
Therefore, the elevation angle up to which the oscillations of the IPT are seen, can
be related to the surface roughness conditions, which was proposed theoretically, and it
is experimentally shown in Figs. 7.4, 7.5, and 7.6. This threshold angle will be called in
this PhD Thesis from now on, the cut-off angle. Its estimation can be performed using
overlapped spectrograms [172]. First, since the GNSS satellites can have ascending or de-
scending orbits, the interference patterns are sorted in an ascending elevation angle order.
Then, they are split in several consecutive overlapped windows of length 1000 samples,
and with a 95% overlapping factor in order to have very fine time-delay resolution. In the
interference patterns, time is directly related to the elevation angles. In this particular
case, there will be at least 4 oscillation in each window. For each of these windows, the
FFT is computed in order to create the entire spectrogram. Then, the fundamental fre-
quency is searched and tracked until its power falls below a threshold (20 dB). This point
is related to a time value that is directly converted to the corresponding elevation angle.
Note that the IPT is periodic as a function of the sin(θelev), but for low elevation angles
sin(θelev) ≈ θelev, and an accurate enough frequency measurement can be performed.
This algorithm is described in Fig. 7.7.
Figure 7.8 shows the corresponding spectrograms associated to data in Figs. 7.4, 7.5,
and 7.6 respectively. The fundamental frequency is marked in black. The spectrogram
corresponding to Figure 7.5(b) shows how the fundamental frequency power vanishes
due to the loss of coherency in the reflected signal, as opposed to that corresponding to
Fig. 7.4(a), where the fundamental frequency power does not vanish until almost the end
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(a)
(b)
Figure 7.5: Interference pattern retrieved measured in dBau (dB arbitrary units) for GPS
PRN 23 on December 6, 2012, and SWH = 62 cm: (a) raw data, (b) low-pass filtered data.
of the spectrogram.
The algorithm described in Fig. 7.7 was applied to all the interference patterns ac-
quired during the entire three-month field campaign (more than 1000 interference pat-
terns). The cut-off angle computed for each interference pattern was compared against
the SWH parameter retrieved from the radar measurements. Figure 7.9 shows this com-
parison, the “Rayleigh Criterion” for 8 and 16 factors in the denominator (green and red
respectively), and the best fit (Eqn. (7.11)), which leads to an empirical relation between
the estimated cut-off angle and the SWH parameter. From Fig. 7.9 two main aspects
should be remarked. First, due to antenna beamwidth (90◦), the interference pattern
shape can only be retrieved for elevation angles lower than 45◦, and therefore SWH ≤
10 cm cannot be measured. However, this is a very rare situation even for coastal seas.
Second, the receivers have an elevation angle mask, so θelev ≤ 5◦ cannot be seen. This
makes this technique saturate for SWH larger than 70 cm, because in order to measure
coherence a minimum of two oscillation cycles are needed. If the antenna height is lower
than 3 meters, then the maximum value of SWH that can be estimated will decrease as
not enough oscillation cycles will be seen in the coherent region [21]. In order to enlarge
this dynamic range three different things can be done. First, to measure SWH ≤ 10 cm
an antenna with a larger beamwidth is needed. Second, to measure SWH ≥ 70 cm the
SMIGOL instrument should be installed at a higher platform to obtain a higher oscilla-
tion frequency, in order to observe more oscillations for the same angular region. The
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(a)
(b)
Figure 7.6: Interference pattern retrieved measured in dBau (dB arbitrary units) for GPS
PRN 23 on December 7, 2012, and SWH = 38 cm: (a) raw data, (b) low-pass filtered data.
Figure 7.7: Cut-off elevation angle estimation.
maximum height at which the instrument can be installed is limited by the GPS C/A
code [21], or see Appendix B. The last thing that could be modified is the elevation angle
mask on the back-end receiver.
θcut−off [deg] ≈ 55.44 · e−3.3·SWH (7.11)
θcut−off [rad] ≈ e−pi·SWH (7.12)
ŜWH = − 13.3 · ln
(
θcut−off [deg]
55.44
)
(7.13)
ŜWH = − 1
pi
· ln (θcut−off [rad]) (7.14)
By inverting Eqn. (7.11), the SWH can be estimated (Eqn. (7.13)). Note that,
Eqn. (7.13) can be approximated by (7.14) expressing the cut-off angle in radians. Fig-
ure 7.10 shows 15 days of the SWH evolution in blue and the estimated SWH from the
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(a)
(b)
(c)
Figure 7.8: Spectrograms of satellite 23 on (a) December 4, 2012, (b) December 6, 2012,
and (c) December 7, 2012, corresponding to data from Figs. 7.4, 7.5, and 7.6.
interference patterns (red). The trend of the SWH evolution is followed by the estimated
SWH quite precisely except around January 3rd 2013, when SWH is too high. In this re-
gion, not enough oscillations were seen in the interference pattern to compute the cut-off
angle, and therefore the SWH could not be retrieved. The Pearson correlation coefficient
(R) for the pictured data is 0.9. Figure 7.11 shows a scatter plot that compares the
estimated SWH with the ground-truth SWH from the entire field campaign. In red the
1:1 line is added to qualitatively show the correlation between the estimated SWH and
the ground-truth information. The Pearson correlation coefficient (R) is 0.86. Analyzing
the data from the whole field campaign, an RMSE of 5.7 cm in the SWH estimation was
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Figure 7.9: Comparison between the computed cut-off angle with ground-truth SWH. The
best fit has a correlation coefficient of R2=0.75 and a RMSE of 3◦.
achieved for SWH values lower than 0.7 m.
17−12−2012 22−12−2012 27−12−2012 01−01−2013 06−01−2013
0.2
0.4
0.6
0.8
1
1.2
1.4
Si
gn
ific
an
t W
av
e 
He
ig
ht
 [m
]
Date [dd−mm−yyyy]
 
 
Ground−truth
Estimated SWH
Figure 7.10: Comparison between IPT GNSS-R estimated SWH and ground-truth data
from December 17, 2012, until January 6, 2013. Note that the method performs well up to
SWH < 0.7 m, with a Pearson correlation coefficient (R) of 0.9 in the specified period of
time.
7.5 Mean Sea Surface Level or Tides Retrieval
In section 7.4 it was seen that only the coherent part of the interference patterns can be
used to retrieve geophysical information. This is the part where the reflection coefficient
can be modeled as RejφR , and the interference pattern phase term
(
exp
{
j 4pih cos(θelev)λ
})
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Figure 7.11: Comparison between estimated SWH and ground-truth with a Pearson cor-
relation coefficient (R) of 0.86 for the three-month field campaign.
information is preserved. Equation (3.15) can be converted into Eqn. (7.15) considering
the proposed approximation, which leads to a similar result previously shown in [93]:
PR ∝ |E0i |2 ·
(
|Fn|2 + |F−n ·R|2 +2 ·FnF−nR cos
(
4pi
λ
h sin(θelev) + φR + φF−n − φFn
))
,
(7.15)
where Fn stands for Fn(θ, φ), F−n for Fn(−θ, φ), R for R(θ, φ), h the vertical distance be-
tween the antenna phase center and the reflecting surface, and θelev the elevation angle of
the GNSS satellite. The fundamental phase term is identified as 4piλ h sin(θelev). The other
terms are also phase terms that may vary slightly the fundamental phase term. However,
their contribution can be considered negligible because they remain mainly constant along
the antenna beamwidth. The phase terms associated to the antenna pattern may vary at
most 0.2 rad in the entire interference pattern acquisition, whereas the value associated
to the coherent reflection coefficient phase remains mainly constant. Consequently, the
entire phase function will be driven by the cosine function, and it will be only sensitive
to the height variations. Recall that when the incoherent scattering dominates, the re-
flection coefficient phase is random and this assumption no longer applies. To estimate
the interference pattern fundamental oscillation frequency and infer h it is necessary to
apply spectral analysis techniques.
Nevertheless, as mentioned in Chapter 3 the oscillation frequency is not constant in
terms of θelev, but it is in terms of the sin(θelev). If θelev is very small, the sin(θelev) can be
approximated by its argument, and therefore be constant, but for larger values of θelev this
approximation is no longer valid. Therefore, a change of variable can be performed, and
the interference pattern can be plotted as a function of the sin(θelev) instead of plotting it
as a function of θelev. Then, the oscillation frequency becomes constant (2hλ ) if the mean
sea surface level does not change during the interference pattern acquisition. This change
of variable is very useful to find the oscillation frequency, but unfortunately the properties
of the acquired data change. Before, the interference pattern was regularly sampled at 1
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Hz. The change of variable converts the regular sampling pattern to an unevenly sampling
pattern and conventional spectral analysis techniques such as FFT are no longer valid.
Unevenly sampling patterns have been already analyzed in the astronomy field, where
it is quite difficult to obtain regularly sampling patterns. Several techniques have been
developed in order to analyze periodicity and frequency estimation in those conditions.
The most used techniques are the general Fourier Periodogram (FP) [173], the LSP or
Least-Squares Periodogram (LS) [118, 173–175], and the CAPON (CAP) [176]. All of
them have been applied to the interference patterns obtained in this field experiment and
their performance is evaluated independently.
7.5.1 Spectral Analysis Techniques Used
The classical Fourier transform-based periodogram [173] is given by:
PF (w) =
1
N2
∣∣∣∣∣
N∑
n=1
y(tn)e−jwtn
∣∣∣∣∣
2
, (7.16)
where w is the frequency factor, N the number of samples, n the sample number, and
tn = sin(θelev(n)) the sampling time. Note that the sample (y(tn)) and the sample
time (tn) are intrinsically related in the equation, consequently this method is suitable
for unevenly sampling patterns. Equation (7.16) comes from a least-squares data fitting
problem and it is suitable for complex-value data. However, for the case of real-value
data, which is the one used in this work, the LS or LSP are more suitable methods.
The LSP [175] is given by:
PLSP (w) =
1
Ŷ Y
 Ŷ Cτˆ 2
ĈCτˆ
2 +
Ŷ Sτˆ
2
ŜS τˆ
2
 (7.17)
where:
Ŷ Y =
N∑
n=1
y(tn)2, (7.18a)
Ŷ Cτˆ =
N∑
n=1
y(tn) · cosw(tn − τˆ), (7.18b)
ĈCτˆ =
N∑
n=1
cos2 w(tn − τˆ), (7.18c)
Ŷ Sτˆ =
N∑
n=1
y(tn) · sinw(tn − τˆ), (7.18d)
ŜSτˆ =
N∑
n=1
sin2 w(tn − τˆ), (7.18e)
tan 2wτˆ =
∑N
n=1 sin 2wtn∑N
n=1 cos 2wtn
. (7.18f)
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Again, every sample its related to its acquisition time so it is a suitable spectral estimator
for both uniform and non-uniform sampling patterns.
The LS [173] is the least-squares FP for real-valued data and it is given by:
PLS(w) =
1
N
rT (w)R−1(w)r(w), (7.19)
where:
R(w) =
N∑
n=1
[
cos(wtn)
sin(wtn)
] [
cos(wtn) sin(wtn)
]
, (7.20a)
r(w) =
N∑
n=1
[
cos(wtn)
sin(wtn)
]
y(tn). (7.20b)
The periodograms described above sometimes have leakage or low resolution compo-
nents due to correlation between different spectral components. The CAP method tries
to overcome these problems by estimating the covariance matrix between samples. The
CAP periodogram is given by [176];
PCAP (w) =
1
aH(ejw∆)Rˆ−1a(ejw∆)
, (7.21)
where:
a(ejw∆) =
[
1 ejw∆ · · · ejw∆m]T , (7.22)
Rˆ = 1
N˜∆
N˜−1∑
p=0
a(ejwp∆)aH(ejwp∆)PFP (wp), (7.23)
which can also be related to the standard covariance matrix,
∆ = 1
N − 1
N−2∑
k=0
(tk+1 − tk) , (7.24)
which is the average sampling period, m the length of the CAP filters, and N˜ ≥ N as it
is related to the number of spectral components to be estimated, which is normally larger
than the number of samples.
7.5.2 Experimental Results
All spectral estimators described above have been applied to the three-month field cam-
paign, and their results compared against the ground-truth data from the radar installed
at the Pont del Petroli. Figure 7.12 shows the spectra for the interference pattern pre-
sented on Fig. 7.4 using the different proposed spectral estimators. The FP, the LSP and
the LS provide similar spectral estimations despite an amplitude or normalization term
that can be compensated for. They coincide in the spectra estimated and in the height re-
trieval. However, the CAP estimator differs slightly in the spectra and the height retrieval
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estimation. As seen in Fig. 7.12(d), the CAP estimator tries to reduce the contribution
of the sidelobes in the spectra and to improve the accuracy of the fundamental oscillation
frequency estimation. In the same way, Fig. 7.13 shows the four spectral estimation of
the interference pattern presented in Fig. 7.6. Comparing Figs. 7.12 and 7.13 it is seen
that one has larger power than the other one due to having more oscillations on the in-
terference pattern, and having a larger amplitude of the oscillations, which are translated
in less SWH. However, the cut-off angle algorithm worked better than the spectral am-
plitude for estimating the SWH and this is why it has not been analyzed before in this
PhD Thesis dissertation.
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Figure 7.12: Spectra for the satellite 23 interference pattern on December 4, 2012: (a) FP,
(b) LSP, (c) LS, (d) CAP.
Figure 7.14 shows the comparison between the estimated SMIGOL height and the
ground-truth measured by the radar. Figure 7.14(a) compares the results obtained using
the FP spectral estimator to retrieve the mean SMIGOL height with the gound-truth
mean sea level. Figure 7.14(b) shows the results obtained using the LSP spectral esti-
mator. Figure 7.14(c) shows the results obtained using the LS. Figure 7.14(d) shows the
results obtained using the CAP spectral estimator. The FP, the LSP and the LS provide
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Figure 7.13: Spectra for the satellite 23 interference pattern on December 7, 2012: (a) FP,
(b) LSP, (c) LS, (d) CAP.
similar results. Conversely, the CAP seems to provide a better estimation as there are
less outliers, and the points are closer to the best linear fit curve. Table 7.1 shows the
statistical parameters of the best linear fits in Fig. 7.14. In the “Best fit” field the linear
fit equation is presented where SH stands for the SMIGOL Height, and MSL stands for
the the Mean Surface Level. In the R2, the Pearson product-moment correlation coeffi-
cient squared is indicated. The RMSE field indicates the fit standard error or root mean
square error.
Table 7.1: Statistical parameters of the best linear fits in Fig. 7.14
Estimator Best fit R2 RMSE [cm]
FP SH = −0.9745 ·MSL+ 4.345 0.695 5.08
LSP SH = −0.9783 ·MSL+ 4.345 0.698 5.06
LS SH = −0.9783 ·MSL+ 4.345 0.698 5.06
CAP SH = −1.001 ·MSL+ 4.333 0.782 4.15
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Figure 7.14: Mean sea surface level retrieval. Comparison between Instrument height
estimation and mean sea level ground-truth information. In red the best linear fit. (a) FP,
(b) LSP, (c) LS, (d) CAP.
There are two remarkable aspects in Fig. 7.14 and Tab. 7.1. First, the relationship
between the SMIGOL height estimation and the sea surface mean level is negative. This
occurs because an increase in the sea surface level means a decrease in the vertical dis-
tance between the SMIGOL antenna phase center and the reflection surface, and vice
versa. Furthermore, this relationship must be -1, as 1 cm increase in sea surface height is
equivalent to 1 cm decrease in the estimated SMIGOL height. The best linear fits shown
in Tab. 7.1 indicate that this relationship is accomplished. The CAP method gives the
best performance among them, since the slope of the best linear fit is -1.001 whereas
the other estimators provide values between -0.975 and -0.978. Second, the FP, the LSP
and the LS provide a similar RMSE (∼5 cm) in the MSSL retrieval. Nevertheless, the
CAP method provides approximately 4 cm RMSE, improving the results obtained with
previous estimators.
To use this kind of system as a tide gauge instrument, even in the case of moderately
rough sea, the following steps must be followed, which are also described in Fig. 7.15:
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1. Determine the fundamental oscillation frequency from the interference patterns
(∼15–30 mins of data).
2. Convert the fundamental oscillation frequency to the instrument equivalent height
using Eqn. (7.25).
3. Define a Mean Sea Surface Reference Level (MSSRL).
4. Determine the actual MSSL with respect to the reference level using Eqn. (7.26).
Figure 7.15: Mean sea surface level retrieval algorithm.
Heq =
fosc · λ
2 , (7.25)
MSSL = −(Heq −MSSRL). (7.26)
Equation (7.26) emphasizes the fact that an increase in the actual MSSL is related to a
decrease in the observed Heq and vice versa. To end this section, Fig. 7.16 shows a time
series of the estimated MSSL values in red dots and the ground-truth information in a
blue solid line in order to validate the proposed algorithm. The same time axis than for
Fig. 7.11 has been used.
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Figure 7.16: Comparison between estimated MSSL and ground-truth with a Pearson cor-
relation coefficient (R) of 0.88.
Note that in this field campaign using the IPT, the precision of the retrieved mean
sea surface level is ten times better than the one reached with the SNR-analysis approach
[126].
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7.6 Summary and Conclusions
This Chapter has presented the results of a three-month field campaign using the IPT to
retrieve the SWH and MSSL from the interference patterns obtained with a horizon look-
ing geometry. The RMSE on the SWH estimation of 5.7 cm and of 4.1 cm on the MSSL
is demonstrated using the experimental data for SWH values up to 70 cm. Estimations
of both parameters can be obtained every 30 minutes, approximately.
The point where the coherency in the reflection process is lost is used to estimate the
SWH. At this point, the interference pattern is blurred and the incoherent reflection dom-
inates in front of the coherent one, randomizing the reflected phase. Using spectrogram
techniques, this point can be easily determined in time and related to the GNSS elevation
angle or surface incidence angle. This angle is related to surface roughness. For the GPS
L1-band, the observed surface roughness can be related to the fundamental sea waves.
Consequently, surface roughness is related to the SWH. The proposed technique works
for SWH values between 10 cm and 70 cm. An empirical equation to determine the SWH
depending on the cut-off coherency angle is retrieved from the dataset. It is worth to men-
tion that empirical data has demonstrated that the less restrictive “Rayleigh criterion”
for rough surfaces (factor 8) is the theoretical model that works better to identify the
cut-off coherency angle. Also, it is worth to add that this new technique proposed in this
PhD Thesis dissertation can only be applied to the IPT geometry, since the SNR-analysis
technique masks this angle due to the zenith-looking antenna.
The retrieval of the MSSL has also been performed from the coherent part of the inter-
ference pattern, where the fundamental oscillation frequency is present. This frequency is
not constant because it depends on the sine of the GNSS satellite elevation angle. How-
ever, a change of variable can be used to make it constant. Consequently, data becomes
unevenly spaced, and spectral techniques for that particular type of data are used to
estimate the fundamental oscillation frequency. Among the different spectral techniques
described suitable for unevenly spaced data, the CAPON method has shown the best
performance over the FP periodogram, the LSP periodogram, and the LS periodogram,
because it tries to overcome the problem of having correlated samples. The estimated
oscillation frequency is finally related to the vertical distance between the SMIGOL an-
tenna phase center and the average height of the reflection surface, which is related to
the MSSL using a reference value. Using the CAPON method a RMSE of 4.1 cm in the
measurement of the mean sea surface level is obtained.
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Chapter 88
Airborne experiments
over land using the
LARGO instrument
T his chapter summarizes the airborne GNSS-R experiments performed over land sur-face using the LARGO instrument. In particular, two different field campaigns with
their results are shown. The first part is the analysis of the first three GELOz flights,
where the coherent reflectivity measured by the LARGO instrument is compared against
the brightness temperature measured by the PLMR radiometer. In the second part a
experiment performed over a vineyard field is described. Therein, an algorithm combin-
ing different multispectral bands and the reflectivity estimated by LARGO is developed
to estimate soil moisture. Furthermore, a topography correction algorithm was devel-
oped because the reflectivity was highly affected by the topography faced in that field
campaign.
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8.1 Airborne GELOz Experiments
This section compares the performance of L-Band microwave radiometry and GNSS-R,
which are techniques that operate at very close frequency bands (1.4 GHz for microwave
radiometry and 1.575 GHz for the L1/E1/B1 frequency band used in the GPS, Galileo,
and Beidou systems respectively). Three different flights are used for that comparison,
the three of them performed under different soil moisture conditions. For those unfamiliar
with L-band microwave radiometry, a basic introduction is given in Appendix E. The first
publication stating some correlation between GNSS-R and L-band microwave radiometry
appeared in 2006 [177], but only qualitative relations have been shown until now. For
the analysis made here, two different land-covers have been chosen: grass-land and crops.
The correlation results between both techniques lead to a possible combination of the two
techniques for spatial resolution enhancement of microwave radiometry data (brightness
temperature, and consequently their estimated parameters such as soil moisture). This
approach will not give as good spatial resolution as previous presented approaches, for
instance [178–180], but it does not depend on weather as optical or multi-spectral data
does. Furthermore, this approach would use two techniques very close in frequency, and
consequently, sensitive exactly to the same geophysical parameters. Also, it is different
to previous down-scaling approaches, which used different techniques working at different
spectral bands.
8.1.1 Theoretical Relationship Between GNSS-R Reflectivity and
L-Band Microwave Radiometry
For a flat surface, both the reflectivity and the emissivity depend on two parameters: the
incidence angle (θi), and the soil dielectric constant (εr). There are several models to
obtain the soil dielectric constant as a function of the soil moisture content [94,181–183].
To illustrate the reflectivity and emissivity curves and explain the relationship among
them, the Wang’s model [94] has been used given its simplicity. To generate the dielectric
constant as a function of soil moisture a soil composition of 50% clay, and 20% sand has
been chosen.
Figure 3.2 showed the reflectivity curves for a flat surface with different soil mois-
ture values and different polarization states, as a function of the incidence angle. On
the top-left (a), the horizontal reflectivity value was shown, which is monotonically in-
creasing with SM content. On the top-right (b), the reflectivity for vertical polarization
was shown, which in this case was decreasing until the Brewster angle position, where
there was minimum reflectivity, and then started increasing towards 1. Reflectivity for
the transmitted RHCP polarization and reflected RHCP polarization was shown on the
bottom-left (c), and it was much smaller than the other ones. However, at grazing angles
it was quite large, and comparable to the vertical and horizontal ones. This occurred
because, for an incidence angle above the Brewster angle, both components (H- and V-
Pol) change their phase in the reflection process, and therefore, polarization is preserved.
The point where the |rRR|2 started to be noticeable was related to the Brewster angle
position [35]. Finally, the bottom-right of the figure (d), showed the reflectivity for a
transmitted RHCP wave and a reflected LHCP wave. This is the general case in GNSS-R
scatterometry, where the transmitted polarization by GNSS satellites is RHCP, and as it
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can be seen from the figure, the main received power is LHCP. Furthermore, if roughness
is negligible, there is one region between 0◦–45◦ incidence angle where the reflectivity is
insensitive to incidence angle variations.
Figure 8.1 shows the emissivity (1− |rXX |2, see Appendix E) curves for linear polar-
ization, the first stokes parameter normalized, and the Microwave Polarization Difference
Index (PI). The top-left (a), shows the emissivity curves at horizontal polarization. If
reflectivity for horizontal polarization was monotonically increasing, it has to be the con-
trary for the emissivity curves. Herein, the larger the soil moisture value, the lower the
emissivity, and therefore, the lower the TB observed. The top-right (b), shows the ver-
tical polarization emissivity curves. Again, their behavior is opposite to the reflectivity
one, observing a maximum in emissivity at the Brewster angle position. As happened
before, the larger the soil moisture, the lower the emissivity. On the bottom-left (c), the
first Stokes parameter divided by two is shown, which is a combination of the rRL and
rRR curves. It is understood to represent a measurement of the total incident brightness
temperature at circular polarization independently from the rotation sense. From now on
this parameter will be indicated as I/2, and it is defined as:
I/2 = 12 (TBH + TBV ) . (8.1)
This is done for very flat surface areas in order to mitigate the dependence of the emissivity
and/or TB on the incidence angle up to ∼ 40◦. Finally, on the bottom-right part (d),
another concept is presented in the emissivity curves, also known as PI [184, 185]. It is
defined as:
PI = TBV − TBH1
2 (TBV + TBH)
= 2eV − eH
eV + eH
(8.2)
The PI is interesting because it normalizes the TB measurement, making it independent
from the physical temperature. This independence from the physical temperature is very
important, since it means that measurements are automatically calibrated, as they are
relative. The two bottom graphs on Fig. 8.1 are highly related to the first two Stokes
parameters [186–188]. However, there is a normalization factor in the PI that does not
appear in the Stokes parameters.
One aspect mentioned before, but not discussed, is the effect of surface roughness
on the emissivity and reflectivity curves. Surface roughness disperses radiation which
attenuates coherent reflectivity and makes the reflectivity curves closer among them (in
linear units as presented in Fig. 3.2). For the emissivity, its curves rise their level, resulting
in a biased brightness temperature observation. Furthermore, the emissivity curves also
become closer, which means that the retrieval is less accurate.
8.1.2 GELOz Field Campaigns and Instruments Used
The GELOz field campaigns are a series of three flights conducted between September and
November, 2013. Those flights were performed under different soil moisture conditions,
and the LARGO scatterometer [37] was flown together with the PLMR radiometer [189].
The first flight was conducted when the average SM was 0.15 m3m−3. In the second one,
the terrain was very dry and the average soil moisture below 0.08 m3m−3. The third
flight was performed after a rain event to see the contrast between the previous scenarios.
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Figure 8.1: Emissivity curves for different polarization states as a function of incidence angle
and soil moisture content using Wang’s dielectric constant model. (a) horizontal polarization,
(b) vertical polarization, (c) first Stokes parameter or normalized intensity divided by two
(I/2), and (d) PI.
The three flights followed approximately the same path over the target area, departing
from Tyabb, Victoria, Australia, and landing on a regional airport (Narrandera) close to
the Yanco region, New South Wales, Australia. Figure 8.2 shows the route for one of the
flights, as an example.
The LARGO instrument used for that field campaign was the initial version which did
not include the calibration matrix. As explained in Chapter 5, one channel was connected
to a zenith looking antenna and the other one to a nadir looking antenna. Recall that
the LARGO instrument was only sensitive to the coherent component due to the way
the direct and reflected SNRs are estimated (see Chapter 5, SNRcc). However, the final
ground resolution depends on the platform speed and height. The first two flights were
made at 220 meters height at a speed of 220 km/h, whereas the third flight was made
at a height of 150 meters at the same speed. Taking into account the size of the first
Fresnel zone for those scenarios, it leads to a ground resolution of 67 m x 8 m for the first
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Figure 8.2: Flight route followed for the three field campaigns in south-eastern Australia:
(a) Australian map with the field campaign region indicated/highlighted in blue, (b) Zoom of
the field campaign region with the whole flight route route in blue highlighting Melbourne’s
location and Yanco’s location in black.
two flights and 66.7 m x 6.8 m for the third one, which is roughly the same for the three
flights despite the height difference. Note that the incoherent integration time lowers
the achievable instantaneous ground resolution severely, which would be on the order of
10 m x 10 m.
The PLMR is a microwave radiometer working at L-band (1400-1426 MHz) [189,190].
It measures the brightness temperature in the range of 0–350 K with an accuracy of 0.7 K
for one second of integration time. It has an 8 x 8 patch antenna array with vertical
and horizontal polarization feeds. PLMR also uses analog beamforming to generate six
different beams at a time pointing to ±8◦, ±21◦, ±38◦ off nadir, each with a beamwidth
of 15◦. The ±38◦ beams correspond to beams 1 and 6, the ±21◦ correspond to beams
2 and 5, and the ±8◦ correspond to beams 3 and 4. Its size is 94 x 94 x 20 cm3 and
weights approximately 40 kg. Figure 8.3 shows the flight setup, including a picture of the
radiometer mounted on the plane used to perform the field campaigns (c). Part of the
LARGO setup is also shown.
The ground-resolution of PLMR is determined in this case by the antenna footprint
projected onto the ground, the beam used (incidence angle), and the platform height.
For the first two flights the ground-resolution is approximately 120 m x 58 m for the ±8◦
beams, 127 m x 62 m for the ±21◦, and 153 m x 93 m for the ±38◦. For the third flight
the ground resolution is approximately 101 m x 40 m for the ±8◦ beams, 106 m x 42 m
for the ±21◦, and 110 m x 63 m for the ±38◦. In this case the integration time does not
degrade as severely the instantaneous ground-resolution. It will be seen later on that the
reflectivity pixels are approximately 10% overlapped, whereas the radiometry pixels are
at least 50% overlapped. This will have an impact on the data correlation.
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(a) (b)
(c)
Figure 8.3: Flight setup with the LARGO and PLMR instruments: (a) General set-up, (b)
LARGO instrument zoomed with up-looking antenna connection, (c) PLMR instrument.
8.1.3 Data Analysis
8.1.3.1 GNSS-R Dataset
The measured coherent thermal SNR for the waveform peaks for the direct/up-looking
LARGO channel after the correlation with the satellite code is given by:
SNRU =
EIRPTGRU (θRU , φRU )ρRU (θRU , φRU )λ2
(4piRU )2k (TantU + T0 (FU − 1))BU
, (8.3)
where EIRPT stands for the Equivalent Isotropically Radiated Power transmitted by
the GNSS satellites, GRU for the receiving antenna gain, θRU and φRU for the incoming
signal direction in the antenna reference frame, ρRU for the antenna polarization mismatch
factor, RU for the distance path traveled by the direct signal, TantU for the up-looking
antenna temperature, T0 = 290 K, FU for the receiving chain noise figure, and BU for the
system’s bandwidth after the correlation with the satellite code.
The measured coherent thermal SNR for the reflected/down-looking channel after the
correlation with the satellite code is:
SNRD =
EIRPTGRD (θRD , φRD )ρRD (θRD , φRD )λ2|rRL(θi)|2
(4piRD)2k (TantD + T0 (FD − 1))BD
, (8.4)
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where GRD stands for the receiving antenna gain, θRD and φRD for the incoming signal
direction in the antenna reference frame, ρRD for the antenna polarization mismatch
factor, |rRL(θi)|2 for the coherent reflectivity, θi for the local incidence angle, RD for the
distance traveled by the signal in the downwelling and upwelling paths, TantD for the
down-looking antenna temperature, FD for the receiving chain noise figure, and BD for
the system’s bandwidth after the correlation with the satellite code. Consequently, the
coherent reflectivity for transmitted RHCP and received LHCP can be estimated as:
|rRL(θi)|2 = SNRD
SNRU
GRUρRU
GRDρRD
TantD + T0 (F − 1)
TantU + T0 (F − 1)
, (8.5)
considering that the system’s equivalent bandwidth is the same for both channels, which
it is because the two channels use 1 ms of coherent integration, the noise figure (F ) is also
the same for both channels, which is accomplished by proper instrument design, and that
the distance RU and RD are nearly the same for ground-based and airborne conditions.
After having compensated for the different antenna gains seen by both the direct and
reflected signals, the terrain’s coherent reflectivity can be estimated.
The geolocation of the specular reflection points is done by ray tracing and assuming
the paraxial approximation of rays, which means that direct signal, and the one that
impinges on the terrain are parallel. In other words, for a flat surface, the incidence angle
(θi) is the complementary angle of the GNSS satellite elevation angle (θe). The LARGO
back-end receivers provide the necessary information about the satellites’ constellation.
For an airborne receiver, the specular reflection point for each satellite, or center of the
First Fresnel zone, is:
x = (H −H0) sinφatan (90− θe) , (8.6a)
y = (H −H0) cosφatan (90− θe) , (8.6b)
where both x and y coordinates are expressed in meters, and are referred to the platform
position, H0 is the geoidal separation to the WGS84, H the platform height with respect
to the WGS84, θe the GNSS satellite elevation angle, and φa the GNSS satellite azimuth
angle, which is defined clockwise starting from the geographic North. In order to geolocate
the specular reflection points for each acquisition, it is necessary to change from latitude
and longitude coordinates to Universal Transverse Mercator (UTM) coordinates, add the
x and y computed to the platform’s position, and then go back to latitude and longitude
coordinates1.
Once the preliminary data processing is finished, Figs. 8.4(a)–(c) are produced to show
the reflectivity maps obtained for a particular sub-set of the entire field campaign. They
include the pass over a lake (blue region), in order to have a water body as a reference, and
the Yanco area, where several flight passes were performed. The main focus area (latitude:
from −35.05◦ to −34.9◦) shows a reflectivity range of -12 dB to -16 dB [Fig. 8.4(a)] for
1This methodology is valid only for ground-based and low-height airborne conditions since the paraxial
approximation and the flat Earth model apply in those conditions. In order to geolocate from a spaceborne
point of view, it is necessary to obtain the satellite position from the almanac and ephemeris data, work
with data in Earth-Centered, Earth-Fixed (ECEF) coordinates, and consider the elliptical shape of the
Earth. An example of the specular point computation for spaceborne observations can be found in [46].
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the first flight, for the second flight [Fig. 8.4(b)] reflectivity is between -14 dB and -18 dB,
and for the third flight [Fig. 8.4(c)] it ranges from -8 dB to -12 dB. In all the flights, the
reflectivity of the water body ranged from -5 dB to 0 dB. This coincides qualitatively with
the experiment explanation seen in section 8.1.2 where the SM content for the first flight
was around 0.15 m3m−3, it was very dry for the second flight (less than 0.08 m3m−3), and
the third flight was performed after a rain event without intensive soil moisture ground-
truth. This is also in agreement with Fig. 3.2 where a larger reflectivity is caused by higher
levels of soil water content or even open water bodies. In particular, when observing small
open inland water bodies, the reflectivity can be as large as -1 dB, behaving as expected
very close to a mirror in the microwave L-band spectrum. Also, in the reflectivity maps it
is possible to see at least two different tracks. These appear due to the different satellites
in view that are monitored at the same time, which shows the multistatic properties of
GNSS-R scatterometry [47]. These tracks are not the same in the three figures due to two
main reasons: 1) the plane did not follow exactly the same flight path, 2) the satellites’
positions were not the same in the three field campaigns (geometry changed).
8.1.3.2 PLMR Dataset
Figures 8.4(d)–(f) show the H-Pol brightness temperature maps for the three GELOz
flights. In Fig. 8.4(d) (first flight) it is easy to identify the lake that was seen on the
reflectivity data, and also some other water bodies. Looking to the Yanco area, the TBH
ranges from 250 K to 265 K, changing to 260–280 K for the second flight (Fig. 8.4(e)), and
about 210 K for the third flight (Fig. 8.4(f)). This depicts the general surface conditions
of the area, going from relatively wet to dry, and then significantly wetting up again. The
same patterns are seen in the TBV data (Figs. 8.4(g)–(i)).
If comparing H- and V-Pol radiometry data, it can be concluded that both behave as
a function of the SM content. Both, TBH and TBV maps have a middle state in the first
flight. Then, the highest TBs are seen for the second flight, where there was the lowest
SM content. Finally, the lowest TBs are seen for the third flight, just after a rain event.
As expected, and predicted by radiometric models, TBV s are always larger than TBHs.
8.1.3.3 GNSS-R and Microwave Radiometry Relationship
Qualitatively, the behavior of the reflectivity and brightness temperature data across
both polarizations depending on the field conditions has been explained: when the soil
moisture increases, reflectivity rises, and emissivity decreases, and consequently TBs, and
vice versa. Again, qualitatively, there is a negative relationship between the reflectivity
maps and the TB maps. Note that in Figs. 8.4(a)–(c) the color scale has been inverted,
to reflect this relationship, and to make sure that dry surface conditions are represented
in red for both types of measurements.
In the previous qualitative analysis there are several parameters that must be taken
into account in order to perform a quantitative analysis and study the correlation between
GNSS-R and microwave radiometry. The main parameters to take into account that may
differ in both situations are:
1. Incidence angle (θi): while for the PLMR data it is very clear and it is determined
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Figure 8.4: Summary of the reflectivity and TB maps for the three GELOz field campaigns
for a sub-set of the field campaign: (a)–(c) Reflectivity maps for the first, second, and third
flight respectively, (d)–(f) TBH maps for the first, second, and third flight respectively, (g)–(i)
TBV maps for the first, second, and third flight respectively.
by the beam pointing direction (taking into account the platform’s attitude), in
GNSS-R it depends on the satellite geometry, and as discussed above, it was different
for the three field campaigns. This feature is seen by comparing Figs. 8.4(a)–(c)
where the separation between satellite tracks is different.
2. Polarization: while GNSS satellites transmit in RHCP and GNSS-R data is mainly
LHCP, microwave radiometry data has been measured at linear polarization. This
yields a noticeable change, as for circular polarization there is almost no dependence
with the incidence angle up to 45◦, whereas for linear polarization there is, as
seen in Figs. 3.2,8.1. This means that it is not possible to directly compare both
measurements for a quantitative analysis.
3. Surface roughness: the effect of surface roughness is not the same for the two types
of measurements, since GNSS-R relies on a forward scattering mechanism, which
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is mainly based on the coherent reflection model, and microwave radiometry on
the emissivity, which is an integral over half hemisphere of the co- and cross-polar
bistatic scattering coefficients.
4. Land Cover: the surface cover may have an impact on the reflectivity and TBs
measured, as it will not be the same to have bare soil, grass-land, or some crops
which may have a taller vegetation and different water content.
In order to solve the first two points, TBH and TBV are combined to form the I/2
and the PI, as shown in Fig. 8.1. To study the third point (roughness), the reflectivity
data has been binned into two different regions: incidence angles ranging from 30◦ to
50◦, where the reflection is assumed to have a larger coherent part, and incidence angles
ranging from 0◦ to 30◦, where the reflection may be more influenced by the incoherent
scattering. Incidence angles larger than 50◦ are discarded because they are out of the
antenna beamwidth, and the main polarization is not guaranteed to be LHCP. This
binning is also used in [191] to analyze the correlation between GNSS-R data and optical,
near-infrared, and thermal indexes. To study the last point (land cover), a dedicated
analysis for a grass-land region and a crops region is performed, because Figs. 8.4(a)–(i)
show a big region of the entire field campaign where different land covers and surface types
were found. Figures 8.5(a)–(i) show the reflectivity, TBH , and TBV for the three GELOz
field campaigns over the grass-land focus area. Figures 8.6(a)–(i) show the reflectivity,
TBH , and TBV for the three GELOz flights over the crops focus area. Again, qualitatively
the same relationship than with the previous figure is obtained.
Observations acquired with a roll or a pitch larger than 10◦ were discarded, as well as
data collected during the steep banking of the turns. Also if roll and pitch had changed
more than 5◦ per second, the data was also discarded as it would be an indication of
a quick plane maneuver and antenna pattern compensation algorithms would not work
properly.
After describing qualitatively the datasets used, a quantitative correlation analysis is
performed. Figures 8.5(a)–(i) show a summary of the grass-land dataset used for this
analysis. A minimum distance algorithm is used to associate each reflectivity point to
each PLMR beam, guaranteeing that the distance is less than 100 m according to the
LARGO and PLMR ground-resolution for the three flights. If more than one PLMR
TB measurement fell within the same reflectivity point, they were averaged weighting
them according to the inverse of their distance to the center of the reflectivity point.
Once the data were matched, the I/2 parameter was computed and a correlation analysis
between the reflectivity data and the I/2 performed. Figure 8.7 shows this comparison
for the different reflectivity incidence angle groups with Figs. 8.7(a)–(c) corresponding to
the largest incidence angle group and Figs. 8.7(d)–(f) to the lowest one. Both reflectivity
incidence angle groups are compared to the data from the PLMR beams at their respective
incidence angles from the boresight. In red the best fit with the following shape is shown:
I/2 = a(1− 10RRL[dB]10 ) (8.7)
where:
I/2 = TBH + TBV2 = TF
(
1− RH +RV2
)
, (8.8)
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Figure 8.5: Summary of the reflectivity and TB maps for the three GELOz field campaigns
over the grass-land area: (a)–(c) Reflectivity maps for the first, second, and third flight
respectively, (d)–(f) TBH maps for the first, second, and third flight respectively, (g)–(i)
TBV maps for the first, second, and third flight respectively.
and:
RRL ≈ RH +RV2 , (8.9)
for the reflectivity incidence angle range used.
Table 8.1 shows the correlation of the data presented in Fig. 8.7 as well as the pa-
rameters of the proposed fit. The correlation among reflectivity and I/2 for the PLMR
beams ±38◦ and ±21◦ is 0.6, while it decreases for the PLMR ±8◦ beams, probably due
to surface roughness effects, since roughness affects more the forward scattering geome-
try at more nadir incidence angles. It is also remarkable that for the largest reflectivity
incidence angle group the RMSE of the fit is lower than for the lowest one, which is also
an indicator of the surface roughness effects. Finally, the a parameter of the fit in all
cases ranged from 270 K to 278 K, and this parameter did not significantly change the
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Figure 8.6: Summary of the reflectivity and TB maps for the three GELOz field campaigns
over the crops area: (a)–(c) Reflectivity maps for the first, second, and third flight respec-
tively, (d)–(f) TBH maps for the first, second, and third flight respectively, (g)–(i) TBV maps
for the first, second, and third flight respectively.
goodness of the fit.
Despite the proposed fit was not highly sensitive to the a parameter or the physical
temperature of the terrain (TF ), the reflectivity values were compared to the PI, which is
a self-calibrated parameter independent from the physical temperature. This comparison
follows the same structure than the one with the I/2, and it is shown in Fig. 8.8. The
best fit proposed in this case is a potential one:
TB = a10bRRL[dB] (8.10)
Table 8.2 shows the correlation between the reflectivity data and the PI computed from
the PLMR TBs as well as the best fit parameters. Correlation increased to approximately
0.65 due to the self-calibrated nature of the data. Furthermore, the same behavior that
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Figure 8.7: Comparison between LARGO reflectivities and the first Stokes parameter di-
vided by two for the grass-land regions. In (a)–(c) the reflectivity data corresponds to
incidence angles ranging from 30◦ to 50◦. In (d)–(f) the reflectivity data corresponds to inci-
dence angles lower than 30◦. In (a),(d) PLMR data from the ±38◦ incidence angles beams is
used. In (b),(e) PLMR data from the ±21◦ incidence angles beams is used. In (c),(f) PLMR
data from the ±8◦ incidence angles beams is used. In red the best fit is presented.
Table 8.1: Correlation and RMSE between LARGO reflectivity and the first Stokes
parameter divided by two for the grass-land regions as well as the fit parameters,[
I/2 = a
(
1− 10RRL[dB]10
)]
.
Param. Inc. angle ±38◦ ±21◦ ±8◦
a [K] 30-50 273.7 276.7 278.7
R 30-50 0.6 0.61 0.51
RMSE [K] 30-50 6.6 7.1 8.9
a [K] 0-30 270 270 275
R 0-30 0.6 0.58 0.41
RMSE [K] 0-30 9.2 9.8 10.2
with the I/2 is seen, the RMSE of the fits proposed is lower for the largest incidence
angle reflectivity group, also indicating that surface roughness affects them less. However,
the PI parameter only seems useful for the large PLMR incidence angles, because when
the incidence angle is close to nadir, both TBH and TBV are practically equal, and
the PI tends to 0. The use of self-calibrated data allows the removal of any parameter
affecting the relation between reflectivity and brightness temperature and mitigates the
surface roughness effects. However, the dependence of brightness temperature on the
incidence angle becomes important, making the PI only useful for the large incidence
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Figure 8.8: Comparison between LARGO reflectivities and the PI for the grass-land regions.
In (a)–(c) the reflectivity data corresponds to incidence angles ranging from 30◦ to 50◦. In
(d)–(f) the reflectivity data corresponds to incidence angles lower than 30◦. In (a),(d) PLMR
data from the ±38◦ incidence angles beams is used. In (b),(e) PLMR data from the ±21◦
incidence angles beams is used. In (c),(f) PLMR data from the ±8◦ incidence angles beams
is used. In red the best fit is presented.
angles regions. Conversely, the incidence angle dependence was mitigated using the first
Stokes parameter.
Table 8.2: Correlation and RMSE between LARGO reflectivity and the PI for the grass-land
regions as well as the fit parameters
[
TB = a10bRRL[dB]
]
.
Param. Inc. angle ±38◦ ±21◦ ±8◦
a 30-50 0.26 0.1 0.03
b 30-50 0.03 0.04 0.06
R 30-50 0.68 0.66 0.52
RMSE 30-50 0.02 0.008 0.003
a 0-30 0.32 0.13 0.03
b 0-30 0.03 0.04 0.05
R 0-30 0.66 0.63 0.31
RMSE 0-30 0.03 0.01 0.04
The area under analysis is now changed from the grass-land region to the crops region.
Figures 8.6(a)–(i) show a summary of the crops dataset used for this analysis. The
dataset has been pre-processed in the same way as the grass-land dataset, in order to
match reflectivity and TBs. The I/2 parameter was computed, and a correlation analysis
between the reflectivity data and the I/2 performed. Figure 8.9 shows this comparison for
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the two different reflectivity incidence angle groups. In red the best fit line is represented
following the same linking model shown in Eqn. (8.7).
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Figure 8.9: Comparison between LARGO reflectivities and the first Stokes parameter di-
vided by two for the crops region. In (a)–(c) the reflectivity data corresponds to incidence
angles ranging from 30◦ to 50◦. In (d)–(f) the reflectivity data corresponds to incidence
angles lower than 30◦. In (a),(d) PLMR data from the ±38◦ incidence angles beams is used.
In (b),(e) PLMR data from the ±21◦ incidence angles beams is used. In (c),(f) PLMR data
from the ±8◦ incidence angles beams is used. In red the best fit is presented.
Table 8.3 summarizes the correlation analysis of the data presented in Fig. 8.9 as
well as the parameters of the proposed fit. The correlation among reflectivity and I/2
for the three PLMR beams was between 0.74 and 0.8 for the reflectivity larger incidence
angles, and between 0.64 and 0.69 for the lower incidence angles. For the crops area,
the correlation increased in comparison to the grass-land area. This indicates that the
crops area, due to the agricultural works, is a more regular region in terms of surface
roughness as compared to the grass-land area. However, the RMSE also increased slightly.
The increase in the RMSE can be justified by the presence of higher vegetation, which
adds some noise to the received signals, and therefore more variability. Also, the same
behavior than in the grass-land analysis is found, being the correlation smaller for the
lower incidence angle group.
Again, the same analysis than for the grass-land region with the PI parameter has
been performed for the crops region, and it is shown in Fig. 8.10. The same fit as the
one presented in Eqn. (8.10) is shown in red. Table 8.4 shows the correlation between
the reflectivity data and the PI computed from the PLMR TBs as well as the best fit
parameters. For the crops region the correlation values were similar to the grass-land re-
gion, increasing for the ±38◦ beam and large incidence angle group. Again, no conclusion
could be obtained for the ±8◦ beam, since it was always nearly 0 (by definition).
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Table 8.3: Correlation and RMSE between LARGO reflectivity and the first
Stokes parameter divided by two for the crops region as well as the fit parameters[
I/2 = a
(
1− 10RRL[dB]10
)]
.
Param. Inc. angle ±38◦ ±21◦ ±8◦
a [K] 30-50 271.8 276.5 274.4
R 30-50 0.8 0.74 0.78
RMSE [K] 30-50 8.7 9.8 11.4
a [K] 0-30 270 271.5 270
R 0-30 0.69 0.66 0.64
RMSE [K] 0-30 11.3 11.4 15.4
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Figure 8.10: Comparison between LARGO reflectivities and the PI for the crops region.
In (a)–(c) the reflectivity data corresponds to incidence angles ranging from 30◦ to 50◦. In
(d)–(f) the reflectivity data corresponds to incidence angles lower than 30◦. In (a),(d) PLMR
data from the ±38◦ incidence angles beams is used. In (b),(e) PLMR data from the ±21◦
incidence angles beams is used. In (c),(f) PLMR data from the ±8◦ incidence angles beams
is used. In red the best fit is presented.
8.1.4 Discussion
There are several issues to take into account when analyzing the correlation between
GNSS-R and microwave radiometry data, such as: incidence angle, surface roughness,
land cover, polarization, and pixel size. Using the first Stokes parameter divided by two
(I/2) it was possible to compensate for the polarization difference between PLMR TBs
and the LARGO reflectivity. If the land surface is smooth, the I/2 curves are also flat,
as the reflectivity, and the dependence on the incidence angle is also avoided. Using
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Table 8.4: Correlation and RMSE between LARGO reflectivity and the PI for the crops
region as well as the fit parameters
[
TB = a10bRRL[dB]
]
.
Param. Inc. angle ±38◦ ±21◦ ±8◦
a 30-50 0.33 0.1 0.06
b 30-50 0.04 0.03 0.07
R 30-50 0.74 0.6 0.58
RMSE 30-50 0.035 0.022 0.007
a 0-30 0.27 0.11 0.07
b 0-30 0.03 0.04 0.07
R 0-30 0.66 0.51 0.45
RMSE 0-30 0.03 0.01 0.04
the PI it is possible to self-calibrate the data, whereas the dependence on the incidence
angle is increased. Even though both areas analyzed were quite homogeneous, the two
instruments were not looking at the same type of land surface cover due to differences in
their pixel size. Moreover, the footprint size of the GNSS-R technique, and the sample
interval is such that measurements taken every second are nearly independent, as there is
only a 10% overlapping factor among pixels. However, this is not the case with microwave
radiometry data, since the pixel size is such that they are partially overlapped (50%), and
consequently correlated.
8.1.4.1 Sensitivity to Incidence Angle and Surface Roughness
It has been shown that independently from the land cover, the group of reflectivity values
with incidence angles ranging from 30◦ to 50◦ has larger correlation with both the I/2
and the PI than those below 30◦. This indicates that mainly surface roughness, and
with less importance vegetation structure and its water content, might have to be dealt
with when trying to retrieve geophysical parameters such as soil moisture. For very large
incidence angles (larger than 50◦), the coherent component is the dominant component
in the scattering process [37, 93, 105, 110, 148], unless the surface is very rough, where
the coherent component finally disappears [97, 149]. For incidence angles from 30◦–50◦,
the coherent component dominates in most regions, except in some highly vegetated
regions or with high topography. For low incidence angles (lower than 30◦) the surface
roughness makes the coherent component decrease, and the incoherent component larger.
Despite the coherent component is still measurable, its decrease is shown in the loss of
correlation between the microwave radiometry and the GNSS-R data. Spaceborne data
from the UK TDS-1 mission also supports that over land there is a coherent component
present [79,192], as the DDMs retrieved over land look like more to the WAF than to the
sea surface (non-coherent) scattering model [52,58,193]. This is relevant because while the
forthcoming GNSS-R satellite missions will have close to nadir-looking observations [194–
196] mainly due to the antenna directivity requirements, results from field campaigns
indicate that for GNSS-R scatterometry it may be useful to observe more slant angles,
where the coherent scattering component becomes larger. Also, a way to take into account
and correct the surface roughness effect is the use of the polarization ratio, as depicted
in Chapter 4 and proposed by [148].
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8.1.4.2 Land Cover Effects
In this work two different regions have been analyzed: a grass-land area, and a crops area.
The crops area is normally a more regular area, and all fields have similar vegetation height
and structure. Conversely, the grass-land is a vegetated area with different vegetation
heights and some patches of bare soil. Surprisingly, whereas a crops area is vegetated
and the grass-land area can vary its conditions, but it is normally low vegetated, the
correlation between GNSS-R data is larger for the crops area than for the grass-land
area. This occurs because unless the crops area has plants with very high vegetation
water content, the L-band microwave GNSS waves pass trough vegetation and impinge
on the ground beneath them. In those cases, the land surface is normally flatter and
more regular than for the grass-land area, where there are more irregularities, or at least
this was the case of the field campaign test sites. So, the reflection over the crops area
is more coherent than over the grass-land area, and this is seen in a larger correlation
between reflectivity, I/2 and PI parameters for the crops area. Furthermore, it must be
considered that the roughness affecting L-band is the large scale roughness, referring that
also to the surface’s slopes instead of only the surface heights RMSE.
8.1.4.3 Sensitivity to Pixel Size
The difference in the pixel size of the two instruments also plays a role in the data analysis
performed. This effect is better seen in the two examples shown in Fig. 8.11. Therein, the
reflectivity measurements from LARGO are plotted with small circles whereas the TBH
measurements from PLMR are written as colored text. Both measurements have been
plotted over Google Earth interface. Figure 8.11(a) shows how a water spot is detected as
a bright reflectivity, whereas the water body is not present in the Google Earth Map. The
TBH for the left beam (±38◦) reduces, but it never reaches the water value (≈ 100 K)
because of the beam filling factor. The water spot sensed by the GNSS-R instrument is at
most 150 m size (2.5 reflectivity pixels), whereas the microwave radiometer resolution for
that beam is 153 m x 73 m at 220 m height. So, due to the beam filling factor, the TBH
observed is a mixture of the one coming from the water spot and the surrounding land,
and due to that it never reached the ≈ 100 K. Note that in the same figure, the right
TBH PLMR beam also reduces, which occurs again due to the pixel size and the beam
filling factor effect. It is also noticeable that PLMR data varies more smoothly whereas
there is a sharp transition in the GNSS-R data. This shows some time correlation for the
radiometer data which is not present on reflectivity data. This can also be understood as
the difference in the pixel overlapping factor between the two techniques. Figure 8.11(b)
shows a similar effect with a much smaller water area (∼ 30 m x 30 m) detected over
Google Earth, which is clearly seen in the GNSS-R data while the radiometer data only
decreases 10 K. This effect is also related to the RMSE of the fits proposed, because the
reflectivity data has stronger variations than the TB data and adds some noise to the
correlation curves, explaining the large RMSE observed.
Table 8.5 compares the different ground resolution (pixel size) for both instruments
at different heights: 220 m and 1 km, which would correspond to normal flight heights
during airborne campaigns, and 630 km for spaceborne conditions (UK TDS-1 mission
parameters). The antenna beamwidth of the PLMR has been preserved for the data
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(a) (b)
Figure 8.11: Effect of the pixel size in the comparison among reflectivity and microwave
radiometry data.
shown in that table in all conditions. For very low heights, such as 220 m, the ground-
resolution of the reflectivity data is approximately half of the pixel size for the radiometry
data in the along-track direction, and 1/10 in the across-track direction. For intermediate
heights, such as 1 km, the ground resolution of the reflectivity data is between 1/4 and
1/5 the pixel size of the radiometry data in the along-track direction, and 1/20 in the
across-track direction. For the spaceborne conditions the reflectivity data pixel size is
much smaller than the radiometry data, specially for the across-track direction due to the
integration time.
Also if a microwave radiometry spaceborne mission with different antenna parameters
is considered, such as the SMOS mission (a ground spatial resolution of 40 km x 40 km
roughly), the reflectivity data pixel size is also much smaller than the radiometry data,
leading to the concept of spatial resolution enhancement, which would be of particular
interest for spaceborne applications. Furthermore, differently from other synergy tech-
niques [178–180, 191], in this case, both techniques work at very close frequency bands,
which means that they are sensitive to the same geophysical parameters. This idea of
down-scaling microwave radiometry data with GNSS-R data has been proposed recently
by NASA, after the end of operations of SMAP radar [197].
8.2 Salamanca Field Experiment
The field experiment took place in an agricultural area near the Guaren˜a River, tributary
of the Duero River in the center of the Iberian Peninsula (5.36◦W; 41.30◦N). The main
land use was vineyard (100 ha), but some areas of pasture, fallow, irrigated crops, and
forest were also present (see Fig. 8.12). Two different flights were conducted: one on
August 6, 2014, and another one on August 7, 2014. Both flights height was between 500–
700 m, and they lasted from 8 AM to 10:30 AM. During the first flight, field measurements
of soil moisture (0–6 cm depth) and surface temperature were taken at 119 ground points,
which is depicted by Fig. 8.12. The probes were inserted vertically into the soil and the
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Table 8.5: Comparison of the ground resolution for both sensors at different flight heights
and speeds. The incidence angle is measured in degrees, the height in meters, the speed in
m/s, and the resolutions in m x m
Sensor θinc [◦] Height [m] Speed [m/s] Inst. Res. [m x m] Integ. Res. [m x m]
LARGO ± 8 220 61.1 6.6 x 6.6 67.7 x 6.6
PLMR ± 8 220 61.1 58.2 x 58.7 119.3 x 58.7
LARGO ± 21 220 61.1 6.8 x 7.2 67.7 x 7.2
PLMR ± 21 220 61.1 61.7 x 66.1 122.8 x 66.1
LARGO ± 38 220 61.1 7.4 x 9.3 68.5 x 9.3
PLMR ± 38 220 61.1 73.1 x 92.8 134.2 x 92.8
LARGO ± 8 1000 61.1 14.0 x 14.1 75.1 x 14.1
PLMR ± 8 1000 61.1 264.4 x 267.0 325.5 x 267.0
LARGO ± 21 1000 61.1 14.4 x 15.4 75.5 x 15.4
PLMR ± 21 1000 61.1 280.4 x 300.4 341.5 x 300.4
LARGO ± 38 1000 61.1 15.7 x 19.9 76.8 x 19.9
PLMR ± 38 1000 61.1 332.2 x 421.6 393.3 x 421.6
LARGO ± 8 630000 6·103 351.3 x 354.8 6351.3 x 354.8
PLMR ± 8 630000 6·103 166554.5 x 168191.3 172554.5 x 168191.3
LARGO ± 21 630000 6·103 361.8 x 387.6 6361.8 x 387.6
PLMR ± 21 630000 6·103 176667.8 x 189236.8 182667.8 x 189236.8
LARGO ± 38 630000 6·103 393.8 x 499.7 6393.8 x 499.7
PLMR ± 38 630000 6·103 209303.7 x 265610.3 215303.8 x 265610.3
measurement integrates the soil water content of the first 6 cm of the top layer. Four
measurements were acquired at each location within an area of 1 m2 and geolocated in
the field using a Differential GPS (D-GPS) [198] instrument. Surface soil temperature
was also measured with an infrared thermometer TFA-ScantTemp 380 [191].
Figure 8.12: Description of the Salamanca field campaign test site [191].
One thing that has not been mentioned up to now is how the LARGO can differ
whether it is locked to the direct or the reflected signal. The antenna has not an infinitely
large ground-plane, and due to that, there can be some leakage of the direct signal from
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the back of the down-looking antenna. If the reflected signal power is too small, the
instrument will see this leakage larger than the reflected signal, and therefore, get locked
to it. As it operates in a closed-loop mode, once the loop is locked, it is very difficult
to get out of it, and this problem was only faced once in all the experiments shown in
this dissertation, and it was on this field campaign. Figure 8.13 pictures the problem just
by observing the height measurement of each high-performance GPS receiver back-end.
Whereas for August 6, 2014, the LARGO instrument worked properly, while rising the
height the direct channel measures an increase of the height and the reflected channel a
decrease (Fig. 8.13(a)), for August 7, 2014, they follow the same height retrieval, which
indicates that both were locked to the direct signal. Therefore, refectivity measurements
for August 7, 2014, are not valid. The reason why when the platform is going up the direct
signal should measure a rise in the height estimation and the reflected signal a decrease
in it is depicted clearly in Fig. B.1. Furthermore, it is possible to see in Fig. 8.13(a) that
on August 6, 2014, the platform did one part of the field campaign, it landed to refuel,
and it continued with the second part of the flight. Note that the city of Salamanca is
already 700 m above the sea surface level, and the GPS receivers always measure their
height estimation with respect to a reference ellipsoid, typically the WGS84.
(a) (b)
Figure 8.13: Height measured by each LARGO channel. (a) August 6, 2014, (b) August 7,
2014.
The goal of this field campaign was to test a new approach to enhance the reflectivity
provided by LARGO using thermal and multi-spectral maps. The flights were performed
using a manned aerial platform, a paramotor, as can be seen in Fig. 8.14. Therein, it is
observed that there were different payloads: LARGO to measure coherent reflectivity, a
Flir thermal camera to measure surface temperature, an optical Canon EOS 5D camera,
and a multi-spectral camera. The flight on August 7, 2014, was conducted because the
multi-spectral camera did not perform as expected on the August 6, 2014, flight. Disap-
pointingly, the issues with the multi-spectral camera were not solved, and the LARGO
data for that day was not valid too. However, a LANDSAT pass on August 12, 2014,
helped to achieve the goal of that field campaign. In this part only the reflectivity estima-
tion will be explained, as due to the the type of platform used and the severe topography
conditions of the field, extra corrections were developed. However, a summary of the
211
Chapter 8. Airborne experiments over land using the LARGO instrument
results achieved in this collaborative work is also presented here. Finally, it is worth
mentioning here that the campaign results suggested that the combined use of optical,
near-infrared, and thermal data with the GNSS-R signal improves the sensitivity to soil
moisture obtained with each of the sensors separately.
Figure 8.14: Platform and payloads used for the field campaigns.
8.2.1 Reflectivity Estimation
An airplane platform is a very steady platform when it is flying horizontally, with roll
and pitch values very small during those periods. However, while turning, the roll of the
plane is very high to do the maneuvering quick enough. In the GELOz field campaigns
those data were discarded. Differently, a paramotor is a manned platform whose speed
is much lower than an airplane, but its local movements are much larger. Due to being
hold by a wing, the platform faces a continuous oscillatory movement. So, the reflectivity
for this field campaign is equal to the GELOz field campaigns, but adding an antenna
pattern compensation mechanism which is required to compensate for this pendulum
movement. Basically, it is required to find the new spherical coordinates from where the
radiation is coming in the antennas reference frames. The antenna pattern compensation
applied is a little bit tedious and it is mathematically detailed in Appendix F. It is based
on a coordinate transformation. Two different coordinate systems must be taken into
account, a fixed one and an inertial one, and the inertial system is moved with respect
to the fixed one the rotations the IMU measures. Then, it is necessary to compute the
new antennas reference frames in the Global Cartesian System (GCS) coordinates and
finally retrieve its spherical coordinates. Once the spherical coordinates on the antennas
reference frames have been computed, the antenna pattern compensation coefficients,
which are (APCup(θup, ϕup)) and (APCdown(θdown, ϕdown)), can be retrieved from the
antenna radiation patterns measured at the UPC anechoic chamber [155], and the antenna
radiation pattern compensated reflectivity becomes:
Γ = SNRL − SNRR − kcalib +APCup(θup, ϕup)−APCdown(θdown, ϕdown), (8.11)
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where kcalib is a compensation term estimated during the calibration phase if there is a
calibration matrix installed in the LARGO instrument, which was the case of this field
campaign.
Apart from the antenna pattern compensation, it was found that the correlation be-
tween the reflectivity estimated by LARGO and the Digital Surface Model (DSM) of the
field campaign was on the order of 0.6, which indicated that topography is affecting largely
the measured reflectivity. This fact was already stated in [199]. The initial geolocation
was made via ray-tracing as described by Eqn. (8.6b). This correlation is qualitatively
pictured in Fig. 8.15.
Figure 8.15: Qualitative correlation between DSM and LARGO reflectivity.
In order to reduce this effect, a geolocation algorithm based on specular reflection con-
ditions is applied. For each platform position, the surface under observation is discretized
and the surface normal is computed for each point, which is named as nˆ. Also for each
surface point the vector from the surface point to the platform is computed (Rˆpr). The
last vector taken into account is the vector from each surface point to the satellite, known
as (Rˆps). Once this three vectors are known, three different conditions are applied:(
Rˆpr × Rˆps
)
· nˆ = 0, (8.12)
which ensures that the three vectors are on the same plane, and this plane is the incidence
plane, (
Rˆpr − Rˆps
)
· nˆ = 0, (8.13)
which checks that the local incidence angle and the local reflection angle are the same,
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and
Rˆpr · Rˆps < 1, (8.14)
which assures that both incidence and reflection angles are not physically the same, and
that the geometry follows a forward scattering configuration instead of a backward one.
The effect of this topographic correction is depicted in Fig. 8.16, where in (a) it is seen
that for a flat surface both approaches coincide, and for a rough surface (b) the specular
reflection methodology is more accurate.
(a)
(b)
Figure 8.16: Comparison between the ray-tracing geolocation using the first Fresnel Zone
area and the specular reflection methodology proposed: (a) flat surface, (b) rough surface.
The central point of the new geolocated reflectivity is the average of the reflection
points that accomplish the specular reflection conditions. This methodology also allows
to determine if there can be more than one specular reflection areas, which in that case
data must be discarded as it is not known if the addition of the radiation coming from
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each area was constructive or destructive. A drawback of this methodology is that it
must be computed for each platform position, which makes the geolocation a lengthy
and tedious process and it is not recommended unless the field site requires it, which
happened with the Salamanca field campaign. This methodology lowered the correlation
between the DSM and the newly geolocated reflectivity to 0.05. The entire topography
based geolocation algorithm is detailed in Appendix G. Note that in [199] it was already
mentioned that topography is an issue to deal with and it affects severely the reflectivity
values.
8.2.2 Summary of Correlation Results with Thermal and Multi-
Spectral Data
A preliminary analysis of the data from the field campaign was presented in [200]. Therein,
it was first mentioned that topography should be corrected for the retrieval of geophysical
parameters. Also it was shown that the field test site had such a high topography that
even soil moisture was also negatively correlated with the topography, both the Digital
Elevation Model (DEM) and the DSM. In other words, the larger the elevation the lower
the soil moisture content of the terrain. Even though they were correlated, the reflectivity
should be corrected because some particular field test site parts suffered from slopes up
to a 30% inclination.
After knowing that the data from the multi-spectral camera on-board the paramotor
was useless, it was decided to use a LANDSAT overpass over that region corresponding
to August 12, 2014. Using the data from LANDSAT, two different works were devel-
oped. In [201] a first approach to the correlation between soil moisture and all available
data is presented. Different combinations of optical, Near InfraRed (NIR), Short-Wave
InfraRed (SWIR), and Thermal InfraRed (TIR) indexes were tested, each of them indicat-
ing different parameters of the surface under observation. Ones were linked to the surface
temperature, others to vegetation health, others to its opacity, etc. The largest corre-
lations were found for the Green-Red Vegetation Index (GRVI)-based and Normalized
Difference Water Index (NDWI)-based indexes. The comparisons with soil moisture were
made at a point level with the in-situ ground-truth.
Finally, [191] analyzed much deeply the work presented in [201]. It proposed a link-
ing model based on a linear combination of three parameters such as the Land Surface
Temperature (LST), the LARGO reflectivity, and one of the derived indexes. In [191]
it was proved that the combination of those parameters improved the estimation of the
soil moisture content as compared to using themselves alone, reaching correlations up to
0.7 between the measured soil moisture and the estimated one. Half of the ground-truth
points were used as testing for deriving the coefficients of the linking model, and the other
half were used to validate the model proposed. This pioneering works have opened the
door to pixel disaggregation algorithms using a similar to the one used with microwave
radiometry and multi-spectral data [178–180].
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8.3 Conclusions and Future Lines
This Chapter has first presented a comparison between airborne GNSS-R data and L-band
microwave radiometry data, making use of three datasets from three different airborne
field campaigns conducted over an experimental field site in South-Eastern Australia. In
the field campaigns, a GNSS-R scatterometer (LARGO v1) and the PLMR L-band mi-
crowave radiometer flew together. In order to be able to compare the two datasets, linear
polarization microwave radiometry data were converted to the first Stokes parameter di-
vided by two. The PI was also computed from the brightness temperature measurements.
Correlation results between both datasets for the three flights indicate that for large inci-
dence angles (> 30◦) the coherent microwave radiometry model behaves quite well, since
the surface seems to be smoother, which is in accordance with the “Rayleigh criterion”.
Also, this indicates that the main dominating scattering mechanism for those incidence
angles is the coherent one. For the crops region the correlation is between 0.74–0.8. For
the grass-land region it is between 0.51–0.61. For lower incidence angles in the reflectivity
data (< 30◦), the correlation between reflectivity and I/2 is smaller, ranging from 0.64–
0.69 for the crops region and 0.41–0.6 for the grass-land region. In those cases, the surface
appears rougher due to the scattering geometry, and the incoherent component starts to
be noticeable in the reflectivity data. Furthermore, if the surface appears rougher, the
received reflected power is smaller, and reflectivity measurements are more affected by
noise, which is translated in larger RMSEs for the proposed fits. The best correlation
results were obtained when the coherent model works better (i.e. higher incidence an-
gles), and occurred for reflectivity incidence angles ranging from 30◦ to 50◦ and the ±38◦
beams for the crops region.
The differences between L-band microwave datasets and the GNSS-R datasets is dis-
cussed in detail. It is mainly focused in three aspects: incidence angle and surface rough-
ness, land cover, and pixel size. Regarding the pixel size, it is seen that due to the
scattering properties of GNSS-R, measurements are nearly uncorrelated among them,
and the spatial resolution is smaller than the radiometer data. This shows that GNSS-R
data is able to detect features not seen in the TBs measured, which means that both
datasets can be used together to improve the spatial resolution of the brightness tem-
perature data. Furthermore, correlation among both techniques indicate that they are
sensitive to the same geophysical parameters.
In the second part of the Chapter the field campaign performed in Salamanca, Spain
is described. In this case a paramotor was used as a platform, and the field test site
had a highly developed topography. The behavior of the platform required the use of
an antenna gain pattern compensation algorithm, which was necessary to correct for the
induced oscillatory effect. The correlation between GNSS-R reflectivity and both the
surface DSM and DEM led to the development of a new geolocation algorithm based
on specular reflection conditions. Once those corrections were applied, data from that
field campaign was compared against different indexes derived from the different spectral
bands of the closest (in time) LANDSAT image available. A linear linking model was
developed using data from the LARGO estimated reflectivity, the LST, and one of the
LANDSAT derived indexes [191]. This linking model showed that the linear combination
of those surface parameters improved the performance of the soil moisture retrieval that
using them alone [191]. This is in agreement with the previous disaggregation algorithms
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used to down-scale L-band microwave radiometry. The large correlation between L-band
microwave radiometry and GNSS-R reflectivity might explain why the same approach
(linear linking model) works correctly for both cases.
Looking to the retrieval of soil moisture from a spaceborne point of view, the results
from the field campaigns analyzed show that L-band microwave radiometry data could
be down-scaled using spaceborne GNSS-R data as they are largely correlated. Note
that GNSS-R data is largely insensitive to any atmospheric issues or clouds, leading to
improved spatial resolution L-band microwave radiometry derived products, which would
be independent from weather conditions. Later, further disaggregation models based on
other sensors can be applied to improve even more the spatial resolution of the derived
products.
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Chapter 99
Airborne experiments
with open-loop receivers
over land and sea
T his chapter summarizes two field campaigns performed with receivers that use anopen-loop approach to obtain the GNSS-R data instead of the closed-loop approach
used by the LARGO receiver. The first field campaign is performed along the Catalan
coast, uses the PAU receiver described in 5, and it includes the observation of a small
part of land and mainly sea and coastal sea surface. The second field campaign is part
of the work performed at NOAA, it uses the SiGe receiver developed at CU, and it was
mainly developed over land in spite of a small transect over sea.
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9.1 Introduction
This Chapter describes two different field campaigns performed using two different open-
loop receivers over land and sea surfaces. The first field campaign described is one per-
formed along the Catalan coast in 2012, using the PAU receiver described in Chapter 5.
This field campaign was an opportunity flight used to test the performance of the first
version of the PAU receiver which was basically a sampler. With this field campaign
the statistics of the reflected signal described in Chapter 4, over land and sea surfaces,
are demonstrated using experimental data. Due to the hardware implementation of the
PAU receiver, the direct signal was also available, resulting in some basic altimetry re-
sults. The second field campaign described is one departing from Florida and landing
in Oklahoma, and basically obtaining reflected signals over land. In this case, the direct
and reflected signals are sampled by two different, but synchronized front-ends using the
SiGe receiver [20]. Then, they are processed by a SW receiver developed at CU in order
to obtain the waveforms. In this case, the statistics of the reflected signal over land are
detailed using experimental data.
9.2 Analysis of the Sabadell Field Campaign
9.2.1 Field Experiment Description
The Sabadell field campaign was conducted on September 13, 2012 along the Catalan
coast. Figure 9.1 shows a sketch of the approximate flight path followed for the entire
field campaign that included departing from Sabadell, reaching Mataro´, flying along the
Catalan coast at least 15 km separated from the coast to assure only sea surface reflections,
reach the town of Cadaque´s, and then go back. The main idea of the Field campaign
was to test the altimetric performance of the PYCARO receiver [29, 202], and the PAU
instrument was added as an extra payload to test its behavior. Figure 9.2 shows the
aircraft used and both direct and reflected antenna positioning on the plane. Specific
structures were built to make the antennas parallel to the aircraft reference level and to
avoid antenna pattern corrections.
Figure 9.3 shows a summarized block diagram of the instrumentation used with all
the connections between them described. First, the signal from both direct an reflected
signals is amplified after being acquired by their respective antenna. Then the signals are
split using 3 dB Wilkinson power dividers. Each instrument receives on one channel the
direct signal and on the other one the reflected signal. Both instruments are controlled
by different laptops so once the signals are split the experiments can be considered totally
independent. The power supply for all the instrumentation is taken from the airplane
battery/alternator system. Using a sinusoidal wave generator connected to the airplane’s
power system the laptops and the PAU instrument are powered. The PYCARO and the
amplifiers are powered by a 5 V power supply system that is connected to the signal wave
generator. Due to power restrictions of the plane, the laptop connected to PAU instrument
had to be disconnected as the primary experiment was the PYCARO one. The laptop
connected to the PAU instrument configured the instrument in order to sample direct
and reflected signals during 1 s (maximum memory of the PAU insturment) every 20 s,
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Figure 9.1: Flight path followed along the entire field campaign.
Figure 9.2: Flight set-up for the entire field campaign where the position of the up-looking
and down-looking antennas is highlighted. The hardware part was located inside the airplane.
and then transfer the sampled data to the laptop’s hard drive. Due to the continuous
transmission, the laptop’s battery lasted only for 1 hour. However, there was enough time
to reach the town of Cadaque´s, allowing to acquire data from half of the experiment and
reflected signals from both land and sea surfaces.
The GNSS satellite geometry for the entire field campaign is shown in Fig. 9.4, where
it can be seen that the available satellites were the SV: 2, 12, 14, 21, 25, 29, 30, 31. It
can also be seen that the ones within the antenna beamwidth (±50◦) were satellite 25,
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Figure 9.3: Block diagram of the instrumentation used.
29, 31, and 12 only for the beginning of the flight. Figure 9.5 shows the elevation angle
of the aforementioned satellites as a function of time. The flight height was between
1–3 km, and the flight speed was between 50–80 m/s. The wind speed conditions for the
sea surface were between 12–17 m/s.
The data sampled by the PAU instrument was processed off-line with a specifically
designed SW receiver, since the hardware implementation of the DDM computation was
not yet available at the time of conducting the field campaign. The SW receiver was
based on generating the DDMs using 1 ms of coherent integration time and up to 1 s of
incoherent averaging without using partially overlapped waveforms. The delay spacing
was 244 ns (0.25 C/A chips) and the Doppler spacing 500 Hz. Those parameters were
used to get an initial estimation of the delay and Doppler bins of the peak position.
After that, the data were reprocessed again, but instead of computing the full DDMs
only the waveform for the estimated Doppler was generated. By using the waveform
peak information, the excess Doppler from the 500 Hz was partially estimated and also
the retracking (τ) of the waveforms was computed. After that, a new set of retracked
waveforms was generated storing them (matrix form) and also storing in smaller pieces of
data their peak value (vector form). Figure 9.6 summarizes the SW receiver processing
algorithm developed highlighting the two outputs. Once that was done, the statistics of
the reflected field for both land and sea are shown.
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Figure 9.4: GNSS Satellite sky map for the Sabadell field campaign where the location of
the satellites (elevation and azimuth) for the entire field campaign is shown. It summarizes
the constellation geometry.
Figure 9.5: GNSS Satellite elevation angle [deg] as a function of time.
Figure 9.6: SW receiver processing algorithm for the PAU instrument.
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9.2.2 Reflected Field Statistics Over Land for the Sabadell Data
In this subsection two different examples are shown. The first one corresponds to the
reflected data over the airport, which is a flat area, and therefore with a coherent reflected
component in the reflected signal. Figure 9.7 shows the 1ms-1s DDMs for all satellites
in view reflected on that area. Particularly, it is interesting to look at Fig 9.7(f)–(g)
where the WAF can be distinguished due to high thermal SNR. Figure 9.8 shows the I/Q
diagrams for the peak value for those data. The ring shape is only clearly appreciated in
Figs. 9.8(f)–(g) since the thermal SNR is high enough not to affect the signal statistics,
and they resemble better the ideal theoretical developments mentioned in Chapter 4. As
it can be inferred from the previous presented data, thermal SNR is important to observe
the reflected field statistics and quantify the speckle noise. Figure 9.9 shows the pdf of the
waveform peak amplitude (blue) as compared to a Rayleigh (red) and a Rice (black) fit.
It is seen in Fig. 9.9(a)–(c),(f)–(g),(i) that the Rice fit resembles more to the experimental
data pdf than the Rayleigh fit, indicating the presence of a coherent component due to
the flat surface scattering mechanism. Conversely, Fig. 9.9(e),(h) have a very bad SNR
(Fig. 9.7) which is why they resemble more to the Rayleigh distribution.
Differently, the second example is for rough land covered by a forest. It is seen there
that the coherent component disappears, leading to a complex 2-D Gaussian random
variables in the I/Q diagrams and to Rayleigh pdfs for the peak amplitude values. Fig-
ures 9.10–9.12 shows the same data than Figs. 9.7–9.9 but for the forest area. Herein,
it is possible to identify that thermal SNR (relation between the DDM peak value and
its noise level) is lower due to the scattering mechanism over the rough land covered by
a forest (rough surface and lower reflectivity). The I/Q diagrams represent now the 2-D
complex Gaussian random variable, highlighting the incoherent scattering as the main
scattering mechanism (Fig. 9.11). Finally, the amplitude distribution of the waveform
peak now resembles more the Rayleigh pdf, which in the end is a particular case of the
Rice pdf when the coherent component is negligible (Fig. 9.12).
9.2.3 Reflected Field Statistics Over Sea for the Sabadell Data
Figures 9.13–9.15 show the DDMs for the sea surface scattering case in order to compare
them to Figs. 9.7–9.12. Recall that the wind-speed conditions over the sea were between
12–18 m/s. First, it is possible to see that the dispersion of the I/Q diagrams shown
in Fig. 9.14 is much larger than in Figs. 9.8 and 9.11, which occurs due to the larger
reflectivity of the sea/water surface as compared to the land surface reflectivity. Also, it
is seen in Fig. 9.14 that the pdf of the waveform peak amplitude resembles the Rayleigh
distribution, highlighting the incoherent nature of the scattering process over the sea.
Even though the scattering is mainly incoherent, Fig. 9.13(f),(g),(i) show the sidelobes of
the signal WAF.
9.2.4 Comparison Between the Partially Coherent Land Scatter-
ing and Incoherent Sea Scattering
In order to better compare the effect of the coherent and incoherent nature of the scatter-
ing process Figs. 9.16–9.19 show the waveforms retrieved for the same satellite stacked.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.7: DDMs retrieved at 12h 00m 52s for all satellites in view using 1ms-1s. The
scattering surface was flat land. (a) Sat 2, (b) Sat 9, (c) Sat 12, (d) Sat 14, (e) Sat 21, (f)
Sat 25, (g) Sat 29, (h) Sat 30, (i) Sat 31.
Figures 9.16 and 9.18 show the waveforms stacked for 1 ms of coherent integration time
and no incoherent averaging. Figures 9.17 and 9.19 show the same waveforms stacked
using 1 ms of coherent integration time and 10 ms of incoherent integration time. There-
fore, Figs. 9.16 and 9.18 contain 1000 waveforms, whereas Figs. 9.17 and 9.19 contain
only 100 waveforms. The best comparison between the two scattering cases is obtained
by looking to Figs. 9.16–9.19(f),(g), which are the ones with the highest thermal SNR
due to higher elevation and therefore higher antenna gain. For the land case, a constant
waveform amplitude is observed in the 1ms-1ms waveforms with some fading effects due
to the thermal noise presence. One characteristic of this fading is that it does not totally
cancel the signal presence. Therefore, the fading can be attributed to an additive noise
such as the thermal. Apart from that, it can be attributed to the thermal noise because
it is uncorrelated, while for that speed and height the speckle noise should be correlated
as occurs with the sea case. For the sea case, the amplitude of the 1ms-1ms is larger due
to larger reflection coefficient. Comparing them to the land case, there is a total cancel-
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.8: I/Q diagrams of the DDM peak for the data retrieved at 12h 00m 52s for all
satellites in view. The scattering surface was flat land. (a) Sat 2, (b) Sat 9, (c) Sat 12, (d)
Sat 14, (e) Sat 21, (f) Sat 25, (g) Sat 29, (h) Sat 30, (i) Sat 31.
lation of the signal amplitude due to the presence of speckle noise, which is also known
as Rayleigh fading. Therefore, the fading can be attributed to a multiplicative noise.
The 1ms-1ms waveforms are seen as bursts of signal coming and disappearing. However,
this does not occur between consecutive waveforms and it is possible to appreciate this
effect with the naked eye. This induces another concept which is that the speckle noise
is, in this case, correlated, because the fading is not totally random and has a determined
correlation time.
9.2.5 Altimetric Analysis of the Waveforms
The sampled data contains information from both the direct and reflected signals due to
the coupler in the RF hardware design chain of the PAU receiver. However, the direct
signal is highly attenuated because the coupling is 20 dB unbalanced, since for spaceborne
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.9: PDF of the absolute value of the DDM peak for the data retrieved at 12h 00m
52s for all satellites in view. The scattering surface was flat land. (a) Sat 2, (b) Sat 9, (c)
Sat 12, (d) Sat 14, (e) Sat 21, (f) Sat 25, (g) Sat 29, (h) Sat 30, (i) Sat 31.
applications it is expected to received less signal power than for airborne applications. The
presence of both signals may lead to the retrieval of sea surface altimetry by measuring
the peak to peak delay between the direct and reflected signals. In [25] the altimetric
performance of the PAU receiver for this field campaign was analyzed. Figure 9.20 shows
the waveforms retrieved for the entire field campaign using 1 ms coherent integration time
and 1 s incoherent integration time stacked one after the other. The separation between
1ms–1s waveforms is 20 s as was programmed by the PAU laptop. It is observed that the
direct signal is much smaller than the reflected one due to the 20 dB coupling unbalance.
A better view of this is depicted in Fig. 9.21 where 1ms–1s waveforms for satellites 29
and 31 are shown highlighting both the direct and reflected signals. It is noticeable that
the curvature of the reflected waveforms trailing edge evidences the incoherent scattering
mechanism and its sensitivity to surface roughness.
The time difference between direct and reflected signals can be related to the elevation
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.10: DDMs retrieved at 12h 06m 52s for all satellites in view using 1ms-1s. The
scattering surface was rough land covered by a forest. (a) Sat 2, (b) Sat 9, (c) Sat 12, (d)
Sat 14, (e) Sat 21, (f) Sat 25, (g) Sat 29, (h) Sat 30, (i) Sat 31.
of the platform/aircraft with respect to the surface where the signals are reflected as
shown in Fig. B.1. Therefore, the delay between direct and reflected signals can be
mathematically related to the platform height as:
τref − τdir = 2hc sin θelev (9.1)
where τref represents the lag where the peak of the reflected waveform is, τdir represents
the lag where the peak of the direct waveform is, h the platform height, c the speed of
the light, and θelev the satellite elevation angle. Figure 9.22 shows the altimetric results
for the three different satellites that fall within the antenna beamwidth, and compares
them to the ones from a high precision GPS receiver inside the airplane. Even though
the maximum derivative point should have been used for the estimation of the specular
reflected signal lag (τref ) [62], due to the low power of the reflected signal the peak value
has been used. This results in a bias between the true height and the one estimated
using the GNSS-R altimetry algorithm. Also the height provided by the receiver is given
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.11: I/Q diagrams of the DDM peak for the data retrieved at 12h 06m 52s for all
satellites in view. The scattering surface was rough land covered by a forest. (a) Sat 2, (b)
Sat 9, (c) Sat 12, (d) Sat 14, (e) Sat 21, (f) Sat 25, (g) Sat 29, (h) Sat 30, (i) Sat 31.
with respect to the World Geodetic System 84 (WGS84), while the GNSS-R altimetry
algorithm corresponds to the real distance with respect to the reflecting surface, which is
the cause for differences between both datasets compared. Those are the main reasons for
the bias observed between the high precision GPS receiver altimetry data and the GNSS-R
data. However, they show a similar trend highlighting also some altimetric capabilities
of the PAU instrument.
9.2.6 Summary
The Sabadell field campaign using the PAU instrument has experimentally demonstrated
several issues of the reflected signals that were theoretically detailed in Chapter 4. First,
the scattering from land can be coherent or incoherent depending on the surface roughness.
When the coherent component dominates, a Hoyt vector for the reflected field is seen.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.12: PDF of the absolute value of the DDM peak for the data retrieved at 12h
06m 52s for all satellites in view. The scattering surface was rough land covered by a forest.
(a) Sat 2, (b) Sat 9, (c) Sat 12, (d) Sat 14, (e) Sat 21, (f) Sat 25, (g) Sat 29, (h) Sat 30, (i)
Sat 31.
When the incoherent component dominates, a 2-D complex Gaussian random variable is
seen. Depending on the amount of coherent scattering with respect to the incoherent one,
the amplitude distribution of the reflected field resembles more a Rice distribution or a
Rayleigh one. The amplitude of the sea surface reflected signals is larger than the one
from land surfaces due to larger reflectivity. It is also seen the effect of the speckle noise
on the reflected signals, specially on Figs. 9.16–9.19. Finally, the hardware design of the
PAU instrument denotes some altimetric capabilities. The GNSS-R altimetric product
obtained from the PAU instrument is compared against the GPS measured height showing
the same trend.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.13: DDMs retrieved at 12h 40m 52s for all satellites in view using 1ms-1s. The
scattering surface was relatively rough sea. (a) Sat 2, (b) Sat 9, (c) Sat 12, (d) Sat 14, (e)
Sat 21, (f) Sat 25, (g) Sat 29, (h) Sat 30, (i) Sat 31.
9.3 Analysis of the Oct 19, 2009 NOAA flight
9.3.1 Field Experiment Description
The second field experiment described in this Chapter is a flight conducted on Oct 19,
2009. In that flight two synchronized SiGe receivers were the GNSS-R payload flown.
One RHCP antenna looking to the zenith and one LHCP antenna looking to nadir were
connected to each front-end. The system amplified and down-converted both signals
to an IF of 4.1304 MHz prior to sampling. The sampling frequency of the system was
16.3676 MHz with 8 bits for each channel. Two files of 152 GB each were generated,
corresponding to the direct and reflected channels. Those files were processed using the
GNSS SW receiver and the GNSS Bistatic SW receiver, both developed at CU. The GNSS
SW receiver was used only on the up-looking data (direct signal) and it was used to search
for the GPS signals present on the sampled data, apply the Early-Promptly-Late (E-P-L)
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.14: I/Q diagrams of the DDM peak for the data retrieved at 12h 40m 52s for all
satellites in view. The scattering surface was relatively rough sea. (a) Sat 2, (b) Sat 9, (c)
Sat 12, (d) Sat 14, (e) Sat 21, (f) Sat 25, (g) Sat 29, (h) Sat 30, (i) Sat 31.
correlation scheme to estimate the delay/pseudo-range to each satellite, and initiate the
software navigation engine. This software was able to generate the standardized NMEA
output that a conventional GPS receiver generates. From that output, a summary of
the flight conditions was obtained and it is shown in Fig. 9.23. Figure 9.23(a) shows a
summary of the flight path followed departing from Tampa, Florida, USA, passing above
a coastal sea region, and then going back to land up to the Southern part of the state
of Oklahoma. The platform position in Fig. 9.23(a) is marked in red finding some gaps
along the trajectory. Those gaps occur because the number of satellites available was
below four as can be seen in Fig. 9.23(d), and four is the minimum number of satellites
required to obtained a position on Earth. Important cities such as Dallas and New
Orleans are highlighted in white in order to better geo-reference the reader. As it can
be interpreted by linking Fig. 9.23(a),(b), the sea surface scattered signals were obtained
for an altitude of 2000–4000 m whereas the land scattered signals were obtained for an
altitude of 13.5 km. The flight speed when the system was acquiring the sea surface
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.15: PDF of the absolute value of the DDM peak for the data retrieved at 12h
40m 52s for all satellites in view. The scattering surface was relatively rough sea. (a) Sat 2,
(b) Sat 9, (c) Sat 12, (d) Sat 14, (e) Sat 21, (f) Sat 25, (g) Sat 29, (h) Sat 30, (i) Sat 31.
reflected signals was between 500 km/h and 700 km/h, whereas it was a little bit larger
than 800 km/h when the system was acquiring the land surface reflected signals. The
aircraft speed as a function of time is depicted in Fig. 9.23(c). Figure 9.24 shows the
elevation (a) and azimuth (b) angles of the GPS satellites in view along the entire flight.
9.3.2 The GNSS Bistatic SW Receiver
Differently from the GNSS SW receiver, the GNSS Bistatic SW receiver used the two data
streams (direct and reflected) in order to initiate the data processing algorithm. Each
satellite was processed independently, so the same processing algorithm was applied to
all satellites. The direct channel was first used to estimate its Doppler and lag due to
higher thermal SNR for the selected SV. Subsequently, the reflected signal was converted
to baseband and the Doppler was compensated using the one estimated from the direct
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.16: 1ms-1ms waveforms retrieved at 12h 00m 52s stacked as a function of time
for the flat land scattering case.
channel. This could result in an excess Doppler for the reflected signal, but it was lower
than the 1 kHz Doppler bandwidth of the system due to using 1 ms of coherent integration
time. Then, a bank of correlators for different delay lags was defined, which started at
-1.1 µs before the prompt lag of the direct signal and it ended at 101.1 µs lag with respect
to the prompt lag of the direct signal. This is equivalent to approximately 30.000 m of
delay range between the direct and reflected signals. If the maximum height is 13.500 m,
then the round-trip for a satellite with an elevation angle of 90◦ would be 27.000 m, and it
would be lower for lower elevation angles. Therefore, all possible lags where the reflected
signal may fall were covered with the selected ending value of the bank of correlators. If
the peak value for the reflected signal was detected, the correlation window was reduced
and centered at the lag where the peak value of the reflected signal was found. The new
tracking correlation window ranged from -5.1 µs to 10.1 µs, which implied reducing a
factor of six the processing time. If the peak value was not detected, the entire tracking
range was kept. After that, the GNSS SW receiver was launched for the direct channel
data in order to estimate the platform position, time-tag the reflected data, and geolocate
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.17: 1ms-10ms waveforms retrieved at 12h 00m 52s stacked as a function of time
for the flat land scattering case.
it. Figure 9.25 shows a block diagram that summarizes the steps followed in the bistatic
SW receiver.
9.3.3 Data Processing
Once the GNSS bistatic SW receiver was used on the sampled data to obtain the 1 ms
waveforms for the direct and reflected signals, different steps were followed in the data
analysis process. First, the direct waveforms were analyzed to check their validity and
the correct performance of the tracking algorithm in the GNSS bistatic software receiver.
Second, their peak was used to estimate the navigation data for each SV in view. The
validity of the navigation message was analyzed by showing the I/Q diagrams generated
by the samples. It was not necessary to interpret the data, just realize if it showed a
BPSK modulation or not. Third, the thermal SNR of the direct data was estimated by
estimating the K parameter of the Rice random variable formed by the direct signal and
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.18: 1ms-1ms waveforms retrieved at 12h 40m 52s stacked as a function of time
for the sea scattering case.
the thermal noise. The two methods proposed in Chapter 4 using real-value data and
complex-value data were used, even though the complex-value data method was preferred
since it works well independently from the SNR value. In this case, the thermal SNR could
be estimated directly from the K parameter, because there is no speckle noise in the LOS
transmissions. Fourth, the navigation data was used to compensate for the navigation bit
change on the reflected signal just by multiplying each sample by the navigation bit sign,
as suggested in Chapter 4. Fifth, the K parameter was also estimated for the reflected
signal data using both real-value and complex-value data. In this case, the speckle noise
was taken into account, and the K parameter and the reflected thermal SNR were highly
different as it will be later seen. All K parameters for direct and reflected signals were
estimated using 100 peak-value samples, which is equivalent to 100 ms. The following
sections show the difference between the signals scattered over the ocean and over land
in a similar way that was done with previous field experiment.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9.19: 1ms-10ms waveforms retrieved at 12h 40m 52s stacked as a function of time
for the sea scattering case.
Figure 9.20: 1ms-1s waveforms stacked for the entire field campaign.
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Figure 9.21: Example of two independent waveforms from satellites 29 and 31 highlighting
the presence of direct and reflected signals.
Figure 9.22: Summary of the altimetric results for satellites 25, 29, and 31, which are the
ones on the antenna beamwidth.
9.3.4 Sea Surface Reflected Data
The sea surface data gathered corresponds to data from 15:07–15:08. Figure 9.26 shows
the 1ms-1s waveforms retrieved for SV 13, 19, 23, 25, which were the ones that fell within
the antenna beamwidth. As can be seen the peak value is quite constant with very few
variations, and the trailing edge curvatures show the sensitivity to surface roughness.
However, for satellite 19, Fig. 9.26(b), its is seen that the peak rises at the end. This is
related to a coherent scattering mechanism that occurs in that area, as the scattering area
is close to the coast and that region might be probably protected from wind, resulting in a
flatter surface. As it can be also observed in Fig. 9.27, where geolocated maps of the KIQ
and the reflectivity parameters are shown, for satellite 19, there is a rise of the coherent
component in front of the incoherent at the end, which makes the coherent component
rise.
Figure 9.28 show the direct and reflected thermal SNRs, the KIQ, and the reflectivity
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Figure 9.23: Summary of Oct 19, 2009 flight parameters: (a) Flight route, (b) Altitude,
(c) Speed, and (d) Number of satellites seen.
as a function of time. Herein, the rise of the coherent component in front of the incoherent
one is clearly seen for satellite 19, where the coherent component has sometimes twice
the power the incoherent component has. Furthermore, it is seen that the reflectivity
for the sea surface reflected signal is close to -10 dB, whereas it is much smaller for the
regions outside the antenna beamwidth. This fact was also observed in Fig. 9.27(b). It is
also seen that even though the coherent component rises in front of the incoherent one,
both thermal SNR for the reflected signals, and therefore the reflectivity, do not change
severely.
The difference between out of beamwidth signals scattered over land and sea can be
determined by comparing the waveforms for satellites 3 and 28, which are depicted in
Fig. 9.29. While the land scattered signal looks like a burst of power that is lost and
starts appearing from time to time (satellite 3), the sea surface scattered waveforms for
satellite 28 follow the incoherent scattering waveform shape with an elongated trailing
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Figure 9.24: GPS constellation for Oct 19, 2009 flight: (a) Elevation angle, (b) Azimuth
angle.
Figure 9.25: SW bistatic receiver block diagram.
edge. However, a lower thermal SNR is observed for the out-of-beamwidth satellites in
comparison to the satellites that fell within the antenna beamwidth due to lower antenna
gain. Note that the peak value for satellite 28, even though it has a lower SNR, it has a
peak value mainly constant, which indicates that the sea surface scattering process is a
stationary random process which does not occur with the land scattering process. The
fact that the scattering process for the land surface is not stationary will be highlighted
in the next section.
9.3.5 Land Surface Reflected Data
The land reflected data in this section corresponds to data gathered from 16:08–16:18.
Five different datasets of 120.000 ms are used: 16:08–16:10, 16:10–16:12, 16:12–16:14,
16:14–16:16, and 16:16–16:18. Figure 9.30 shows consecutive 1ms-1s waveforms for the
land scattering case and four different satellites. The data shown in that figure corre-
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Figure 9.26: 1ms-1s waveforms scattered over the sea for satellites (a) 13, (b) 19, (c) 23,
(d) 25, which were the ones that fell within the antenna beamwidth.
sponds to the first dataset (16:08–16:10). Differently from the sea surface scattering case,
the peak amplitude is varying severely between 1ms-1s waveforms. This is an indicator
of the sensitivity to the surface dielectric constant, which may be varying due to vary-
ing the land cover and/or soil moisture conditions, and to surface roughness. Also note
that the trailing edge of the waveform is not as elongated as occurred with sea surface
scattering case. This occurs because of two main reasons. First, because the effective
roughness is smaller for the land surface as compared to the sea surface. Second, the land
surface is much more irregular than sea surface (more parameters vary). Even though
the scattering is mainly incoherent for the sea surface, it can be easily modeled due to its
homogeneity. Conversely, since the land surface can change so drastically from one place
to another, it is not so straightforward to model it. Note that some regions of partially
coherent waveforms are seen for the land scattering case. Also, in Fig. 9.30 it is observed
that satellite 28 faces a smaller thermal SNR than the other satellites, which is detected
by observing a lighter blue color on the thermal noise level. However, the waveforms’
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Figure 9.27: (a) KIQ, and (b) Reflectivity maps for the reflected signals.
shape and statistics do not change.
Figures 9.31–9.32 show the KIQ and reflectivity maps for the land scattered signals.
Therein, it is seen that for the regions where the river is present it seems to be quiet and
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Figure 9.28: (a) Direct signal thermal SNR, (b) reflected signal thermal SNR, (c) KIQ,
and (d) reflectivity, for all satellites in view and the sea surface reflections dataset.
flat since the coherent component is larger in that area. It is also seen that for flat land
areas the coherent component also dominates the incoherent one. In the other cases, the
incoherent component seems to dominate or be equal to the coherent one. However, when
observing the reflectivity parameter computed as the ratio between direct and reflected
thermal SNRs, it is seen that for the water regions (rivers and lakes) it is larger due to
larger surface reflectivity. It is also seen that it is between -10 dB and -20 dB for land-
covers different from forests, which might be crops areas or grass-land areas. For forest
areas reflectivity is below -20 dB.
Figure 9.33 show the time series of the direct and reflected thermal SNRs, (a)–(b)
respectively, KIQ or the ratio between the coherent and incoherent scattered components
(c), and the reflectivity (d). In this figure it is again seen what has been already high-
lighted. Figure 9.33(a) shows that the direct signal SNR has similar levels than the one
for the sea surface case. Figure 9.33(b) shows a much larger variability of the reflected
thermal SNR than the one for the sea surface case, because for the land surface, apart
from varying the surface roughness conditions, the dielectric constant may vary from
243
Chapter 9. Airborne experiments with open-loop receivers over land and sea
-46
-48
Reflected waveforms for 70s, SAT 3, clocktime 44274358000
Delay resolution: 200 ns
-50
-52
-54
-560
Consecutive waveforms [s]
20
40
60
×108
2
2.2
1.4
0.8
1
1.2
1.6
1.8
80
Am
pl
itu
de
 [a
u]
(a)
-70
-72
Reflected waveforms for 70s, SAT 28, clocktime 44274358000
Delay resolution: 200 ns
-74
-76
-78
-800
Consecutive waveforms [s]
20
40
60
×108
1.5
1.4
1.3
1.2
1
1.1
0.9
1.6
80
Am
pl
itu
de
 [a
u]
(b)
Figure 9.29: 1ms-1s waveforms for out-of-beamwidth satellites: (a) satellite 3, (b) satellite
28.
pixel-to-pixel. Figure 9.33(c) shows that the presence of the coherent scattering mecha-
nism in the land scattering case can be much larger than for the sea surface scattering
case, being the coherent component up to 10 times larger than the incoherent one. Note
that effect is seen for all satellites. Finally, Fig. 9.33(d) shows that the same behavior
found in the thermal reflected SNR parameter is observed in the reflectivity parameter.
Its variability is much larger than for the sea surface scattering case (Fig. 9.28(d)), as
aforementioned, due to changes on the dielectric constant and land-cover apart from the
changes of surface roughness conditions. Also, the trend observed is lower reflectivity
values than for the sea surface scattering case, unless there is some presence of coherent
scattering.
9.3.6 Summary
This second part of the chapter presents the data analysis of a field campaign performed
by NOAA in October 19, 2009. This part is more concentrated on comparing the different
behavior of the land and sea surface scattering mechanisms. While the sea surface seems
to follow the incoherent scattering mechanism which is only driven by surface roughness
or the mean square slope parameter, the land scattering mechanism is much more com-
plex and depends on more variables. It has been shown that the sea surface scattering
mechanism can be considered a random stationary process, whereas the land scattering
one, due to its dependence on more parameters it is not stationary. In this part also the
algorithms to estimate the coherent and incoherent scattering components presented in
Chapter 4 are tested. No ground-truth data was available in that field campaign which
is why no retrieval of geophysical parameters was tried.
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Figure 9.30: 1ms-1s waveforms for the land scattering case and two different satellites: (a)
satellite 7, (b) satellite 19, (c) satellite 25, (d) satellite 28.
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Figure 9.31: KIQ map for the reflected signals over land.
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Figure 9.32: Reflectivity map for the reflected signals over land.
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Figure 9.33: (a) Direct signal thermal SNR, (b) reflected signal thermal SNR, (c) KIQ,
and (d) reflectivity, for all satellites in view and the land surface reflections dataset.
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Chapter 1010
Sea Ice Detection Using
UK TDS-1 Data
T his chapter is a summary of one part of the work that the author performed duringhis research stay at the NOAA under the supervision of PhD Valery Zavorotny. The
basics of this chapter is the understanding of a purely coherent surface scattering model
and a purely incoherent scattering model. From the difference on the GNSS-R waveform’s
shape the presence or not of sea ice is detected, and daily sea ice maps are generated.
Those maps have been compared with two independent ground-truth obtaining significant
results that propose GNSS-R as a good technique for sea ice detection.
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10.1 Introduction
Active and passive remote sensing techniques have been used to monitor sea ice. Passive
techniques based on microwave radiometry have been used to determine the Sea Ice
Concentration (SIC) parameter, which is the percentage of ice on a pixel [203]. For
instance, 0% indicates open water, 50% indicates that half of the pixel is covered by ice,
and 100% indicates that the entire pixel is solid ice [204]. Active techniques based on
real aperture radar and synthetic aperture radar generally measure surface roughness,
which leads to sea ice type classification, as the waveform shape is highly sensitive to
surface roughness [205]. However, in order to achieve high altimetric resolution, the
frequency bands used are normally Ku-band or K-band (12–18 GHz and 18–26 GHz
respectively), which make the radar technique sensitive to small–(∼ cm) and large–(∼ m)
scale roughness [69].
Sea ice monitoring using GNSS-R started in 2000, when initial results comparing
the waveform peak power of the GNSS reflected signals over ice against RADARSAT
backscattering echoes were presented [206]. In 2003, a theoretical model explaining the
sea ice scattering mechanism was proposed [207], which was based on the one presented
by Zavorotny and Voronovich in 2000 [52] but adding an extra convolution due to the
sea ice depth, and it is described in next section. In 2006, it was shown that there is a
strong presence of the coherent component in the GNSS-R bistatic scattering echoes [78],
indicating a deficiency of the purely diffusive scattering model. This was confirmed later
in 2010 with a detailed study using the UK-DMC GNSS-R dataset [208]. However,
unambiguous relations between waveform peak power or shape and sea ice parameters
have not been found. Airborne studies using GNSS-R data were also performed in 2010
for the determination of sea ice parameters [209]. In [209] the effect of surface roughness
was also analyzed and compared to lidar measurements.
In this chapter the use of GNSS reflected signals for sea ice detection with simple
and straightforward algorithms that can be implemented on future spaceborne platforms
is proposed and demonstrated. Data from the UK TDS-1 mission will be used for the
demonstration. Section 10.2 shows the theoretical background that justifies the analysis
performed in the entire work and it is related to the state of the art theory presented in
Chapters 2 and 4. Section 10.3 describes the approach followed based on the experimental
evidence from UK TDS-1 mission. Section 10.4 describes the ground-truth data used to
validate the analysis performed. Section 10.5 evaluates the GNSS-R approach against
the available ground-truth data. Finally, Section 10.6 discusses the results achieved,
the error sources, the applicability of the technique proposed, and summarizes the main
achievements of this Chapter.
10.2 Theoretical Background
Conventional satellite radar altimetry has been used for sea ice studies since the early
1980’s [210, 211]. It relies on scattering of EM waves from the surface while the radar
antenna is looking at nadir. In that situation, the power waveform or returned power as
a function of the delay is composed of three different components [210,212,213]:
W (τ) = Sr(t) ∗ PFS(t) ∗ r(t), (10.1)
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where Sr(t) is the shape of the transmitted pulse or point target response, PFS(t) is the
flat surface response, which is the radar cross section as a function of the delay time
(over the horizontal surface) weighted by the gain pattern, and r(t) characterizes the
surface roughness, and it is the mean density of point scatterers as a function of the
delay time in the nadir direction. In other words, Sr(t) is a Doppler cut of the so-called
WAF [131] through its maximum. PFS(t) depends on the antenna pattern and the radar
cross section, which at the same time depends on the probability density function of the
surface’s slopes. It determines the trailing-edge shape of the waveform while it affects
also the leading-edge shape. Finally, r(t) characterizes the surface roughness parameter,
and it is the main contributor to the leading-edge shape although it does not affect so
severely the trailing-edge shape.
If a transmitted signal with a pulse width of 300 m is considered, such as the one used
by cGNSS-R for the public C/A-code, Eqn. (10.1) can be approximated by:
W (τ) = Sr(t) ∗ PFS(t), (10.2)
since the radar pulse width is much larger than the immediate rms elevations, or what is
the same, the distribution of point scatterers at the nadir direction can be approximated
by a delta function. Note that a nadir-looking geometry is a particular case of the forward-
scattering mechanism found in GNSS-R, and consequently, part of the previous work
performed for satellite radar altimetry can be used to understand the GNSS-R sea ice
scattering mechanism.
The GNSS-R waveform model was previously shown in Eqn. (4.7), and it is a particular
case of the waveform/DDM model proposed by Zavorotny and Voronovich in 2000 [52] to
determine the shape of the rough ocean scattered signals. Note that this model is based
on the Kirchoff-Approximation Geometric-Optics (KA-GO), like Eqn. (10.1), and only
takes into account the non-coherent/incoherent component, assuming that the coherent
component is negligible. Equation (4.7) can be expressed in a simplified form as in [56,
132,133]:
W (τ, fD) , |χ(τ, fD)|2 ∗ ∗|σ0(τ, fD)|2, (10.3)
where fD takes into account the power spreading in the Doppler domain, χ stands for
the WAF, σ0 for the normalized bistatic radar cross section which already includes the
antenna pattern projection over the surface, the distance parameters, and the surface
parameters such as the pdf of the surface slopes, and ∗∗ expresses a two-dimensional
convolution in both domains, τ and fD. Taking a cut over the Doppler domain, which
results in the so-called waveform, makes Eqn. (10.2) and Eqn. (10.3) equivalent. In both
altimetric and cGNSS-R models, only surface scattering is taken into account. However, in
2003, Wiehl et al. [207] proposed a model that took into account the sub-surface reflection
that may occur on the ice sheets, converting Eqn. (10.3) into a triple convolution which
can be expressed as:
Wv(τ, fD) = Z(τ) ∗W (τ, fD), (10.4)
where Z models the subsurface scattering or the power echo from each different ice layer,
and W is the DDM model shown in Eqn. (10.3). An image of the W function and its
effect can be obtained in [214].
Although different theoretical models were proposed, no experimental cGNSS-R wave-
forms obtained from space were available until 2005 with the launch of the UK-DMC
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satellite [78], which contained a GNSS-R payload. It was observed that the waveforms
reflected from the ocean surface and from sea ice were significantly different. While over
the ocean there was a noticeable Delay-Doppler spreading of the signal power scattered
leading to the “horseshoe” shape, the DDM over the sea ice resembled the WAF itself,
without a Delay-Doppler spreading. Furthermore, for several regions the phase of the
reflected signal at the DDM peak could be tracked, even identifying the navigation bits,
which indicated the presence of a strong coherent component [78]. This demonstrated
experimentally that the assumption of a negligible coherent component is mostly valid for
the sea surface, but not for sea ice scattering mechanism. In Fig. 2 of [211], this fact was
conceptually illustrated for near-normal incidence angle, and the near-normal incidence
scattering cross section for the coherent and incoherent components was computed. It
can be seen that the pdf of the slopes is much narrower for the sea ice than for the open
sea, tending to a delta function centered at zero for new ice. In other words, the sea
ice surface is mostly flat and mainly coherent scattering occurs. However, the transition
to an almost flat surface cannot be done within Eqns. (4.7),(10.4). The use of the slope
probability function in the form of a delta function in these equations would lead to an
incorrect result. The coherent form of the DDM should be based on the original Kirchhoff
approximation for the scattered field under the assumption that the surface roughness is
very small (the Rayleigh parameter is significantly less than 1). The DDM model for
the coherent component was introduced in [58]. Instead of a convolution, as shown in
Eqn. (10.3), it is a product between the WAF and the surface reflectivity, times the fac-
tor that takes into account the loss of the spatial coherence due to the presence of some
relatively weak surface roughness [69, 70]. The general mathematical expression for the
coherent scattering has already been seen in previous Chapters.
10.3 GNSS-R Approach
10.3.1 The “K-shape” DDM Concept
Taking advantage from the recently launched UK TDS-1 mission whose data is freely
accessible, several datasets passing through the Polar regions have been analyzed, and
it was observed that the shape of the measured DDM was different depending on the
surface on which the GNSS signal was reflected. Figure 10.1 shows two different extracts
of the data retrieved from February 19, 2015 using the receiver specifications identification
number RD000019, and the tracklist identification number TD000071. Figure 10.1(a)–(b)
correspond to data from the Northern Hemisphere (Arctic), and their spatial distance is
less than 60 km, since there is only 10 s difference among their acquisition. In Fig. 10.1(a)
on the left, it is possible to see the DDM over a sea ice-covered surface. Particularly, the
distribution of the power in the DDM resembles the shape of the letter “K” (rotated 90◦).
It is also possible to identify two different features. One of them is the vertical element of
the “K” (horizontal line on the image), stretching along the Doppler frequency axis and
depicting a partially coherent DDM component. It corresponds to the WAF multiplied
by the reflectivity, times the second-order coherence function [70]. The rest of the DDM,
which spans over the Delay-Doppler domain with the “horseshoe” shape, corresponds to
the incoherent component. For that particular DDM, that region has power levels similar
to the WAF Doppler sidelobes, which are at least 13 dB below its maximum, indicating
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that the coherent component was the dominating scattering mechanism.
On the right-hand side of Fig. 10.1(a), the Doppler Integrated Waveform (DIW) in
blue, a Doppler cut of the WAF in cyan, which is called IdealACF2, and a Doppler cut
of the DDM in green are shown. The DIW is the integral of the DDM over the Doppler
domain. This is a way to see the power spreading due to surface roughness, but only
in one dimension (the delay domain). Without doing that, the spreading of the power
over the delay domain is barely noticeable, as it can be seen on the Doppler cut shown in
the same figure in green. The leading edge is barely affected by surface roughness, due
to the large pulse width of the GNSS signals and the low roughness conditions. Also,
due to the integral over the Doppler domain, the thermal noise below the leading edge is
averaged and reduced (blue), showing the incoherent scattered power that could barely be
seen on the conventional waveform (green)1. This incoherent power is detected because
the waveform power level after the purely coherent WAF (for delay values larger than the
maximum) does not go down again to the thermal noise level found before the waveform’s
leading edge. It is the result of the incoherent scattered power coming from the different
delay-Doppler bins.
On the contrary, Fig. 10.1(b) shows a totally different effect, highlighting only the
“horseshoe” shape of the DDM without the WAF Doppler sidelobes presence. Also, even
though the “horseshoe” shape of the DDM is an indicator of the surface roughness, the
shape of the waveform’s leading-edge is again barely affected, which occurs due to the
small bandwidth or large pulse width of the C/A code. Conversely, the trailing edge of the
DIW is very different. In Fig. 10.1(a) there are two different regions on the trailing edge,
one where the slope is very large and follows the WAF shape (associated to the coherent
component), and one where the slope is smoother and corresponds to the incoherent
power. In Fig. 10.1(b) there is only one smooth region that can be identified which
indicates the lack of coherent power, since there is no power drop after the WAF delay
decay.
These features are seen in most of the data gathered from the UK TDS-1 that have
been analyzed, depending on the scattering surface type, and indicate that two different
scattering mechanisms affect the scattering over sea ice or open water. When the reflection
is purely coherent there is no Delay-Doppler spreading, and the reflected waveform is the
WAF multiplied by the power Fresnel reflection coefficient. If the reflection is purely
incoherent, there is a large Delay-Doppler spreading. The spreading depends on the
roughness and in particular on the pdf of the slopes [See Eqn. (4.7)]. It might be logical
that when the reflection has a coherent part and a non-coherent part, the waveform is a
linear combination of both models, as shown in Fig. 10.1(a) and also identified in [215].
The more coherent the reflection is, the more it will tend to the WAF shape. The more
incoherent the reflection is, the more it will tend to the model in [52]. The combination of
both models tends to the “K-shape” DDM model. Furthermore, the larger the coherent
component, the smaller the incoherent one, and vice versa [69].
1The Doppler domain integration of the DDM is needed only occasionally for GNSS-R spaceborne
data, because due to the geometry and the platform’s relatively high speed, the power is spread largely
on the Doppler domain. Note that the GPS satellite effective speed is much smaller than the platform’s
effective speed. For the airborne case, since the platform’s speed is much lower, the Doppler spreading is
not as large as the spaceborne case, and the waveform shows all the sensitivity to surface roughness on
the trailing edge slope [52], without the need of a Doppler integral. Note that the slope of the DIW was
proposed as an indicator of the ocean’s mss [52].
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(a)
(b)
Figure 10.1: Two DDMs and the corresponding waveforms for (a) sea ice and (b) open
water regions.
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It has been shown both theoretically [52] and empirically [57, 78, 144, 216] that under
open ocean conditions, even at weak winds, the sea surface can be nearly always considered
rough, and the coherent component negligible [52]. On the other hand, there is no correct
theoretical model that matches the waveforms obtained from the sea ice, since it is a
combination of the purely coherent model and the purely diffusive model. The coherent
component can be introduced into the non-coherent model in two different ways. The
first one, as described in previous section, could be comprised of a bistatic radar equation
[Eqn. (4.7)] as a DDM incoherent part plus a separate DDM term which describes a
coherent (or partially coherent) component. The second one is to devise a single bistatic
radar equation which would have, under the surface integral, a single combined bistatic
radar cross section similar to that in [217]. The equivalent bistatic cross section will
consist of a sum of two terms: one, similar to Eqn. (4.7) describing the incoherent diffuse
scattering, and another one, describing the coherent reflection from the flat component of
the surface. Formally, this can be done, and previously this approach was used to simulate
the coherent and incoherent received scattered power under the bistatic geometry [217,
218]. However, it makes the combined bistatic radar cross section distance and antenna
parameters dependent [218], putting this approach at odds with a traditional definition
of the radar cross section which should only be a surface dependent parameter.
10.3.2 Definition of the GNSS-R Observables
There are several approaches that have been used previously to match simulated GNSS-R
data with real data in order to retrieve the geophysical parameters. One of the most
common ones is the waveform fitting [53, 63, 144], which consists of minimizing the cost
function created using measured data and simulated data. This one has been widely
used for the retrieval of wind-speed data over the ocean. Other heuristic approaches
have been used in order to infer the surface roughness, such as the Volume under the
normalized DDM (VDDM ), or the area under the normalized waveform (AWF ) [157].
Furthermore, different heuristic approaches have been compared against the wind speed
over the ocean such as the DDM Average (DDMA), the DDM Variance (DDMV), the
Allan DDM Variance (ADDMV), the Leading Edge Slope (LES), and the Trailing Edge
Slope (TES) [219]. In [157] it was already stated the correlation between the (VDDM ),
which can be seen as the DDMA for a large Delay-Doppler region, and the TES was 0.74.
The L1b product of UK TDS-1 data are DDMs time-referenced and geo-located with
a coherent integration time of 1 ms and an incoherent one of 1 s. In other words, there is
no access to the 1 ms complex DDMs generated in the operation to obtain the 1 s incoher-
ently integrated DDM, and therefore there is no phase information available. The delay
bin is approximately 244 ns, and the Doppler bin is 500 Hz (both shown in Fig. 10.1).
Consequently, any operation that can be done using the 1 ms coherently integrated com-
plex DDMs, such as the DDMV or the ADDMV, must be discarded. Data processing
techniques such as the ones described in Chapter 4 for the complex data case must also be
discarded. Furthermore, data from UK TDS-1 are not calibrated, since there is no infor-
mation about the direct signal power impinging on the ground or about the signal power
at satellite level. This prevents the use of parameters such as the SNR, as the transmitted
power or Equivalent Isotropically Radiated Power (EIRP) depends on the satellite used
and they may vary with time. Consequently, all L1b DDMs from UK TDS-1 have been
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normalized to their maxima. So, for instance, the CYGNSS approach to the wind-speed
retrieval which is based on the the measurement of the signal power received cannot be
applied to UK TDS-1 data [220,221].
The lack of a simple theoretical model for sea ice surface forward scattering geometry
at L-band that determines both the coherent and incoherent scattered power prevents us
from applying the cost function approach. Therefore, initially, the methodology proposed
will focus on detecting the degree of coherence of the scattered signal to determine the sea
ice presence from the waveform’s shape. The following three heuristic approaches have
been selected, which basically measure the peakedness of the WAF or its similarity to the
coherent model:
Table 10.1: Estimators proposed to measure the degree of coherence of the reflected signal.
Estimator Description
DDMA33 Average value of the normalized DDM around its peak using 3 Doppler bincells x 3 Delay bin cells
DDMA35 Average value of the normalized DDM around its peak using 3 Doppler bincells x 5 Delay bin cells
DDMA37 Average value of the normalized DDM around its peak using 3 Doppler bincells x 5 Delay bin cells
TES1 Trailing-edge slope computed between the maximum of the normalized DIWand its value at approximately 750 ns after the peak power (3 delay bins)
TES2 Trailing-edge slope computed between the maximum of the normalized DIWand its value at approximately 1.5 µs after the peak power (6 delay bins)
TES3 Trailing-edge slope computed between the maximum of the normalized DIWand its value at approximately 2.25 µs after the peak power (9 delay bins)
MF
Maximum value of the correlation between the unitary energy DIW waveform
and the unitary energy WAF Doppler cut for the same PRN code. It is an
indirect measurement of how coherent the reflection (or scattering) process
is.
Other estimators such as the LES were also tested. However, the results obtained
were not satisfactory and therefore have not been included. One of the reasons is that
at L-band, the waveform’s leading edge is not as sensitive to surface roughness as it is
at higher frequency bands, such as Ku-band, or K-band, which are the frequency bands
of conventional radar altimeters, which also have much larger bandwidths. Furthermore,
the higher the frequency used, the more sensitive it is to small scale roughness [100].
Similar observables for sea ice detection and classification have been used in conven-
tional altimetry such as the SIGPK, which is the peak backscatter power in the returned
echo, and the SIGTD, which is the average power computed between eight early and eight
late delay bins of the DIW [222]. Note that the SIGTD is similar to the DDMA approach,
and it is a measurement of the signal/waveform peakedness, or how coherent is the echo
returned. Also note that the SIGPK cannot be used with UK TDS-1 data due to the
lack of calibrated data. Other authors have also developed different algorithms for the
waveform shape detection such as the Pulse Peakiness (PP) [223–225], which are similar
to the DDMA algorithm and basically measure how different the waveform is from the
incoherent model. Conversely, the approach proposed and used to detect sea ice in this
Chapter is based on how similar the DIW is to the coherent model, and not detecting if
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they are different from the incoherent one.
10.4 Ground-truth Description
In order to detect the presence of sea ice and compare it to the GNSS-R waveform shape,
two different ground-truth SIC datasets have been used. The first one is the ARTIST
Sea Ice (ASI) [203] algorithm using AMSR2 (Advanced Scanning Microwave Radiometer)
data. The second one is the OSISAF [204] which is computed using data from the different
channels of the SSMIS sensor. Subsequently, a short description of them is presented and
the appropriate references are provided to the reader for more exhaustive information.
10.4.1 ASI Algorithm Using AMSR2 Data
The ASI algorithm was originally developed to use the high resolution provided by the
85 GHz channel of the SSM/I sensor. In this Chapter it is applied to the AMSR2 data,
whose platform (GCOM-W1) was launched on May 18, 2012. The AMSR2 is a multi-
frequency microwave radiometer with channels at 6.93, 7.3, 10.65, 18.7, 23.8, 36.5, and
89 GHz. The ASI algorithm is based on the polarization difference of the H and V
channels (P = TBV − TBH). At 89 GHz the polarization difference for all types of ice
is very small, either first-year, multi-year, or pure ice, whereas for open water it is much
larger. The SIC is determined by a linear model, which decomposes the polarization
difference in the contribution from open water, and the contribution of sea ice. Both
of them are multiplied by a term that depends on the SIC. The lower the polarization
difference, the larger the SIC and vice versa. Using this model a third degree polynomial
is finally fitted to obtain the SIC as a function of the polarization difference. However,
the 89 GHz frequency band is highly prone to atmospheric effects. Even though they
have a poorer resolution, the lower-frequency channels of the AMSR2 data are used to
assess the quality of the retrievals obtained from the 89 GHz channel, taking into account
atmospheric effects and discarding data without sufficient quality. The SIC maps2 used
as a ground truth for the analysis developed along this work are obtained from [226]. For
more information about the ASI algorithm, see [203].
10.4.2 OSI SAF Data
The OSISAF algorithm is based on the combination of the data provided by the different
channels of the SSMIS (Special Sensor Microwave Imager/Sounder [227]) radiometer, in
particular the 19 GHz, the 37 GHz, and the 91 GHz. The combination is generally
performed using a Bayesian approach. Generally, the 91 GHz channel provides the high
resolution product (12.5 km x 12.5 km), and the other channels are used to compensate
atmospheric factors, as was done with the AMSR2 data. The retrieval algorithm is
also based on the polarization difference between the V and H channels. However, in
this algorithm the other channels are used in the model, besides for quality assessment,
2Those maps are given in the polar stereographic coordinates for both hemispheres (Northern and
Southern) using a grid resolution of 6.25 km. This implies that the GNSS-R data is converted into those
coordinates in order to make the appropriate comparisons.
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resulting in a smoother transition between the open water and SIC larger than 80%. The
SIC maps3 used as a ground truth for the analysis developed along this work are obtained
from [228]. The OSISAF dataset provides other information apart from the SIC maps,
such as the sea ice edge, and the ice type. In order to develop those products, data
from ASCAT scatterometer is also used. Apart from all those combination algorithms,
the OSISAF dataset provides some quality flags that characterize the quality of the SIC
retrievals. In this work a minimum confidence data level of 3 is required, as specified
by [204]. Lower confidence levels mean that the retrieval is either unreliable, erroneous,
or unprocessed.
10.5 Sea Ice Monitoring Using UK TDS-1 Data
Section 10.3 showed that the coherence level on the GNSS-R waveform is an indicator
of the sea ice presence. In order to assess the performance of the proposed estimators,
which basically measure the coherency level of the GNSS-R waveform, some intermedi-
ate steps have been performed to the UK TDS-1 L1b GNSS-R data product. First, all
available UK TDS-1 data with a latitude larger than 50◦ for the Northern Hemisphere,
and lower than -50◦ for the Southern Hemisphere have been used. The temporal range
of that dataset includes the following dates: 1/09/2014, 30–31/10/2014, 8/10/2014, 15–
17/10/2014, 23/10/2014, 26–28/01/2015, 3–5/02/2015, 11–13/02/2015, 19–21/02/2015,
27–28/02/2015, 1/03/2015, 07/03/2015, 15–17/03/2015, 23–25/03/2015, 31/03/2014, 1–
2/04/2015, 8–10/04/2015, 16–18/04/2015, which were all the available data at the time
of writing this PhD Thesis dissertation. Note that there is a gap in the GNSS-R data
between November 23, 2014, and January 26, 2015, because there was a Christmas break,
and orbital parameters were corrupted [229]. Apart from that, two days of data are avail-
able every eight days, because the payload was not operating continuously due to power
restrictions on the satellite. For the aforementioned dataset, only those DDMs in the
useful latitude range with a thermal SNR larger than 0 dB were used, since lower SNR
indicates that the DDMs do not have good quality. In a previous analysis of UK TDS-1
data, this parameter was even more restrictive (3 dB minimum SNR required) [216].
However, as UK TDS-1 orbit and GPS constellation were not designed to monitor polar
areas, it was decided to lower this constrain because otherwise the dataset becomes very
limited.
Regarding the ground truth, the data have been split in Arctic and Antarctic regions,
and the two different ground-truth datasets used, which leads to four different analyses.
Also, a pixel has been considered as an ice pixel if the SIC value is larger than 15% [224,
225]. The pixel correspondence between the GNSS-R data and the ground truth has been
performed by a minimum distance algorithm between the geolocated GNSS-R data and
the ground-truth grid. A landmask was applied to avoid land contaminated pixels on the
data analysis.
3Same as OSISAF maps, but using a grid resolution of 10 km.
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10.5.1 Performance Evaluation of the Estimators Proposed
Taking into account the previous assumptions, the sea ice detection performance for the
different proposed estimators has been evaluated through a Bayesian approach. The pdf
of the estimator value for the ice pixels and for the open water pixels was computed, and
the threshold to determine the presence of ice was chosen using a maximum likelihood
criterion, assuming there was no a priori information about the pixels’ content [230]. This
means that the probability of having an ice pixel or an open water pixel, in the entire
dataset, is assumed to be equal. Figures 10.2–10.5 show the pdf of the estimators proposed
for the different combination of Hemisphere and ground-truth used. Figure 10.2 shows the
result for Northern Hemisphere using the AMSR2 dataset as ground truth. Figure 10.3
shows the result for Southern Hemisphere using the AMSR2 dataset as ground truth.
Figure 10.4 shows the result for Northern Hemisphere using the OSISAF dataset as ground
truth. Figure 10.5 shows the result for Southern Hemisphere using the OSISAF dataset
as ground truth. Figures 10.2–10.5(a)–(c) show the performance of the DDMA algorithm
for the three different parameters selected, using three Doppler bins and three, five, and
seven delay bins, respectively. As it can be seen, the three of them look similar, and as the
delay bins used increase, the threshold decreases. What occurs with this algorithm is that
the smaller the average computed is, the more similar to the WAF the reflected signal
is. If the reflection is incoherent, then the reflected signal does not drop so quickly and
the normalized DDMA increases. Figures 10.2–10.5(d)–(f) show the performance of the
TES algorithm for the three different regimes selected. In this case, the sharper the slope,
the more similar to the Doppler cut of the WAF the DIW is. Consequently, ice values
appear on the right, whereas with the DDMA they appear on the left. Qualitatively, this
estimator seems to perform better than the DDMA in each of its three different versions.
Finally, the matched filter approach is shown in Figs. 10.2–10.5(g). It is possible to see
that the pdf looks narrower and sharper than with previous estimators. Qualitatively, it
seems to be the best estimator to distinguish between sea ice and open water.
Note that the pdfs obtained are similar among each other independently from the
ground-truth selected, indicating a similar behavior. This shows that the algorithms
proposed performed in the same way independently from the data origin. Table 10.2
summarizes the results obtained and evaluates quantitatively the performance of all the
estimators proposed. In Tab. 10.2, four parameters are computed for each ground truth
available (OSISAF and ASI AMSR2), and each region (Arctic and Antarctic): the proba-
bility of detection (Pd), the probability of false alarm (Pfa), the probability of error (Pe),
and the threshold selected [230].
In general, it is possible to see that, independently from the algorithm used, for
any region and any ground-truth dataset, the Pd is larger than 97%, reaching larger
values for the OSISAF ground truth. For ASI dataset, the Pd is lower and the Pfa is
larger, which indicates that the selected approach is more similar to the OSISAF ground-
truth. Note that the estimators with the worst performance, which is evaluated using
the probability of error, are the ones based on the DDMA. However, those are more
consistent and independent from the ground truth and the region observed, as they all
have a similar threshold. This occurs because the threshold is determined by the shape
of the pdfs, and for those estimators they are closer, and the slopes around the threshold
are larger. On the other hand, the threshold for the other estimators is not as consistent.
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(a) (b) (c)
(d) (e) (f)
(g)
Figure 10.2: Estimators’ performance for the Northern Hemisphere using the AMSR2
dataset. (a) Normalized DDMA 3x3, (b) Normalized DDMA 3x5, (c) Normalized DDMA
3x7, (d) TES 750 ns, (e) TES 1.5µs, (f) TES 2.25µs, (g) Matched Filter.
Looking to the pdfs presented in Figs. 10.2–10.5, they are more separated for the TES
and Matched Filter (MF) estimators than for the DDMA one, and the slopes around the
threshold are also smaller. This means that, the threshold selection is not so important
for the TES and MF cases, and the Pd and Pfa values will not change much by changing
the computed threshold. Also note that the performance of the TES estimators and
the MF one is similar. However, the matched filter approach seems to be less sensitive
to the threshold selection just by qualitatively exploring the pdfs. Furthermore, the
MF estimator is the simplest one to be implemented as it only requires one FFT and
one Inverse FFT (IFFT). For this reason, it is the preferred approach, as it can be
easily implemented in a real-time processing software onboard the satellite, without the
need of further algorithm intelligence such as peak re-tracking. Finally, it is also worth
mentioning why the results obtained are more similar to the OSISAF dataset than to
the ASI algorithm over the AMSR2 dataset, which occurs because the OSISAF uses
a combination of different frequency bands which are closer to L-band, whereas the ASI
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(a) (b) (c)
(d) (e) (f)
(g)
Figure 10.3: Estimators’ performance for the Southern Hemisphere using the AMSR2
dataset. (a) Normalized DDMA 3x3, (b) Normalized DDMA 3x5, (c) Normalized DDMA
3x7, (d) TES 750 ns, (e) TES 1.5µs, (f) TES 2.25µs, (g) Matched Filter.
algorithm uses only the 90 GHz band, being sensitive at some points to different parameter
scales. Also note that the OSISAF ground truth has the quality control flag, which has
been used in the data processing, while in the AMSR2 ground truth there is not a quality
control flag and all pixels are considered as reliable.
10.5.2 SIC Maps from Ground Truth and GNSS-R data
Figures 10.6–10.8 show three examples of sea ice detection maps created from the GNSS-R
data using the matched filter approach together with the SIC maps from the two ground
truths available for both the Arctic and Antarctic regions. Note that February 20, 2015
(Fig. 10.6), is the middle of the winter in the Northern Hemisphere, and the middle of the
summer in the Southern Hemisphere, which is why the North Pole has more sea ice than
the South Pole. In all maps, the presence of ice is shown by purple whereas the presence
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(a) (b) (c)
(d) (e) (f)
(g)
Figure 10.4: Estimators’ performance for the Northern Hemisphere using the OSISAF
dataset. (a) Normalized DDMA 3x3, (b) Normalized DDMA 3x5, (c) Normalized DDMA
3x7, (d) TES 750 ns, (e) TES 1.5µs, (f) TES 2.25µs, (g) Matched Filter.
of open water is shown by the light blue, which correspond to the colorbar on the right
of the figures. The gaps are due to GNSS-R data with thermal SNR lower than 0 dB or
land contaminated pixels. Also in the OSISAF maps, there might be gaps in the case of
unreliable retrievals due to the quality flag. The SIC values from OSISAF and ASI AMSR2
are scaled from 0% to 100%, with the 0% the dark blue and the 100% the bright yellow,
which correspond to the colorbar on the left of the figures. The coordinate system used
to represent those maps is the polar stereographic coordinate system (see Appendix H for
more information about this coordinate system). In all maps, it is seen how the transitions
between open water and sea ice are monitored, and the change observed is very drastic, as
expected from the pdfs shape. The sea ice edge seems to be accurately detected using the
GNSS-R data (Fig. 10.9). As done in previous chapters, based on the specular reflection
theory, the spatial resolution is ∼ 6 km x 0.4 km (400 m x 400 m for 1 ms of coherent
integration time blurred to 6 km x 400 m due to the 1 s of incoherent integration time).
This spatial resolution assumes coherent reflection for the sea ice regions, and it has been
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(a) (b) (c)
(d) (e) (f)
(g)
Figure 10.5: Estimators’ performance for the Southern Hemisphere using the OSISAF
dataset. (a) Normalized DDMA 3x3, (b) Normalized DDMA 3x5, (c) Normalized DDMA
3x7, (d) TES 750 ns, (e) TES 1.5µs, (f) TES 2.25µs, (g) Matched Filter.
computed using the UK TDS-1 satellite parameters. Note that for instance, it is half of
the SSMIS pixel in the along-track track direction.
Furthermore, note that as was seen in Chapters 8–9 GNSS-R data look like different
transects. This is again one of the properties of the multi-static GNSS-R techniques.
Instead of being an image like a SAR or a microwave radiometer, it is a collection of
transects with all the satellites in view. In order to generate a map with GNSS-R data,
interpolation is required. Herein, the interpolation has not been applied because the
mission specifications do not allow one to obtain sufficient points to generate a reliable
map. However, a GNSS-R mission with the appropriate specifications to monitor the
polar regions such as the one simulated in [58] would provide enough quality data to
generate polar images.
Figure 10.7 which corresponds to November 15, 2014, shows that the Arctic regions
are less frozen than in February, as the freezing period has just started, whereas the
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Table 10.2: Performance evaluation of the estimators proposed for Arctic and Antarctic
regions as a function of the two different ground truths used, the OSISAF, and the ASI
AMSR2 datasets.
Arctic Antarctic
Estimators Pd Pfa Pe Th. Pd Pfa Pe Th.
O
SI
SA
F
NDDMA (3*3) 0.9822 0.0633 0.0401 0.802 0.9792 0.1254 0.0726 0.805
NDDMA (3*5) 0.9794 0.0659 0.0428 0.739 0.9796 0.1261 0.0729 0.742
NDDMA (3*7) 0.9749 0.0732 0.0487 0.682 0.9801 0.1323 0.0758 0.688
TE (0.75 CA Chips) 0.9827 0.0351 0.0262 0.534 0.9810 0.1022 0.0605 0.495
TE (1.5 CA Chips) 0.9853 0.0374 0.0260 0.795 0.9808 0.0997 0.0594 0.765
TE (2.25 CA Chips) 0.9824 0.0383 0.0279 0.936 0.9830 0.1019 0.0594 0.825
MF 0.9869 0.0379 0.0254 0.707 0.9803 0.0972 0.0583 0.668
A
SI
A
M
SR
2
NDDMA (3*3) 0.9745 0.1347 0.0795 0.798 0.9756 0.1745 0.0990 0.808
NDDMA (3*5) 0.9753 0.1384 0.0811 0.737 0.9758 0.1741 0.0988 0.744
NDDMA (3*7) 0.9726 0.1464 0.0864 0.681 0.9755 0.1789 0.1013 0.688
TE (0.75 CA Chips) 0.9678 0.0886 0.0601 0.577 0.9755 0.1529 0.0886 0.454
TE (1.5 CA Chips) 0.9764 0.1018 0.0626 0.804 0.9733 0.1488 0.0877 0.737
TE (2.25 CA Chips) 0.9744 0.1015 0.0635 0.942 0.9808 0.1579 0.0885 0.782
MF 0.9764 0.0985 0.0609 0.725 0.9748 0.1506 0.0878 0.642
Antarctic regions have a great deal of sea ice as the melting process is just starting.
Again, the transitions are monitored by the GNSS-R data. Note that in the Antarctic,
there is an area close to the coast that melted before the outer ice layer, and it is detected
by the GNSS-R data. Also, note that for those images, there is much less GNSS-R data
available. This occurs because the UK TDS-1 2014 dataset comes from the beginning of
the mission, whereas the 2015 one comes from a more consolidated period of the mission.
Figure 10.8 shows when the ice in the Antarctic is starting to grow again due to the
beginning of the freezing period in that area. Also note that as it is a more advanced
period of the mission, more valid data is available showing a similar performance with
more transects.
Finally, in order to show the performance of the algorithm at a higher resolution,
Fig. 10.9 is added. Fig. 10.9(a)–(b) represent a zoomed area on the Arctic region, whereas
Fig. 10.9(c)–(d) represent a zoomed area on the Antarctic region. It can also be seen how
the spatial resolution of the SIC maps from the ASI algorithm is better than the one
from the OSISAF, the images of which are more blurred. Recall that ASI uses one
single frequency to estimate SIC, whereas the OSISAF algorithm uses a combination of
frequencies resulting in smooth transitions or this blurring effect. Note that there are
some missing points on the GNSS-R dataset in the OSISAF maps in comparison to the
ASI maps and this occurs because the SIC value from the OSISAF map was flagged as
unreliable. If the SIC ground-truth value is unreliable the GNSS-R data are not plotted.
No quality flag was available from the ASI maps, so only the GNSS-R SNR data filtering
is affecting those maps and all ground-truth pixels are considered reliable.
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(a) (b)
(c) (d)
Figure 10.6: Sea Ice Concentration Maps of February 20, 2015 from OSISAF and ASI
AMSR2 of the Northern and Southern Hemisphere overlayed with the matched filter GNSS-
R approach, (a) Arctic OSISAF, (b) Arctic ASI AMSR2, (c) Antarctic OSISAF, (d) Antarctic
ASI AMSR2. The gaps are due to GNSS-R data with thermal SNR lower than 0 dB or land
contaminated pixels. In the OSISAF maps, there might be also gaps in the case of unreliable
retrievals due to the quality flag.
10.6 Summary and Discussion
This Chapter has presented a methodology to monitor and detect sea ice presence over the
Arctic and Antarctic regions using UK TDS-1 GNSS-R data. The detection is based on
the analysis of the coherency of the measured DIW or DDM, as when the reflection occurs
over a sea ice region, the scattering is mostly coherent, whereas when it occurs over open
ocean, it follows the incoherent model. Three different estimators with different properties
are used along the manuscript for the sea ice detection: the normalized DDMA, the TES,
and the MF estimators. Among them, the MF estimator is preferred as it classifies with
only one value between 0 and 1 if it is an ice pixel or an open ocean pixel. Furthermore,
it is the one that requires less computational cost and it can be implemented easily
on the onboard processing. In order to assess the validity of the algorithms proposed,
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(a) (b)
(c) (d)
Figure 10.7: Sea Ice Concentration Maps of November 15, 2014 from OSISAF and ASI
AMSR2 of the Northern and Southern Hemisphere overlayed with the matched filter GNSS-R
approach, (a) Arctic OSISAF, (b) Arctic ASI AMSR2, (c) Antarctic OSISAF, (d) Antarctic
ASI AMSR2. The gaps are due to GNSS-R data with thermal SNR lower than 0 dB or land
contaminated pixels. In the OSISAF maps, there might be also gaps in the case of unreliable
retrievals due to the quality flag.
two different ground-truth datasets have been used: the OSISAF dataset, and the ASI
algorithm over AMSR2 data. The best results are obtained for both, the TES estimator
in its three versions and the MF estimator, over the Arctic region and using the OSISAF
dataset as ground truth, obtaining a Pd larger than 98% and a Pe of approximately 2.5%.
The Pfa is between 3.5%–4%.
Apart from that, it has been attempted to go deeper and determine if the coherent
GNSS-R waveform was sensitive to other parameters apart from the sea ice presence, and
therefore if it could be used, for instance, for sea ice classification (first year, multi-year,
or pure ice [231]). Following the ice scattering coherent model, one would expect to find
the largest power received when there is thin ice, since the water is freezing and calm
(a property of new ice formation [211]), and water has a very large dielectric constant.
When the SIC increases, the equivalent dielectric constant is a mixture of the ice one and
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(a) (b)
(c) (d)
Figure 10.8: Sea Ice Concentration Maps of April 17, 2015 from OSISAF and ASI AMSR2
of the Northern and Southern Hemisphere overlayed with the matched filter GNSS-R ap-
proach, (a) Arctic OSISAF, (b) Arctic ASI AMSR2, (c) Antarctic OSISAF, (d) Antarctic
ASI AMSR2. The gaps are due to GNSS-R data with thermal SNR lower than 0 dB or land
contaminated pixels. In the OSISAF maps, there might be also gaps in the case of unreliable
retrievals due to the quality flag.
water one, and since the dielectric constant of ice is much smaller than the water one, the
equivalent dielectric constant decreases, and therefore so does the reflected power or the
reflected SNR. This means in the limit, when the SIC is 100%, the coherent model would
work, but with a lower power echo received. The same reasoning applies to first-year ice,
the dielectric constant of which is larger than the one of multi-year ice, which in its turn
has the dielectric constant larger than the one of the pure ice. Conversely, no correlation
was found between the SNR received and the SIC. This might be interpreted as GNSS-R
not being sensitive to the SIC. However, UK TDS-1 data were not calibrated, therefore,
having a mixture of data from different satellites with an unknown transmitted power
and different antenna gains prevents the extraction of any robust and reliable conclusion
from the dataset used. This relation should be explored in the future with calibrated
data and larger SNR values. Also, different roughness scales may apply to this analysis,
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(a) (b)
(c) (d)
Figure 10.9: Zoom of Sea Ice Concentration Maps of February 20, 2015 for the Arctic
data and from November 15, 2014 for the Antarctic data, for both OSISAF and ASI AMSR2
ground truth overlaying the matched filter GNSS-R approach, (a) Arctic OSISAF, (b) Arctic
ASI AMSR2, (c) Antarctic OSISAF, (d) Antarctic ASI AMSR2. The gaps are due to GNSS-R
data with thermal SNR lower than 0 dB or land contaminated pixels. In the OSISAF maps,
there might be also gaps in the case of unreliable retrievals due to the quality flag.
making it more difficult to obtain a clear and unambiguous relation. CYGNSS mission
will provide calibrated data, but its orbit, which was selected to monitor tropical cyclones,
will preclude picking reflections from sea ice. In order to test this hypothesis, data from
the forthcoming ESA GEROS-ISS mission will be needed. Furthermore, NASA may
consider a potential continuation of the CYGNSS mission, and new scientific challenges
such as the SIC monitoring could be one of its goals.
Due to the scattering properties of the L-band GNSS signals when the reflection is
coherent, the ground resolution of the GNSS-R data corresponds to the First Fresnel
Zone [145, 146], which is approximately 400 m x 400 m meters for a satellite at 650 km
altitude. Taking into account the satellite’s speed (6 km/s) and 1 s of non-coherent in-
tegration, this leads to a final ground resolution of approximately 6 km x 0.4 km. This
resolution is similar to the one achieved by microwave radiometers working at 90 GHz, in
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the along-track direction, and much better in the across-track direction. Furthermore, the
spatial resolution of coherently scattered GNSS signals is much better than microwave ra-
diometers working at the same frequency band, such as SMOS, Aquarius, and/or SMAP.
This is a major point regarding this technique, since technology at L-band is much cheaper
than at 90 GHz. Furthermore, L-band is much less sensitive to atmospheric effects than
the 90 GHz frequency band [232], requiring fewer corrections. However, when the reflec-
tion is produced rough water, the spatial resolution is largely degraded, as the reflection
is mostly incoherent, and it becomes 40 km x 40 km for the first iso-range ellipse and it
varies depending on the DDM cell [233].
One disadvantage of the GNSS-R approach that is worth mentioning is that, currently,
due to the dearth of available satellite data, the product derived contains much less
information than the one derived from the conventional radiometric data. Consequently,
at the time of writing this dissertation, the sea ice product derived from the GNSS-R is not
competitive enough in comparison to the radiometric one. However, the planned launch
of new GNSS-R satellite constellations and the rise of available GNSS satellites would
help to cover this gap, and therefore generate a product with the same spatial resolution
and the same coverage than the higher frequency passive techniques, at a fraction of their
cost.
One aspect that has not yet been discussed is the Pfa obtained by all the estimators,
and the reasons why a false alarm may be produced. The sea ice presence is determined
by the coherence of the received signal, which means that the reflected surface must be
flat. In several of the datasets used, it has been noticed that close to the sea ice edges the
GNSS-R data were detecting ice presence, whereas the ground-truth had not yet detected
ice. The ground-truth data used are SIC maps obtained averaging several images of
several radiometer orbits passes, and each pixel data is not time referenced. However,
the GNSS-R data are time referenced. Several continuous data observations showed that
when ice was detected close to the ice edges by the GNSS-R technique, but not with the
radiometric data, the following day it was detected as an ice pixel by the radiometric data.
This indicates that either the OSISAF data and the AMSR2 data were obtained sometimes
hours before the GNSS-R data, or that in the freezing process (new ice formation) the
sea might become calmer before freezing, and the proposed GNSS-R technique detects
ice also when sea becomes calmer (coherent reflection). This occurs because coherent
reflection has been directly associated to a flat surface and to sea ice, whereas the sea
has been assumed to be always rough. A flat sea will therefore result in a false alarm or
an incorrect detection. This last observation was analyzed using the TDS-1 data plotted
over Google Earth together with MASIE-NH data from the Northern hemisphere plotted
over GE too (MASIE-NH data obtained from: https://nsidc.org/data/masie/).
The results presented in this chapter are encouraging for future GNSS-R missions,
since the presented GNSS-R technique is more cost-effective, has the same ground resolu-
tion as compared to microwave radiometers at 90 GHz, and it is less prone to atmospheric
influence. Currently available GNSS-R data show much less coverage than passive mi-
crowave sea ice data, but future missions will help to evaluate how competitive this
technique can be against the traditional ones. Unfortunately, the CYGNSS mission that
will be launched in 2016 will not be able to test these algorithms due to its orbit inclina-
tion (35◦), but other forthcoming GNSS-R missions such as GEROS-ISS, or a potential
CYGNSS follow-on mission will be able to.
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Chapter 1111
Vegetation Canopy
Monitoring Using a
GNSS-T Technique
T his chapter describes the campaign performed at La Fageda d’en Jorda`, Girona,Spain. The field experiment was conducted to measure some vegetation canopy
parameters using a single GPS receiver placed under the vegetation. The attenuation
induced by the vegetation layer on the GPS signal received power is related to some of
its parameters.
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11.1 Introduction
Since one part of this PhD Thesis dissertation is the continuation of the research lines
proposed in [28], a particular field campaign was conducted aiming at simplifying the
GNSS-T algorithm developed in [158] and presented in the next subsection.
11.1.1 The Walnut Field Experiment
In [158] two GPS receivers were collocated in open-sky conditions (a) and under a walnut
forest (b), as depicted in Fig. 11.1, respectively. They were collocated in those conditions
the closest possible to each other, in order to see the GPS satellites in the same sky position
at the same time. The attenuation induced by the vegetation layer was inferred from
the ratio between the open sky signal power and the signal power under the vegetation
layer [158]. Therefore:
Pveg
Psky
= |Eveg|
2
|Esky|2
= γ, (11.1)
where Pveg stands for the signal power under the vegetation layer, Psky for the signal
power in open sky conditions, Eveg for the electric field amplitude under the vegetation
layer, Esky for the electric field amplitude in open sky conditions, and γ for the attenuation
parameter.
(a) (b)
Figure 11.1: Initial GNSS-T vegetation experiment configuration.
Following the τ−ω vegetation model used in L-band microwave radiometry, e.g. in the
SMOS retrieval algorithm [234–236], and assuming a negligible single scattering albedo
parameter, the γ parameter is expressed by:
γ = exp
(
− τcos (90− θelev)
)
, (11.2)
where τ stands for the vegetation opacity, and θelev for the GPS satellite elevation angle.
Also in [158, 234, 236, 237] the vegetation opacity is given as a function of the vegetation
water content (VWC) parameter, and a specific canopy parameter (b) which depends on
the particular type of vegetation. In such case:
τ = b · VWC, (11.3)
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where the b parameter takes values of 0.125 for a wheat field, 0.2 for a soybean field [234],
and larger values for a corn field (0.4–0.6) [235].
In [158] the estimated values of τ from the GPS measurements were compared to
the VWC from the leaves measured from the walnut trees. Figure 11.2 provides and
overview of the field experiment conditions. The VWC or Leave Water Content (LWC)
was estimated by weighting some leaves samples in moist and dry conditions. Figure 11.3
shows the vegetation opacity estimated as a function of the incidence angle. Using the
estimated opacity and the LWC measured, the b parameter was estimated for the walnut
trees. The b parameter also changed with the incidence angle as it could be seen in [235].
It was also significantly larger than for the conventional vegetation models used (around
0.8 while vegetation models use a value around 0.15), but as predicted in [234,235,237] it
is highly dependent on the vegetation canopy type. Finally, Fig. 11.4 shows a comparison
between the estimated LWC and the measured one for the entire field campaign using the
estimated b parameter.
(a) (b)
Figure 11.2: Walnut trees (a) and leaves (b) field experiment conditions [158].
11.1.2 Other Experiments
Even though not much more data from GPS receivers located under forest has been
analyzed for the retrieval of geophysical parameters, and has been made publicly available,
there are other sources which are worth to mention. In [238] there are two examples of GPS
receivers in open sky conditions (unobstructed) and below vegetation canopy (obstructed)
for two different vegetation types: one for corn, and the other one for a deciduous forest.
Figure 11.5 shows those examples obtained from [238]. For the corn field, an elevation
angle dependency is observed such as the one explained in the previous section, which
is driven by the vegetation opacity and the satellite elevation angle. For the forest case,
and differently from the corn and from the theory explained in the previous section, two
effects are observed: a bias, and an elevation angle dependence, but not as high as the
bias.
In [239] it is shown that the amount of leaves on a deciduous forest degrades severely
the accuracy of the GPS solution calculated from GPS receivers located under the vege-
tation canopy. The larger the percentage of sky obstruction due to the presence of leaves,
the larger the error (σ) in the position estimation leading to a degradation of 2 mm per
percentage of sky cover. Generally, the larger the percentage of sky cover, the larger the
attenuation due to leaves, the lower the SNR of the GPS signals, and therefore the poorer
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Figure 11.3: Vegetation opacity estimated as a function of the incidence angle [158].
the GPS performance. In [240] similar conclusions than in [239] were found through other
field experiments. In [241] the effect of stems and canopy on the GPS SNR data is an-
alyzed, concluding that the major degrading factors are the satellite elevation angle and
the wood resistance quantity (directly related to the wood water content). In [242] the
effect of moisture in wood materials on the GPS SNR data is also estimated.
Generalizing, despite several investigations have been conducted, they have practically
all been related to the evaluation of the GPS accuracy degradation, instead of using that
degradation to retrieve some vegetation canopy parameters. Also, apart from that, a
forest is a complex structure with different layers: the upper layer (crown) contains leaves,
branches and the trunk, a second layer where only the trunk appears, a third layer for
some forests where the understory is found, and a final layer with the litter and the soil.
These also complicates a little bit more the analysis of the effect of the vegetation canopy
on the measured GPS SNR.
The goals of the field experiment described in this Chapter are the retrieval of veg-
etation parameters using a single GPS receiver instead of two, and the analysis of both
RHCP and LHCP received power as a function of the vegetation canopy status. The
relationship between GPS SNR data and different vegetation parameters obtained from
satellite data and from in-situ data is also studied.
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Figure 11.4: Estimated and measured LWC for the entire field campaign [158].
Figure 11.5: Comparison between GPS receivers located in open sky conditions and below
two different vegetation canopies: corn, and a deciduous forest [238].
11.2 Field Experiment Description
A field experiment using the McGiver instrument described in Chapter 5 started in August
3, 2015 at La Fageda d’en Jorda`, Girona, Spain, and it is scheduled to end in October,
2016. La Fageda d’en Jorda` is a highly populated beech forest (deciduous tree), located
close to the city of Olot (42◦ 10′ 56′′N, 2◦ 29′ 20′′E). Figure 11.6 shows precisely where
it is located highlighting larger cities such as Girona and Barcelona. The main interest
is to gather data from two different periods: the first one is when leaves fall during
the autumn season (defoliation), and the second one is when leaves grow again during
the spring season. With those data the effect of the presence of leaves on the crown
can be analyzed. Apart from that, the effect of branches and trunks can be analyzed
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by comparing the received signal power when the leaves have fallen with the open sky
conditions estimated in a preliminary calibration stage.
Figure 11.6: Location of La Fageda d’en Jorda`.
11.2.1 Preliminary Calibration
After the McGiver instrument was manufactured and the antennas were measured at the
UPC anechoic chamber [155], a preliminary test was conducted at UPC premises (roof
of D3 building). The instrument measured continuously the received signal power in
both receiving channels (RHCP and LHCP) for 6 days. Figure 11.7 shows the average
measured C/N0 for different blocks of azimuth and elevation angles after compensating
the antenna pattern effect. In this case, the elevation/incidence angle (polar radial axis)
has been binned in blocks of 5◦, whereas the azimuth angle (polar angular axis) in blocks
of 10◦. The larger the radius, the lower the elevation angle or the larger the incidence one.
As it can be observed, due to the compensation of the different antenna gains observed
in the different directions, the mean received C/N0 is mainly constant, a fact that should
be accomplished according to the GPS system design properties. There are also some
white spots and a white region on the top of each figure. The former occurs because for
that particular day the GPS constellation did not fill that area. It can be observed that
there are very few white spots not covered. The latter occurs because for the Northern
hemisphere there are no GPS satellites in the North direction.
Figure 11.8 shows the analogous figure to Fig. 11.7 for the LHCP channel also com-
pensating for the LHCP antenna radiation gain pattern. In this case the same white
spaces than in Fig. 11.7 are observed due to the same reasons. According to the radiation
pattern diagrams for the McGiver instrument shown in Chapter 5, only a small part of
the LHCP radiation pattern accomplishes a 20 dB cross-polar rejection, which is the min-
imum required to analyze and use that polarization state. This is reflected in Fig. 11.8,
where even after compensating by the radiation pattern, the received power is not con-
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Figure 11.7: RHCP received C/N0 from June 2, 2015 until June 7, 2015 during the prelim-
inary test after compensating the antenna pattern effect. Data have been binned in blocks
of 5◦ in the elevation angle parameter and in blocks of 10◦ in the azimuth angle parameter.
stant as it should be according to the GPS system design specifications. This reduces the
use of the LHCP channel to elevation angles between 0◦–30◦, where the requirements are
satisfied.
Finally, Fig. 11.9 shows the average C/N0 for different satellite elevation angles at
the two channels. To compute them, all azimuth blocks with available data have been
used (maximum of 36 blocks) and the white spots have been treated as missing data.
The constant behavior for the six days can be quickly appreciated for any satellite el-
evation angle for the two channels. Figure 11.9 shows, as previously claimed, that for
the RHCP channel there is nearly no differences with the satellite elevation angle after
the antenna pattern compensation. Conversely, as previously commented, the use of the
LHCP channel is limited by the elevation angle due to the LHCP antenna cross-polar
pattern behavior (±22.5◦), even though the gain pattern was compensated.
11.2.2 Test Site Description and Evolution
After the success of the validation/calibration stage, the McGiver instrument was finally
installed at the test site on August 3, 2015. Figure 11.10 shows the instrument installed.
The leveler was used to install appropriately the instrument and align it with the horizon-
tal plane. The azimuth reference used for measuring the pattern at the anechoic chamber
was pointed towards the North direction with the help of an electronic compass.
Different pictures of the vegetation state were taken during the falling and growing
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Figure 11.8: LHCP received C/N0 from June 2, 2015 until June 7, 2015 during the prelim-
inary test after compensating the antenna pattern effect. Data have been binned in blocks
of 5◦ in the elevation angle parameter and in blocks of 10◦ in the azimuth angle parameter.
Figure 11.9: Average C/N0 for different satellite elevation angles.
seasons with a camera located at the instrument’s position looking to the zenith. They
are shown in Figs. 11.11–11.12, respectively. Both defoliation and growing processes are
clearly identified. As it can be seen, even though there is a chestnut tree on the pictures,
the main predominant vegetation on the test site were beeches, with nearly no understory
during the entire field campaign (Fig. 11.10), and some litter which did not affect at all
the measurements made.
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Figure 11.10: McGiver installed at La Fageda d’en Jorda`.
Figure 11.11: Vegetation observed from a camera located at the instrument’s position
looking to the zenith during the falling season.
11.2.3 Ground-truth Available
Different sources have been taken into account for the data analysis. Figures 11.11–11.12
were taken using a Canon EOS 50-D, with the exposure perfectly compensated. The
camera was oriented towards the North, like the antenna, it used a focal length of 17 mm,
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Figure 11.12: Vegetation observed from a camera located at the instrument’s position
looking to the zenith during the growing season.
and it was aligned with the horizontal plane too. The camera sensor is an APS-C type
whose size is 22.3 mm x 14.9 mm. The FOV of the camera is 66.5◦ in one direction and
47.3◦ in the other one, which is far from the hemispherical photography properties. In
the next section, different parameters such as the greenness or the percentage of sky cover
will be computed from those pictures, and compared against the received signal power.
Apart from the pictures taken from the camera, LAI and NDVI maps downloaded from
[243] have been used to obtain the vegetation parameters from a product derived using
other frequency bands apart from the optical one. These maps were derived using data
from the MODIS spaceborne sensor. The LAI maps have 0.1◦ resolution (10 km x 10 km
at the ecuator) and a refresh rate of 8 days. The NDVI maps have the same angular
and spatial resolution, but a refresh rate of 16 days. Figure 11.13 shows an overview
of the entire range of NDVI maps used as ground-truth. As observed, a zoom at the
Iberian peninsula has been made even though only information from the closest pixel to
the instrument’s location was used. The scale of the NDVI maps range from -0.1 to 0.9.
The scale of the LAI maps range from 0 to 7 m2/m2.
Finally, rain data from a meteorological station located in Olot was used to analyze
also the effect of rain on the measurements made [244].
11.3 SNR Data Analysis
On one hand, Figs. 11.14,11.16 show different examples of the received C/N0 in polar
coordinates for the two channels RHCP and LHCP, respectively, during the defoliation
period. It is clearly seen for the RHCP that the smaller the number of leaves on the
trees, the redder the polar diagram due to less attenuation. Apart from that, one may
think that leaves can be also a cause of depolarization. Therefore, the LHCP received
power should reduce after the leaves have fallen. Conversely, it increases too (Fig. 11.16),
indicating that the leaves’ effect is attenuation instead of depolarization. The color of
Fig. 11.16 changes from blue/green to green/yellow.
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Figure 11.13: Zoom at the Iberian Peninsula of the NDVI maps obtained for the entire
field campaign duration. The closest pixel to the instrument’s location was the one used as
ground-truth.
On the other hand, Figs. 11.15,11.17 show different examples of the received C/N0
when the leaves are growing. The red color in Fig. 11.15 is going down smoothly as
leaves start to grow. The same occurs to Fig. 11.17 where the yellow/green color of the
LHCP received power goes down to the blue/green received power, highlighting again the
attenuation effect of leaves instead of the depolarization one.
Due to the vertical tree structure of the forest and the thick trunks of trees, which par-
tially block the signal if they are extremely moist, an azimuthal asymmetry on the received
power distribution is produced in comparison to Figs. 11.7–11.8. Despite this asymme-
try, which is clearly observed in Figs. 11.14–11.17, the received C/N0 has been averaged
azimuthally as in Fig. 11.9, in order to study its evolution with the elevation/incidence
angle. The resulting C/N0 curves are now compared against different parameters such
as:
• rain events obtained from the regional meteorological station,
• blueness, greenness, redness, and sky cover percentage computed from the pictures
in Figs. 11.11–11.12,
• NDVI computed from MODIS, and
• LAI computed from MODIS.
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Figure 11.14: RHCP received C/N0 during the falling season for different dates when
vegetation pictures were taken.
Figure 11.15: RHCP received C/N0 during the growing season for different dates when
vegetation pictures were taken.
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Figure 11.16: LHCP received C/N0 during the falling season for different dates when
vegetation pictures were taken.
Figure 11.17: LHCP received C/N0 during the growing season for different dates when
vegetation pictures were taken.
11.3.1 Rain Effect
Figure 11.18 shows the azimuthally averaged RHCP and LHCP C/N0 curves for different
satellite elevation angles as a function of time together with the rain events present during
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the field campaign. It can be clearly appreciated that the rain events appear as a fading
on the C/N0 curves specially for the RHCP channel. This means that rain attenuates the
signal transmitted by the satellites due to two main factors. The first one is the presence
of water drops in the atmosphere that reduces a little bit its transmissivity, and the ones
that stay on the leaves’ surface, which also increase the attenuation induced by the leaves.
The second one is the fact that after the rain event, trees absorb the water that falls to
the soil, sending it to the leaves and therefore increasing their water content. Note that
during the period without leaves (December 2015–April 2016), the fading events due to
rain are much smaller than in the period with leaves because it is mainly the atmosphere
transmissivity that is reduced and attenuates the signal.
Sep Oct Nov Dec Jan Feb Mar Apr May
30
32.5
35
37.5
40
42.5
45
47.5
C/
N0
 R
HC
P
0
10
20
30
40
50
60
R
ai
n 
[m
m]
47.5°
52.5°
57.5°
62.5°
67.5°
72.5°
77.5°
82.5°
Rain
(a)
Sep Oct Nov Dec Jan Feb Mar Apr May
30
32.5
35
37.5
40
42.5
45
47.5
C/
N0
 L
HC
P
0
10
20
30
40
50
60
R
ai
n 
[m
m]
47.5°
52.5°
57.5°
62.5°
67.5°
72.5°
77.5°
82.5°
Rain
(b)
Figure 11.18: Effect of rain to the azimuthally averaged C/N0 curves: (a) RHCP, (b)
LHCP.
11.3.2 Greenness
From Figs. 11.11–11.12 the greenness, blueness, and redness of the pictures can be mea-
sured using its RGB histogram as:
GR,RD,BL = ρG,R,B
ρG + ρR + ρB
, (11.4)
where GR,RD,BL stand for greenness, redness, and blueness, respectively; subindices
G,R,B for green, red, and blue, respectively; and ρX for the amount of X color. Figure
11.19 shows the evolution of the greenness estimated from the pictures together with the
azimuthally averaged RHCP C/N0 curves. It is expected that, the larger the greenness
parameter, the larger the amount of leaves, and therefore, the larger the attenuation
induced by them. During the defoliation process (October–December 2015), the R2 pa-
rameter between the greenness and the different C/N0 curves is 0.76–0.87, it does not
depend on the incidence angle, and the mean slope of the linear fit is -31 dB/au. For the
growth of the leaves period (March–April 2016), the R2 parameter goes down to 0.46–
0.66, again it does not depend on the incidence angle, but the mean slope in this case is
reduced to -17 dB/au. The different slope in the two periods seems to indicate that even
though the greenness is related to the amount of leaves in the figures, it is not as related
to their water content, which should be measured differently.
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Figure 11.19: Evolution of greenness and C/N0 curves as a function of time.
11.3.3 Redness
Figure 11.20 shows the RHCP C/N0 curves together with the redness parameter. The
R2 parameter for both falling and growing season is below 0.05 for any elevation angle,
and it does not depend on the season.
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Figure 11.20: Evolution of redness and C/N0 curves as a function of time.
11.3.4 Blueness
Figure 11.21 shows the RHCP C/N0 curves together with the blueness parameter. As it
occurred with the greenness parameter, the C/N0 curves and the blueness are correlated,
but not as correlated as with the greenness. During the defoliation process, the R2
parameter is between 0.46–0.58 with a slope of 14 dB/au. During the growing process
the R2 is between 0.25–0.43, with a slope of 10 dB/au. Again, the slope is different
depending on the season and there is no incidence angle dependence. In this case, the
correlation between curves appear because the amount of blue is related to the amount of
sky observed, and therefore, the larger the amount of sky observed, the lower the amount
of leaves. However, the amount of blue color seems to be a poorer vegetation indicator
than the amount of green color, a fact that seems reasonable.
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Figure 11.21: Evolution of blueness and C/N0 curves as a function of time.
11.3.5 Sky Cover
Figure 11.22 shows the RHCP C/N0 curves together with the percentage of sky covered
computed in two different ways. On the left, the RGB images from Figs. 11.11–11.12 were
converted to gray-scale (intensity, 0–255), and a threshold of 155 was selected to differ
between vegetation and sky. This threshold was chosen in [245, 246] to automatize the
sky cover measurement from RGB pictures. Below 155 it was classified as vegetation, and
equal or above 155 it was classified as open sky. On the right hand side of Fig. 11.22, the
blue channel of the RGB image was selected as the observable for sky classification, and
the same threshold applied. The larger the sky cover percentage, the larger the vegetation
presence (leaves) and the larger the attenuation.
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Figure 11.22: Evolution of the percentage of sky covered and C/N0 curves as a function
of time: (a) using a gray-scale image, (b) using the blue channel of the RGB image.
Regarding the percentage of sky cover computed from the gray-scale image, the R2
parameter between the different C/N0 curves and the percentage of sky cover is 0.6–
0.7 for the falling season, whereas it is between 0.67–0.82 for the growing season. The
slopes in this case are -9 dB/au and -12 dB/au, respectively, and again with no elevation
angle dependence. If falling and growing seasons are combined, since the slopes are quite
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similar, the R2 parameter becomes 0.4–0.6, and the mean slope is -10 dB/au for all
incidence angles. However, when using the blue channel to estimate the percentage of
sky cover, the R2 parameter is between 0.47–0.57 for the falling season, and 0.3–0.5 for
the growing season. Again both are independent from the elevation angle. The slopes
are around -5 dB/au in both cases. For the blue channel intensity, if falling and growing
seasons are combined the R2 reduces to 0.3–0.4 with a slope of -4.5 dB/au.
11.3.6 NDVI
Figure 11.23 shows the evolution of the NDVI parameter and the RHCP curves for differ-
ent elevation angles. As mentioned before, the NDVI was retrieved from the closest pixel
to the instruments’ position in the global NDVI maps. There is a very high correlation
between the received signal power or C/N0 and the NDVI. Figure 11.24 compares the
NDVI values against the mean C/N0 value for different satellite elevation angles. For all
satellite elevation angles the R2 parameter is between 0.87–0.94, and the slope of the fit
around -19 dB/au. Table 11.1 shows the fit parameters of Fig. 11.23. This relationship
shows a clear sensitivity of the technique to the vegetation canopy status.
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Figure 11.23: Evolution of NDVI and C/N0 curves as a function of time.
Table 11.1: NDVI fitting parameters.
Elevation angle R2 Slope [dB/au] RMSE [dB]
82.5◦ 0.897 -22.6 0.67
77.5◦ 0.874 -18.8 0.65
72.5◦ 0.886 -18.8 0.62
67.5◦ 0.944 -20.7 0.48
62.5◦ 0.864 -17.9 0.65
57.5◦ 0.908 -21.1 0.61
52.5◦ 0.918 -17.6 0.49
47.5◦ 0.890 -16.9 0.55
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Figure 11.24: Comparison between NDVI and received signal power for different satellite
elevation angles.
11.3.7 LAI
Figure 11.25 shows the evolution of the LAI parameter and the RHCP C/N0 curves for
different elevation angles. The LAI parameter was retrieved in the same way than the
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NDVI parameter, but using twice the number of maps due to their availability. There
is some correlation between the received signal power and the LAI parameter, but it is
not as high as with the NDVI. Figure 11.26 shows the same comparison than Fig. 11.24
but for the LAI parameter. This indicates that part of the attenuation observed on the
GPS received signals comes from the leaves, but there is another part that comes from
the branches and the trunks. The R2 parameter is between 0.5–0.65 and the slope of the
fit is around -1 dB/au in all cases as shown in Tab. 11.2.
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Figure 11.25: Evolution of LAI and C/N0 curves as a function of time.
Table 11.2: LAI fitting parameters.
Elevation angle R2 Slope [dB/au] RMSE [dB]
82.5◦ 0.62 -1.44 1.20
77.5◦ 0.51 -0.94 1.28
72.5◦ 0.51 -0.89 1.47
67.5◦ 0.55 -1.12 1.27
62.5◦ 0.51 -0.90 1.21
57.5◦ 0.50 -1.15 1.46
52.5◦ 0.52 -0.87 1.28
47.5◦ 0.51 -0.87 1.20
11.4 Opacity Estimation
The previous section has shown the relationship between the received signal power and
several parameters such as rain, greenness, redness, blueness, sky cover, NDVI, and LAI.
For the NDVI and LAI cases, numerical relationships have been established. However,
whether these data can be used for the vegetation opacity estimation is a question not
yet answered. Following the τ - ω model [235], assuming homogeneity in the vegetation
status, and a negligible effect from the understory, it can be deduced that the expected
received SNR follows:
C/N0 (θelev) = C/N0 (90◦) exp
(
− τcos (90◦ − θelev)
)
. (11.5)
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Figure 11.26: Comparison between LAI and received signal power for different satellite
elevation angles.
Therefore, using two points like θelev = 90◦ and θelev = 30◦, the τ parameter could
be theoretically estimated if the vegetation status and distribution was homogeneous.
Basically, the attenuation induced by vegetation for θelev = 30◦ should be twice the one
for θelev = 90◦. This methodology to estimate the opacity was tested, but the results
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obtained were not fully satisfactory. There might be different causes that explain those
results, such as:
• 30◦ incidence angle is out of the antenna beamwidth (±45◦).
• Multipath from the different tree trunks which were thicker than the wavelength.
In order to change the approach and try to obtain more valuable results, instead of
using only two points, the entire range of elevation angles available that fall into the
antenna beamwidth can be used. Then, using a best fit approach the opacity can be
estimated. In order to simplify the best fit approach, since the C/N0 data are normally
provided in dB/Hz units, a transformation can be applied to Eqn. (11.5) leading to:
10log10 [C/N0 (θelev)] = 10log10
[
C/N0 (90◦) exp
(
τ
cos (90◦ − θelev)
)]
, (11.6)
which simplifies into:
C/N0 (θelev) [dB/Hz] = C/N0 (90◦) [dB/Hz]− τcos (90◦ − θelev)10log10 (e) , (11.7)
which is a simple linear fit. With this theoretical curve and assuming that τ is constant for
all elevation angles, which is assumed by the τ − ω model, a minimum square estimation
can be applied to Eqn. (11.7) with the different C/N0 measurements for elevation angles
between 47.5◦–82.5◦, leading to an overdetermined system.
Figure 11.27 shows the vegetation opacity estimated using the proposed approach
where its temporal evolution can be compared against the NDVI parameter. It can be
shown that both follow the same trend, highlighting the sensitivity of the GNSS-T signals
to the vegetation water content.
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Figure 11.27: Comparison between NDVI and vegetation opacity estimated as a function
of time.
Other approaches such as the one given in [247] can be used, where empirical relations
between NDVI and vegetation opacity at L-band are given. Due to the high correlation
between RHCP C/N0 curves and the NDVI, the NDVI can be estimated from the RHCP
received power. Then, the estimated NDVI could be used to estimate the vegetation
opacity. Using those relationships, the τ parameter could be also derived from the C/N0
measurements in the absence of rain.
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Finally, in order to estimate the daily opacity and analyze the azimuthal dependence,
a technique similar to the one presented in [158]. However, instead of using an extra GPS
outside the vegetation layer, it is suggested to use the calibration data, which has shown
a high temporal stability. In this case, the technique reduces again to the use of one GPS
receiver below the vegetation layer.
11.5 Summary and Conclusions
This Chapter has described a field experiment conducted at La Fageda d’en Jorda` for-
est intended to measure vegetation canopy properties. First, previous works related to
this experiment are presented highlighting the available data before this experiment was
conducted. The main goal of the proposed experiment is to determine vegetation canopy
parameters using a single GPS receiver, and therefore improving what was presented
in [158]. The test site and the ground-truth instrumentation available are also described.
The power of the RHCP received signals during the falling and growing seasons is analyzed
in detail and compared to other parameters such as rain, greenness, redness, blueness,
sky cover, NDVI, and LAI. Rain generates fading events in the received signal power,
which correlates against all indexes despite the redness. Both NDVI and LAI seem to be
the parameters that correlate better with the received signal power, especially the NDVI
with a R2 parameter of at least 0.85 for all RHCP curves, and showing no incidence angle
dependence. Finally, assuming homogeneity on the vegetation layer, a methodology to
estimate the vegetation opacity at L-Band using multi-angular observations is presented.
For the beech forest the result is around 1.2–1.3 dB when leaves are present and 0.6 dB
when they are not. This last point indicates that roughly half of the attenuation comes
from the leaves, and the other half from the branches and trunks.
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12.1 Main Conclusions
This PhD Thesis has been devoted to the analysis of two different GNSS-R techniques
and therefore to assess their potential for the geophysical parameter retrieval. The first
technique analyzed was the IPT. This technique was previously introduced in [28] using
vertical polarization. This thesis has extended the conventional IPT technique to the
use of only horizontal polarization for soil moisture retrieval, including an analysis of the
expected system errors. Furthermore, the combination of both linear polarization inter-
ference patterns has been tested developing a new retrieval algorithm. The conventional
IPT has also been tested in a new scenario that was not previously tested in [28], which is
a coastal sea. In that case two retrieval algorithms of two different geophysical parameters
were developed: one to estimate SWH, and the other one to estimate the MSSL. The
former was based on measuring up to which angle the coherent reflection dominated the
incoherent reflection. The latter was based on measuring the variations in the oscillation
frequency of the coherent region of the IPT using different spectral estimators.
The second technique tested was GNSS-scatterometry. For this technique several
field experiments under several conditions were conducted in order to fully characterize
the technique. For the ground-based applications using still instrumentation two field
experiments were performed, one using linear polarization (H- and V-Pol), and one using
RHCP for the direct signals and LHCP for the reflected signals. The former, even though
there were several hardware problems, it led to a soil moisture retrieval algorithm based
on a least-square minimization of the measured reflectivity. The latter suffered from
several issues, including non-explainable RFI issues, which are still under analysis, and
prevented from developing a soil moisture retrieval algorithm. For the ground-based
applications using moving instrumentation (rover and tractor) two field experiments were
also conducted. For this case the data is being analyzed by a research group from Monash
University. For the airborne applications four field experiments were analyzed. The first
two field experiments used the LARGO instrument. The former was a series of three
flights flying together a L-band microwave radiometer and the LARGO reflectometer. A
correlation analysis between the data gathered by the two instruments was performed
deriving theoretical and empirical relations among the datasets in order to improve the
spatial resolution of the brightness temperature data. The latter was a flight using a
paramotor as a platform where the LARGO instrument was flown together with an optical
camera, a multi-spectral sensor, and a thermal camera. The data from the second analysis
was used to assess a potential synergy among different sensors and techniques for soil
moisture retrieval. The other two field experiments analyzed used instruments working
in an open-loop approach, an approach different from the LARGO one. The first one
was a flight departing from Sabadell, reaching Mataro´, flying along the Catalan coast,
and going back, and used the first version of the PAU instrument. That flight was used
to experimentally observe the statistics of the reflected field over land in two different
situations (flat and rough surface), and over sea, were mainly rough surface scattering
mechanism was observed. It was also used to perform a preliminary analysis of the
PAU instrument and its altimetric capabilities. The second one was a flight conducted
on the USA were mainly the land scattering case was analyzed, since practically the
entire flight was performed over land. That flight was used to estimate the amount of
coherent and incoherent scattering components, and to assess how that information could
be used for the development of geophysical parameter retrieval algorithms. The last
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data analyzed using the GNSS-scatterometry approach was based on using data from
the recently launched UK TDS-1 satellite. That data were used to observe the shape
of the DDMs when the signal was scattered over different surface types. In those data,
the coherent scattering mechanism was associated to the presence of sea-ice, whereas
the incoherent scattering mechanism to the situation when only open-water is present.
Taking into account that, different sea-ice detection algorithms with different estimators
were proposed, analyzing their detection performance based on a Bayesian approach.
Summarizing, this PhD Thesis can be divided in two different parts. One part is the
continuation of the work derived in [28], testing the IPT in different scenarios when it had
not been tested, and developing new retrieval algorithms based on different observables.
The other part is the extension to the analysis of the GNSS-scatterometry technique,
because the IPT can only be used for ground-based applications with a limited cover-
age. For the GNSS-scatterometry technique different field experiments covering several
combination of platform-polarization scenarios were performed. For the fixed platforms
(ground-based) all polarization states were tested despite the transmitted RHCP and re-
flected RHCP. For the moving platforms (ground-based, airborne, and spaceborne), only
the transmitted RHCP and reflected LHCP polarization state was tested.
Taking into account the brief summary just presented, the main conclusions of the
different studies developed in this PhD Thesis are summarized in the following points:
For the IPT technique:
• Under a relatively flat land surface surface scenario, the dominating scattering mech-
anism is the coherent one. In such situation, two different retrieval algorithms have
been developed. One is based on measuring the reflection coefficient at horizontal
polarization and use a least-square approach to estimate soil moisture. The the-
oretical precision of this technique was computed, which was approximately 2.5%
disregarding the effect of surface roughness. The phase difference between hori-
zontal and vertical interference patterns was also analyzed and used to estimate
soil moisture. Before the Brewster angle position both are in phase, whereas after
the Brewster angle position they are in counter-phase. The 90◦ phase shift point
is related to the Brewster angle position which is used to estimate the soil water
content. The theoretical precision of this methodology is approximately 2%, but it
seemed to be insensitive to surface roughness, which attenuates the signal without
changing its phase.
• The sea surface scattering properties under the IPT geometry is a little bit different
from the land surface. For very large incidence angles, or very low elevation angles
the coherent scattering dominates, whereas for lower incidence angles or higher ele-
vations angles the incoherent scattering dominates. The angle were both scattering
components are equal is determined by the sea state, and it was used to estimate
it. Spectrogram analysis on the interference patterns was used to estimate that cut-
off incidence/elevation angle, and therefore infer the sea state with an accuracy of
6 cm in the 10–70 cm dynamic range. The former due to the antenna pattern. The
latter because a minimum number of oscillations is required. From the oscillation
frequency of the interference pattern the MSSL level was retrieved. Four spectral
estimators were tested, obtaining an accuracy of 5 cm for the FP, the LSP, and the
LS, and of 4 cm using the CAP periodogram.
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For the GNSS-scatterometry technique:
• For ground-based fixed instruments linear polarization can be used for the retrieval
of soil moisture over land with the same accuracy than calibrated probes. The power
at linear polarization for direct and reflected signals must be computed in order to
obtain calibrated reflectivity measurements. Any interference from the direct signal
on the reflected signal can be mitigated using a large enough observation time. A
least-square approach is proposed for the inversion of geophysical parameters. In
such conditions, if the surface is smooth enough, the coherent component dominates
the scattering mechanism.
• For ground-based fixed instruments the use of circular polarization to retrieve soil
moisture over land could not be assessed due to RFI presence on the field campaign
performed. The fact that the soil under analysis was elevated from the terrain
was another issue that prevented the geophysical parameter inversion. However, if
the least-square algorithm proposed for linear polarization was working correctly,
it is deduced that it should work equally for circular polarization. Also, in such
situations, the coherent component dominates the scattering mechanism.
• For ground-based moving instruments it is seen that the platform can generate
some interference (multi-path) that can be mitigated modifying the observation
geometry and increasing the antenna directivity. Soil moisture inversion results are
currently being analyzed by another research group, but preliminary results indicate
an accuracy of 4% in comparison with calibrated probes.
• For airborne observations and when the coherent component dominates, the esti-
mated coherent reflectivity and the L-band brightness temperature derived param-
eters (first Stokes parameter and PI) have a high correlation. This concept might
be of interest in the future in order to enhance the spatial resolution of microwave
radiometry products like the ones from SMAP, after the end of operations of the
active system. When the coherent component does not dominate or it is too small
(high effective roughness), the noise in the coherent component estimation might
kill the high correlation among both techniques.
• For airborne observations, it has also been shown that over land, when the coherent
component dominates (smooth surface), the reflected field statistics follow a Hoyt
vector, or a ring shape in case the Doppler is not perfectly compensated. Conversely,
over land, when the incoherent component dominates, the reflected field statistics
follow a complex Gaussian distribution. For sea the surface, unless it is very calmed,
the incoherent scattering mechanism is the one that dominates, leading also also to
a complex Gaussian distribution of the reflected field statistics.
• For airborne observations, if the waveform peak is analyzed, their statistics change
severely depending on the surface under observation. For the sea surface, after
incoherently averaging for 1 s, the reflected peak amplitude remains mainly con-
stant, changing only if the surface roughness changes, since the reflectivity remains
constant. Therefore, the sea surface can be considered a stationary surface. For
the land surface, dielectric constant and consequently reflectivity can change along
the integration time, as well as roughness, and therefore the peak amplitude has a
large variability. Therefore, the land surface is far from a stationary surface. This
indicates that, even though the main scattering mechanism for the sea surface is
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the incoherent one, the inverse problem for the retrieval of geophysical parameters
is somehow simpler for the sea surface than for the land case.
• For spaceborne observations, it is seen that for the sea surface the main dominating
scattering mechanism is the incoherent one. However, when the signal is reflected
over lakes or sea ice, the coherent scattering mechanism dominates, since the re-
flected waveform shape changes severely. This was found on the experimental data
gathered by the GNSS-R payload on-board the recently launched UK TDS-1 satel-
lite. The similarity of the waveform to the coherent reflection model can be used
effectively to detect the presence of sea ice, which was demonstrated in an in-depth
analysis performed using different estimators.
12.2 Future Research Lines
After having established the main conclusions of this work, several research lines can be
drawn as a continuation of the research developed during this PhD Thesis. They can be
split by the technique, as it was done with the conclusions.
For the IPT technique:
• The measurement of SM could also be performed by looking at the interference
pattern oscillation frequency. The larger the SM, the lower the penetration depth,
and the lower the effective antenna height estimated. This idea should be tested
using either the H-Pol or V-Pol interference patterns. Furthermore, the difference
of the effective antenna height at each polarization should also be related to the SM
content, since depending on the polarization, the penetration depth will change.
• The measurement of the MSSL should be tested in more dynamic scenarios with
larger tides than the Mediterranean sea in order to see how the system will behave.
It has been tested using the SNR-analysis, but the author believes that the benefit of
the linear polarization IPT is on the horizon-looking geometry, which would improve
the accuracy of the SNR-analysis data. Furthermore newer spectral estimators such
as the Real-value Iterative Adaptive Approach (RIAA) should be tested in order
to check if the performance of any technique would improve [173]. Increasing the
dynamic range to observations of θelev < 5◦ is another important point in order to
measure larger SWH values.
• The dual-polarization IPT should be tested in scenarios such as snow, where the
dielectric constant is relatively small, and it depends on the snow wetness (snow
water content). The phase difference retrieval algorithm would help to accurately
estimate the snow water content and be able to obtain two different snow parame-
ters: thickness and water content. With those measurements snow could be better
characterized. One of its applications would be a more accurate estimation of the
avalanche risk, which depends on both snow parameters.
For the GNSS-scatterometry technique more doors and research lines are opened, and
some of them are highlighted in the following points.
• First, the ground-based scatterometry experiment with still instrumentation using
circular polarization should be repeated in a RFI-clean environment with a soil
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sample not elevated from the terrain level. This would help to complement the
linear polarization study, and to obtain a full characterization of the reflected signals
under ground-based conditions. This would also facilitate the development of soil
moisture retrieval algorithms in controlled environments. Those algorithms should
be tested in other environments afterwards such as airborne or spaceborne.
• Second, the data from the ground-based scatterometry experiments with moving
instrumentation should be analyzed, since it was developed in a RFI-clean environ-
ment. This could be the key to overcome the problems faced in the experiment with
still instrumentation.
• Third, after showing the high correlation between GNSS-R reflectivity and L-band
microwave radiometry, a new study towards a soil moisture retrieval algorithm from
those data should be developed. The correlation results are already proven, which
means that a similar algorithm to the L-band Microwave Emission of the Biosphere
(L-MEB) used with microwave radiometry data could be developed [248].
• Fourth, the use of the orthogonal scattered polarizations as it was also done in [149]
should be considered because it would help to simplify the scattering problem and
specially the roughness effect on the scattered signals. Also the separation of the
coherent and incoherent scattered components as was done in Chapter 9 should be
considered in order to develop the soil moisture retrieval algorithms. The author
believes that an accurate soil moisture retrieval algorithm will benefit from the
addition of the two scattering components in the geophysical model function, and
it has been shown that they can be estimated in a straightforward manner. Data
from the recent 3Cat-2 experiment will help to develop those algorithms.
• Fifth, the sensitivity of the GNSS-R peak value or thermal SNR to the sea ice
concentration parameter should be better evaluated from the UK TDS-1 data. Even
though only a few months of data are public, at the time of defending this PhD
Thesis there will be more than two years of data. Those data should be accurately
filtered and only those satellites whose reflections fall within the antenna beamwidth
should be taken into account. Then, the thermal SNR of those points where the
coherent scattering model behaves as expected should be compared against the
SIC products already described in this PhD Thesis dissertation. L-band microwave
radiometry data from SMOS would benefit from this research and specially the new
sea ice thickness retrieval algorithms that are being developed.
• Sixth, considering these last three points it seems straightforward to notice that the
synergy of spaceborne GNSS-R data and spaceborne L-band microwave radiometry
should be evaluated. The correlation in airborne scenarios has already been shown
in this work. Also the fact that in the future more GNSS-R data will be available
from the CYGNSS mission, and more L-band radiometry data will be available with
the SMAP mission, is the right trigger to study the proposed synergy. This analysis
can be already started using data from UK TDS-1 and SMOS.
Even though more research lines can be drawn apart from the ones aforementioned,
those are the ones that would directly contribute or complement the research conducted
and described in this PhD Thesis dissertation.
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Summary of GNSS Signals
and Systems
T his Appendix shows a summary of the main signal parameters for the four differentGNSS systems. It begins with the two operational systems, which are the American
GPS system and the Russian GLONASS system, to end with the forthcoming Galileo and
BeiDou systems. Information about frequency bands, signals, bandwidth, and modulation
used in each in-phase and quadrature components is expressed. This may help the reader
to compare all GNSS systems and signals, and to complement the basic information
provided in Chapter 2. So, those interested in going beyond the basic information provided
in Chapter 2, which is the strictly necessary to understand all developments in this PhD
Thesis, are encouraged to look carefully at this Appendix. Last but not least, the author
would like to acknowledge the help of Daniel Pascual to understand, concentrate, and
classify all the information about all GNSS systems in all their corresponding Interface
Control Document (ICD)s.
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Table A.1: GPS main parameters summary.
304
Table A.2: GLONASS main parameters summary.
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Table A.3: Galileo main parameters summary.
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Table A.4: BeiDou main parameters summary.
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Appendix BB
Fresnel reflection
coefficients and IPT
T his Appendix aims at complementing Chapter 3, with more detailed mathematicaldevelopments of the simplifications made there. It starts detailing the mathematical
operations on the Fresnel reflection coefficients, starting from the general expression using
the medium impedance and both transmitted and incident angles, until they are expressed
as a function of the incidence angle only and the dielectric constant. It continues with the
Brewster angle derivation. Using the notation from Chapter 2, the IPT coherent model
is derived. The Appendix finishes with the limitations of the IPT due to the codes chip
length.
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B.1 Fresnel Reflection Coefficients Mathematical Ma-
nipulations
B.1.1 H-Pol
The Fresnel reflection coefficient for the perpendicular or horizontal polarization is given
by Eqn. (3.4):
r⊥ =
Z2 cos(θinc)− Z1 cos(θtrans)
Z2 cos(θinc) + Z1 cos(θtrans)
, (B.1)
where Zi is the characteristic impedance of medium i, θinc the incidence angle, and θtrans
the transmitted angle. Taking into account that the characteristic or intrinsic impedance
is defined as:
Zi =
|E|
|H| =
√
µi
εi
= Z0
√
µri
εri
, (B.2)
and Z0 is the free space characteristic impedance and it is normally approximated by
120pi. Then, Eqn. (3.4) becomes:
r⊥ =
Z0
√
µr2
εr2
cos(θinc)− Z0
√
µr1
εr1
cos(θtrans)
Z0
√
µr2
εr2
cos(θinc) + Z0
√
µr1
εr1
cos(θtrans)
, (B.3)
and assuming a non-magnetic medium (µr1 = 0 and µr2 = 0):
r⊥ =
√
1
εr2
cos(θinc)−
√
1
εr1
cos(θtrans)√
1
εr2
cos(θinc) +
√
1
εr1
cos(θtrans)
, (B.4)
Using Snell’s law it is possible to express the transmitted angle as a function of the
incidence one:
sin(θtrans) =
√
εr1
εr2
sin(θinc), (B.5)
and using the trigonometric relation cos(θ) =
√
1− sin2(θ):
r⊥ =
√
1
εr2
√
1− sin2(θinc)−
√
1
εr1
√
1− εr1εr2 sin
2(θinc)√
1
εr2
√
1− sin2(θinc) +
√
1
εr1
√
1− εr1εr2 sin
2(θinc)
, (B.6)
and simplifying it becomes:
r⊥ =
√
εr1 − εr1 sin2(θinc)−
√
εr2 − εr1 sin2(θinc)√
εr1 − εr1 sin2(θinc) +
√
εr2 − εr1 sin2(θinc)
, (B.7)
which resembles Eqn. (3.6) considering i = 1 and i+ 1 = 2.
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B.1.2 V-Pol
In the same way that the reflection coefficient for the perpendicular polarization has been
treated, the one from the parallel polarization will be treated. The parallel polarization
Fresnel reflection coefficient is given by:
r‖ =
Z2 cos(θtrans)− Z1 cos(θinc)
Z2 cos(θtrans) + Z1 cos(θinc)
, (B.8)
then:
r‖ =
Z0
√
µr2
εr2
cos(θtrans)− Z0
√
µr1
εr1
cos(θinc)
Z0
√
µr2
εr2
cos(θtrans) + Z0
√
µr1
εr1
cos(θinc)
, (B.9)
r‖ =
√
1
εr2
cos(θtrans)−
√
1
εr1
cos(θinc)√
1
εr2
cos(θtrans) +
√
1
εr1
cos(θinc)
, (B.10)
r‖ =
√
1
εr2
√
1− sin2(θtrans)−
√
1
εr1
√
1− sin2(θinc)√
1
εr2
√
1− sin2(θtrans) +
√
1
εr1
√
1− sin2(θinc)
, (B.11)
r‖ =
√
εr1 − εr1 sin2(θtrans)−
√
εr2 − εr2 sin2(θinc)√
εr1 − εr1 sin2(θtrans) +
√
εr2 − εr2 sin2(θinc)
, (B.12)
r‖ =
√
εr1 − εr1 εr1εr2 sin
2(θinc)−
√
εr2 − εr2 sin2(θinc)√
εr1 − εr1 εr1εr2 sin
2(θinc) +
√
εr2 − εr2 sin2(θinc)
, (B.13)
r‖ =
εr1
√
εr2 − εr1 sin2(θinc)− εr2
√
εr1 − εr1 sin2(θinc)
εr1
√
εr2 − εr1 sin2(θinc) + εr2
√
εr1 − εr1 sin2(θinc)
, (B.14)
which again resembles to Eqn. (3.7) considering i = 1 and i+ 1 = 2.
B.2 Brewster Angle
The Brewster angle occurs when all the energy is transmitted to the medium and no wave
is reflected. For the horizontal or perpendicular polarization it occurs when:
Z2 cos(θinc)− Z1 cos(θtrans) = 0, (B.15)
Z2
Z1
cos(θinc) = cos(θtrans), (B.16)
εr1
εr2
cos2(θinc) = 1− sin2(θinc), (B.17)
εr1
εr2
cos2(θinc) + sin2(θinc) = 1, (B.18)
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and this equation is never accomplished unless εr1 = εr2, which means that there is no
change of medium and consequently no reflection.
However, for parallel or vertical polarization things are different:
Z2 cos(θtrans)− Z1 cos(θinc) = 0, (B.19)
cos(θtrans) =
Z1
Z2
cos(θinc), (B.20)
1− εr1
εr2
sin2(θinc) =
εr2
εr1
cos2(θinc), (B.21)(
εr2
εr1
− εr1
εr2
)
sin2(θinc) =
εr2
εr1
− 1, (B.22)(
εr
2
2 − εr22
)
sin2(θinc) = εr2 (εr2 − εr1) , (B.23)
θinc = θB = arcsin
(√
εr2
εr2 + εr1
)
. (B.24)
Also, taking into account:
1− εr1
εr2
sin2(θinc) =
εr2
εr1
cos2(θinc), (B.25)
and using the trigonometric identity cos2 θ + sin2 θ = 1 leads to:
εr2 − εr1
εr2
sin2(θinc) =
εr2 − εr1
εr1
cos2(θinc), (B.26)
θinc = θB = arctan
(√
εr2
εr1
)
(B.27)
which is the normal way the Brewster angle is expressed.
B.3 IPT Coherent Model
In Sec. 2.3 the direct GNSS signal is defined as:
Ud
(
~Rr, t
)
= α · a(t−Rd(t)/c)e
−jkRd(t)
4piRd(t)
e−j2pi(fc+fDd(t))t. (B.28)
Therein, the coherent reflected signal it is defined as:
Urcoh
(
~Rr, t
)
= α · a
(
t− |
~Rt|+ |~Rr|
c
)
rpq
e−jk(|~Rt|+|~Rr|)
4pi
(
|~Rt|+ |~Rr|
)e−j2pi(fc+fDr(t))t, (B.29)
so, assuming a receiving linear polarized antenna, and considering a flat surface (no
incoherent component), the IPT is:
UIPT
(
~Rr, t
)
= Ud
(
~Rr, t
)
+ Urcoh
(
~Rr, t
)
, (B.30)
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assuming a low antenna height which implies (Rd ≈ |~Rt|+ |~Rr|)
UIPT
(
~Rr, t
)
=α · a
(
t− Rd(t)
c
)
e−j2pifct
4piRd(t)
e−j2pifD(t)te−jkRd(t)(
Fn(θelev) + Fn(−θelev)rpqe−j2pi(fDr(t)−fD(t))te−jk(|~Rt|+|~Rr|−Rd(t))
),
(B.31)
assuming that both antenna and surface can be considered frozen for the coherent inte-
gration time, then fDr(t) = fD(t), and e−j2pi(fDr(t)−fD(t))t = 1. Also assuming that the
antenna is pointing to the horizon and has a rotationally symmetric pattern, Fn(θelev) =
Fn(−θelev). Then:
UIPT
(
~Rr, t
)
=α · a
(
t− Rd(t)
c
)
e−j2pifct
4piRd(t)
e−j2pifD(t)te−jkRd(t)Fn(θelev)(
1 + rpqe−jk(|
~Rt|+|~Rr|−Rd(t))
) , (B.32)
with the help of Fig. B.1, it is possible to deduce that |~Rt|+ |~Rr| −Rd(t) = 2H sin θelev.
So:
Figure B.1: Path length difference between direct and reflected signals [249].
PR = |UIPT |2 =α2 · a2
(
t− Rd(t)
c
)(
1
4piRd(t)
)2
|Fn(θelev)|2∣∣∣1 + |rpq(θelev)|e−jk2H sin(θelev)+φrpq (θelev)∣∣∣2 , (B.33)
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and considering
|Ud0| = α2 · a2
(
t− Rd(t)
c
)(
1
4piRd(t)
)2
, (B.34)
prior equation resembles Eqn. (3.16) shown in Sec. 3.2.1, which represents the coherent
IPT model.
B.4 Codes Limitation
One required condition for the IPT or the SNR-analysis is the in-phase coherent addition
of the direct and reflected signal codes. In other words, the delay between the direct and
reflected signals has to be less than half of the codes chips. Moreover, one has to take
also into account the BOC modulation in those codes that it is used over the DSSS or
PRN modulation. Generalizing, the base-band signal bandwidth taking into account all
the codes used is the limiting factor. Considering that the path difference between direct
and reflected signals is given by:
∆r = rreflected − rdirect = 2H sin (θelev) = 2H sin (90− θinc) , (B.35)
and this distance must be smaller than c/ (2B), where B is the baseband signal bandwidth.
So,
∆r < c2B ⇒ H <
c
4B sin (90− θinc) . (B.36)
Figure B.2 shows the maximum antenna height that ensures that the direct and reflected
signals will arrive with the same chip code as a function of the satellite elevation angle. It
has been done as an example for three different codes taking the bandwidth values shown
in App. A. This can be expanded to any code just by knowing their base-band bandwidth.
It is interesting to remark that whereas for positioning, the larger the bandwidth, the
sharper the ACF, and the better the accuracy of the position estimation. However, this
is the contrary for the IPT or the SNR-analysis, since they rely on multipath, and the
sharper the ACF the lower the multipath effect.
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Figure B.2: Maximum antenna height with respect to the surface for three different codes.
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Appendix CC
Statistics of the
coherent, incoherent, and
thermal noise components
T his Appendix describes all the mathematical computations that aid to the final for-mulations shown in Chapter 4. It starts describing the signal model used for both
the cGNSS-R and iGNSS-R techniques. It computes the first order correlation function
of the coherent reflected component, of the incoherent component, and of the thermal
noise. It also determines the second order coherence functions of the same components.
It computes the overall SNRnc,in/out with detailed mathematical developments of the
simplifications made. It ends with an scatterometric error budget for different scenarios.
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C.1 Signal Model
As has been seen along the entire dissertation, two different approaches are used to process
GNSS reflected signals, cGNSS-R and iGNSS-R. The cGNSS-R consists of the correlation
of the digitized received signal with a clean replica of the satellite code. The iGNSS-R
consists of the correlation of the digitized received signal with a digitized version of the
direct signal. Even though the iGNSS-R technique was proposed earlier (Martin-Neira
1993 [48]), in this section the cGNSS-R signal model is presented prior to the iGNSS-R
one, because the iGNSS-R can be seen as the cGNSS-R with the addition of two extra
noise terms.
C.1.1 cGNSS-R
The voltage signal after the correlation with a clean replica of the satellite code has three
main different components:
yc(t, τ) =
1
Tc
∫ +Tc2
−Tc2
[ur(t+ t′ + τ) + nrt(t+ t′ + τ)] a(t+t′)dt′ = ρ0(τ)+nS(t, τ)+nT,c(t, τ),
(C.1)
where ur stands for the received reflected (r) signal, nrt for the reflected thermal (t) noise
signal, a for the satellite spreading code, Tc for the coherent integration time, subscript c
for cGNSS-R, ρ0(τ) is a deterministic value and stands for the coherent component of the
signal, nS(t, τ) is a complex Gaussian random variable with zero mean and power/variance
2σ2s(τ) representing the incoherent reflected power or speckle noise [74,75], and nT,c(t, τ)
is also a complex Gaussian random variable with zero mean and power/variance 2σ2t,c(τ),
which represents the thermal noise in the cGNSS-R. The real and imaginary parts of
both thermal and speckle are uncorrelated by definition.
The signal part of the computed waveform can be expressed as a function of the system
parameters [52]:
ys (t, τ) =
1
Tc
∫ +Tc2
−Tc2
ur(t+ t′ + τ)a(t+ t′)dt′ = ρ0(τ) + nS(t, τ) =
=
∫ √
EIRPTD(~ρ)ACF [δt (t, ~ρ)]S [δf (t, ~ρ)] g(~ρ, t)d~ρ,
(C.2)
where
√
EIRPT is the square root of the EIRP of the transmitting satellite, D(~ρ) is the
voltage antenna pattern projected on ground, ACF stands for the ACF shape of the
GNSS signals [250], S is a sinc function expressing the Doppler behavior of the spreading
function [131], ~ρ is a vector from the specular reflection position to the surface scattering
point, and g(~ρ, t) is defined as a solution for the scattered field in the KA [52]:
g(~ρ, t) = r exp(−j2pift)
j4piR0R
exp [jk(R0 +R)]
q2
qz
, (C.3)
where r stands for the Fresnel reflection coefficient, f is the GNSS carrier frequency, k
stands for the wavenumber, R0 is the distance from some surface point to the transmitter,
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R is the distance from the same surface point to the receiver, ~q = −k(~n− ~m) = (qz, ~q⊥),
~m is the unitary vector of the incident wave, and ~n is the unitary vector of the scattered
wave.
For a perfectly flat surface, a purely coherent scattering reflection takes place. Then,
Eqn. (C.2) tends to [52]:
ys (t, τ) ∼
√
EIRPTD(0)Λ [τ ]S [0]
e
(
j2pi
(
R0,sp+Rsp
λ
)
−ft
)
j4pi(R0,sp +Rsp)
re−2k
2σ2h cos
2(θinc), (C.4)
where σ2h stands for the variance of surface heights, θinc for the incidence angle, and
the factor e−2k2σ2h cos2(θinc) corresponds to the reflected field attenuation under the PO
approximation [71]. Equation (C.4) is equivalent to the case when the receiver is located
under the surface, and the incident field is multiplied by the rough surface Fresnel reflec-
tion coefficient. This is in agreement with [70], where the specular reflected power in a
bistatic configuration is defined. However, for very rough surfaces (kσh sin(θinc)  1),
the coherently reflected component vanishes (e−2k2σ2h cos2(θinc) → 0). As a result, the re-
ceived scattered field becomes normally distributed (as described in Chapter 4), and its
expression is given in [52], which represents a so-called speckle or self-noise.
The thermal noise part of the reflected waveform is expressed by:
yrt(t, τ) =
1
Tc
∫ +Tc2
−Tc2
nrt(t+ t′ + τ)a(t+ t′)dt′ = nT,c(t, τ), (C.5)
C.1.2 iGNSS-R
For this case, the complex voltage signal after the correlation with the direct signal has
also three distinct components, which are similar to those in the cGNSS-R case, taking
into account the addition of some terms to the thermal noise component:
yi(t, τ) =
1
Tc
∫ +Tc2
−Tc2
[ur(t+ t′ + τ) + nrt(t+ t′ + τ)] sd(t+t′)dt′ = ρ0(τ)+nS(t, τ)+nT,i(t, τ),
(C.6)
where sd stands for the direct sampled signal, and nT,i(t, τ) for the iGNSS-R equivalent
thermal noise term. If the direct signal is under the LOS conditions, it can be expressed
as a sum of the coherent term which represents the spreading code, and the thermal noise
component for the direct signal. Consequently, the iGNSS-R waveform can be expressed
as a function of the cGNSS-R waveform as follows:
yi(t, τ) = yc(t, τ) +
1√
SNRd
[yur,dt(t, τ) + yrt,dt(t, τ)] , (C.7)
where yc(t, τ) is given by Eqn. (C.1), 1/
√
SNRd is a normalizing factor that appears
due to normalizing the spreading code direct signal part to unit energy, SNRd is the
pre-correlation thermal SNR for the direct signal or SNRc,in as expressed in Fig. 4.4,
yur,dt(t, τ) is the correlation of the reflected signal component with the normalized direct
channel thermal noise, and yrt,dt(t, τ) is the correlation between the normalized direct
thermal noise and the reflected thermal noise components.
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C.2 Correlation Functions of the Different Terms
C.2.1 cGNSS-R Thermal Noise
The correlation function of nT,c(t, τ) is:
E{nT,c(t1, τ1)n∗T,c(t2, τ2)} =
1
T 2c
E
{∫ +Tc2
−Tc2
nrt(t1 + t′ + τ1)a(t1 + t′)dt′×∫ +Tc2
−Tc2
n∗rt(t2 + t
′′ + τ2)a(t2 + t′′)dt′′
}
,
(C.8)
E{nT,c(t1, τ1)n∗T,c(t2, τ2)} =
1
T 2c
∫ +Tc2
−Tc2
dt′
∫ +Tc2
−Tc2
dt′′a(t1 + t′)a(t2 + t′′)×
E{nrt(t1 + t′ + τ1)n∗rt(t2 + t′′ + τ2)}.
(C.9)
Note that t1, t2 stand for different times, and τ1, τ2 for different delays. The term
E{nrt(t1 + t′ + τ1)n∗rt(t2 + t′′ + τ2)} stands for the correlation function of the incident
thermal noise, which is Rnrt ,nrt (t1− t2 + τ1− τ2 + t′− t′′). It can be obtained assuming a
band-limited white noise spectrum (square pulse in the frequency domain) and computing
its inverse Fourier transform. Therefore:
E{nT,c(t1, τ1)n∗T,c(t2, τ2)} =
1
T 2c
∫ +Tc2
−Tc2
dt′
∫ +Tc2
−Tc2
dt′′a(t1 + t′)a(t2 + t′′)×
kTNr
sin [piB(t1 − t2 + τ1 − τ2 + t′ − t′′)]
pi(t1 − t2 + τ1 − τ2 + t′ − t′′) ,
(C.10)
where B is the RF bandwidth of the system, and kTNr the reflected thermal noise spectral
density. Also, assuming that 1/B  Tc the sinc function can be approximated by a delta
function in the integral. Therefore:
E{nT,c(t1, τ1)n∗T,c(t2, τ2)} =
kTNr
T 2c
∫ +Tc2
−Tc2
dt′
∫ +∞
−∞
dt′′a(t1 + t′)a(t2 + t′′)Π
(
t′′
Tc
)
×
δ(t1 − t2 + τ1 − τ2 + t′ − t′′),
(C.11)
E{nT,c(t1, τ1)n∗T,c(t2, τ2)} =
kTNr
T 2c
∫ +Tc2
−Tc2
a(t1 + t′)a(t1 + t′ + τ1 − τ2)×
Π
(
t1 + t′ + τ1 − τ2 − t2
Tc
)
dt′,
(C.12)
and if this correlation is analyzed for the same delay (τ = τ1 − τ2 = 0), then:
E{nT,c(t1, τ)n∗T,c(t2, τ)} =
kTNr
Tc
Λ
(
t1 − t2
Tc
)
= 2σ2t,c(τ)γnTc,nTc(t1 − t2, 0), (C.13)
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where γnTc,nTc(t1− t2, 0) is the normalized correlation function of the thermal noise after
the correlation with a clean replica of the satellite code, and Λ refers to the triangle
function which is defined as:
Λ
(
ξ
T
)
=
{
1− |ξ|T |ξ| ≤ T
0 elsewhere
. (C.14)
If it is analyzed at different delays (τ 6= 0) the general expression of the correlation
function becomes:
E{nTc(t1, τ1)n∗Tc(t2, τ2)} =
kTNr
Tc
Λ
(
t1 − t2
Tc
)
Ra,a(τ1 − τ2), (C.15)
where
Ra,a(τ1 − τ2) ≈ Λ
(
τ1 − τ2
τchip
)
, (C.16)
and it is an approximation of the code auto-correlation function [250], which is described
by the Λ function in the GPS case, where τchip is the chip length (977 ns for the GPS
C/A code). Note that white thermal noise is by definition uncorrelated, but due to the
coherent integration process it becomes partially correlated for the same delay (τ = 0).
Also note that by the properties of the Fourier transform, when t1 = t2 the thermal noise
power for the cGNSS-R case can be obtained from (C.15):
PTc(τ) =
kTNr
Tc
. (C.17)
This expression demonstrates a reduction of the noise equivalent bandwidth due to the
coherent integration process.
C.2.2 Coherent Component
The correlation function of ρ0(τ) (deterministic) is:
E{ρ0(τ1)ρ∗0(τ2)} = Pcoh(τ) =
ETGRD
2
R(0)Λ2
(
τ1 − τ2 − R0,sp+Rspc
)
|S (0) |2λ2
(4pi)2(R0,sp +Rsp)2
×
|r (θ) |2e−4k2σ2h cos2(θinc),
(C.18)
where GR stands for the receiving antenna gain, and has assumed that the coherent
reflected power does not vary with time. It also shows that this only exists when the
signal correlation is maximal (for a determined value of τ). In other words, it is only
defined for
τ = τ1 − τ2 = R0,sp +Rsp
c
. (C.19)
C.2.3 Incoherent Component or Speckle Noise
The correlation of nS(t, τ) has been studied in several works in the literature for the sea
surface (in the absence of a coherent component), [55,72,76,251–253]. A dedicated study
321
Appendix C. Statistics of the coherent, incoherent, and thermal noise components
is required to analyze this term in detail. For instance, [72] assumes that between 1 ms
waveforms the correlation function is a Kronecker delta function. This fact occurs, for
instance, with the thermal noise correlation function as γnTc,nTc(t1 − t2, τ) sampled at
t1 − t2 ∝ 1ms is equivalent to a Kronecker delta function too. In this appendix it has
been decided to use a Gaussian correlation function whose correlation time is computed
based on the Van Cittert-Zernike theorem [252]. Therefore:
E{nS(t1, τ1)n∗S(t2, τ2)} =E
{
1
Tc
∫ +Tc2
−Tc2
urinc(t1 + t′ + τ1)a(t1 + t′)dt′×
1
Tc
∫ +Tc2
−Tc2
u∗rinc(t2 + t
′′ + τ2)a(t2 + t′′)dt′′
}
,
(C.20)
E{nS(t1, τ1)n∗S(t2, τ2)} =
1
T 2c
∫ +Tc2
−Tc2
dt′
∫ +Tc2
−Tc2
dt′′a(t1 + t′)a(t2 + t′′)×
E{urinc(t1 + t′ + τ1)u∗rinc(t2 + t′′ + τ2)}.
(C.21)
Taking into account that:
urinc
(
~Rr, t
)
=
∫∫
D(~r)a[t− (R0 −R)/c]ginc(~r, t)d~r, (C.22)
then:
E{nS(t1, τ1)n∗S(t2, τ2)} =
∫∫ 1
T 2c
∫ +Tc2
−Tc2
dt′
∫ +Tc2
−Tc2
dt′′a(t1 + t′)a(t2 + t′′)×
a (t1 + t′ + τ1 − (R0 −R)/c) a (t2 + t′′ + τ2 − (R0 −R)/c)×
ρurinc ,urinc (t1 − t2 + τ1 − τ2 + t′ − t′′)d~rd~r′,
(C.23)
where it has been assumed that the surface remains frozen for the coherent integration
time, and ρurinc ,urinc (t1− t2 + τ1− τ2 + t′− t′′) is the correlation function of the ginc(~r, t)
function multiplied by some scaling parameters. Recall that its value must be the reflected
power at its origin. Then:
E{nS(t1, τ1)n∗S(t2, τ2)} =
=
∫∫ 1
2T 2c
∫ 0
−Tc
dξρurinc ,urinc (t1 − t2 + τ1 − τ2 + ξ)
∫ ξ+Tc
−ξ−Tc
a
(
t1 +
η
2 +
ξ
2
)
a
(
t2 +
η
2 −
ξ
2
)
×
a
(
t1 +
η
2 +
ξ
2 + τ1 − (R0 −R)/c
)
a
(
t2 +
η
2 −
ξ
2 + τ2 − (R0 −R)/c
)
dηd~rd~r′+
+
∫∫ 1
2T 2c
∫ Tc
0
dξρurinc ,urinc (t1 − t2 + τ1 − τ2 + ξ)
∫ −ξ+Tc
ξ−Tc
a
(
t1 +
η
2 +
ξ
2
)
a
(
t2 +
η
2 −
ξ
2
)
×
a
(
t1 +
η
2 +
ξ
2 + τ1 − (R0 −R)/c
)
a
(
t2 +
η
2 −
ξ
2 + τ2 − (R0 −R)/c
)
dηd~rd~r′,
(C.24)
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E{nS(t1, τ1)n∗S(t2, τ2)} ≈
∫∫ 1
Tc
∫ Tc
−Tc
ρurinc ,urinc (t1 − t2 + τ1 − τ2 + ξ)Λ
(
ξ
Tc
)
×
Λ
(
τ1 − R0−Rc
τchips
)
Λ
(
τ2 − R0−Rc
τchips
)
dξd~rd~r′.
(C.25)
This equation can be rearranged into two different integrals as the convolution of two
different functions, the surface correlation function and the Λ function. Then:
E{nS(t1, τ1)n∗S(t2, τ2)} =
1
Tc
(
Rurinc ,urinc ∗ ΛTc
)
(t1 − t2 + τ1 − τ2), (C.26)
where
Rurinc ,urinc (t1 − t2 + τ1 − τ2) =
∫∫
Λ
(
τ1 − R0−Rc
τchips
)
Λ
(
τ2 − R0−Rc
τchips
)
×
ρurinc ,urinc (t1 − t2 + τ1 − τ2)d~rd~r′,
(C.27)
and it stands for the surface correlation function, and takes into account the modulation
of the codes used. Assuming that τ1 = τ2 = (R0−R)/c, then Λ function inside the surface
integral is equal to one in the entire correlation integral, and therefore:
E{nS(t1, τ)n∗S(t2, τ)} = Pincoh(τ)γs,s(t1−t2, τ) =
1
Tc
[
ρurinc ,urinc (t1 − t2) ∗ Λ
(
t1 − t2
Tc
)]
.
(C.28)
If a Gaussian correlation function is assumed, then:
ρurinc ,urinc (t1 − t2, τ = 0) = Pincoh(τ)e−(
t1−t2
tc
)2 , (C.29)
where Pincoh(τ) is the incoherent received power at a given delay which is given by [70]:
Pincoh(τ) =
EIRPTGR
(4pi)2
IAillpq (τ), (C.30)
IAillpq (τ) = λ2
∫
Aill
σ0(~ρ)D2T (~ρ)D2R(~ρ)Λ2(τ, ~ρ)|S(τ, ~ρ)|2
4piR20(~ρ)R2(~ρ)
d2ρ, (C.31)
and
tc ≈ 2 · λ2vr
√
R
cτchip
, (C.32)
where vr is the platform’s speed, and the initial 2 has been added because the surface
is illuminated with a triangular pulse instead of a square one due to the ACF function
shape of the satellite codes. A reference to compute the equivalent ACF for PRN codes
different from the C/A is [250]. The γs,s(t1 − t2, τ = 0) becomes:
γs,s(t1 − t2, τ = 0) = 1
Tc
[
e−(
t1−t2
tc
)2 ∗ Λ
(
t1 − t2
Tc
)]
. (C.33)
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C.2.4 iGNSS-R Thermal Noise
As it was seen in Chapter 4 and in the first section of this Appendix, the iGNSS-R can be
expressed as a function of the cGNSS-R and plus the addition of some terms. This subsec-
tion describes the remaining term for the iGNSS-R, which is E{nT,i(t1, τ)n∗T,i(t2, τ)}, and
it will be related to E{nT,c(t1, τ)n∗T,c(t2, τ)} described in C.2.1. Recall that the nT,i(t, τ)
is:
nT,i(t, τ) = nT,c(t, τ) +
√
1
SNRd
[yur,dt(t, τ) + yrt,dt(t, τ)] (C.34)
Hence, taking into account that all the terms are mutually independent, and that their
respective mean value is 0, it is obtained that:
E{nT,i(t1, τ1)n∗T,i(t2, τ2)} =E{nT,c(t1, τ1)n∗T,c(t2, τ2)}+
+ 1
SNRd
(
E{yur,dt(t1, τ1)y∗ur,dt(t2, τ2)}+
+ E{ydt,rt(t1, τ1)y∗dt,rt(t2, τ2)}
)
,
(C.35)
where:
E{nT,c(t1, τ)n∗T,c(t2, τ)} =
kTNr
Tc
Λ
(
t1 − t2
Tc
)
Ra,a(τ1 − τ2), (C.36)
as was seen in section C.2.1,
E{yur,dt(t1, τ1)y∗ur,dt(t2, τ2)} =
∫ +Tc2
−Tc2
dt′
∫ +Tc2
−Tc2
dt′′E{ur(t1 + t′ + τ1)u∗r(t2 + t′′ + τ2)}×
E{n¯dt(t1 + t′ + τ1)n¯∗dt(t2 + t′′ + τ2)}
1
T 2c
,
(C.37)
where n¯dt is the normalized thermal noise power (recall that by definition the direct noise
signal has been normalized by the power of the clean direct signal). Assuming the same
band-limited noise properties, Eqn. (C.37) becomes:
E{yur,dt(t1, τ1)y∗ur,dt(t2, τ2)} =
∫ +Tc2
−Tc2
dt′
∫ +∞
−∞
dt′′E{ur(t1 + t′ + τ1)u∗r(t2 + t′′ + τ2)}×
Π
(
t′′
Tc
)
sin [piB(t1 + t′τ1 − t2 − t′′ − τ2)]
pi(t1 + t′τ1 − t2 − t′′ − τ2)
1
BT 2c
,
(C.38)
and by approximating the sinc function by a delta function, therefore:
E{yur,dt(t1, τ1)y∗ur,dt(t2, τ2)} =
1
BT 2c
∫ +Tc2
−Tc2
dt′E{|ur(t1 + t′ + τ1)|2}×
Π
(
t1 − t2 + τ1 − τ2 + t′
Tc
)
.
(C.39)
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The term E{|ur(t1+t′+τ)|2} stands for the total reflected signal power (Pcoh(τ) + Pincoh(τ)),
and due to stationarity it can be taken out of the integral. Therefore:
E{yur,dt(t1, τ1)y∗ur,dt(t2, τ2)} =
Pcoh(τ) + Pincoh(τ)
BT 2c
∫ +Tc2
−Tc2
Π
(
t1 − t2 + τ1 − τ2 + t′
Tc
)
dt′,
(C.40)
and solving the integral,
E{yur,dt(t1, τ1)y∗ur,dt(t2, τ2)} =
Pcoh(τ) + Pincoh(τ)
BTc
Λ
(
t1 − t2 + τ1 − τ2
Tc
)
. (C.41)
If considering the same delay (τ = 0), then:
E{yur,td(t1, τ)y∗ur,td(t2, τ)} =
Pcoh(τ) + Pincoh(τ)
BTc
Λ
(
t1 − t2
Tc
)
. (C.42)
The last term (E{yrt,dt(t1, τ1)y∗rt,dt(t2, τ2)}) is given by:
E{yrt,dt(t1, τ1)y∗rt,dt(t2, τ2)} =
∫ +Tc2
−Tc2
dt′
∫ +Tc2
−Tc2
dt′′E{nrt(t1 + t′ + τ1)n∗rt(t2 + t′′ + τ2)}×
E{n¯dt(t1 + t′ + τ1)n¯∗dt(t2 + t′′ + τ2)}
1
T 2c
,
(C.43)
E{yrt,dt(t1, τ1)y∗rt,dt(t2, τ2)} =
kTNr
Tc
1
BTc
×∫ +Tc2
−Tc2
dt′
∫ +Tc2
−Tc2
dt′′
sin2 [piB(t1 + t′ + τ1 − t2 − t′′ − τ2)]
[pi(t1 + t′ − t2 − t′′)]2
,
(C.44)
and this integral can be solved by changing the variables, ξ = t′ − t′′, η = t′ + t′′, and
considering that the Jacobian of the transformation is 1/2. Hence:
E{yrt,dt(t1, τ)y∗rt,dt(t2, τ)} =
kTNr
Tc
1
B
∫ +Tc
−Tc
Λ
(
x
Tc
)
sin2 [piB(t1 − t2 + τ1 − τ2 + x)]
[pi(t1 − t2 + τ1 − τ2 + x)]2
dx.
(C.45)
If 1/B  Tc, which always occurs since there is a minimum of 3 orders of magnitude
difference between them, the sinc2 function is much more narrower than the Λ function.
This results in being able to take the Λ function out of the integral. Therefore:
E{yrt,dt(t1, τ)y∗rt,dt(t2, τ)} =
kTNr
Tc
1
B
Λ
(
t1 − t2 + τ1 − τ2
Tc
)
×∫ +Tc
−Tc
sin2 [piB(t1 − t2 + τ1 − τ2 + x)]
[pi(t1 − t2 + τ1 − τ2 + x)]2
dx,
(C.46)
E{yrt,dt(t1, τ)y∗rt,dt(t2, τ)} =
kTNr
Tc
Λ
(
t1 − t2 + τ1 − τ2
Tc
)
, (C.47)
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where the symmetry property of the Λ function has been used. If, for all cases τ1 = τ2,
then the correlation function of the equivalent iGNSS-R thermal noise becomes:
E{nT,i(t1, τ)n∗T,i(t2, τ)} = Λ
(
t1 − t2
Tc
)[
kTNr
Tc
+ 1
SNRd
(
Pcoh(τ) + Pincoh(τ)
BTc
+ kTNr
Tc
)]
,
(C.48)
and simplifying:
E{nT,i(t1, τ)n∗T,i(t2, τ)} = Λ
(
t1 − t2
Tc
)
2σ2t,c(τ) ·
(
1 + 1
SNRd
(SNRr + 1)
)
, (C.49)
where SNRr refers to the pre-correlation SNR for the reflected signal:
SNRr =
Pcoh(τ) + Pincoh(τ)
kTNrB
, (C.50)
and
γnTi,nTi(t1 − t2, τ) = γnTc,nTc(t1 − t2, τ), (C.51)
which indicates that the correlation functions for the thermal noise in the cGNSS-R case,
and the equivalent thermal noise for the iGNSS-R case are the same. Differently, their
powers are different as shown by Eqn. (C.49), where the thermal noise in the iGNSS-R
case is equivalent to the cGNSS-R case multiplied by the coefficient 1+ 1SNRd (SNRr + 1).
C.3 Fourth Order Correlation Functions
Assuming that the above mentioned processes are circular complex Gaussian processes,
the fourth order correlation functions or second order coherence functions can be expressed
as a function of the second order correlation functions [131,254]:
Γx,x(t1 − t2, τ) = [2σ2(τ)]2
(
1 + |γx,x(t1 − t2, τ)|2
)
. (C.52)
Therefore:
E{nS(t1, τ)n∗S(t1, τ)nS(t2, τ)n∗S(t2, τ)} =P2incoh(τ)
(
1 +
∣∣∣∣ 1Tc
[
e(
t1−t2
tc
)2 ∗ Λ
(
t1 − t2
Tc
)]∣∣∣∣2
)
=
=ΓS,S(t1 − t2, τ),
(C.53)
E{nT,c(t1, τ)n∗T,c(t1, τ)nT,c(t2, τ)n∗T,c(t2, τ)} =P2Tc(τ)
(
1 +
∣∣∣∣Λ( t1 − t2Tc
)∣∣∣∣2
)
=
=ΓnTc,nTc(t1 − t2, τ),
(C.54)
E{nT,i(t1, τ)n∗T,i(t1, τ)nT,i(t2, τ)n∗T,i(t2, τ)} =P2Ti(τ)
(
1 +
∣∣∣∣Λ( t1 − t2Tc
)∣∣∣∣2
)
=
=ΓnTi,nTi(t1 − t2, τ).
(C.55)
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C.4 Detectability Criteria for the Different Cases
This section details the computation of the detectability criteria to the power waveforms
for the SNRnc,in when no incoherent integration has been applied. Let us show here again
Fig. 4.4, where the SNRs are defined.
(a)
(b)
Figure C.1: (a) Typical GNSS/cGNSS-R receiver block diagram, (b) Simplified iGNSS-R
receiver block diagram.
To compute each detectability criterion the following assumptions must be considered,
which are related to the power waveform definition, and it is the waveform observed at
the time of computing SNRnc,in. For the cGNSS-R:
fS+N = Yc(t, τ) = |yc(t, τ)|2, (C.56)
fN = |nT,c(t, τ)|2, (C.57)
and for the iGNSS-R:
fS+N = Yi(t, τ) = |yi(t, τ)|2, (C.58)
fN =
∣∣∣∣∣nT,c(t, τ) +
√
1
SNRd
yrt,dt(t, τ)
∣∣∣∣∣
2
. (C.59)
Note that in the absence of signal power yur,dt(t, τ) = 0, which is why it does not appear
in the fN expression for the iGNSS-R.
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C.4.1 Derivation of dc
The detectability criterion dc is:
dc =
E{fS+N} − E{fN}√
E{f2N} − E{fN}2
= Pcoh(τ) + Pincoh(τ) + PTc(τ)− PTc(τ)√
2P2Tc(τ)− P2Tc(τ)
= Pcoh(τ) + Pincoh(τ)PTc(τ)
,
(C.60)
where:
Yc(t, τ) =yc(t, τ)yc(t, τ)∗ = |ρ0(t, τ)|2 + ρ0(t, τ)n∗S(t, τ) + ρ0(t, τ)n∗T,c(t, τ)+
+ ρ∗0(t, τ)nS(t, τ) + |nS(t, τ)|2 + nS(t, τ)n∗T,c(t, τ) + ρ∗0(t, τ)nT,c(t, τ)+
+ nT,c(t, τ)n∗S(t, τ) + |nT,c(t, τ)|2,
(C.61)
E{fS+N} =E{|ρ0(t, τ)|2 + |nS(t, τ)|2 + |nT,c(t, τ)|2} =
=Pcoh(τ) + Pincoh(τ)γs,s(0, τ) + PTc(τ)γnTc,nTc(0, τ) =
=Pcoh(τ) + Pincoh(τ) + PTc(τ),
(C.62)
E{fN} = E
{|nT,c(t, τ)|2} = PTc(τ)γnTc,nTc(0, τ) = PTc(τ), (C.63)
and using the properties of Gaussian processes:
E{fN 2} = E
{|nT,c(t, τ)|4} = ΓnTc,nTc(0, τ) = P2Tc(τ) (1 + |γnTc,nTc(0, τ)|2) = 2P2Tc(τ).
(C.64)
C.4.2 Derivation of d′c
The detectability criterion d′c is:
d′c =
E{fS+N} − E{fN}√
E{f2S+N} − E{fS+N}2
=
= Pcoh(τ) + Pincoh(τ) + PTc(τ)− PTc(τ)√
2(Pcoh(τ) + Pincoh(τ) + PTc(τ))2 − P2coh(τ)− (Pcoh(τ) + Pincoh(τ) + PTc(τ))2
=
= Pcoh(τ) + Pincoh(τ)√
(Pcoh(τ) + Pincoh(τ) + PTc(τ))2 − P2coh(τ)
= 1√(
1 + 1SNRTHc
)2
−
(
1− 1SNRSP
)2 ,
(C.65)
where:
E{fS+N 2} =E{Y 2c (t, τ)} = E{Yc(t, τ)Yc(t, τ)} =
=E{|ρ0(t, τ)|4}+ E{|nS(t, τ)|4}+ E{|nT,c(t, τ)|4}+ 4E{|ρ0(t, τ)|2|nS(t, τ)|2}+
+ 4E{|ρ0(t, τ)|2|nT,c(t, τ)|2}+ 4E{|nS(t, τ)|2|nT,c(t, τ)|2} =
=2(Pcoh(τ) + Pincoh(τ) + PTc(τ))2 − P2coh(τ),
(C.66)
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SNRTHc =
Pcoh(τ) + Pincoh(τ)
PTc(τ)
, (C.67)
SNRSP =
Pcoh(τ) + Pincoh(τ)
Pincoh(τ)
, (C.68)
and the other terms are described in the previous subsection.
C.4.3 Derivation of di
The detectability criterion di is:
di =
E{fS+N} − E{fN}√
E{f2N} − E{fN}2
=
=
Pcoh(τ) + Pincoh(τ) + PTc(τ)
(
1 + 1SNRd (SNRr + 1)
)
− PTc(τ)
(
1 + 1SNRd
)
√
2P2Tc(τ)
(
1 + 1SNRd
)2
− P2Tc(τ)
(
1 + 1SNRd
)2 =
=
Pcoh(τ) + Pincoh(τ) + PTc(τ)SNRrSNRd
PTc(τ)
(
1 + 1SNRd
) = 1 + 1dc SNRrSNRd
1
dc
(
1 + 1SNRd
) ,
(C.69)
where:
Yi(t, τ) = yi(t, τ)yi(t, τ)∗ =
Yi(t, τ) =|yc(t, τ)|2 +
√
1
SNRd
yc(t, τ)y∗ur,dt(t, τ) +
√
1
SNRd
yc(t, τ)y∗rt,dt(t, τ)+
+
√
1
SNRd
yur,dt(t, τ)y∗c (t, τ) +
1
SNRd
|yur,dt(t, τ)|2+
+
√
1
SNRd
yur,dt(t, τ)y∗rt,dt(t, τ) +
√
1
SNRd
yrt,dt(t, τ)y∗c (t, τ)+
+
√
1
SNRd
yrt,dt(t, τ)y∗ur,dt(t, τ) +
1
SNRd
|yrt,dt(t, τ)|2,
(C.70)
E{fS+N} =E
{
|yc(t, τ)|2 + 1
SNRd
|yur,dt(t, τ)|2 +
1
SNRd
|yrt,dt(t, τ)|2
}
=
= Pcoh(τ) + Pincoh(τ) + PTc(τ)
(
1 + 1
SNRd
(SNRr + 1)
)
,
(C.71)
E{fN} = E
{∣∣∣nT,c(t, τ) +√ 1
SNRd
yrt,dt(t, τ)
∣∣∣2} = PTc(τ)(1 + 1SNRd
)
, (C.72)
and
E{fN 2} = E
{∣∣∣nT,c(t, τ) +√ 1
SNRd
yrt,dt(t, τ)
∣∣∣4},
329
Appendix C. Statistics of the coherent, incoherent, and thermal noise components
E{fN 2} =E
{(
|nT,c(t, τ)|2 + 1
SNRd
|yrt,dt(t, τ)|2 +
√
1
SNRd
nT,c(t, τ)y∗rt,dt(t, τ)+
+
√
1
SNRd
n∗T,c(t, τ)yrt,dt(t, τ)
)(
|nT,c(t, τ)|2 + 1
SNRd
|yrt,dt(t, τ)|2+
+
√
1
SNRd
n∗T,c(t, τ)yrt,dt(t, τ) +
√
1
SNRd
nT,c(t, τ)y∗rt,dt(t, τ)
)}
.
(C.73)
To solve these moments, the results from Appendix C.3 can be used. Therefore:
ΓnTc,nTc(t1−t2, τ) = [2σ2t,c(τ)]2
(
1 + |γnTc,nTc(t1 − t2, τ)|2
)
= P2Tc(τ)
[
1 + Λ2
(
t1 − t2
Tc
)]
,
(C.74)
Γyrt,dt ,yrt,dt (t1 − t2, τ) = P2Tc(τ)
[
1 + Λ2
(
t1 − t2
Tc
)]
. (C.75)
Hence:
E{fN 2} =E{|nTc(t, τ)|4}+ 4
SNRd
E{|nT,c(t, τ)|2|yrt,dt(t, τ)|2}+
1
SNR2d
E{|yrt,dt(t, τ)|4} =
=2P2Tc(τ)
(
1 + 1
SNRd
)2
.
(C.76)
C.4.4 Derivation of d′i
The detectability criterion d′i is:
ki =
E{fS+N} − E{fN}√
E{f2S+N} − E{fS+N}2
=
=
Pcoh(τ) + Pincoh(τ) + PTc(τ)SNRrSNRd√
2(Pcoh(τ) + Pincoh(τ) + PTi(τ))2 − P2coh(τ)− (Pcoh(τ) + Pincoh(τ) + PTi(τ))2
=
=
Pcoh(τ) + Pincoh(τ) + PTc(τ)SNRrSNRd√
(Pcoh(τ) + Pincoh(τ) + PTi(τ))2 − P2coh(τ)
=
1 + 1dc
SNRr
SNRd√(
1 + 1SNRTHi
)2
−
(
1− 1SNRSP
)2 .
(C.77)
In this case, the term E{fS+N 2} can be computed similarly to the previous computation
of the k′c parameter, but considering the noise term as nTi(t, τ) instead of nTc(t, τ).
Therefore:
E{fS+N 2} = 2(Pcoh(τ) + Pincoh(τ) + PTi(τ))2 − P2coh(τ), (C.78)
PTi(τ) = PTc(τ)
[
1 + 1
SNRd
(SNRr + 1)
]
, (C.79)
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SNRTHi =
Pcoh(τ) + Pincoh(τ)
PTi(τ)
= Pcoh(τ) + Pincoh(τ)
PTc(τ)
(
1 + 1SNRd (SNRr + 1)
) =
= SNRTHc
1 + 1SNRd (SNRr + 1)
.
(C.80)
C.5 Incoherent Averaging Implementation
Due to the low power, and consequently low SNR, of GNSS reflected signals, averaging
or non-coherent summations of consecutive power waveforms is needed to improve the
quality/SNR of the data retrieved. This is also known as non-coherent integration, and it
is also the same procedure performed in conventional GNSS receivers as was remarked in
the last step of the signal processing flow chart in Fig. 4.4. Mathematically, conventional
non-coherent averaging of consecutive power waveforms is modeled as:
W (t, τ) = 1
N
N∑
n=1
Yna(t, τ), (C.81)
where Yna(t, τ) stands for the power waveform, n for the waveform index, and N is
the number of waveforms used in the summation. When non-coherent integration is
applied, the variability of the signal is highly reduced, which helps to detect the waveform.
However, a more general mathematical expression of the non-coherent integration can be
used, expressed by:
Z(t, τ) = 1
T
∫ T
0
Ya(t+ t′, τ)dt′, (C.82)
which is the averaging definition of a random process when T → ∞, being T the non-
coherent integration time.
The main differences between Eqns. (C.81)–(C.82) are depicted in Fig. C.2. If 1 ms
waveforms are highly correlated, the use of partially overlapped data, Eqn. (C.82), will
not provide any improvement because the addition is made with data whose correlation
coefficient is nearly 1.
The effect on the detectability criterion or SNRnc,out after non-coherent integration
will be evaluated using the general formulation, Eqn. (C.82).
C.6 Detectability Criteria for the Different Cases Af-
ter Incoherent Integration
This section details the computation of the detectability criteria shown in Chapter 4
when incoherent integration has been applied. To derive each detectability criterion the
following assumptions must be considered.
For the cGNSS-R:
fS+N =
1
T
∫ T
0
Yc(t+ t′, τ)dt′, (C.83)
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(a)
(b)
Figure C.2: (a) Conventional non-coherent integration scheme, (b) General non-coherent
integration definition.
fN =
1
T
∫ T
0
|nT,c(t+ t′, τ)|2dt′, (C.84)
and for the iGNSS-R:
fS+N =
1
T
∫ T
0
Yi(t+ t′, τ)dt′, (C.85)
fN =
1
T
∫ T
0
∣∣∣nT,c(t+ t′, τ) +√ 1
SNRd
yrt,dt(t+ t′, τ)
∣∣∣2dt′. (C.86)
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C.6.1 Derivation of dnc
The dnc is given by:
dnc =
E{fS+N} − E{fN}√
E{f2N} − E{fN}2
= Pcoh(τ) + Pincoh(τ) + PTc(τ)− PTc(τ)√
P2Tc(τ)
(
1 + 1
Tn
)
− P2Tc(τ)
=
=
√
1
Tn
Pcoh(τ) + Pincoh(τ)
PTc(τ)
=
√
1
Tn
dc,
(C.87)
where:
Tn =
2
3
Tc
T
, (C.88)
E{fS+N} =E
{ 1
T
∫ T
0
Yc(t+ t′, τ)dt′
}
= 1
T
∫ T
0
E{Yc(t+ t′, τ)}dt′ =
=Pcoh(τ) + Pincoh(τ) + PTc(τ),
(C.89)
E{fN} = E
{ 1
T
∫ T
0
|nT,c(t+t′, τ)|2dt′
}
= 1
T
∫ T
0
E{|nT,c(t+t′, τ)|2}dt′ = PTc(τ), (C.90)
and using the properties of Gaussian processes and assuming T  Tc:
E{fN 2} = E
{ 1
T
∫ T
0
|nT,c(t+ t′, τ)|2dt′ 1
T
∫ T
0
|nT,c(t+ t′′, τ)|2dt′′
}
= (C.91)
E{fN 2} = 1
T 2
∫ T
0
dt′
∫ T
0
dt′′E{|nT,c(t+ t′, τ)|2|nT,c(t+ t′′, τ)|2} = (C.92)
E{fN 2} = 1
T 2
∫ T
0
dt′
∫ T
0
dt′′ΓnTc,nTc(t′ − t′′, τ) = (C.93)
E{fN 2} = 1
T 2
∫ T
0
dt′
∫ T
0
dt′′P2Tc(τ)
(
1 + Λ2
(
t′ − t′′
Tc
))
= (C.94)
E{fN 2} = P2Tc(τ)
(
1 + 1
T 2
∫ T
0
dt′
∫ T
0
dt′′Λ2
(
t′ − t′′
Tc
))
= (C.95)
E{fN 2} = P2Tc(τ)
(
1 + 1
T
∫ T
−T
Λ
(
ξ
T
)
Λ2
(
ξ
Tc
)
dξ
)
≈ P2Tc(τ)
(
1 + Tn
)
. (C.96)
Note that the factor 2/3 appears because overlapped samples have been considered. This
value is the best achievable value, and the more separated are the samples the less noise
reduction will be produced. If non-overlapped samples are considered, the parameter
2
3
Tcoh
T becomes
Tcoh
T , and no improvement will be achieved.
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C.6.2 Derivation of d′nc
The d′nc is given by:
d′nc =
E{fS+N} − E{fN}√
E{f2S+N} − E{fS+N}2
=
= Pcoh(τ) + Pincoh(τ)√
2tsPcoh(τ)Pincoh(τ) + 2tnPcoh(τ)PTc(τ) + 2tstnPincoh(τ)PTc(τ) + TnP2Tc(τ) + T sP
2
incoh(τ)
,
(C.97)
where:
E{fS+N 2} = E
{ 1
T
∫ T
0
Yc(t+ t′, τ)dt′
1
T
∫ T
0
Yc(t+ t′′, τ)dt′′
}
= (C.98)
E{fS+N 2} = 1
T 2
∫ T
0
dt′
∫ T
0
dt′′E{Yc(t+ t′, τ)Yc(t+ t′′, τ)} = (C.99)
E{fS+N 2} =P2coh(τ) + 2Pcoh(τ)Pincoh(τ) + 2Pcoh(τ)PTc(τ) + 2Pincoh(τ)PTc(τ)+
+ 1
T 2
∫ T
0
∫ T
0
2Pcoh(τ)Pincoh(τ)γs,s(t′ − t′′, τ)+
+ 2Pcoh(τ)PTc(τ)γnTc,nTc(t′ − t′′, τ)+
+ 2Pincoh(τ)γs,s(t′ − t′′, τ)PTc(τ)γnTc,nTc(t′ − t′′, τ) + Γs,s(t′ − t′′, τ)+
+ ΓnTc,nTc(t′ − t′′, τ)dt′dt′′ =
(C.100)
E{fS+N 2} =P2coh(τ) + 2Pcoh(τ)Pincoh(τ) + 2Pcoh(τ)PTc(τ) + 2Pincoh(τ)PTc(τ)+
+ 1
T
∫ T
−T
Λ
(
ξ
T
)(
2Pcoh(τ)Pincoh(τ)γs,s(ξ, τ) + 2Pcoh(τ)PTc(τ)γnTc,nTc(ξ, τ)+
+ 2Pincoh(τ)γs,s(ξ, τ)PTc(τ)γnTc,nTc(ξ, τ) + Γs,s(ξ, τ) + ΓnTc,nTc(ξ, τ)
)
dt′dt′′ =
(C.101)
E{fS+N 2} =P2coh(τ) + 2
(
1 + ts
)
Pcoh(τ)Pincoh(τ) + 2
(
1 + tn
)
Pcoh(τ)PTc(τ)+
+ 2
(
1 + tstn
)
Pincoh(τ)PTc(τ) + P2Tc(τ)
(
1 + Tn
)
+ P2incoh(τ)
(
1 + T s
)
,
(C.102)
which uses the following time definitions:
ts =
1
T
∫ T
−T
Λ
(
ξ
T
)
γs,s(ξ, τ)dξ,
tn =
1
T
∫ T
−T
Λ
(
ξ
T
)
γnTc ,nTc (ξ, τ)dξ =
Tc
T
,
T s =
1
T
∫ T
−T
Λ
(
ξ
T
)
|γs,s(ξ, τ)|2dξ,
Tn =
1
T
∫ T
−T
Λ
(
ξ
T
)
|γnTc ,nTc (ξ, τ)|2dξ =
2
3
Tc
T
.
(C.103)
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C.6.3 Derivation of dni
The dni is given by:
dni =
E{fS+N} − E{fN}√
E{f2N} − E{fN}2
=
Pcoh(τ) + Pincoh(τ) + PTi(τ)− PTc(τ)
(
1 + 1SNRd
)
√
P2Tc(τ)
(
1 + Tn
) (
1 + 1SNRd
)2
− P2Tc(τ)
(
1 + 1SNRd
)2 =
=
√
1
Tn
Pcoh(τ) + Pincoh(τ) + PTc(τ)SNRrSNRd
PTc(τ)
(
1 + 1SNRd
) = dnc +
√
1
Tn
SNRr
SNRd
1 + 1SNRd
,
(C.104)
where:
E{fS+N} =E
{ 1
T
∫ T
0
Yi(t+ t′, τ)dt′
}
= 1
T
∫ T
0
E{Yi(t+ t′, τ)}dt′ =
=Pcoh(τ) + Pincoh(τ) + PTi(τ),
(C.105)
E{fN} = E
{ 1
T
∫ T
0
∣∣∣nT,c(t+ t′, τ) +√ 1
SNRd
yrt,dt(t+ t′, τ)
∣∣∣2dt′} = (C.106)
E{fN} = 1
T
∫ T
0
E{|nT,c(t+t′, τ)|2}dt′+ 1
SNRd
1
T
∫ T
0
E{|yrt,dt(t+t′, τ)|2}dt′ = (C.107)
E{fN} = PTc(τ)
(
1 + 1
SNRd
)
, (C.108)
and using the properties of Gaussian processes, it is obtained:
E{fN 2} =E
{
1
T
∫ T
0
∣∣∣nT,c(t+ t′, τ) +√ 1
SNRd
yrt,dt(t+ t′, τ)
∣∣∣2dt′
1
T
∫ T
0
∣∣∣nT,c(t+ t′′, τ) +√ 1
SNRd
yrt,dt(t+ t′′, τ)
∣∣∣2dt′′} = (C.109)
E{fN 2} = 1
T 2
∫ T
0
∫ T
0
E{|nT,c(t+ t′, τ)|2|nT,c(t+ t′′, τ)|2}+
+ 1
SNRd
E{|nT,c(t+ t′, τ)|2|yrt,dt(t+ t′′, τ)|2}+
+ 1
SNRd
E{nT,c(t+ t′, τ)n∗T,c(t+ t′′, τ)yrt,dt(t+ t′, τ)y∗rt,dt(t+ t′′, τ)}+
+ 1
SNRd
E{nT,c(t+ t′′, τ)n∗T,c(t+ t′, τ)yrt,dt(t+ t′′, τ)y∗rt,dt(t+ t′, τ)}+
+ 1
SNRd
E{|nT,c(t+ t′′, τ)|2|yrt,dt(t+ t′, τ)|2}+
+ 1
SNR2d
E{|yrt,dt(t+ t′, τ)|2|yrt,dt(t+ t′′, τ)|2}dt′dt′′ =
(C.110)
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E{fN 2} = 1
T 2
∫ T
0
∫ T
0
ΓnTc,nTc(t′ − t′′, τ) +
2P2Tc(τ)
SNRd
γnTc,nTc(0, τ)γyrt,dt ,yrt,dt (0, τ)+
+ Γyrt,dt ,yrt,dt (t
′ − t′′, τ)+
+
2P2Tc(τ)
SNRd
γnTc,nTc(t′ − t′′, τ)γyrt,dt ,yrt,dt (t′ − t′′, τ)dt′dt′′ =
(C.111)
E{fN 2} = P2Tc(τ)
(
1 + Tn
)(
1 + 1
SNRd
)2
. (C.112)
C.6.4 Derivation of d′ni
The d′ni is given by:
d′ni =
E{fS+N} − E{fN}√
E{f2S+N} − E{fS+N}2
=
=
Pcoh(τ) + Pincoh(τ) + PTc(τ)SNRrSNRd√
2tsPcoh(τ)Pincoh(τ) + 2tnPcoh(τ)PTi(τ) + 2tstnPincoh(τ)PTi(τ) + TnP2Ti(τ) + T sP
2
incoh(τ)
,
(C.113)
where:
E{fS+N 2} =P2coh(τ) + 2
(
1 + ts
)
Pcoh(τ)Pincoh(τ) + 2
(
1 + tn
)
Pcoh(τ)PTi(τ)+
+ 2
(
1 + tstn
)
Pincoh(τ)PTi(τ) + P2Ti(τ)
(
1 + Tn
)
+ P2incoh(τ)
(
1 + T s
)
,
(C.114)
which is obtained similarly to the case when d′nc was computed, but substituting PTc(τ)
by PTi(τ), which can be done because they have the same statistics and correlation
functions, and only the scaling factor must be taken into account.
C.7 Correlation Peak Variability
The SNR has been defined with the help of the detectability criterion, which is basically
the useful signal’s mean value divided by its standard deviation. Using those defined
SNRs, the correlation peak variability should be computed in order to estimate the mini-
mum incoherent integration time to obtain a variability less than the accepted one, which
indicates the system’s accuracy. The useful signal can be estimated as:
Sˆuse = Smeas,S+N − Smeas,N (C.115)
where use stands for useful, and its standard deviation is:
σSˆuse =
√
E
{
Sˆ2use
}
− E
{
Sˆuse
}2
=
√
var{Smeas,S+N}+ var{Smeas,N} (C.116)
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under the assumption that measurements of the signal + noise term (S + N) and the
noise term (N) are uncorrelated, which is true since they are computed at different values
of τ (different correlation lags), and the correlation functions derived in this Appendix
demonstrate that. Therefore, the variability of the signal for the cGNSS-R technique is
(the var{Smeas,S+N} and var{Smeas,N}):
σSˆuse,cGNSS−R =
=
√
2tsPcoh(τ)Pincoh(τ) + 2Pcoh(τ)PTc(τ) + 2tsPincoh(τ)PTc(τ) + 2
2
3P
2
Tc(τ) + T sP
2
incoh(τ),
(C.117)
and normalized to the signal power (Pcoh(τ) + Pincoh(τ)):
σSˆuse,cGNSS−R =
=
√
2
(
1− 1SNRSP
)(
ts
SNRSP
+ 1SNRTHc
)
+ 2ts
1
SNRSP
1
SNRTHc
+ 223
1
SNR2THc
+ T s
1
SNR2SP
.
(C.118)
For the iGNSS-R technique such variability, for the case SNRr  SNRd, can be approx-
imated by:
σSˆuse,iGNSS−R ≈
≈
√
2tsPcoh(τ)Pincoh(τ) + 2tnPcoh(τ)PTi(τ) + 2tstnPincoh(τ)PTi(τ) + 2TnP2Ti(τ) + T sP
2
incoh(τ).
(C.119)
If it is normalized by the signal power, it turns into:
σSˆuse,iGNSS−R ≈
≈
√
2
(
1− 1SNRSP
)(
ts
SNRSP
+ 1SNRTHi
)
+ 2ts
1
SNRSP
1
SNRTHi
+ 223
1
SNR2THi
+ T s
1
SNR2SP
.
(C.120)
C.8 Estimation of the SNR and Signal’s Peak Vari-
ability for the UK TDS-1 and GEROS-ISS Mis-
sions
In this section the theoretical values derived above are applied to specific scenarios con-
sidering the lag (τ) where the signal is maximal in order to estimate both the best achiev-
able SNR and the variability of the measured reflectivity or radar-cross section at that
point. With those estimations the scatterometric accuracy of the cGNSS-R and iGNSS-R
techniques could be assessed. For the first scenario it is considered the UK TDS-1 mis-
sion, launched in 2014 with a GPS bistatic payload. For the second scenario the future
GEROS-ISS mission is considered, which is analyzed for both the cGNSS-R and iGNSS-R
cases. For all these scenarios, it is assumed that only incoherent sea surface scattering
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takes place, so the coherent component is negligible. In such situations a widely accepted
scattering model to simulate the incoherent reflected signal power is used [52], in which
the radar cross-section is given by:
σ0(~ρ) =
pi|r|2q4
q4z
P
(
−~q⊥
qz
)
. (C.121)
The theoretical results presented in previous sections have been extended to situations
when there is a coherent component, and in those situations a different radar cross section
model must be used. Also they have been extended for other lags using the appropriate
correlation functions derived in the Appendices.
C.8.1 cGNSS-R
C.8.1.1 UK TDS-1 Scenario
The main parameters of the simulation are shown in Tab. C.1. For this scenario two
different values of the received power at the Earth surface are considered, from which
the EIRP of the GPS satellites is estimated. One is -158.5 dBW which is the minimum
received power at the Earth’s surface defined by the GPS ICD [255], and the other one
is -153 dBW, which is the maximum received power at the Earth’s surface in the same
document [255]. Both can be considered as pessimistic and optimistic cases, respectively.
Also, all simulation results shown here consider 1 ms coherent integration time.
Table C.1: UK TDS-1 scenario simulation parameters.
Sensor Parameter Magnitude
Orbit Height 635 [km]
Ground speed 6864 [m/s]
Minimum Rx Power on Earth -158.5 [dBW]
Maximum Rx Power on Earth -153 [dBW]
Incidence angle 15◦
Frequency Band L1 (C/A Code)
Sea Water Dielectric Constant 72.6 + j58.5
Down-Looking Antenna Gain 13 [dBiC]
Noise Figure 3.5 [dB]
Figure C.3 shows a summary of the estimated SNRs as a function of the incoherent
integration time for the two proposed scenarios: a pessimistic one (a), and an optimistic
one (b). This examples truncated to 1 s of incoherent averaging could be referred to the
level 1b of the data provided by UK TDS-1 MERRByS research team. Figure C.4 shows
the estimated normalized peak variability or accuracy of the σ0 retrieval for the scenario
described in Table C.1 and the estimated SNRs shown in Fig. C.3.
C.8.1.2 GEROS-ISS Scenario
The main parameters of the simulation are shown in Tab. C.2. For this scenario the
same parameters as for the UK TDS-1 scenario have been considered only changing the
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(a) (b)
Figure C.3: Simulations SNR for the TDS-1 scenario and cGNSS-R: (a) Minimum received
power on ground of -158.5 dBW, (b) Minimum received power on ground of -153 dBW.
(a) (b)
Figure C.4: Simulations of the normalized peak variability for the TDS-1 scenario and
cGNSS-R: (a) Minimum received power on ground of -158.5 dBW, (b) Minimum received
power on ground of -153 dBW.
antenna directivity, and the platform’s height and speed, which will change the ts and T s
parameters. Also, all simulation results shown here use 1 ms coherent integration time.
Figure C.5 shows another summary of the estimated SNRs for the GEROS-ISS mission
as a function of the incoherent integration time for the two different values of received
power. These simulations can be used to estimate the expected SNR and better define
the parameters of the cGNSS-R scatterometric operation mode. Figure C.6 shows the
estimated normalized peak variability for the estimated SNRs shown in Fig. C.5. It is
seen that for the most optimistic case, the expected performance does not depend on the
sea state, because it is largely determined by the speckle noise.
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Table C.2: GEROS-ISS scenario simulation parameters.
Sensor Parameter Magnitude
Orbit Height 400 [km]
Ground speed 7214 [m/s]
Minimum Rx Power on Earth -158.5 [dBW]
Maximum Rx Power on Earth -153 [dBW]
Incidence angle 15◦
Frequency Band L1 (C/A Code)
Sea Water Dielectric Constant 72.6 + j58.5
Down-Looking Antenna Gain 22 [dBiC]
Noise Figure 3.5 [dB]
(a) (b)
Figure C.5: Simulations SNR for the GEROS-ISS scenario and cGNSS-R: (a) Minimum
received power on ground of -158.5 dBW, (b) Minimum received power on ground of -153
dBW.
C.8.2 iGNSS-R
C.8.2.1 GEROS-ISS Scenario
The main parameters of the simulation are shown in Tabs. C.3–C.4 for the pessimistic and
optimistic cases, respectively. For the iGNSS-R technique the same parameters as for the
GEROS-ISS scenario have been considered while only changing the traditional waveform
(C/A code) to the full-composite model (C/A- , P-, and M-codes), which will change the
ts and T s parameters. Note that each signal term for each code will result in a different
correlation time (the chip size determines the footprint size at the reflecting surface), and
the correlation function can be expressed as a weighted linear combination of each code
correlation function. Consequently, the EIRPs have been changed and separated by the
code under use, to finally add them up and obtain the total EIRP. Furthermore, in the
iGNSS-R the bandwidth is a critical parameter, since it determines the SNRd and SNRr,
which at the same time determines the scatterometric accuracy. They do not depend on
the coherent integration time because they refer to the pre-correlation SNR. Results for
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(a) (b)
Figure C.6: Simulations of the normalized peak variability for the GEROS-ISS scenario
and cGNSS-R: (a) Minimum received power on ground of -158.5 dBW, (b) Minimum received
power on ground of -153 dBW.
this simulations are shown in Fig. C.7 for the SNR, and in Fig. C.8 for the normalized
peak variability.
Table C.3: GEROS-ISS scenario simulation parameters for the iGNSS-R pessimistic case.
Sensor Parameter Magnitude
EIRP C/A 24 [dBW]
EIRP M 25.5 [dBW]
EIRP P 21 [dBW]
EIRP Total 28.64 [dBW]
Orbit Height 400 [km]
Ground speed 7214 [m/s]
Incidence angle 15◦
Frequency Band L1 (Composite)
Sea Water Dielectric Constant 72.6 + j58.5
Up-Looking Antenna Gain 22 [dBiC]
Down-Looking Antenna Gain 22 [dBiC]
Noise Figure 3.5 [dB]
Bandwidth 40 [MHz]
C.8.3 Discussion
Firstly, it can be concluded that when the antenna directivity is relatively low, which is
the case of the UK TDS-1 scenario, the signal power is an important parameter, since it
increases the SNR, and decreases the signal’s variability. This effect can be observed by
comparing Fig. C.3(a) with Fig. C.3(b), and Fig. C.4(a) with Fig. C.4(b). This indicates
that for those scenarios the thermal SNR is the limiting factor.
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Table C.4: GEROS-ISS scenario simulation parameters changes for the iGNSS-R optimistic
case.
Parameter Magnitude
EIRP C/A 29.5 [dBW]
EIRP M 31 [dBW]
EIRP P 27 [dBW]
EIRP Total 34.23 [dBW]
(a) (b)
Figure C.7: Simulations SNR for the GEROS-ISS scenario and iGNSS-R: (a) Total EIRP
of 28.64 dBW (pessimistic), (b) Total EIRP of 34.23 dBW (optimistic).
(a) (b)
Figure C.8: Simulations of the normalized peak variability for the GEROS-ISS scenario and
iGNSS-R: (a) Total EIRP of 28.64 dBW (pessimistic), (b) EIRP of 34.23 dBW (optimistic).
When the antenna directivity is large enough, which is in the case of the proposed
antenna for the GEROS-ISS mission, the transmitted power is not that important, and
the expected performance does not depend significantly on the wind speed. This can
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be seen by comparing Fig. C.5(a) with Fig. C.5(b), and Fig. C.6(a) with Fig. C.6(b).
Furthermore, an increase on the transmitted power by the GPS satellites results in a
retrieval performance independent from the wind speed.
When comparing the cGNSS-R and the iGNSS-R techniques, the results of the ex-
pected SNR and the peak variability are at least 3 dB better for the cGNSS-R for the same
simulation conditions. This occurs mainly because the thermal SNR for the iGNSS-R is
degraded as compared to the cGNSS-R one. Also, there is another aspect to be analyzed:
the wider bandwidth codes used in the iGNSS-R translate into smaller footprints, result-
ing in a larger correlation time between waveforms, and a reduction of the improvement
by incoherent averaging is expected as compared to the cGNSS-R approach. Note that
the incoherent averaging considered here includes partially overlapped waveforms, and in
the case when they are not partially overlapped, the simulations presented are an overes-
timation of the expected performance. In that situation, Tn would increase, resulting in
a degradation of the expected SNR and an increase of the peak’s variability (the factor
3/2 would become 1). However, if the antenna directivity is as large as the one in the
GEROS-ISS mission, the limiting factor is the speckle noise rather than the thermal noise,
and experimental results will be closer to the theoretical ones.
Note that all equations derived in this Appendix can be applied to any lag different
from the specular one, taking into account that the coherent component in those cases
will be negligible. All the necessary correlation functions are available in sections C.2–
C.3, and the correlation times should be accordingly recomputed for the appropriate lag.
If the surface region under analysis falls into the Delay-Doppler ambiguity free zone, the
Van Cittert-Zernike theorem can be used to compute the correlation times. However, if
Delay-Doppler ambiguity exists, it should be computed taking into account two different
areas contributing to the same Delay-Doppler cell.
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Appendix DD
NMEA Protocol
T his Appendix shows a summary of the NMEA protocol of the GPS receiver used in theDual-Polarization SMIGOL and in the McGiverinstruments. Herein, only the most
important ones and used by the GPS receiver in those instruments are shown, and further
information can be found in http://www.gpsinformation.org/dale/nmea.htm.
As those instruments only rely on power measurements of the prompt correlator, the
C/N0 parameter can be used as a measurement of the received signal power compared
to the noise power. Consequently, no more information than the one provided by this
protocol is necessary for the techniques used by those two instruments. In particular the
most important packets are the GSV and the RMC.
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D.1 GGA - Global Positioning System Fix Data
The GGA package provides information about the time, latitude, longitude, altitude,
and the number of satellites used to retrieve the navigation solution. It has the following
structure:
GPGGA,hhmmss.sss,ddmm.mmmm,a,dddmm.mmmm,a,x,xx,x.x,x.x,M,,,,xxxx*hh
where the fields are listed as follows:
GPGGA,1,2,3,4,5,6,7,8,9,M,10,M,,11*12
and an example:
GPGGA,111636.932,2447.0949,N,12100.5223,E,1,11,0.8,118.2,M,46.9,M,,0000*02
Table D.1 shows detailed information of each possible field content and relates them to the
example proposed.
Table D.1: GGA Message information.
Field Name Example Description
1 UTC Time 111636.932 UTC of position in hhmmss.sss format,
(000000.000 - 235959.999).
2 Latitude 2447.0949 Latitude in ddmm.mmmm format. Leading zeros
transmitted.
3 N/S Indicator N Latitude hemisphere indicator:
N = North.
S = South.
4 Longitude 12100.5223 Longitude in dddmm.mmmm format. Leading ze-
ros transmitted.
5 E/W Indicator E Longitude hemisphere indicator:
E = East.
W = West.
6 GPS quality indicator 1 0: Position fix unavailable.
1: Valid position fix. SPS mode.
2: Valid position fix. Differential GPS mode.
3: GPS PPS Mode. Fix valid.
4: Real Time Kinematic. System used in RTK
mode with fixed integers.
5: Float RTK. Satellite system used in RTK mode.
Floating integers.
6: Estimated (dead reckoning) Mode.
7: Manual Input Mode.
8: Simulator Mode.
7 Satellites Used 11 Number of satellites in use, (00 - 12)-.
8 HDOP 0.8 Horizontal dilution of precision, (00.0 - 99.9).
9 Altitude 108.2 With respect to the mean sea level (geoid), (-
9999.9 - 17999.9)
10 Height of Geoid 46.9 Height of Geoid (mean sea level) above WGS84
ellipsoid.
- - - Time in seconds since last DGPS update.
11 DGPS Station ID 0000 Differential reference station ID, 0000 - 1023,
NULL when DGPS not used.
12 Checksum 02 Checksum
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D.2 GLL - Latitude Longitude
The GLL package provides information about the time, latitude, and longitude where the GPS
receiver is located. It has the following structure:
GPGLL,ddmm.mmmm,a,dddmm.mmmm,a,hhmmss.sss,a,a*hh
where the fields are listed as follows:
GPGLL,1,2,3,4,5,6,7*8
and an example:
GPGLL,2447.0944,N,12100.5213,E,112609.932,A,A*57
Table D.2 shows detailed information of each possible field content and relates them to the
example proposed.
Table D.2: GLL Message information.
Field Name Example Description
1 Latitude 2447.0944 Latitude in ddmm.mmmm format Leading zeros
transmitted.
2 N/S Indicator N Latitude hemisphere indicator:
N = North.
S = South.
3 Longitude 12100.5213 Longitude in dddmm.mmmm format Leading ze-
ros transmitted.
4 E /W Indicator E Longitude hemisphere indicator:
E = East.
W = West.
5 UTC Time 112609.932 UTC time in hhmmss.sss format (000000.000 -
235959.999).
6 Status A A = Data valid.
V = Data not valid.
7 Mode Indicator A N = Data not valid.
A = Autonomous mode.
D = Differential mode.
E = Estimated (dead reckoning) mode.
M = Manual input mode.
S = Simulator mode.
8 Checksum 57 Checksum
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D.3 GSA – GNSS DOP and Active Satellites
The GSA package provides information about the GPS operating mode and the number of
satellites used in the navigation solution. It has the following structure:
GPGSA,A,x,xx,xx,xx,xx,xx,xx,xx,xx,xx,xx,xx,xx,x.x,x.x,x.x*hh
where the fields are listed as follows:
GPGSA,1,2,3,3,3,3,3,3,3,3,3,3,3,3,4,5,6*7
and an example:
GPGSA,A,3,05,12,21,22,30,09,18,06,14,01,31,,1.2,0.8,0.9*36
Table D.3 shows detailed information of each possible field content and relates them to the
example proposed.
Table D.3: GSA Message information.
Field Name Example Description
1 Mode A M = Manual, forced to operate in 2D or 3D mode.
A = Automatic, allowed to automatically switch
2D/3D.
2 Fix type 3 1 = Fix not available.
2 = 2D.
3 = 3D.
3 Satellites used 1-12 05,12,...,31„ Satellite ID number, 01 to 32, of satellite used in
solution, up to 12 transmitted.
4 PDOP 1.2 Position dilution of precision (00.0 to 99.9).
5 HDOP 0.8 Horizontal dilution of precision (00.0 to 99.9).
6 VDOP 0.9 Vertical dilution of precision (00.0 to 99.9).
7 Checksum 36 Checksum.
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D.4 GSV – GNSS Satellites in View
The GSV package provides information about the GPS satellites in view together with the
azimuth, elevation and C/N0. It has the following structure:
GPGSV,x,x,xx,xx,xx,xxx,xx,...,xx,xx,xxx,xx*hh
where the fields are listed as follows:
GPGSV,1,2,3,4,5,6,7,...,4,5,6,7*8
and an example:
GPGSV,3,1,12,05,54,069,45,12,44,061,44,21,07,184,46,22,78,289,47*72
GPGSV,3,2,12,30,65,118,45,09,12,047,37,18,62,157,47,06,08,144,45*7C
GPGSV,3,3,12,14,39,330,42,01,06,299,38,31,30,256,44,32,36,320,47*7B
Table D.4 shows detailed information of each possible field content and relates them to the
example proposed.
Table D.4: GSV Message information.
Field Name Example Description
1 Number of message 3 Total number of GSV messages to be transmitted
(1-3).
2 Sequence number 1 Sequence number of current GSV message.
3 Satellites in view 12 Total number of satellites in view (00 - 12).
4 Satellite ID 05 Satellite ID number, GPS: 01 - 32, SBAS: 33 - 64
(33 = PRN120).
5 Elevation 54 Satellite elevation in degrees, (00 - 90).
6 Azimuth 069 Satellite azimuth angle in degrees, (000 - 359).
7 SNR 45 C/N0 in dB/Hz (00 - 99). Null when not tracking.
8 Checksum 72 Checksum.
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D.5 RMC – Recommended Minimum Specific GNSS
Data
The RMC package provides information about the time, date, latitude, longitude, course, and
speed of the GPS receiver. It has the following structure:
GPRMC,hhmmss.sss,A,dddmm.mmmm,a,dddmm.mmmm,a,x.x,x.x,ddmmyy,ddd.d,a,a*hh
where the fields are listed as follows:
GPRMC,1,2,3,4,5,6,7,8,9,10,11,12*13
and an example:
GPRMC,111636.932,A,2447.0949,N,12100.5223,E,000.0,000.0,030407,003.1,W,A*61
Table D.5 shows detailed information of each possible field content and relates them to the
example proposed.
Table D.5: RMC Message information.
Field Name Example Description
1 UTC time 0111636.932 UTC time in hhmmss.sss format (000000.00 -
235959.999).
2 Status A V = Navigation receiver warning.
A = Data Valid.
3 Latitude 2447.0949 Latitude in dddmm.mmmm format. Leading zeros
transmitted.
4 N/S indicator N Latitude hemisphere indicator:
N = North.
S = South.
5 Longitude 12100.5223 Longitude in dddmm.mmmm format. Leading ze-
ros transmitted.
6 E/W Indicator E Longitude hemisphere indicator:
E = East.
W = West.
7 Speed over ground 000.0 Speed over ground in knots (000.0 - 999.9).
8 Course over ground 000.0 Course over ground in degrees (000.0 - 359.9).
9 UTC Date 030407 UTC date of position fix, ddmmyy format.
10 Magnetic Variation 003.1 Magnetic Variation.
11 E/W Indicator W Magnetic variation indicator:
W = West.
E = East.
12 Mode indicator A N = Data not valid.
A = Autonomous mode.
D = Differential mode
E = Estimated (dead reckoning) mode.
M = Manual input mode.
S = Simulator mode.
13 Checksum 61 Checksum.
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D.6 VTG – Course Over Ground and Ground Speed
The VTG package provides information about the course and speed relative to the ground. It
has the following structure:
GPVTG,x.x,T,,M,x.x,N,x.x,K,a*hh
where the fields are listed as follows:
GPVTG,1,T,,M,2,N,3,K,4*5
and an example:
GPVTG, 000.0,T,,M,000.0,N,0000.0,K,A*3D
Table D.6 shows detailed information of each possible field content and relates them to the
example proposed.
Table D.6: VTG Message information.
Field Name Example Description
1 Course 000.0 True course over ground in degrees (000.0 - 359.9).
2 Speed 000.0 Speed over ground in knots (000.0 - 999.9).
3 Speed 0000.0 Speed over ground in kilometers per hour (0000.0
- 1800.0).
4 Mode indicator A N= not valid.
A = Autonomous mode.
D = Differential mode.
E = Estimated (dead reckoning) mode.
M = Manual input mode.
S = Simulator mode.
5 Checksum 3D Checksum.
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Appendix EE
Basics of Microwave
Radiometry
T his Appendix details the basics of microwave radiometry used in the first part of Chapter 8 inorder to compare the relation between microwave radiometry and microwave reflectometry.
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E.1 Basics of Microwave Radiometry
The other passive microwave technique mentioned and used in this PhD Thesis dissertation is
microwave radiometry. It is used in Chapter 8 to inter-compare radiometric and reflectometric
measurements, and as a source of ground-truth to infer the soil water content. Differently from
GNSS-R, microwave radiometry is based on the spontaneous emission of radiation instead of
scattering. However, as it is seen here and in Chapter 8, they are strongly related.
All matter at a temperature above 0 K emits EM radiation in the whole EM spectrum. A
black-body is an object that absorbs all the EM energy coming from all directions indistinctly
from its polarization, and re-emits it iso-tropically when the thermal equilibrium is reached. This
re-emission is explained by Planck’s radiation law [256]:
Bbb(f) =
2hf3
c2
1
e
hf
kT − 1
[
W
m2srHz
]
, (E.1)
where h = 6.63 · 10−34 [J·s] is the Planck’s constant, c is the speed of the light in [m/s], k =
1.38 · 10−23 [J/K], f is the frequency in [Hz], and T is the absolute physical temperature in [K].
Figure E.1: Plank’s radiation law representation. [Source: https://en.wikipedia.
org/wiki/Planck%27s_law]
Figure E.1 shows the representation of Plank’s law for different body temperatures. For
instance, it has an important meaning in the radioastronomy field, which indicates how a star
radiates and its brighter wavelength. As seen in Fig. E.1, the radiation emitted has a maximum
that depends on the physical temperature. At ambient temperature ∼ 300 K, the maximum is
close to the near-infrared, and consequently invisible for the human eye. Conversely, stars have
a temperature ranging from 2.000 K to 10.000 K, falling in the visible band of the spectrum,
and consequently being visible for the human eye. In the case of stars, their radiation peak
determines their apparent “color”. Also, the power of the radiation depends on the temperature,
which is another factor related to the visibility of this radiation.
At microwave frequencies such as L-band, the term hf/kT is very small, and the exponential
function can be approximated by its first order Taylor polynomial, which is 1 + hf/kT . After
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substituting in Eqn. (E.1) the Plank’s thermal radiation becomes:
Bbb(f) ≈ 2kT
λ2
[
W
m2srHz
]
, (E.2)
which is the so-called Rayleigh-Jeans approximation. Equation (E.2) shows that the radiance of
a black-body has a linear dependence on its physical temperature. However, a black-body is an
idealized object which does not exist in reality.
Natural bodies are known as gray-bodies, and they neither absorb, nor re-emit all incident
EM radiation. Gray-bodies in thermal equilibrium re-emit all the radiation they have absorbed,
which leads to the concept of brightness temperature. The brightness temperature is the apparent
temperature of a gray-body at which it works as a black-body radiator, and it is defined as:
TBP = eP (εr(f, θ, φ), σ)T, (E.3)
where e stands for the emissivity, and it depends on dielectric constant (εr), incidence and
azimuth angles (θ, φ), surface roughness (σ), frequency (f), and polarization(P ). Emissivity is
modeled as 1−RP , where RP is the terrain’s reflectivity, since the incoming EM radiation that
has not been absorbed by the object has been reflected. Note that reflectivity depends on the
same parameters than emissivity. Consequently, the radiance emitted by a gray-body is:
Bgb(f) ≈ 2kTBP
λ2
[
W
m2srHz
]
. (E.4)
A microwave radiometer is a very sensitive instrument that measures the power emitted by a
gray-body [257]. Assuming an ideal isotropical antenna, and a system bandwidth (B) sufficiently
narrow where radiance, and consequently emissivity, can be considered constant, the power
collected by its antenna is:
Pgb ≈ kTBPB[W ]. (E.5)
The measurement of the power collected by the antenna and the determination of the object’s
TBP , and consequently the measurement of emissivity, is the basic observable of passive mi-
crowave radiometry. From there, all Earth Observation geophysical radiometric products are
obtained. The ones used in this PhD Thesis dissertation, which are related to the soil moisture
measurement, are seen in Chap. 8.
355

Appendix FF
Coordinate systems and
Antenna Pattern
Compensation
T his Appendix shows a summary of the coordinate systems used in the antenna patterncompensation algorithm, and it also describes the developed compensation algorithm.
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F.1 Coordinate Systems
Four different coordinate systems are used for the antenna pattern compensation algorithm
derived in Chapter 8:
• GCS (Fig. F.1(a)) is centered in the platform and has the x axis pointing towards the
North, the y axis towards the East and the z axis towards the center of the Earth, or
Nadir. It does not depend on how the platform is oriented, tilted or rolled: wherever the
platform is located on the space, this system maintains its precise orientation. Since each
reflection point has to be processed singularly and for each of them the platform assumes
a fixed orientation in the space, it is convenient to center the global system in the platform
itself. This reference system is used because the IMU installed onto the platform also
adopts this convention for its axes’ definition and it is easier to use the same reference
frame for further computations. It can be simply described as follows:{ xˆG → North
yˆG → East
zˆG → center of the Earth
(F.1)
• Local Cartesian System (LCS) (Fig. F.1(b)) is the system integral with the platform; the
x axis is oriented towards the front of the platform, the y axis towards the right side and
the z axis toward the bottom side. If the platform is pointing towards the North in a flat
position, the GCS and the LCS coincide. It can be simply described as follows:{ xˆL → platform direction of movement
yˆL → platform right side
zˆL → platform nadir looking
(F.2)
• The RHCP and LHCP LCS (Fig. F.1(c),(d) respectively) are systems integral with the
up-looking and down-looking antennas respectively, and therefore with the entire plat-
form. If the antennas are horizontally leveled when installed on the platform, they can be
summarized as follows:{ xˆRHCP = yˆL
yˆRHCP = xˆL
zˆRHCP = −zˆL
{ xˆLHCP = −yˆL
yˆLHCP = xˆL
zˆLHCP = zˆL
(F.3)
F.2 Antenna Pattern Coordinates
It has been shown in Fig. F.1(c)–(d) that the coordinates for the antenna pattern on the plane are
expressed generally in the LCS format. However, when an antenna is measured in an anechoic
chamber, it is measured in spherical coordinates. In particular the UPC anechoic chamber uses
the azimuth over elevation coordinate system definition, and it is depicted in Fig. F.2.
The spherical coordinate systems resulting from the antenna pattern measurement is also
represented in Fig. F.3. If a Cartesian system is defined, a point Q = (xq, yq, zq) in the space
can be defined by the spherical coordinates (r, θ, ϕ) where:
• r is the radius, or radial distance between the origin and the point Q;
• θ is the inclination, or polar angle, and denotes the angle between the z axis and the
straight line connecting Q and the origin;
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(a) (b)
(c) (d)
Figure F.1: Representation of the coordinate systems used: (a) Global Cartesian System,
(b) Local Cartesian System, (c) RHCP Cartesian System, (d) LHCP Cartesian System.
• ϕ is the azimuth and denotes the right-handed angle between the x axis and the straight
line connecting the origin to the projection of Q on the x-y plane.
Therefore, the relationship between the RHCP and LHCP LCS is determined by:
r =
√
x2 + y2 + z2
θ = arctan
√
x2+y2
z
ϕ = arctan y
x
{
x = r sin θ cosϕ
y = r sin θ sinϕ
z = r cos θ
(F.4)
Note that the coordinates needed to retrieve the compensation parameters for the two an-
tennas will be expressed in the RHCP and LHCP spherical systems for each antenna, which will
correspond to (θup, ϕup) and (θdown, ϕdown).
In this Appendix the symbol θ is used to indicate inclination and no more the GPS satellite
elevation angle, as it has been done in the entire dissertation. Therefore, for the sake of simplicity,
from now on the GPS satellite elevation in a horizontal coordinate system will be expressed by
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Figure F.2: Antenna measurement coordinate system: θ represents the rotation with re-
spect to the z axis or main propagation direction, and φ the azimuth rotation direction (x
towards y) [258].
Figure F.3: Spherical coordinate system.
the symbol γ.
Now that all the coordinate systems are properly defined, it is necessary to use the IMU
information to track the platform’s movements. Those platforms movements are transformed
into rotations in the RHCP and LHCP LCS, which will correspond to different (θup, ϕup) and
(θdown, ϕdown) values, from which the antenna gain seen by the direct and reflected waves is
computed and compensated for.
F.3 Platform’s Attitude and Coordinate Transforma-
tion
As aforementioned, the LARGO instrument includes an IMU to monitor the platform’s move-
ments at any time. The IMU is sampled 20 times per second. The IMU measurement notation
describes the device attitude as it was first rotated around axis z by ψY degrees (yaw), then
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around the new y′ axis by θP degrees (pitch), and eventually around the new x′′ axis by φR
degrees (roll), through intrinsic rotations. Equivalently, if extrinsic rotations are employed, in
other words, if rotations are performed only with respect to one fixed reference system such as
the GCS, the order must be inverted and it should be first rolled around the x axis, then pitched
around the y axis, and eventually yawed around the z axis. For the antenna pattern compen-
sation algorithm, the new position of a generic point Q after the platform rotations must be
expressed in the fixed reference system’s coordinates GCS. Assuming extrinsic rotations results
to be more easily writable in matrix notation; as a matter of fact, if the yaw-pitch-roll triple is
(ψY , θP , φR) and point Q has initial coordinates (xq, yq, zq) in the GCS reference system, after
rotation, its new coordinates in the GCS reference system will be (x′q, y′q, z′q) are:[
x′q
y′q
z′q
]
︸ ︷︷ ︸
Q′
=
[cosψY − sinψY 0
sinψY cosψY 0
0 0 1
]
︸ ︷︷ ︸
yaw
[ cos θP 0 sin θP
0 1 0
− sin θP 0 cos θP
]
︸ ︷︷ ︸
pitch
[1 0 0
0 cosφR − sinφR
0 sinφR cosφR
]
︸ ︷︷ ︸
roll
[
xq
yq
zq
]
︸ ︷︷ ︸
Q
, (F.5)
Those angles are also known as the Tayt-Bryan angles.
So, the axes of the platform in the LCS can be described in the GCS as a triple of unitary
vectors pointing towards the local axes’ directions and, if the platform lies in its starting position
where GCS and LCS coincide, then:
xˆL =
[1
0
0
]
yˆL =
[0
1
0
]
zˆL =
[0
0
1
]
, (F.6)
If the platform rotates, vectors describing the LCS axes will rotate integrally with it and
the movement of each can be computed using equation F.5. Therefore, since yaw-pitch-roll
triple (ψY , θP , φR) refers to the starting position of the platform, LCS axes’ orientation can be
expressed through the following equality:[
x′ y′ z′
]
= YPR · I, (F.7)
where x′, y′ and z′ are the column vectors representing the GCS axes, Y, P and R are the
yaw, pitch and roll rotation matrices respectively as indicated in Eqn. F.5 and I, identity matrix,
represents the LCS axes in the starting position. For instance in the case of the RHCP and
LHCP LCS, the equivalent GCS become:
[
xRHCP′ yRHCP′ zRHCP′
]
= YPR ·
[0 1 0
1 0 0
0 0 −1
]
, (F.8)
[
xLHCP′ yLHCP′ zLHCP′
]
= YPR ·
[ 0 1 0
−1 0 0
0 0 1
]
. (F.9)
To retrieve the gain compensation value, the signals’ incoming direction must be expressed
in the antennas reference systems, which are integral with the LCS. Therefore, after rotating the
antennas LCS using Eqn. (F.7), Eqns. (F.8)–(F.9) provide the formulations of the new RHCP
and LHCP Cartesian Systems. To find the polar angles in the LCS, from which it will be easy to
find the RHCP and LHCP spherical coordinates, the satellite’s position has to be first expressed
in Cartesian form, so that local inclination and azimuth (θL, ϕL) can be deduced by evaluating
angles between vectors. Since the real distance between the platform and the satellite does not
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matter, but only the sight direction, the vector pointing from the platform to the satellite is
assumed to have unitary length and therefore it can be expressed as:
s =
{
xsat = sin θ cosϕ
ysat = sin θ sinϕ
zsat = cos θ
. (F.10)
The direct GPS signal coming from the satellite can also be expressed by Cartesian coordi-
nates:
sup =
{
xup = xsat = sin θ cosϕ
yup = ysat = sin θ sinϕ
zup = zsat = cos θ
. (F.11)
The reflected signal is located at the specular position to the real satellite with respect to
the x–y plane and therefore the GPS ray is expressed by:
ssimpledown =
{
xdwon = xsat = sin θ cosϕ
ydown = ysat = sin θ sinϕ
zdown = −zsat = − cos θ
. (F.12)
Then, the spherical coordinates on the antenna reference frame to compute where the radiation
comes from can be computed.
The inclination is the angle between axis z and unitary vector s. Recalling the vector scalar
product properties, then:
zup · sup = ‖zup‖‖sup‖ cos θup = cos θup, (F.13)
θup evaluation is straightforward:
θup = arccos(zup · sup). (F.14)
Since inclination is defined in the interval [0, 180◦], the arccos(·) function gives the real angle
value.
The azimuth ϕup is the right-handed angle between the xup axis and the sup projection, u,
onto the xup-yup plane. To compute such an angle a little more calculations are needed and
Fig. F.4 may help in visualizing the geometry of the problem. If the cross product is performed
between vector sup and axis vector zup, the resulting unitary vector w lies in the xup–yup plane,
because it must be orthogonal to the z axis, which is orthogonal to such plane. Moreover, being w
orthogonal to the plane defined by sup and zup, it is also orthogonal to u, because the projection
of sup must belong to this plane. If only right-handed angles are considered, that is those whose
amplitudes increase opening from x axis to y axis, it is easy to see that rotating w by 90◦ it
comes to superimpose to u, no matter what sup is. Defining β as the right-handed angle between
xup and w, the following always holds:
ϕup = β + 90◦. (F.15)
Differently than the inclination angle, azimuth spans the entire [0◦, 360◦] range and thus the
arccos(·) function is not enough to compute it, because it may exclude one solution. If angle ψ
between w and yup is introduced:
ψ = arccos(w · yup), (F.16)
it is possible to know the real amplitude of β by the following expression:
β =
{
+ arccos(w · xup) if ψ ∈ [0◦, 90◦]
− arccos(w · xup) if ψ ∈ (90◦, 180◦]
, (F.17)
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Figure F.4: RHCP reference system, direct signal and azimuth computation.
The computation of the reflected signal incoming direction in the down-looking antenna
reference frame is exactly the same, so that, in general form, spherical coordinates for the signal
direction can be found as:
θ = arccos(z · s)
ϕ = 90◦ +
{
+ arccos(w · x) if ψ ∈ [0◦, 90◦]
− arccos(w · x) if ψ ∈ (90◦, 180◦]
, (F.18)
where:
w = s× z and (F.19)
ψ = arccos(w · y). (F.20)
Once the spherical coordinates are obtained, the Antenna Pattern Compensation coefficients
(APCup(θup, ϕup)) and (APCdown(θdown, ϕdown)) can be retrieved from the proper functions, or
tables, and the antenna pattern compensated reflectivity yields:
Γ = SNRL − SNRR − kcalib +APCup(θup, ϕup)−APCdown(θdown, ϕdown), (F.21)
where kcalib is a compensation term that can be estimated during the calibration phase.
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Appendix GG
Geo-location:
Ray-tracing and specular
reflection conditions
T his Appendix shows the two different methodologies applied for geolocating the surfacespecular reflection points. The first one is very simple and it is based on ray-tracing. The
second one is a little bit more tedious and it is based on applying the specular reflection conditions
for each surface point.
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G.1 Ray-tracing
The first implemented geolocation method is the simplest one and assumes that the ground can
be approximated with an infinitely wide and perfectly smooth plane. It also assumes that the
height of the platform is very small, and that paraxial approximation of rays can be used. The
last assumption is a flat Earth model, which works properly if the flight height is lower than 1000
m. In the reference system used the platform is the origin, how it is oriented does not matter,
and only the position of the satellite relative to the geometrical point occupied by the center of
the platform is needed. Figure G.1 schematizes this approach remarking the direct and reflected
rays. To avoid confusion with reference systems, in Fig. G.1 the platform is represented by a
big light-blue sphere. The x axis (in red) points towards the real North, the y axis (in blue)
towards the East and the z axis (in green) towards the center of the Earth. This is coincident
with the GCS system described in Appendix F. The two purple arrows represent the directions
from where the direct and reflected signals are coming.
Figure G.1: Simple geolocation using a ray-tracing approach.
Information collected by the GPS back-end receivers in the LARGO instrument provide the
elevation (θ) and the azimuth (φ) angles of each satellite in view with respect to the receiver
itself. This information is provided by the GSV NMEA packet described in Appendix D. The
azimuth is defined as the angle in degrees from the North to the projection of the satellite on the
horizontal plane where the platform lies (azimuth increases towards the East), while elevation
is the angle between such plane and the satellite itself (elevation increases towards the zenith).
These two horizontal coordinates are sufficient to compute a vector representing the direct signal
direction. The distance between the satellite and the platform is not relevant, and only its
direction matters. This is acceptable because one of the assumptions is that the satellite is
very far away as compared to the platform’s height. So, the normalized distance ρ between the
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platform and the satellite projection on the plane is:
ρ = cos θ, (G.1)
Through ρ, the direction of the satellite can be expressed in GCS Cartesian coordinates centered
at the platform position: {
xsat = ρ cosφ = cos θ cosφ
ysat = ρ sinφ = cos θ sinφ
zsat = − sin θ
, (G.2)
where the z coordinate is negative because the z axis points towards the center of the Earth
(nadir direction).
In the Cartesian reference system, locating the reflection point is very simple. The ground
plane is the infinite plane parallel to both the x and y axes and its z coordinate can be defined
using information about the platform’s height. The distance between the platform and the
WGS84 geodetic model is known thanks to the altitude parameter in the GPS GGA message.
Also the distance between the Earth’s surface (geoid) and the WGS84 geodetic model is given
in the same NMEA packet. Therefore, the true height h of the platform is:
h = altitude− geoidal separation, (G.3)
and thus the ground plane is defined as:
z = h. (G.4)
Due to the paraxial approximation, the spherical wave transmitted by the GPS satellite can
be assumed to be a plane wave and all its rays have the same incidence angle when impinging
on the soil surface. Under those approximations and assumptions, the reflected ray is seen as a
direct ray generated by the specular image of the satellite, having the Cartesian coordinates:{
x′sat = xsat = cos θ cosφ
y′sat = ysat = cos θ sinφ
z′sat = −zsat = sin θ
, (G.5)
and horizontal coordinates: {
θ′ = −θ
φ′ = φ , (G.6)
To find the precise location of the reflection point on space the distance r between the
platform projection and the reflection point, which is the red dot on the ground in Fig. G.1,
must be computed and by noticing that:
tan θ′ = h
r
, (G.7)
from which:
r = htan θ . (G.8)
Using the azimuth angle it is easy to find also the x and the y coordinates of the reflection
point P , whose z coordinate is necessarily h:{
xP = r cosφ
yP = r sinφ
zP = h
. (G.9)
Currently the reflection point location with respect to the platform’s position has been ob-
tained. As all the computations were performed in meters, the (xP , yP , zP ) are also given in those
367
Appendix G. Geo-location: Ray-tracing and specular reflection conditions
units. Now the only remaining part is to obtain the geographic coordinates of the platform in
meters, which is achieved by converting the Lat/Lon coordinates on the GGA or RMC NMEA
packets to UTM coordinates. The UTM is a conformal projection whose coordinates are ex-
pressed in meters and play an important role in the first developed geolocation algorithms [259].
First, the local reflection point coordinates are added to the platform’s UTM coordinates com-
puted. Second, the resulting UTM coordinates of the reflection point are converted back into
Lat/Lon coordinates and the reflection point is geolocated.
G.2 Topography-based Geo-location
The second geo-location technique, which is based on the topographic model, aims to be more
precise by not assuming that ground is a perfectly flat surface: hills and valleys are often present
and affect the reflection direction of the incident rays, which was the case of the Salamanca field
experiment test site. For this approach, information about the ground topography is needed.
If a DEM or DSM are available from the field test site that would be optimum. However, in
a more general way Google Earth’s terrain elevation data can be used. Because the latter is a
more general approach and it will work for any test site, it is the one used here.
The first step of the algorithm is to download the elevation data from Google Earth (GE).
To do it, the area under interest is first discretized (entire field campaign test site). For each
point the elevation data is queried to Google using the GE API. In this phase it is convenient to
use UTM coordinates, so that a Cartesian reference system can be built. It is worth to mention
that the denser the grid is, the more accurate the ground approximation will be. However, as a
drawback, the larger the number of surface points, the larger the processing time will be. Once
the surface points have been geometrically defined, a surface can be drawn by interpolating the
samples. Figure G.2 shows an example of a surface obtained by sampling the data from a test
flight held in Ripollet, Spain. Black dots denote the platform position during the test flight.
Figure G.2: Surface approximation of the area under interest.
After interpolating a surface from the topography data, the surface normal vectors can be
computed for each surface point, and they are shown in red in Fig. G.3.
At each instant of time the platform used occupies a well-known position in the space due
to its GPS back-end receiver. The satellite can also be located onto a line of sight by means
of the elevation and azimuth information provided by the GSV NMEA packet of the back-end
receivers. If the Cartesian reference system is centered in the UTM zone origin, the platform
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Figure G.3: Surface approximation of the covered area and surface normal vectors.
position v is defined as: {
xv = northingv
yv = eastingv
zv = −heightv
. (G.10)
Assuming that the satellite is very far away, the distance between the transmitting satellite
and the platform is approximately the distance between the Earth’s surface and the satellite.
This distance, from now on called R, is approximately 20200 km long. Therefore the transmitting
GPS satellite position s becomes:{
xs = xv +R cos θ cosφ
ys = yv +R cos θ sinφ
zs = zv −R sin θ
. (G.11)
Finally, the ith discretized surface point is represented by the following coordinates pi: xp,i = northingp,iyp,i = eastingp,izp,i = −heightp,i . (G.12)
The GPS signal impinges every point of the discretized surface. The incidence vector for the
ith surface point is:
rs,pi = pi − s. (G.13)
For sake of simplicity, it will be easier for future computations to use the opposite vector, that
is the one going from the soil sample to the satellite which is:
rpi,s = s− pi. (G.14)
Once all the incidence vectors are obtained, it is time to compute the scattering vectors,
which are the vectors between the platform position and the discretized surface points, and for
the ith point it is given by:
rpi,v = v− pi. (G.15)
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If rpi,s and rpi,v (respectively the blue and red vectors in Fig. G.4) are specular with respect
to the surface normal (black vector) of the ith surface point they are impinging on, they must
accomplish the specular reflection conditions which are:
• Incident and reflected rays must lie on the same plane, the incidence plane. The incidence
plane must also contain the surface normal vector and therefore it will be orthogonal to
the surface.
• Angles between incident vector and surface normal and between reflected/scattering vector
and surface normal must be equal.
• In a forward scattering geometry, such as the one found in GNSS-R, the incidence and
scattering vectors must follow a different direction.
Figure G.4: Topography-based geolocation geometry.
If the triple of vectors (v, s,pi) satisfy these conditions, then pi is considered a specular
reflection point. The mathematical specular reflection conditions are given by:
1.
(rˆpi,s × rˆpi,v) · nˆi = 0, (G.16)
where rˆpi,s and rˆpi,v denote the unitary vectors of rpi,s and rpi,v respectively. The vector
product rˆpi,s × rˆpi,v gives a vector kˆ orthogonal to both rpi,s and rpi,v, and therefore to
the plane defined by them. If the surface normal (nˆi) also belongs to the this plane, then
it must be orthogonal to vector kˆ, that is kˆ · nˆi = 0, which defines the specular incidence
plane.
2.
(rˆpi,s − rˆpi,v) · nˆi = 0. (G.17)
Equality a · b = ‖a‖‖b‖ cosα, where α is the angle between vectors a and b, is a known
rule. Applying this equality to the vectors incidence, normal, and reflected vector leads
to:
rˆpi,v · nˆi = cosαv, (G.18)
rˆpi,s · nˆi = cosαs, (G.19)
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where, for the geometry of the problem, angles αv and αs are necessarily included in the
interval [0◦, 90◦] and thus are unequivocally identified by their cosine function. If the
angles are equal, so must be their cosine, and therefore:
rˆpi,v · nˆi = rˆpi,s · nˆi, (G.20)
which is equivalent to Eqn. (G.17).
3.
rˆpi,s · rˆpi,v < 1. (G.21)
If vectors rˆpi,s and rˆpi,v have the same direction, then their scalar product is ±1. If they
do not have the same direction as required by the forward scattering geometry, their scalar
product will be smaller than 1.
Those conditions are evaluated numerically on a computer, and have been programmed in
Matlab under the following definition:
|(rˆpi,s × rˆpi,v) · nˆi| < , (G.22)
|(rˆpi,s − rˆpi,v) · nˆi| < , (G.23)
|rˆpi,s · rˆpi,v| < 1− , (G.24)
with  a conveniently small value.
After verifying the three conditions for all the surface points some candidate specular reflec-
tion points, or possibly none, are found for each platform position. Note that this algorithm must
be executed anytime the platform is at a different position. If more than one soil sample satisfies
the conditions and those points are largely spatially separated, they should be discarded, because
this is an indication of a multiple reflection environment and there is not any a priori information
of how the addition of electric fields from each region will be (constructive or destructive). On
the other hand, if one surface point or several ones very close to each other which define a region
satisfy the specular reflection conditions, that point/area is assumed to be the specular reflection
area and its location is directly given by its coordinates (xp,i, yp,i, zp,i). Figure G.5 shows the
topography-based geolocation principle after filtering all candidate reflection points and saving
the ones that match the specular reflection conditions. That figure employs again data collected
from the test flight performed in Ripollet. in Fig. G.5, black vectors are surface normal vectors,
blue ones represent the incidence vectors and point towards the satellite, and red ones denote
the reflected/scattering vectors and denote signal’s trajectory after ground reflection; the black
dot represents the platform position in this particular case. This algorithm is applied in Chap-
ter 8 for geolocating the reflection points in the Salamanca field experiment due to the severe
topography conditions faced. Also, in Chapter 8 another example of how this algorithm works
is given.
371
Appendix G. Geo-location: Ray-tracing and specular reflection conditions
Figure G.5: Topography-based geolocation: black vectors are surface normals, blue ones
point towards the transmitting satellite (incidence vectors) and red ones point towards the
platform (reflection/scattering vectors) and denote signal’s trajectory after ground reflection.
The black dot represents the platform position.
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Polar stereographic
coordinates
T his Appendix details the polar stereographic projection used by Chapter 10 in the represen-tation of the ice detection maps. As it name indicates, it is a projection specifically designed
for the Polar regions, since projections such as the Mercator projection deform excessively the
data represented.
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H.1 Definition
A Polar stereographic projection specifies a projection plane or grid tangent to the Earth’s
surface. In Polar stereographic projections it is common to set the plane or grid tangent to
the Earth’s surface at the Poles. In that case, the grid has minimum distortion at the Poles
and it increases as latitude becomes more separated. In Chapter 10 it has been decided to use
the polar stereographic projection defined by National Sea & Ice Data Center (NSIDC), which
centers the grid at 70◦ latitude. All ground-truth used in Chapter 10 was already defined in that
projection, which is the main reason in order to chose that one. In the selected projection, the
no distortion area is centered around ±70◦, for the North and South Poles respectively, and it
increases as latitude becomes separated from the center value. However, since sea ice maps are
normally represented up to ±50◦ latitude, centering the projection at ±70◦ helps to minimize
the distortion of the overall map. Differently, if a Mercator projection would be used, distortion
at the Poles would be maximum.
The area covered by the projection is generally defined in the x-y plane with the properties
described by Table H.1. Therein, it is seen that the spatial resolution is 6.25 km x 6.25 km, and
that the grid is described in a matrix version with a limited number of columns and rows. The
corners of the matrix defined by the grid are given in Table H.2 for the Northern Hemisphere,
and in Table H.3 for the Southern one. In order to better understand the meaning of those
tables Fig. H.1 has been added, where visually the size of the matrix in Lat/Lon coordinates
can be appreciated. The mathematical operation to convert between Lat/Lon coordinates and
Polar stereographic coordinates (x,y) such as the ones presented in this Appendix or other ones
centered at a latitude different from ±70◦ can be found in [260].
Table H.1: Grid dimension of the Polar stereographic projection selected.
Region Nominal Gridded Resolution [km] Columns Rows
North 6.25 1216 1792
South 6.25 1264 1328
Table H.2: Grid coordinates for the Northern Hemisphere.
X [km] Y [km] Latitude [deg] Longitude [deg]
-3850 5850 30.98 168.35
3750 5850 31.37 102.34
3750 -5350 34.35 350.03
-3850 -5350 33.92 279.26
Table H.3: Grid coordinates for the Southern Hemisphere.
X [km] Y [km] Latitude [deg] Longitude [deg]
-3950 4350 -39.23 317.76
3950 4350 -39.23 42.24
3950 -3950 -41.45 135.00
-3950 -3950 -41.45 225.00
374
H.1 - Definition
(a) (b)
Figure H.1: Polar stereographic projection highlighting the Lat/Lon limits of the sea ice
maps shown in Chapter 10. (a) Northern Hemisphere, (b) Southern Hemisphere. Source:
https://nsidc.org/data/polar-stereo/ps_grids.html.
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