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Abstract
Abstract
This thesis focuses on rate-induced critical transitions or tipping points (R-tipping
points), where the system undergoes a critical transition if the time-varying ex-
ternal conditions vary faster than some critical rate. Such a critical transition
is usually a sudden and unexpected change of the system state. The change
can be either irreversible: a permanent tipping point with no return to the orig-
inal state, or reversible: a temporary tipping point with self-recovery back to
the original state, both of which may cause significant consequences in applica-
tions. Indeed, R-tipping is an ubiquitous nonlinear phenomenon in nature that
remains largely unexplored by the scientists. From a mathematical viewpoint, it
is a genuine nonautonomous instability that cannot be explained by the classical
(autonomous) bifurcation theory and requires an alternative approach.
The first part of the thesis focuses on a mathematical framework for R-tipping
in systems of nonautonomous differential equations, where the nonautonomous
terms representing time-varying external conditions decay asymptotically. In par-
ticular, special compactification techniques for asymptotically autonomous sys-
tems are developed to simplify analysis of R-tipping.
In the second part of the thesis, the main concepts of edge states and thresh-
olds are introduced to define the R-tipping phenomenon. Then, simple testable
criteria for the occurrence of reversible and irreversible R-tipping in arbitrary
dimension are given. This part extends the previous results on irreversible R-
tipping in one dimension.
The third part of the thesis identifies canonical examples of R-tipping based on
the system dimension, timescales and the threshold type. These examples are rel-
atively simple low-dimensional nonlinear systems that capture different R-tipping
mechanisms. R-tipping analysis of canonical examples, which is underpinned by
the compactification framework developed in the second part, reveals intricate
R-tipping diagrams with multiple critical rates and transitions between different
types of R-tipping.
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Chapter 1
Introduction
In layman’s terms, “critical transitions” or “tipping points” are large, sudden and
unexpected changes in the state of a complex system that are triggered by small
or slow changes in the time-varying external conditions or inputs. Tipping points
occur in different areas of science, including climate science [1, 2, 3, 4], biol-
ogy [5, 6, 7, 8, 9] and ecology [10, 11, 12, 13], and in engineering [14, 15, 16,
17]. The main challenge is to understand mathematical mechanisms of tipping
and the ensuing critical factors. This is important for the identification of the
early warning signals, mitigation strategies and system control.
1.1 Tipping points
To present the scenarios of tipping points, we assume a system has one stable
state and the system is initialized nearby the stable state. If there is no external
disturbance, the system will settle down at the stable state over time. However,
the system is subject to some time-varying external inputs, which we assume the
stable state depends on. That is to say, as the external inputs change with time,
the position of the stable state will also change, which we describe as a moving
stable state; see Definition 3.2.2. In some cases, the system can adapt to the time-
varying external inputs and track the moving stable state with time. However,
under some other circumstances, the system cannot track the moving stable state
any more but tips to a different state. This tracking-tipping transition might be
due to different tipping mechanisms such as the loss of the stable state itself,
the change in the stability of the stable state, or the system leaving the stability
domain of the stable state. In fact, these tipping mechanisms can be interpreted
mathematically in the context of dynamical systems.
1
1. INTRODUCTION 1.1 Tipping points
1.1.1 Categories of tipping points
According to different tipping mechanisms, tipping points are generally classified
into three categories: bifurcation-induced tipping (B-tipping) [18, 19, 20] also
known as dynamical bifurcation [21] or adiabatic bifurcation [22], noise-induced
tipping (N-tipping) [18], and rate-induced tipping (R-tipping) [23, 12, 24, 18, 25,
26, 13].
B-tipping is defined in terms of a critical level of the external inputs. That is
to say, as the external input varies and approaches the critical level, the system
undergoes a classical bifurcation, where the moving stable state of the system
disappears or destabilises [19, 20, 27]. After that, the system cannot track the
moving stable state any more but tips to a different state. There is a wide range
of research studying critical levels. In climate science, the thermohaline circula-
tion possibly collapses as the freshwater influx into the North Atlantic exceeds a
critical level [2, Ch.16], and the reports of the Intergovernmental Panel for Cli-
mate Change specify the critical levels of atmospheric temperature and CO2 con-
centration [3]. In biology, the biological switching occurs at critical levels, e.g.
the cell phase transition occurs past the critical level of concentration of cyclin-
dependent kinase during the cell cycle [7, 8]. What is more, the onset of periodic
oscillations at a “threshold” level in many biological processes such as neuronal
oscillations and cardiac rhythms [28, 9, 29]. In ecology, the loss of submerged
vegetation in shallow turbid lakes possibly happens because of the critical nutri-
ent concentration level and the forest-to-desert transitions can take place due to
a critical precipitation level [10, Ch.7, Ch.11]. In engineering, the power grid
system blackouts when the power consumption exceeds a critical level [14, 15].
N-tipping is solely due to the noisy fluctuations driving the system away from
the moving stable state and past its domain of stability. Such noisy fluctuations
are more studied in climate science to understand the driving factors of climate
variations and transitions [30, 20, 18], and the stochastic dynamics in economics,
finance and other social sciences [31, 32, 33]. There are also some studies on the
exploration of B-tipping in the presence of noise [19, 34].
In the absence of any critical level or noisy fluctuation, there can still be R-
tipping, which cannot be explained by the mechanisms of B-tipping (i.e. classical
bifurcations) or N-tipping (noise). To be more precise, R-tipping happens only
when the external inputs vary fast enough. While the the moving stable state
persists continuously, the system has not enough time to adapt to and track the
moving stable state and, as a result, transitions to some other state. That is to
say, the critical factor for R-tipping is a critical rate of change of the external
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input. This tipping mechanism has been identified and discussed most recently.
The typical examples include the sudden release of soil carbon from peatlands
into the atmosphere above some critical rate of atmospheric warming [35, 24],
and the collapse of herbivore-plant ecosystems above some critical plant growth
rate [12]. Indeed, it is necessary to distinguish and understand those different
tipping mechanisms separately so that we can explore the systems in practice,
which can encompass various tipping mechanisms.
1.1.2 Motivation of R-tipping
This project is focused on R-tipping, which is least understood by the scientists
but ubiquitous in nature. Systems that exhibit R-tipping may be insensitive to
the level of the external inputs, but are very sensitive to the rate of change of
the external inputs. That is to say, as the external inputs change faster than
some critical rate, the systems can suddenly and unexpectedly tip to a different
state [23, 12, 24, 18, 25, 26, 13].
Such critical rates of change are of special interest in climate science and ecol-
ogy e.g. Atlantic Meridional Overturning Circulation possibly collapses as the
fresh-water forcing rate varies [4], salt marsh ecosystems can be destabilized by
an increasing rate of relative sea-level rise [23], climate varies too fast for an-
imals and plants to adapt to [36, 37] and significant changes of more general
ecosystems take place due to the fast environmental variability [12, 13].
Besides, there are many other areas of science and industry in which critical
rates are important e.g. the critical rate of temperature rise for thermal explosion
in chemical processes [38, 16], the critical oil rate for bottom water coning in
anisotropic and homogeneous formations during oil production [39], the critical
forcing frequency of resonance in vibration analysis [17], and the “chasing prob-
lem” in the context of supply, demand and prices trying to adapt to a changing
equilibrium in competitive economy [40]. Particularly in neuroscience, the “fire”
condition of type-III nerves is a fast enough increase in the applied voltage as
type-III nerves are able to accommodate slow changes in the applied voltage up
to very high voltage levels [5, 6, 41, 9]. This is in contrast to type-I or II nerves
that require sufficient levels of the external voltage to “fire”. No matter whether
the critical rate-dependence is needed to trigger some specific processes or needs
to be avoided for unexpected consequences, it is crucial to study those R-tipping
mechanisms. There are several challenges and difficulties for scientists to analyze
and understand R-tipping.
Firstly, R-tipping is a genuine nonautonomous instability which, in general,
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cannot be simply explained by a classical bifurcation of a slowly varying au-
tonomous system [13]. Secondly, R-tipping can occur even if the varying rates of
external inputs are much slower than the system convergence rate towards the
stable state in the corresponding autonomous system. This is because tracking
requires the convergence rate towards the moving stable state to be faster than
the speed of the moving stable state. Thus, if the position of the stable state is
sufficiently sensitive to the changes in the external input parameters, then tip-
ping may occur for inputs varying much more slowly than the convergence rate
towards the stable state [18, 42, 26]. Thirdly, there might be R-tipping mecha-
nisms that have not been identified and studied to date. Without a systematic
classification of R-tipping, it may be difficult to identify R-tipping given a random
system at hand. Fourthly, there can be non-obvious tipping thresholds separating
initial conditions that track the moving stable state from those that R-tip. Tip-
ping thresholds in nonautonomous system may be intricate and non-obvious in
the sense that they cannot always be related to a threshold in the corresponding
autonomous system [24, 9, 43]. Lastly, R-tipping can be irreversible or reversible:
the system fails to track the moving stable state, either moves to a different state
and never returns to the original stable state, for example [12, 13]; or makes
a large excursion, but returns to the original stable state (this may happen re-
peatedly), for example [24, 9]. Reversible R-tipping poses an additional math-
ematical challenge. The phenomenon is quantitative rather than qualitative in
the sense that the long-term behavior below and above a critical rate is the same.
This property is what makes reversible R-tipping difficult to define rigorously,
even using modern concepts from the theory of nonautonomous dynamical sys-
tems [44]. The objective of this project is to develop an accessible mathematical
framework for scientists to better understand and analyse R-tipping.
1.2 Prior research on R-tipping
In recent years, various notions have been proposed to study attractors and stabil-
ity in nonautonomous dynamical systems with time-varying external inputs. One
approach, which is favored by engineers, is to prescribe a “safe region” about the
moving stable state and give criteria for the time-varying input to ensure that
the nonautonomous system remains within the safe region [45, 17, 46, 18]. The
criteria can be made rigorous, for example using the theory of normal [47] or
uniform [45] hyperbolicity in terms of the persistence of hyperbolicity. Particu-
larly, for R-tipping analysis, Ashwin et al. propose a tipping radius approach [18],
which focuses on a upper bound of the drift of the system states with time, and
the effective tipping radius, which is not necessarily the intrinsic tipping thresh-
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old of the system, and may approximate the tipping threshold if the effective
tipping radius is properly chosen. Similar ideas of “safe region” or “constraints”
are widely implemented in control problems for example in robust control to
handle with the system uncertainty and noise [48, 49, 50]. While the safe region
approach quantifies the system behaviour relative to the moving stable state, it
cannot capture R-tipping in its full extent because the approach is based on a
prescribed ad hoc tipping threshold. R-tipping, on the other hand, often involves
an intrinsic threshold that cannot, in general, be prescribed [51, 43].
Another approach defines pullback attractors or bounded complete solutions,
and studies nonautonomous bifurcations where a pullback attractor undergoes a
topological change [52, 22, 53] or a bounded complete solution as the possible
bifurcating object that yields nonautonomous version of fold or other bifurcation
patterns [54]. In particular, recent work of Ashwin et al. [44] and Alkhayuon et
al. [55] use pullback attractors to study R-tipping in asymptotically autonomous
systems where the external input varies from one asymptotic value to another.
Moreover, testable criteria for tracking and irreversible R-tipping in one dimen-
sion based on qualitative changes of pullback attractors have been derived. How-
ever, these criteria fail to capture R-tipping in its full extent. A typical limitation
is that reversible R-tipping need not involve any qualitative change (a bifurca-
tion) of a pullback attractor. Therefore, an alternative framework is required to
capture R-tipping in its full extent.
Besides, there are some studies of R-tipping in specific systems or applications.
For example, Wieczorek et al. [24] and Perryman et al. [51] give R-tipping analy-
sis in a family of slow-fast systems in terms of the folded singularities and canards
based on geometric singular perturbation theory [47, 56, 57, 58]; Ritchie and
Sieber explore the early-warning indicators of tipping (such as the increase of
autocorrelation and variance in time series) in a system governed by a stochastic
differential equation, by looking at the interaction of rate-induced tipping and
noise [59, 60]; Gienapp et al. predict demographically sustainable rates of adap-
tation to the climate change through studying great tits optimal breeding time
under different climate change scenarios [61].
More recently, a Steklov averages method and Q-angle method based on the
theory of finite-time Lyapunov exponents and exponential dichotomy have been
proposed to demonstrate that finite-time stability spectra can be used in the defi-
nition and diagnostics of R-tipping [62]. Hoyer-Leitzel et al. give another sight of
defining R-tipping which leaves an open question about whether the prescribed
methods can clearly and robustly yield the indicators of R-tipping in a general
case according to their definition of R-tipping.
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This project is based on the previous work of Wieczorek, Ashwin, Perryman et
al. [24, 18, 44, 51] on R-tipping. The aim is to overcome the past challenges and
develop a theory that addresses the lack of accessible mathematical framework,
explores interesting mathematical questions, and is relevant for a wide range of
applications. The theory is underpinned by the compactification techniques de-
veloped in Chapter 2, by the concepts of desingularisation and canards from the
geometric singular perturbation theory, and is guided by the analysis of canonical
examples of R-tipping in Chapter 4.
1.3 R-tipping in a nonautonomous toy model
In this section, we discuss a toy model to present a simple case of R-tipping
phenomenon, which shows how R-tipping happens in a nonautonomous system
and how R-tipping can be analyzed in such a simple case. The toy model inspired
us to consider R-tipping analysis in a more general context, and prescribe more
rigorous mathematical description of R-tipping.
As R-tipping is an instability of a nonautonomous system, we study R-tipping in
the following system [18]:
x˙ = f(x, (t)), (1.1)
with the state variable x œ Rn, time t œ R, C1-smooth vector field f : Rn ◊ Rd æ
Rn, and C1-smooth time-varying external input   : Ræ Rd.
Note that if  (t) = ⁄ at time t, we can get the corresponding autonomous
system of system (1.1) at time t, which we call the frozen system
x˙ = f(x,⁄), (1.2)
where ⁄ is the fixed-in-time input parameter.
The time-varying external input  (t) in system (1.1) can give extraordinarily
complex dynamics of the system, which are usually nontrivial and challenging to
analyze. As indicated previously, there are three critical aspects that can induce
tipping points of the system. The critical level of  (t), the critical rate of change
of  (t), and the noise term of  (t) are respectively related to B-tipping, R-tipping,
and N-tipping [18].
Here we focus on the critical rate of change of  (t). In order to quantify the
rate, we introduce a non-negative ‘rate’ parameter r, rewrite  (t) as  (rt), and
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extend (1.1) to a family of nonlinear nonautonomous systems
x˙ = f(x, (rt)), (1.3)
parametrised by the rate r [24, 18, 44, 55].
Note that R-tipping happens only when the external input changes fast enough,
namely the rate parameter r of  (rt) is large enough. To make it more concrete,
we give a simple toy model [18] of (1.3) as follows
x˙ = f(x, (rt)) = (x+  (rt))2 ≠ 1, (1.4)
to show how R-tipping can happen in a nonautonomous system and to motivate
our ideas for R-tipping analysis. We consider two types of  (rt): a constant drift
and a nonlinear shift from one asymptotic value to another.
1.3.1 Constant drift of  (rt)
At first, consider a constant drift of  (rt) in system (1.4) such that
 (rt) = rt, (1.5)
where the external input  (rt) increases linearly with time. Figure 1.1 shows the
dynamics of system (1.4)–(1.5) when  (rt) increases from zero to a fixed value
with different ‘rates’ r.
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Figure 1.1: Dynamics of system (1.4)–(1.5) are indicated by the red curves when
 (rt) increases from 0 to 7.35with different rates r = (a) 0.0375, and (b) 1.05. The
system is initialized at (x0, t0) = (0, 0) marked as the red dots. The moving stable
and unstable states are indicated by the dashed curves, which are respectively the
stable and unstable equilibria of the corresponding temporal frozen system (1.2).
Shown as Fig. 1.1(a), if r is sufficiently small, the system closely tracks the
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Figure 1.2: Dynamics of system (1.6) are indicated by the red curves when  (rt)
increases from 0 to 7.35 with different rates r = (a) 0.0375, and (b) 1.05. The
system is initialized at (x0, 0) = (0, 0) marked as the red dot. The moving stable
and unstable states are indicated by the dashed curves, which are respectively the
stable and unstable equilibria of the corresponding temporal frozen system (1.2).
moving stable state. Note that the moving stable (unstable) state is a collection
of the stable (unstable) equilibria of the corresponding frozen system (1.2) with
different but fixed-in-time ⁄. When r reaches the critical rate, the system no
longer tracks the moving stable state, but crosses over the moving unstable state
and tends to infinity [Fig. 1.1(b)]. Such a significant transition of system dynam-
ics is only due to the change of the rate r, which shows how R-tipping happens
in a simple nonautonomous system. A comparison between panels (a) and (b) in
Fig. 1.1 shows that:
(i) The stable equilibrium of the frozen system (the moving stable state) never
bifurcates or loses stability.
(ii) The system tracks the moving stable state when r is sufficiently small, but
R-tips to infinity when r increases past its critical value. Owing to the linear
drift, this instability can be reduced to a classical saddle-node bifurcation
of a stable state in a co-moving frame [18].
Note that system (1.4)–(1.5) can be rewritten in the (x, ) phase plane as
x˙ = f(x, (rt)) = (x+  )2 ≠ 1,
 ˙ = r,
(1.6)
which is defined on R◊ R.
Fig. 1.2 shows the dynamics of system (1.6) in the (x, ) phase plane with the
same parameters as those shown in Fig. 1.1. We will use it for comparison with
Fig. 1.4.
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1.3.2 Asymptotic nonlinear shift  (rt)
Consider system (1.4) with a simple example of an asymptotic  (rt) in the form:
 (rt) =  2 (tanh(rt) + 1) , (1.7)
where   = 4. Figure 1.3 shows the dynamics of system (1.4) with the asymptotic
shift (1.7) from zero to a fixed value at different ‘rates’ r.
As shown in Fig. 1.3(a), if r is sufficiently small, the system closely tracks the
moving stable state. Note that the moving stable (unstable) state is a collection
of the stable (unstable) equilibria of the corresponding frozen system (1.2) with
different but fixed-in-time ⁄. When r is increased to its critical value, the system
no longer tracks the moving stable state, but crosses over the moving unstable
state and tends to infinity [Fig. 1.3(b)]. Such a significant transition of system
dynamics is only due to the change of the rate r, which shows how R-tipping
happens. A comparison between panels (a) and (b) in Fig. 1.3 shows some inter-
esting properties of an asymptotic nonlinear shift  (rt):
(i) The stable equilibrium of the frozen system (the moving stable state) never
bifurcates or loses stability. In contrast to the linear shift, the moving equi-
libria e( (rt)) tend to regular equilibria e(⁄±) as the input tends to a con-
stant: e( (rt))æ e(⁄±) as  (rt)æ ⁄± as tæ ±Œ.
(ii) The system tracks the moving stable state when r is sufficiently small, but
R-tips to infinity when r increases past its critical value. In contrast to the
linear shift, this instability cannot be reduced to a classical bifurcation of a
stable state. In fact, it is not clear how to capture and analyse this genuine
nonautonomous instability.
The important point is that system (1.4) with the asymptotic input (1.7) can
be rewritten on the compactified (x, ) phase space as
x˙ = f(x, (rt)) = (x+  )2 ≠ 1,
 ˙ = 2r  ( ≠  ),
(1.8)
which is defined on R◊ [0, ].
Fig. 1.4 shows the dynamics of system (1.8) in the (x, ) phase plane with the
same parameters as those used in Fig. 1.3. The advantages of working with the
compactified system (1.8) are:
(i) The compactified system contains regular equilibria, which are equilibria of
Rate-induced Critical Transitions 9 Chun Xie
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Figure 1.3: Dynamics of system (1.4)(1.7) are indicated by the red curves when
 (rt) increases from 0 to 4 with different rates r = (a) 0.1, and (b) 1.005. The
system is initialized at (x0, t0) = (≠1,≠100). Note that as t0 = ≠100,  (rt) for
both (a) and (b) is extremely close to zero, so in panel (b) only the important
parts of system dynamics are plotted. The moving stable and unstable states are
indicated by the dashed curves, which are respectively the stable and unstable
equilibria of the corresponding temporal frozen system (1.2).
the frozen limit systems at positive and negative time infinity: f(x, (rt))æ
f(x,⁄±) as tæ ±Œ.
(ii) The regular equilibria of the limit systems can be used to analyse the nonau-
tonomous R-tipping instability at finite time. Specifically, we will show that
R-tipping problems in the nonautonomous system are transformed into het-
eroclinic orbits problems in the compactified system.
(iii) The compactified system represents a special case of a more general com-
pactification framework discussed in Chapter 2.
1.3.3 Inspiration from the toy model
Through the analysis of the toy model (1.4) with the constant drift (1.5) and
the simple asymptotic nonlinear shift (1.7), we gained insight into how R-tipping
happens and the importance of the form of the external input  (rt).
Generally, it is unclear whether it is feasible to work out a general theory of
R-tipping for an arbitrary form of  (rt), or if such theory would be accessible
to scientists and engineers. Here, we focus on a case that is more specific but
allows us to make further progress on the problem. We consider response of an
open system to external inputs that need not be monotone but limit to a constant
in the positive and (possibly) negative time infinity. Our choice is motivated
and incentivised by the toy model (1.4) with the simple asymptotic nonlinear
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Figure 1.4: Dynamics of system (1.4)(1.7) are indicated by the red curves when
 (rt) increases from 0 to 4 with different rates r = (a) 0.1, and (b) 1.005. The
system is initialized at (x0, 0) = (≠1, 10≠8). The moving stable and unstable
states are indicated by the dashed curves, which are respectively the stable and
unstable equilibria of the corresponding temporal frozen system (1.2). There
are four equilibria of the system marked as the black dots, with the two saddles
denoted as e≠ and e+.
shift  (rt) (1.7). The key point here is that the asymptotic behavior gives us
autonomous limit system from infinity that will normally contain compact in-
variant sets such as equilibria, limit cycles, tori and etc. Furthermore, using a
suitable compactification, we can analyse R-tipping in terms of connecting het-
eroclinic orbits from a saddle at ≠Œ to a saddle at +Œ. The main challenge
is that, in general, we do not know the set of autonomous ODEs that generate
the given asymptotic input  (rt), meaning the nonautonomous system cannot
always be reformulated as an autonomous system in the (x, ) phase space. An-
other problem is that some  (rt) will be generated by a high-dimensional sets
of ODEs, which would be impractical for analysis. To address these issues: we
develop a general compactification method for asymptotic  (rt) that uses just
one additional variable, indpendently of the dimension and monotonicity of the
nonautonomous input  (rt).
1.4 Main results and outline
This main contributions of this thesis cover:
(i) Development of a special compactification technique for asymptotically au-
tonomous dynamical systems.
(ii) An outline of a mathematical theory of R-tipping.
(iii) Classification and analysis of canoniocal examples of R-tipping.
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The main focus on (i) and (iii).
Chapter 2: A compactification framework for asymptotically autonomous dif-
ferential equations is developed, which can be applied to a range of problems
such as pullback attractors, rate-induced instabilities, and nonlinear wave solu-
tions. The compactification uses a suitable coordinate transfromation to aug-
ment the asymptotically autonomous system with an additional variable that is
bounded, giving rise to an autonomous compactified system. We give the suffi-
cient conditions for the existence of such compactification, and derive two coor-
dinate transformation conditions to ensure that the compactified system is con-
tinuously differentiable on the extended phase space. For practical usage, we also
construct the examples of parametrised compactifications. Most importantly, we
show that the compactification can greatly facilitate theoretical and numerical
analysis of asymptotically autonomous differential equations.
Chapter 3: An outline of mathematical theory of R-tipping analysis is intro-
duced here. The basic idea in the theory is to relate the nonautomous sys-
tem (1.3) with its corresponding autonomous frozen system (1.2) where the
nonautomous term  (rt) becomes an input parameter ⁄. Based on such a re-
lation, we give the definitions of necessary concepts for R-tipping analysis in-
cluding a parameter path, moving stable equilibrium, regular threshold and edge
state, singular limit threshold and quasithreshold, moving threshold and mov-
ing edge state, and threshold instability. Note that those concepts are associated
with the frozen system (1.2). Most importantly, we focus on two types of thresh-
olds including the regular thresholds and quasithresholds in the frozen system.
Then the actual R-tipping thresholds in the nonautonomous system are related to
those regular thresholds or quasithresholds in the frozen system. For the types of
R-tipping, we distinguish irreversible and reversible R-tipping, and furthermore
give testable criteria for R-tipping to happen.
Chapter 4: Canonical examples of R-tipping are designed and analysed here, to
showcase different R-tipping mechanisms. The design is guided by several prop-
erties including the system dimension and timescales, the types of thresholds
(regular thresholds vs. quasithresholds), and the types of R-tipping (reversible
vs. irreversible). We propose a bottom-up approach of R-tipping analysis in prac-
tice to cover theses properties and highlight different characteristics. By those
canonical examples, we illustrate how to calculate the R-tipping thresholds cor-
responding to the prescribed concepts in Chapter 3. Specifically, R-tipping due to
regular thresholds is analysed in terms of connecting orbits in the compactified
system, and R-tipping thresholds are identified as the stable manifold of the R-
tipping edge state. The singular R-tipping thresholds are calculated in terms of
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folded singularities through desingulariation and identified as the singular canard
trajectories with the relevant folded singularities as the singular R-tipping edge
states. R-tipping quasithresholds are identified as nonsingular canard trajectories
without any R-tipping edge state. In particular, we demonstrate numerically that,
forward threshold instability is sufficient but not necessary for R-tipping to occur
in two- and higher-dimensional systems. This is in contrast to one-dimensional
systems, where forward threshold instability is both sufficient and necessary for
R-tipping.
We finish with a summary in Chapter 5, and add the following three manuscripts
that include some work of this thesis.
(i) Sebastian Wieczorek, Chun Xie, and Peter Ashwin. Rate-Induced Tipping:
Thresholds, Edge States and Testable Criteria [63].
(ii) Sebastian Wieczorek, Chun Xie, and Chris K.R.T. Jones. Compactification
for Asymptotically Autonomous Dynamical Systems: Theory, Applica-
tions and Invariant Manifolds, arXiv:2001.08733 [math.DS], 2020
https://arxiv.org/abs/2001.08733 [64].
(iii) Chun Xie and Sebastian Wieczorek. Rate-Induced Tipping: Canonical
Examples, Connecting Orbits and Canards [65].
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Chapter 2
Compactification
The toy model of R-tipping from Chapter 1 shows that a suitable phase-space
compactification can simplify R-tipping analysis in terms of new equilibrium points
and heteroclinic connections between two saddles. In this chapter, we develop
a compactification framework for asymptotically autonomous differential equa-
tions in more general and rigorous setting. We consider a nonautonomous exter-
nal input  (t), where the independent variable t can be time or space, and is not
limited to the application in R-tipping analysis. Then, we discuss the implemen-
tation of the general compactification framework in R-tipping analysis.
2.1 Introduction
Let U and V be open subsets U ™ Rn and V ™ Rd. Consider a nonlinear nonau-
tonomous differential equation
dx
dt
:= x˙ = f(x, (t)), (2.1)
with the dependent state variable x œ U , independent variable t œ R, C1-smooth
nonautonomous term   : R æ V , and C1-smooth vector field f : U ◊ V æ U .
For an arbitrary  (t), the theory of nonautonomous dynamical systems [53] sum-
marises work on the problem, discusses useful concepts such as pullback attrac-
tors, and gives some very general results on attraction and stability. The main
obstacle to the analysis of nonautonomous system (2.1) is the absence of com-
pact invariant sets such as equilibria, limit cycles or tori. This obstacle becomes
evident when the system is augmented with ‹ = t as an additional dependent
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variable to obtain the usual autonomous extended system1
x˙ = f(x, (‹)),
‹˙ = 1,
(2.2)
that is defined on the phase space U ◊ R, which is an open subset of Rn+1.
2.1.1 Basic setting
The key point of this work is that one can make further progress on the problem
if  (t) limits to a constant as t tends to positive or negative infinity. Specifically,
Definition 2.1.1. We say  (t) is bi-asymptotically constant with future limit  +
and past limit  ≠ if
lim
tæ±Œ (t) =  
± œ Rd.
We say  (t) is asymptotically constant if it has a future limit but not necessarily a
past limit, or if it has a past limit but not necessarily a future limit.
The main simplification is that nonautonomous system (2.1) becomes asymp-
totically autonomous in the terminology of [66]:
f(x, (t))æ f(x, +) as tæ +Œ, or f(x, (t))æ f(x, ≠) as tæ ≠Œ,
and we can define the autonomous future limit system
x˙ = f(x, +), (2.3)
or the autonomous past limit system
x˙ = f(x, ≠). (2.4)
The autonomous dynamics of the future (2.3) or past (2.4) limit systems will
typically include compact invariant sets. However, the flow of (2.1) does not
contain the autonomous dynamics of (2.3) or (2.4) because it only appears as
tæ +Œ or ≠Œ.
We develop a framework that overcomes the main obstacle and uses the au-
tonomous dynamics and compact invariant sets of the future limit system (2.3) or
the past limit system (2.4) to analyse the nonautonomous system (2.1). Specif-
1 We note that in the special case  (t) is generated by a known set of autonomous ODEs, say
 ˙ = g( ), the original system can be augmented with   to obtain x˙ = f(x, ),  ˙ = g( ), that is
defined on U ◊ V ™ Rn+d and increases the dimension of the vector field by d. This extended
system will normally include compact invariant sets, but may be impractical for analysis if d is
large and is not always possible to obtain.
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ically, we bring together the nonautonomous system (2.1), the future limit sys-
tem (2.3) and/or the past limit system (2.4) into one C1-smooth and autonomous
compactified system. The compactification approach presented in this paper is
akin to the Poincaré-type phase-space compactification (of the x-dimensions) that
enables analysis of dynamical behaviour at infinity [67, 68, 69, 70, 71, 72], col-
lisions in many-body problems [73], higher-codimension bifurcations [74] and
canard solutions in slow-fast systems [75, 76, 77, 78, 79] via blow up of singu-
larities of vector fields. The main difference between our work and these stud-
ies is that we compactify the augmented ‹-dimension, but not necessarily the
x-dimensions. As this cannot be achieved for any asymptotically constant  (t),
we derive optimal conditions on  ˙(t) that allow us to perform the compactifica-
tion. In analysis of asymptotically autonomous ODEs [66], our compactification
provides a new tool that complements existing approaches based on pullback at-
tractors [80, 81] and asymptotic equivalence of the nonautonomous system and
autonomous limit systems [82, 83].
2.1.2 Motivating examples
Our work is directly motivated by a range of problems from applications that can
be fitted into the framework of Eq. (2.1) with asymptotically constant  (t), and
become simpler to analyse after compactification.
2.1.2.1 Analysis of pullback attractors
Consider a nonautonomous dynamical system (2.1) with time t and asymptoti-
cally constant  (t) with a past limit
 (t)æ  ≠ as tæ ≠Œ,
and refer to [53, Ch.3] for the notion of a local pullback attractor. Each asymp-
totically stable compact invariant set ÷≠ for the past limit system (2.4) can be
related to a local pullback attractor of the nonautonomous system (2.1) as shown
in [44, Th.2.2] and [55, Th.II.2]. When embedded in the extended phase space
of a compactified system, ÷≠ gains one repelling direction and becomes a saddle.
Thus, the pullback attractor of (2.1) associated with ÷≠ is transformed into the
unstable or centre invariant manifold of ÷≠ in the compactified system. Relating
pullback attractors to unstable invariant manifolds in the spirit of [84] gives an
alternative approach to the existing nonautonomous stability theory [53], and
may facilitate analysis of the nonautonomous problem.
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2.1.2.2 Theory of rate-induced instabilities
A nonlinear nonautonomous dynamical system (2.1) with time t and bi-asympto-
tically constant
 (t) =  (rt)æ ⁄± œ Rd as tæ ±Œ,
is often used to describe nonlinear dynamics of open systems subject to finite-
time external disturbances, growing or decaying external trends, or simply time-
varying external inputs  (rt). A rate-induced instability known as R-tipping oc-
curs when the ‘rate’ r > 0 of the external input exceeds some critical value and
the system transitions to a different state [24, 18, 9, 51, 59, 85, 86, 13, 63, 65].
The instability is of great interest to natural scientists but cannot, in general,
be explained using the traditional (i.e. autonomous) bifurcation analysis of the
frozen autonomous system
x˙ = f(x,⁄),
with a fixed in time input parameter ⁄. In a suitable compactified system, the R-
tipping problem can be transformed into a connecting heteroclinic orbit problem,
which facilitates both numerical computations [65] and the derivation of rigorous
criteria for R-tipping [63]. Here, the closure of an image of  (t) has an important
meaning: it is a parameter path in the multi-dimensional parameter space V ™ Rd
of the frozen system that is traced out by the time-varying external input.
2.1.2.3 Existence of nonlinear wave solutions
For the inhomogeneous wave equation with a potential V(x) on Rn:
 xu+ f(u) + V(x)u = 0,
spherically symmetric solutions satisfy the semilinear elliptic boundary value
problems (BVPs), where r > 0 is the radial direction [87, 88]:
urr +
n≠ 1
r
ur + f(u) + V(r)u = 0, limræ0 ur(r) = 0,limræ+Œ u(r) = 0.
(2.5)
If the potential V(r) is asymptotically constant with a future limit2, the BVP (2.5)
fits naturally into the framework of (2.1). More precisely, by using r as the in-
dependent variable and introducing v(r) = ur(r) as an additional dependent
variable so that
x(r) =
Qa u(r)
v(r)
Rb and
2This includes the special case V(r) = 0.
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 (r) =
Qa  1(r)
 2(r)
Rb =
Qa (≠n+ 1)/r
≠V(r)
Rbæ
Qa 0
≠V+
Rb as r æ +Œ,
we can rewrite (2.5) as
xÕ = f(x, (r)) =
Qa v
 1(r)v +  2(r)u≠ f(u)
Rb , limræ0 v(r) = 0,
limræ+Œ u(r) = 0,
where Õ = d/dr, and f(0) = 0.
The future limit system corresponds to the problem with constant potential
and is easily analysed as a Hamiltonian system in the plane [87]. The analysis
reveals a saddle equilibrium ÷+ at the origin. The full BVP is then solved by
finding appropriate trajectories on the stable or centre-stable invariant manifold
of ÷+ when embedded in the extended phase space of the compactified system.
There are a number of other examples of compactification used for the study of
nonlinear waves, such as the lens transform [89, Ch.2], which is a special case of
pseudoconformal compactification [90] for the nonlinear Schrödinger equation.
2.2 Compactification
The aim of this section is to reformulate nonautonomous system (2.1) into an
autonomous system so that:
• The new system contains the flow and compact invariant sets of the future
limit system (2.3) and/or the past limit system (2.4).
• The dimension of the vector field increases by one, indpendently of the
dimension and monotonicity of the nonautonomous term  (t).
We show that this can be achieved under quite general assumptions on  (t) by
augmenting system (2.1) with s = g(t) depicted in Fig. 2.1 as an additional
dependent variable. In other words, instead of having a problem with the ad-
ditional dimension being unbounded as in the usual extended system (2.2), we
augment system (2.1) so that the additional dimension becomes a compact inter-
val. Specifically, we:
(i) Restrict to asymptotically and bi-asymptotically constant  (t).
(ii) Compactify the real t-line into the compact s-interval [≠1, 1] if  (t) is bi-
asymptotically constant.
(iii) Compactify the half t-line [t≠,+Œ) into the compact s-interval [s≠, 1] if  (t)
is asymptotically constant with a future limit, or compactify the half t-line
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s = g(t)
t
1
 1
s = g(t)
t
1
s 
t 
s = g(t)
t
 1
s+
t+
(a) (b) (c)
Figure 2.1: Examples of the coordinate transformation s = g(t) from (a) As-
sumption 2.2.1, (b) Assumption 2.2.2 and (c) Assumption 2.2.3.
(≠Œ, t+] into the compact s-interval [≠1, s+] if  (t) is asymptotically con-
stant with a past limit.
2.2.1 Two-sided compactification for bi-asymptotically constant
 (t)
In this section, we reformulate nonautonomous system (2.1) with a bi-asymptotic-
ally constant  (t) into a compactified system that is autonomous and contains the
flow and compact invariant sets of the future (2.3) and past (2.4) limit systems.
This is achieved via two-sided compactification that uses the coordinate transfor-
mation s = g(t) depicted in Fig. 2.1(a). More precisely, we assume
Assumption 2.2.1. A coordinate transformation s = g(t) maps the real t-line onto
the finite s-interval (≠1, 1), is at least C2-smooth, bi-asymptotically constant with
future limit 1 and past limit ≠1, and strictly increasing with vanishing first deriva-
tive as tæ ±Œ:
g : Ræ (≠1, 1), g œ CkØ2, lim
tæ±Œ g(t) = ±1,
g˙(t) > 0 for t œ R and lim
tæ±Œ g˙(t) = 0. (2.6)
Note 2.2.1. In practice, we introduce compactification parameter(s) that control
the rate/order of asymptotic decay of g(t), and work with parametrised coordinate
transformations in Sec. 2.4. The dependence on the compactification parameter(s)
does not affect and is thus left out of general statements of this section.
2.2.1.1 Compactified system: transformation conditions
Compactification is a three-step process. The first step is to make the additional
dimension bounded by augmenting the asymptotically autonomous system (2.1)
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with s = g(t) as an additional dependent variable
x˙ = f(x, (g≠1(s))), (2.7)
s˙ = g˙
1
g≠1(s)
2
, s(t0) = g(t0) (2.8)
where t = h(s) := g≠1(s) is the inverse coordinate transformation. Since the
practical implementation of the compactification requires the inverse coordinate
transformation, we reformulate (2.7)–(2.8) in terms of h(s) alone:
x˙ = f(x, (h(s))), (2.9)
s˙ = “(s), (2.10)
where “(s) = g˙(h(s)) = 1/hÕ(s) is the augmented component of the vector field,
˙ = d/dt, and Õ = d/ds. System (2.9)–(2.10) is defined on U ◊ (≠1, 1), which
is an open subset of Rn+1. The second step is to make the s-interval closed by
including s = ±1 (t = ±Œ) and extending the augmented by (2.10) vector field
to {s = ±1}:
f(x, (h(s))) =
Y___]___[
f(x, (h(s))) for s œ (≠1, 1),
f(x, ≠) for s = ≠1,
f(x, +) for s = 1,
(2.11)
“(s) =
Y][ 1/hÕ(s) for s œ (≠1, 1),0 for s = ±1. (2.12)
This gives an autonomous compactified system (2.9)–(2.12) that is defined on
the extended phase space U ◊ [≠1, 1]. Most importantly, subspaces {s = 1} and
{s = ≠1} are flow-invariant and carry the autonomous dynamics and compact
invariant sets of the future (2.3) and past (2.4) limit systems, respectively. How-
ever, it is not generally guaranteed that the extended vector field is differentiable
at the added invariant subspaces {s = 1} and {s = ≠1}. The third step is to give
testable criteria for the extended vector field to be continuously differentiable:
Lemma 2.1. (Transformation Conditions.) Consider a nonautonomous system (2.1)
with C1-smooth f and  , and bi-asymptotically constant  (t). For a chosen coor-
dinate transformation g(t) from Assumption 2.2.1, the ensuing compactified sys-
tem (2.7)–(2.12) is C1-smooth on U ◊ [≠1, 1] if and only if
lim
tæ±Œ
 ˙(t)
g˙(t) exist, (2.13)
lim
tæ±Œ
g¨(t)
g˙(t) exist. (2.14)
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 (t)
t
 +
  
 (h(s)) =  (t)
s = g(t)
1
-1
 +
  
g˙(t)
t
 (s) = g˙(t)
s = g(t)
1-1
(a) (b)
(c) (d)
Figure 2.2: (a)–(b) Example of transformation-induced loss of differentiability
of  (h(s)) at s = ±1 when condition (2.13) is violated. (c)–(d) Example of “(s)
that is non-differentiable at s = ±1 when condition (2.14) is violated.
The proof of Lemma 2.1 is given in Sec. 2.2.1.3. The one-dimensional exam-
ple from Fig. 2.2 gives insight into transformation conditions (2.13) and (2.14),
which ensure differentiability of  (h(s)) and “(s), respectively, at s = ±1. The
slope of  (h(s)) in Fig. 2.2(b) is given by d /ds = d /dg =  ˙/g˙. Thus, the
derivative of  (h(s)) becomes undefined at s = ±1 if  ˙(t) does not limit to
zero or if  ˙(t) limits to zero slower than g˙(t) as t æ ±Œ. (We give optimal
conditions on the asymptotic decay of  ˙(t) in Sec. 2.2.1.2.) In other words,
violating condition (2.13) causes transformation-induced loss of differentiabil-
ity of  (h(s)) at s = ±1. Similarly, the slope of “(s) in Fig. 2.2(d) is given by
d“/ds = ds˙/ds = dg˙/dg = g¨/g˙. Thus, the derivative of “(s) becomes undefined
at s = ±1 if g¨(t) does not limit to zero or if g¨(t) limits zero slower than g˙(t)
as t æ ±Œ. In other words, violating condition (2.14) gives “(s) that is non-
differentiable at s = ±1. To gain insight into what types of coordinate transfor-
mation from Assumption 2.2.1 are excluded by transformation condition (2.14),
consider
g(t) ≥
Y][ 1≠ exp (≠tn) as tæ +Œ,≠1 + exp (≠(≠t)n) as tæ ≠Œ,
for n > 0, with
lim
tæ±Œ
g¨(t)
g˙(t) = ûn limtæ±Œ(±t)
n≠1 =
Y___]___[
ûŒ if n > 1,
û1 if n = 1,
0 if 0 < n < 1.
Thus, transformation condition (2.14) excludes transformations g(t) with super-
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exponential asymptotic decay3. This can be understood intuitively via behaviour
near invariant subspaces: solutions of ODEs cannot approach invariant subspaces
faster than exponentially unless they blow up and cease to exist.
The extended vector field (2.11)–(2.12) shows that the practical implemen-
tation of the compactification requires the inverse coordinate transformation
t = h(s) rather than s = g(t). Therefore, we express the two transformation
conditions from Lemma 2.1 in terms of h(s).
Lemma 2.2. Consider a coordinate transformation s = g(t) from Assumption 2.2.1.
Then, the limits in transformation conditions (2.13) and (2.14) from Lemma 2.1
can be given in terms of s and the inverse h(s) := g≠1(s):
lim
tæ±Œ
 ˙(t)
g˙(t) = limsæ±1û
d
ds
 (h(s)), (2.15)
lim
tæ±Œ
g¨(t)
g˙(t) = ≠ limsæ±1û
hÕÕ(s)
(hÕ(s))2
. (2.16)
The proof of Lemma 2.2 is given in Sec. 2.2.1.3. We discuss further conse-
quences of the two-sided compactification in Sec. 2.3.
2.2.1.2 Compactified system: reference envelopes and existence criteria
Here we derive optimal criteria on  ˙(t) that guarantee a suitable coordinate
transformation g(t) can be found to perform the compactification. The deriva-
tion of the existence criteria is guided by the observation that typical examples
of bi-asymptotically constant  (t) have two additional and desirable properties.
Firstly,  ˙(t) limits to zero as t tends to positive and negative infinity. Secondly,
the asymptotic approach of  ˙(t) towards zero is not slower than the asymptotic
approach of  (t) towards  ±.
However,  (t) æ  ± œ Rd does not imply  ˙(t) æ 0 in general, meaning that
there exist ‘pathological’ examples of  (t) æ  ± whose derivatives do not have
a future or past limit, or tend to zero arbitrarily slowly as t tends to positive or
negative infinity. One example are damped oscillations with increasing frequency,
where the frequency increase ‘beats’ the amplitude decay. For example,  (t) ≥
sin(t2)/t as t æ +Œ has a future limit but its first derivative  ˙(t) ≥ 2 cos(t2) ≠
sin(t2)/t2 does not. Another example is depicted in Fig. 2.3 where  (t) æ  +
but  ˙(t) may not have a future limit or may approach zero arbitrarily slowly.
Conversely,  ˙(t) æ 0 as t æ ±Œ does not imply  (t) æ  ± œ Rd either. For
example,  (t) ≥ ln(t) as t æ +Œ does not have a future limit even though its
3 Transformations g(t) that decay faster than any exponential function.
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A˙(t)
 ˙(t)
tn n+1 n+2 n+3
Figure 2.3: Consider C1 bumps of equal amplitudes whose (shaded) areas form
a convergent series as t æ +Œ. Then,  ˙(t) is set to consist of such bumps
with bump amplitudes remaining constant or decaying arbitrarily slowly to zero
as t æ +Œ. Since the total area below  ˙(t) is finite by construction, we have
 (t) æ  + œ R as t æ +Œ in spite of the envelope A˙(t) remaining constant or
decaying arbitrarily slowly to zero.
first derivative  ˙(t) ≥ 1/t limits to zero.
To discuss ‘normal’ examples of bi-asymptotically constant  (t) it is conve-
nient to work with a monotone envelope of  ˙(t), denoted by A˙(t) as depicted
in Fig. 2.3, and ask about the slowest-decaying A˙(t)æ 0 so that A(t) has a future
and past limits. Formulating this question in terms of the integral
lim
tæ+ŒA(t) =
⁄ Œ
t0
A˙(µ) dµ = A+ œ R, (2.17)
shows that such slowest-decaying envelope does not exist: given any A˙(t) æ 0
that satisfies (2.17) for some t0 œ R, one can construct a slower-decaying one
that also satisfies (2.17). Nonetheless, it is possible to work with a parametrised
family of envelopes that satisfy (2.17) and can be chosen to decay sufficiently
slowly for the problem at hand. Specifically, we consider
A(t,m) = ≠ 1lnm(|t|) ,
together with its derivative
A˙(t,m) =
A
t lnm(|t|)
mŸ
k=1
lnk(|t|)
B≠1
, (2.18)
where |t| > expm≠2(e), m œ N is any non-negative integer, lnm denotes a compo-
sition on m logarithmic functions, and sgn(t) is the sign function.
Definition 2.2.1. We call A˙(t,m) the parametrised reference envelope.
The reference envelope formula (2.18) looks rather technical but one can gain
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further insight by writing out examples of A and A˙ with m = 2 that are defined
for |t| > e:
A(t, 2) = ≠ 1ln(ln(|t|) and A˙(t, 2) =
1
t ln(|t|) (ln(ln(|t|)))2 .
More generally, one can verify the following properties
A˙(t,m)
Y][ > 0 for t > expm≠2(e)< 0 for t < expm≠2(e) , limtæ±Œ A˙(t,m) = 0 and limtæ±ŒA(t,m) = 0.
(2.19)
We now use the reference envelope concept and restrict to ‘normal’ examples
of asymptotically constant  (t) to ensure the existence of a continuously differ-
entiable compactified system.
Definition 2.2.2. We call a bi-asymptotically constant  (t) normal if there is an m
such that
lim
tæ±Œ
 ˙(t)
A˙(t,m)
exist. (2.20)
We call an asymptotically constant  (t) normal if one of the limits in (2.20) exists.
Theorem 2.3. (Existence of a C1-smooth Compactified System.) Consider a
nonautonomous system (2.1) with C1-smooth f and  . If  (t) is normal bi-asymp-
totically constant then there exists a coordinate transformation s = g(t) from As-
sumption 2.2.1 such that the compactified system (2.7)–(2.12) is C1-smooth on
U ◊ [≠1, 1].
In other words, the normal bi-asymptotic constant  (t) condition (2.20) gives
sufficient existence criteria that are both optimal and easily testable. To be more
precise, the criteria are optimal in the sense that they eliminate ‘pathological’
bi-asymptotically constant  (t), but still allow super-exponential, exponential,
algebraic, logarithmic or even sub-logarithmic decay of  (t). The proof of Theo-
rem 2.3 is given in Sec. 2.2.1.3.
2.2.1.3 Proofs of Lemma 2.1, Lemma 2.2 and Theorem 2.3
Proof of Lemma 2.1
Starting with Eqs. (2.7)–(2.8), rewrite the extended vector field (2.11)–(2.12) in
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terms of g≠1(s):
f(x, (g≠1(s))) =
Y___]___[
f(x, (g≠1(s))) for s œ (≠1, 1),
f(x, ≠) for s = ≠1,
f(x, +) for s = 1,
(2.21)
“(s) =
Y][ g˙ (g≠1(s)) for s œ (≠1, 1),0 for s = ±1. (2.22)
C1-smoothness of the extended vector field (2.21)–(2.22) on U ◊ (≠1, 1) follows
from C1-smoothness of f on U , C1-smoothness of   on R, and C2-smoothness
of g on R, and C2-smoothness of g≠1 on (≠1, 1) which follows from the gen-
eralised inverse function theorem [91, 92, 93]. What needs to be examined is
C1-smoothness of the extended vector field at the added right and left invariant
subspaces {s = ±1}.
It follows from Definition 2.1.1, from Assumption 2.2.1 that  (g≠1(s)) and
g˙ (g≠1(s)) are continuous at s = ±1:
lim
sæ±1û
g≠1(s) = lim
sæ±Œ t, (2.23)
lim
sæ±1û
 (g≠1(s)) = lim
tæ±Œ (t) =  
± =  (g≠1(±1)),
lim
sæ±1û
“(s) = lim
sæ±1û
g˙(g≠1(s)) = lim
tæ±Œ g˙(t) = 0 = “(±1).
Thus, the extended vector field is continuous on U ◊ [≠1, 1]. The first derivative
of the extended vector field is continuous at {s = ±1} if the left- and right-sided
limits sæ ±1û exist for all first-order partial derivatives. To check this, consider
the Jacobian of the extended vector field
J(x, s) =
Qcca
1
ˆf
ˆx
2
n◊n
1
ˆf
ˆs
2
n◊1
(0)1◊n
1
d“
ds
2
1◊1
Rddb , (2.24)
where the subscripts indicate the size of the matrix components of J(x, s), use the
chain rule and (g≠1(s))Õ = 1/g˙(g≠1(s)), which follows from the inverse function
theorem, to obtainA
ˆf
ˆs
B
n◊1
=
A
ˆf
ˆ 
B
n◊d
A
d
ds
 (g≠1(s))
B
d◊1
=
A
ˆf
ˆ 
B
n◊d
1
 ˙(g≠1(s))(g≠1(s))Õ
2
d◊1
=
A
ˆf
ˆ 
B
n◊d
A
 ˙(g≠1(s))
g˙(g≠1(s))
B
d◊1
. (2.25)
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d
ds
“(s) = g¨(g≠1(s))(g≠1(s))Õ = g¨(g
≠1(s))
g˙(g≠1(s)) . (2.26)
It follows from the continuity of  (g≠1(s)) at s = ±1 that both (ˆf/ˆx)n◊n and
(ˆf/ˆ )n◊d are continuous at s = ±1. It follows from Eqs. (2.23) and (2.25)
that (ˆf/ˆs)n◊1 is continuous at s = ±1 if and only if the first transformation
condition (2.13) is satisfied. It follows from Eqs. (2.23) and (2.26) that the
Jn+1,n+1 component of the Jacobian is continuous at s = ±1 if and only if the
second transformation condition (2.14) is satisfied. Thus, the first derivative of
the extended vector field is continuous on U◊[≠1, 1] if and only if transformation
conditions (2.13) and (2.14) are satisfied.
Proof of Lemma 2.2
It follows from Assumption 2.2.1 and from a generalised inverse function theo-
rem [91, 92, 93] that h(s) exists and is at least C2-smooth for s œ (≠1, 1), and
hÕ(s) = 1/g˙(h(s)). Then, we can use the chain rule and Eq. (2.23) to give the limits
in condition (2.13) in terms of h(s):
lim
tæ±Œ
 ˙(t)
g˙(t) = limsæ± 1û
 ˙(h(s))
g˙(h(s)) = limsæ± 1û  ˙(h(s))h
Õ(s) = lim
sæ± 1û
d
ds
  (h(s)) .
Differentiating g (h(s)) = s twice with respect to s shows that
g˙(h(s))hÕ(s) = 1,
g¨(h(s)) (hÕ(s))2 + g˙(h(s))hÕÕ(s) = 0,
which gives
g¨(h(s))
g˙(h(s)) = ≠
hÕÕ(s)
(hÕ(s))2
.
Thus, we can use Eq. (2.23) to give the limits in condition (2.14) in terms of h(s):
lim
tæ±Œ
g¨(t)
g˙(t) = limsæ±1û
g¨(h(s))
g˙(h(s)) = ≠ limsæ±1û
hÕÕ(s)
(hÕ(s))2
.
Proof of Theorem 2.3
Use the parametrised reference envelope from Definition 2.2.1 to construct a parametrised
coordinate transformation g(m) : Ræ (≠1, 1) that is at least C2-smooth, strictly in-
creasing and
g(m)(t) ≥
Y][ 1 + A(t,m) as tæ +Œ,≠1≠ A(t,m) as tæ ≠Œ.
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It follows from the asymptotic properties of A(t,m) that
lim
tæ±Œ g(m)(t) = ±1 and limtæ±Œ g˙(m)(t) = 0.
Thus, g(m)(t) satisfies Assumption 2.2.1 by construction. By Definition 2.2.2, for
any normal bi-asymptotically constant  (t) there is an m such that
lim
tæ±Œ
 ˙(t)
g˙(m)(t)
= ± lim
tæ±Œ
 ˙(t)
A˙(t,m)
,
exist, meaning that g(m)(t) satisfies the first transformation condition (2.13) by
construction. Finally, one can verify by induction that
lim
tæ±Œ
g¨(m)(t)
g˙(m)(t)
= lim
tæ±Œ
A¨(t,m)
A˙(t,m)
= 0,
for any non-negative m œ N, meaning that g(m)(t) satisfies the second transforma-
tion condition (2.14) by construction. It then follows from Lemma 2.1 that the
extended vector field (2.11)–(2.12) is C1-smooth on U ◊ [≠1, 1].
2.2.2 One-sided compactification for asymptotically constant
 (t)
Here we discuss briefly two one-sided subcases of the two-sided compactification
from Sec 2.2.1. The discussion does not require new analysis, but might be helpful
to readers interested in problems with asymptotically constant  (t). For asymptot-
ically constant  (t) with a future limit, we reformulate the nonautonomous sys-
tem (2.1) into a compactified system that is autonomous and contains the flow and
compact invariant sets of the future limit system (2.3). This is achieved via one-
sided compactification that uses the coordinate transformation s = g(t) depicted in
Fig. 2.1(b). For asymptotically constant  (t) with a past limit, we reformulate the
nonautonomous system (2.1) into a compactified system that is autonomous and
contains the flow and compact invariant sets of the past limit system (2.4). This
is achieved via one-sided compactification that uses the coordinate transformation
s = g(t) depicted in Fig. 2.1(c).
2.2.2.1 Right-sided compactification
Consider nonautonomous system (2.1) with asymptotically constant  (t) with fu-
ture limit  +, and assume that
Assumption 2.2.2. A coordinate transformation s = g(t) maps the half t-line
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[t≠,+Œ) onto the finite s-interval [s≠, 1), is at least C2-smooth, asymptotically con-
stant with future limit 1, and strictly increasing with vanishing first derivative as
tæ +Œ:
g : [t≠,+Œ)æ [s≠, 1), g œ CkØ2, lim
tæ+Œ g(t) = 1,
g˙(t) > 0 for t Ø t≠ and lim
tæ+Œ g˙(t) = 0. (2.27)
Then consider the following autonomous compactified system
x˙ = f(x, (h(s))), (2.28)
s˙ = “(s), (2.29)
f(x, (h(s))) =
Y][ f(x, (h(s))) for s œ [s≠, 1),f(x, +) for s = 1, (2.30)
“(s) =
Y][ 1/hÕ(s) for s œ [s≠, 1),0 for s = 1, (2.31)
that is defined on the extended phase space U ◊ [s≠, 1] with flow-invariant subspace
{s = 1} that carries the autonomous dynamics and compact invariant sets of the
future limit system (2.3).
Lemma 2.1, Lemma 2.2 and Theorem 2.3 apply to compactified system (2.28)–
(2.31) after we leave out the limits tæ ≠Œ (sæ ≠1) and replace: “bi-asymptotically
constant” with “asymptotically constant with a future limit”, “compactified sys-
tem (2.7)–(2.12)” with “compactified system (2.28)–(2.31)”, “phase space U ◊
[≠1, 1]” with “phase space U◊[s≠, 1]” and “Assumption 2.2.1” with “Assumption 2.2.2”.
2.2.2.2 Left-sided compactification
Similarly, consider nonautonomous system (2.1) with asymptotically constant  (t)
with past limit  ≠, and assume that
Assumption 2.2.3. A coordinate transformation s = g(t) maps the half t-line
(≠Œ, t+] onto the finite s-interval (≠1, s+], is at least C2-smooth, asymptotically
constant with past limit ≠1, and strictly increasing with vanishing first derivative
as tæ ≠Œ:
g : (≠Œ, t+]æ (≠1, s+], g œ CkØ2, lim
tæ≠Œ g(t) = ≠1,
g˙(t) > 0 for t Æ t+ and lim
tæ≠Œ g˙(t) = 0. (2.32)
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Then consider the following autonomous compactified system
x˙ = f(x, (h(s))), (2.33)
s˙ = “(s), (2.34)
f(x, (h(s))) =
Y][ f(x, (h(s))) for s œ (≠1, s+],f(x, ≠) for s = ≠1, (2.35)
“(s) =
Y][ 1/hÕ(s) for s œ (≠1, s+],0 for s = ≠1, (2.36)
that is defined on the extended phase space U◊[≠1, s+] with flow-invariant subspace
{s = ≠1} that carries the autonomous dynamics and compact invariant sets of the
past limit system (2.4).
Lemma 2.1, Lemma 2.2 and Theorem 2.3 apply to compactified system (2.33)–
(2.36) after we leave out the limits tæ +Œ (sæ 1) and replace: “bi-asymptotically
constan” with “asymptotically constant with a past limit”, “compactified system (2.7)–
(2.12)” with “compactified system (2.33)–(2.36)”, “phase space U ◊ [≠1, 1]” with
“phase space U ◊ [≠1, s+]” and “Assumption 2.2.1” with “Assumption 2.2.3”.
2.3 Compactified system dynamics
Given a nonautonomous system (2.1) with a bi-asymptotically constant  (t), we can
relate the dynamics of the future limit system (2.3) and the past limit system (2.4)
on the one hand, and the C1-smooth compactified system (2.7)–(2.12) on the other.
Specifically, we focus on the extrapolation of dynamical structure from (one of) the
limit systems (2.3) or (2.4).
Remark 2.3.1. In the compactified system (2.7)–(2.12), the time evolution of s(t)
is not influenced by the time evolution of x(t). Owing to this skew-product structure:
(i) Any compact invariant set for the future limit system (2.3) gains one attracting
direction, and any compact invariant set for the past limit system (2.4) gains
one repelling direction in the extended phase space of (2.7)–(2.12), in the
sense of monotone increasing s(t):
s˙(t) = g˙(t) > 0,
which follows Eq. (2.8).
(ii) A regular compact invariant set 4 of one of the limit systems can be viewed as
4A compact invariant set is regular if the full Lyapunov spectrum exists.
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gaining an additional Lyapunov exponent 5 when emebedded in the extended
phase space. The additional Lyapunov exponent quantifies linear stability in
the s-direction, is independent of x, and is given by the (n + 1, n + 1)-th el-
ement of the Jacobian (2.24) or by the limit in the second transformation
condition (2.14):
l±s =
d
ds
“(s)
-----
s=±1
= ≠ h
ÕÕ(s)
(hÕ(s))2
-----
s=±1
= lim
tæ±Œ
g¨(t)
g˙(t) , (2.37)
where the second equality follows from Lemma 2.2. We note that l±s is zero
when g(t) decays slower than exponentially; see Corollaries 2.4 and 2.5 ahead.
(iii) The Lyapunov vector corresponding to l±s is independent of x. The vector is
normal to {s = ±1} if the top n elements in last column of the Jacobian (2.24)
are zero or if the first transformation condition (2.13) is zero
ˆf
ˆs
-----
s=±1
= ˆf
ˆ 
-----
s=±1
d
ds
 (h(s))
-----
s=±1
= ˆf
ˆ 
-----
s=±1
lim
tæ±Œ
 ˙(t)
g˙(t) = 0,
where the second equality follows from Lemma 2.2.
2.3.1 Attractors, repellers, and invariant manifolds
In the particular case of an attractor in the future limit system (and a repeller in
the past limit system), this can be stated more topologically. We say that a compact
invariant set A is an attractor if it is the Ê-limit set of a neighborhood of itself, i.e.,
there is an open set D with A µ D, so that Ê(D) = A. With the notation that
Â(t, y0) is the flow evolution for time t of the initial condition y0, which also applies
to a set of initial conditions Â(t,D) = {Â(t, y) : y œ D}, the Ê≠limit set is given by:
Ê(D) =
‹
T>0
{Â(t,D) : t > T},
where S denotes the closure of S. Similarly, the –-limit set is given by
–(D) =
‹
T<0
{Â(t,D) : t < T},
and a set A is a repeller if it is the –-limit set of a neighborhood of itself. If A µ {s =
1} is an attractor for the future limit system (2.3), then it is also an attractor for
the compactified system (2.7)–(2.12) when considered in the extended phase space.
Similarly, if A µ {s = ≠1} is a repeller for the past limit system (2.4), then it is a
5Referred to as the normal Lyapunov exponent in the terminology of [94].
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repeller for (2.7)–(2.12) when considered in the extended phase space.
In the following, it will be important to distinguish between the stable set and
stable manifold of a compact invariant set (similarly unstable set and manifold).
Let Â(t, y0) be the flow evolution for time t of the initial condition y0. For any
compact invariant set A, we define its stable set ws(A) and unstable set wu(A):
ws(A) = {y : Ê(y) ™ A}, wu(A) = {y : –(y) ™ A}.
The extra condition for the stable manifold is that the decay is exponential, i.e., the
stable manifold W s(A) and unstable manifold W u(A) are given by
W s(A) = {y œ ws(A) : d(Â(y, t), A) Æ Ke—t, for some K > 0, — < 0 and all t > 0},
W u(A) = {y œ wu(A) : d(Â(y, t), A) Æ Ke—t, for some K > 0, — > 0 and all t < 0}.
The distance function d is between a point and a set, and is the greatest lower bound
in the Euclidean distance between the point on the trajectory and any point in the
set A:
d(Â(y, t), A) = inf
xœA ÎÂ(y, t)≠ xÎ.
We will also need local versions of the above sets/manifolds. Based on an open
superset N of a compact invariant set A, we define the local stable set of A:
wsloc(A) = {y : y œ ws(A) and Â(y, t) œ N for all t > 0},
and a local stable manifold of A:
W sloc(A) = {y : y œ W s(A) and Â(y, t) œ N for all t > 0}.
The local unstable set of A, denoted wuloc(A), and the local unstable manifold of A,
denoted W uloc(A), are defined similarly for t < 0.
Due to the possibility that l±s = 0, we need to consider compact invariant sets
with centre directions, and from now we focus on equilibria, denoted as ÷. The
corresponding invariant manifolds cannot be described in terms of decay rates so
straightforwardly. They are characterised as the graphs of functions over the rel-
evant subspaces from the linearised system. Specifically, let Ec, Es and Eu be the
subspaces based at ÷ and spanned by the sets of eigenvectors corresponding to cen-
tre (zero real-part) eigenvalues, stable (negative real-part) eigenvalues and unstable
(positive real-part) eigenvalues, respectively. They are referred to as the centre (Ec),
stable (Es) and unstable (Eu) eigenspaces, and are invariant under the linearised
system at ÷.
Rate-induced Critical Transitions 31 Chun Xie
2. COMPACTIFICATION 2.3 Compactified system dynamics
A (local) centre manifold is given as the graph of a Lipschitz function hc that is
tangential to Ec at ÷ and flow-invariant relative to some chosen neighborhood N of
the equilibrium ÷. More precisely,
W cloc(÷) = {gr(hc) where hc : Ec flN æ Es ü Eu}.
The (local) centre-stable manifold is defined similarly, as the graph of a Lipschitz
function hcs that is tangential to Ec ü Es at ÷ and flow-invariant relative to some
chosen neighborhood N of the equilibrium ÷:
W csloc(÷) = {gr(hcs) where hcs : Ec ü Es flN æ Eu}.
and W csloc(÷) is tangential to Ec ü Es at ÷ and invariant relative to N .
In general, neither the centre nor centre-stable manifold are unique in that there
may well be other functions whose graphs satisfy the tangency conditions and are
invariant relative to N with the corresponding domains and ranges.
2.3.2 Dynamics from the future limit system
Of particular interest in both the R-tipping and nonlinear wave problems mentioned
in Sec.2.1.2 is the situation where a hyperbolic saddle equilibrium, denoted ÷+, is
present for the future limit system. In the extended phase space of the compactified
system, this saddle becomes
÷˜+ = (÷+, 1).
If the decay of  ˙(t) to zero as t æ +Œ is exponential or faster, then it is possible
to construct a transformation s = g(t) [e.g. (2.41)] so the saddle gains an expo-
nentially stable direction and remains hyperbolic with a higher-dimensional stable
manifold when embedded in the extended phase space of (2.7)–(2.12); see Corol-
lary 2.4. In this case, it follows from the stable manifold theorem that
W s(÷˜+) = ws(÷˜+).
However, this may not be true in general.
An interesting situation occurs when the decay of  ˙(t) is slower than exponential.
In this case, the saddle gains a neutrally stable center direction when embedded in
the extended phase space of (2.7)–(2.12), meaning that W s(÷˜+) ”= ws(÷˜+) because
W s(÷˜+) µ {s = 1}; see Corollary 2.5 and Fig. 2.4(a)–(b). Nonetheless, we can form
a local center-stable manifoldW csloc based on some neighborhood N of ÷˜+. Because of
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(a) x˙ = f(x, +)
⌘+
W s(⌘+)
x1
x2
(b)
x˙ = f(x, (h(s))
s˙ =  (s)
{s = 1}
x1
x2
s
⌘˜+
W cs(⌘˜+)
(c) x˙ = f(x,  )
⌘ 
x1
x2
(d)
x˙ = f(x, (h(s))
s˙ =  (s)
⌘˜ 
W c(⌘˜ )
{s =  1}
x1
x2
s
Figure 2.4: (a) A hyperbolic saddle ÷+ for the future limit system (2.3) gains
a neutrally stable center direction and becomes (b) a non-hyperbolic saddle
÷˜+ = (÷+, 1) in the extended phase space of the compactified system (2.7)–
(2.12). (c) A hyperbolic stable focus ÷≠ for the past limit system (2.4) gains
a neutrally unstable center direction and becomes (d) a non-hyperbolic saddle-
focus ÷˜≠ = (÷≠,≠1) with one-dimensional center manifold in the extended phase
space of (2.7)–(2.12).
the special structure inherent in the compactified system, s(t) tends monotonically
to 1, W csloc(÷˜+) is forward invariant by construction, and one can show that [64]:
W csloc(÷˜+) = wsloc(÷˜+).
2.3.3 Dynamics from the past limit system
Analogues discussion can be given for the past limit. Of particular interest in the
pullback attractor and R-tipping problems mentioned above is the situation where a
hyperbolic sink is present for the past limit system. In the extended phase space of
the compactified system, this sink becomes
÷˜≠ = (÷≠,≠1).
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If the decay of  ˙(t) to zero as tæ ≠Œ is exponential or faster, then it is possible to
construct a transformation s = g(t) [e.g. (2.41)] so the sink gains an exponentially
unstable direction and becomes a hyperbolic saddle with a one-dimensional unstable
manifold in the extended phase space of (2.7)–(2.12); see Corollary 2.4. In this case,
it follows from the stable manifold theorem that
W u(÷˜≠) = wu(÷˜≠).
However, this may not be true in general.
An interesting situation occurs when the decay of  ˙(t) is slower than exponential.
In this case the sink gains a neutrally unstable center direction when embedded in the
extended phase space of (2.61)–(2.12), meaning that W u(÷˜≠) ”= wu(÷˜≠) because
W u(÷˜≠) = ÿ; see Corollary 2.5 and Fig. 2.4(c)–(d). Nonetheless, we can work with
a local center manifold W cloc based on some neighborhood N of ÷˜≠. Because of the
special structure inherent in the compactified system, s(t) tends monotonically to ≠1
as tæ ≠Œ, W cloc(÷˜≠) is backward invariant, and one can show that [64]:
W cloc(÷˜≠) = wuloc(÷˜≠).
2.3.4 Applications
The key point of this section is that relations between nonautonomous and com-
pactified system dynamics can be used to simplify analysis of the nonautonomous
system (2.1) as follows:
(i) Unlike the original system (2.1), the compactified system (2.7)–(2.12) is au-
tonomous and may contain compact invariant sets ÷˜+ µ {s = 1} or ÷˜≠ µ
{s = ≠1}.
(ii) The spatial or temporal variation of the nonautonomous term  (t) becomes in
a certain sense ‘encoded’ in the geometric shape of the stable (or centre-stable)
invariant manifold W s(÷˜+) or the unstable (or center) invariant manifold
W u(÷˜≠) in the extended phase space of (2.7)–(2.12).
(iii) Solutions to nonautonomous system (2.1) that remain bounded as t tends to
positive infinity are contained in the stable (or center-stable) invariant mani-
fold W s(÷˜+) in the extended phase space of (2.7)–(2.12). For example, if ÷˜+
is a saddle, then W s(÷˜+) may form the R-tipping threshold in the R-tipping
problem, or contain the family of wave solutions in the nonlinear wave prob-
lem.
Solutions to nonautonomous system (2.1) that remain bounded as t tends to
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negative infinity are contained in the unstable (or center) invariant manifold
W u(÷˜≠) in the extended phase space of (2.7)–(2.12). For example, if ÷≠ is
asymptotically stable, thenW u(÷˜≠) contains local pullback attractors of (2.1).
Solutions to (2.1) that remain bounded as t tends to positive and negative
infinity are transformed into connecting heteroclinic orbits from ÷˜≠ to ÷˜+ in
the extended phase space of (2.7)–(2.12). For example, difficult to pin down
nonautonomous instabilities in (2.1), such as R-tipping, become codimension-
one heteroclinic connections in the extended phase space.
We believe the results above for equilibria also hold for more complicated compact
invariant sets ÷± of the limit systems such as periodic orbits or tori.
2.4 Examples of parametrised compactification
In this section we construct actual examples of coordinate transformations g(t) that
are useful in practice. This raises the problem of the ‘rate’ of compactification rel-
ative to the rate of asymptotic decay of  (t). To address this issue, we introduce
compactification parameters and work with parametrised compactifications. The
additional freedom acquired in parametrisation of g(t) allows us to:
(i) Fulfill the compactification conditions (2.13)–(2.14) by a suitable choice of
the compactification parameter(s).
(ii) Control the direction of the additional Lyapunov vector transverse to invariant
subspaces {s = ±1} to facilitate analysis.
What is more, we consider different types of asymptotic decay of g(t) giving rise to
different behaviour of s(t) near {s = ±1}.
2.4.1  -compactification
In some cases, the compactification transformation can be constructed in terms of
(one component of) the nonautonomous term  (t) œ Rd itself; see [18, 43] for
examples. Let  ˙(t) = ( ˙1(t), . . . ,  ˙d(t)) be ordered such that  ˙1(t) does not decay
faster than the other components
lim
tæ±Œ
 ˙i(t)
 ˙1(t)
= L± œ R for i = 2, . . . , d.
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We can construct a coordinate transformation (2.6) in terms of  1(t):
g(t) = 2 1(t)≠  
+
1 ≠  ≠1
 +1 ≠  ≠1
, (2.38)
if  1(t) satisfies Assumption 2.2.1 with future limit  +1 and past limit  ≠1 . One can
verify that such g(t) satisfies the first transformation condition (2.13):
lim
tæ±Œ
 ˙i(t)
g˙(t) =
Y][ ( 
+
1 ≠  ≠1 )/2 ”= 0 for i = 1,
( +1 ≠  ≠1 )/2 ”= 0 or 0 for i = 2, . . . , d,
and satisfies the second transformation condition (2.14):
lim
tæ±Œ
g¨(t)
g˙(t) = limtæ±Œ
 ¨1(t)
 ˙1(t)
,
if  1(t) satisfies (2.14). Similarly, one can construct a coordinate transforma-
tion (2.27):
g(t) =  1(t)≠  1(0) +1 ≠  1(0)
, (2.39)
if  1(t) satisfies Assumption 2.2.2 with future limit  +1 , or a coordinate transforma-
tion (2.32):
g(t) = ≠ 1(t)≠  1(0) ≠1 ≠  1(0)
, (2.40)
if  1(t) satisfies Assumption 2.2.3 with past limit  ≠1 .
For example, one can use g(t) = tanh(t) if  1(t) = tanh(t). This approach can be
extended to certain non-monotone  (t) if they can be expressed in terms of mono-
tone functions. For example, one can also use g(t) = tanh(t) if  1(t) = sech(t) =Ò
1≠ tanh2(t).
Constructing g(t) in terms of  1(t) is not always possible, for example it does
not work for non-monotone  1(t). When it is possible, it has certain limitations.
For example, there may be no algebraic formula for the inverse h(s) required for
the augmented component (2.8) of the vector field. To facilitate numerical analysis,
one may wish to work with transverse eigenvectors that are normal to invariant sub-
spaces {s = ±1}, which does not occur typically for a  -compactification because the
Jacobian (2.24) is not block-diagonal. Therefore, more universal compactification
transformations will be required in general.
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2.4.2 Exponential compactification
Guided by Assumption 2.2.1 and Lemma 2.1, we construct an example of a parametrised
coordinate transformation (2.6) with exponential asymptotic decay in the form
s = g(–)(t) = tanh
3
–t
2
4
, t = h(–)(s) =
1
–
ln 1 + s1≠ s, (2.41)
where the compactification parameter – > 0 parametrises the rate of exponential
decay of g˙(–)(t).
One can verify that this transformation satisfies Assumption 2.2.1 and the second
transformation condition (2.14):
lim
tæ±Œ
g¨(–)(t)
g˙(–)(t)
= ≠– lim
tæ±Œ tanh
3
–t
2
4
= û–. (2.42)
The augmented component “(–)(s) of the vector field is obtained by computing and
then inverting dh(–)/ds, so that the compactified system (2.7)–(2.10) becomes
x˙ = f(x, (h(–)(s))),
s˙ = –2
1
1≠ s2
2
.
Z_^
_\ (2.43)
We then examine properties of (2.43) with dependence on – and the asymptotic
decay of  ˙(t).
Corollary 2.4. (Compactification for  ˙(t) with exponential or faster decay.) Con-
sider a nonautonomous system (2.1) with C1-smooth f and  , and bi-asymptotically
constant  (t). Moreover, suppose there is a fl > 0 such that
lim
tæ±Œ
 ˙(t)
eûflt
exist. (2.44)
Then, given the coordinate transformation (2.41) with any – œ (0, fl], the ensuing
autonomous compactified system (2.43) is C1-smooth on the extended phase space
U ◊ [≠1, 1]. The distance between any trajectory of (2.43) and {s = ±1} decays
exponentially as tæ ±Œ.
In other words, regular compact invariant sets for the limit systems gain one
non-zero Lyapunov exponent (2.42) when embedded in the extended phase space
of (2.43), but (2.43) requires exponentially or faster decaying  ˙(t) to be C1-smooth.
Proof. Given (2.44), it follows from the asymptotic properties of g˙(–)(t):
g˙(–)(t) ≥ 2– eû–t as tæ ±Œ, (2.45)
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and from the algebraic limit theorem
lim
tæ±Œ
 ˙(t)
g˙(–)(t)
= lim
tæ±Œ
 ˙(t)
eûflt
eûflt
g˙(–)(t)
= lim
tæ±Œ
 ˙(t)
eûflt
lim
tæ±Œ
eûflt
g˙(–)(t)
= 12– limtæ±Œ
 ˙(t)
eûflt
lim
tæ±Œ e
û(fl≠–)t, (2.46)
that the first transformation condition (2.13) is satisfied if 0 < – Æ fl. It follows
from (2.42) that the second transformation condition (2.14) is satisfied if – > 0.
It then follows from Lemma 2.1 that the compactified system (2.43) is C1-smooth
on the extended phase space U ◊ [≠1, 1] for any 0 < – Æ fl.
The Hausdorff semi-distance d(p(t), S±) between the point p(t) = (x(t), s(t))
on a trajectory and invariant subspace S± = {(x, s) : s = ±1} in the extended
phase space is the distance between s(t) and ±1. Thus, exponential decay of
d(p(t), S±) follows from exponential approach of s(t) towards ±1 as tæ ±Œ:
d(p(t), S±) = inf
yœS±
Îp(t)≠ yÎ = 1û s(t) = 2
e±–t + 1 .
Similarly, one can discuss one-sided subcases of the two-sided compactification
above using parametrised coordinate transformation (2.27) with exponential de-
cay in the form
s = g(–)(t) = 1≠ e≠–t, t = h(–)(s) = ≠ 1– ln(1≠ s), (2.47)
or parametrised coordinate transformation (2.32) with exponential decay in the
form
s = g(–)(t) = ≠1 + e–t, t = h(–)(s) = 1– ln(1 + s). (2.48)
2.4.3 Algebraic compactification
Guided by Assumption 2.2.1 and Lemma 2.2, construct an inverse of parametrised
compactification transformation (2.6) with algebraic asymptotic decay in the form
akin to stereographic projection
t = h(–)(s) =
s
(1≠ s2) 1– , (2.49)
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where the compactification parameter – > 0 parametrises the order of algebraic
decay of g˙(–)(t). There is no formula for the corresponding compactification trans-
formation s = g(–)(t) in the general case – > 0. However, there is one in the
special case – = 1:
s = g(t) = ≠1 +
Ô
1 + 4t2
2t , t = h(s) =
s
1≠ s2 . (2.50)
One can use Lemma 2.2 to verify that transformation (2.49) satisfies Assump-
tion 2.2.1 and the second transformation condition (2.14):
lim
tæ±Œ
g¨(–)(t)
g˙(–)(t)
= ≠ lim
sæ±1
d2h(–)/ds2
(dh(–)/ds)2
= ≠ lim
sæ±1
(1≠ s2) 1– (2(2≠ –)s3 + 6–s)
[–(1≠ s2) + 2s2]2 = 0, (2.51)
The augmented component “(–)(s) of the vector field is obtained by computing
and then inverting dh(–)/ds, so that the compactified system (2.7)–(2.8) becomes
x˙ = f(x, (h(–)(s))),
s˙ = –(1≠ s
2)1+ 1–
–(1≠ s2) + 2s2 .
Z__^
__\ (2.52)
We then examine properties of (2.52) with dependence on – and the asymptotic
decay of  ˙(t).
Corollary 2.5. (Compactification for  ˙(t) with algebraic or faster decay.) Con-
sider a nonautonomous system (2.1) with C1-smooth f and  , and bi-asymptotically
constant  (t). Moreover, suppose there is an m > 1 such that
lim
tæ±Œ
 ˙(t)
t≠m
exist. (2.53)
Then, given the coordinate transformation (2.49) with any – œ (0,m ≠ 1], the
ensuing autonomous compactified system (2.52) is C1-smooth on the extended phase
space U ◊ [≠1, 1]. The distance between any trajectory of (2.52) and {s = ±1}
decays algebraically (i.e. slower than exponentially) as tæ ±Œ.
In other words, algebraically (or faster) decaying  ˙(t) is sufficient for (2.52) to
be C1-smooth, but regular compact invariant sets for the limit systems gain one
zero Lyapunov exponent (2.51) when embedded in the extended phase space
of (2.52).
Proof. Given (2.53), it follows from the asymptotic properties of h(–)(t) and from
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the algebraic limit theorem
lim
tæ±Œ
 ˙(t)
g˙(–)(t)
= lim
tæ±Œ
 ˙(t)
t≠m
t≠m
g˙(–)(t)
= lim
tæ±Œ
 ˙(t)
t≠m
lim
tæ±Œ
t≠m
g˙(–)(t)
= lim
tæ±Œ
 ˙(t)
t≠m
lim
sæ±1
(h(–)(s))≠m
“(–)(s)
= lim
tæ±Œ
 ˙(t)
t≠m
lim
sæ±1
1
–sm
1
–(1≠ s2)m≠1– + 2s2(1≠ s2)m≠1≠––
2
, (2.54)
that the first transformation condition (2.13) is satisfied if both (1 ≠ s2) terms
above have non-negative powers, or if 0 < – Æ m ≠ 1. It follows from (2.51)
that the second transformation condition (2.14) is satisfied if – > 0. It then
follows from Lemma 2.1 that the compactified system (2.52) is C1-smooth on the
extended phase space U ◊ [≠1, 1] for any 0 < – Æ m≠ 1.
The Hausdorff semi-distance d(p(t), S±) between a point p(t) = (x(t), s(t)) on
a trajectory and invariant subspace S± = {(x, s) : s = ±1} in the extended phase
space is the distance between s(t) and ±1. Thus, algebraic decay of d(p(t), S±)
follows from algebraic approach of s(t) towards ±1 as tæ ±Œ:
d(p(t), S±) = inf
yœS±
Îp(t)≠ yÎ = 1û s(t).
Similarly, one can discuss one-sided subcases of the two-sided compactifica-
tion above using parametrised inverse coordinate transformation (2.27) with al-
gebraic decay in the form
t = h(–)(s) =
s
(1≠ s) 1– , (2.55)
with the special case – = 1:
s = g(t) = t1 + t , t = h(s) =
s
1≠ s, (2.56)
or parametrised inverse coordinate transformation (2.32) with algebraic decay
in the form
t = h(–)(s) =
s
(1 + s) 1–
, (2.57)
with the special case – = 1:
s = g(t) = t1≠ t , t = h(s) =
s
1 + s. (2.58)
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2.4.4 Other compactification types and asymptotic decay lim-
itations
The previous sections discuss suitable candidates for parametrised coordinate
transformations g(–)(t) whose derivatives g˙(–)(t) have the same rates of exponen-
tial (2.41) or algebraic (2.49) decay as t æ +Œ and t æ ≠Œ. Transformations
with other types of asymptotic decay, or with different types or rates of asymp-
totic decays as tæ +Œ and tæ ≠Œ are also possible, although there are limita-
tions imposed by the second compactification condition (2.14). While coordinate
transformations with super-exponential decay are excluded by condition (2.14)
as explained below Lemma 2.1, transformations with slower than algebraic decay
are allowed by condition (2.14); see for example the (sub)logarithmic transfor-
mation g(m)(t) in the proof of Theorem 2.3 in Sec. 2.2.1.3,
In case of bi-asymptotically constant  (t) whose derivative  ˙(t) has the same
type and rate of asymptotic decay as t æ +Œ and t æ ≠Œ, the natural choice
is transformation (2.6) whose derivative g˙(–)(t) also has one type and rate of
asymptotic decay and satisfies the second compactification condition (2.14). The
first transformation condition (2.13) is then satisfied if – can be chosen so that
the asymptotic decay of g˙(–)(t) is not faster than the asymptotic decay of  ˙(t).
In case of bi-asymptotically constant  (t) whose derivative  ˙(t) has different
types or rates of asymptotic decay as t æ +Œ and t æ ≠Œ, there are differ-
ent options. The simplest option is transformation (2.6) whose derivative g˙(–)(t)
has one type and rate of asymptotic decay and satisfies the second compacti-
fication condition (2.14). Another option is transformation (2.6) that, unlike
examples (2.41) and (2.49), has the same type but different rates of asymptotic
decays as t æ +Œ and t æ ≠Œ. For example, transformation (2.41) can be
generalised to
t = h(–≠,–+)(s) =
1
–≠
ln(1 + s)≠ 1
–+
ln(1≠ s), (2.59)
where the compactification parameters –≠ and –+ > 0 parametrise the rates of
exponential decay of g˙(–≠,–+)(t) as tæ ≠Œ and tæ +Œ, respectively. Similarly,
transformation (2.49) can be generalised to
t = h(–≠,–+)(s) =
s
(1 + s)
1
–≠ (1≠ s) 1–+
, (2.60)
where –≠ and –+ > 0 parametrise the orders of algebraic decay of g˙(–≠,–+)(t)
as t æ ≠Œ and t æ +Œ, respectively. Yet another option is a ‘hybrid’ trans-
formation (2.6) that, unlike examples (2.59) and (2.60), has different types of
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asymptotic decays as t æ +Œ and t æ ≠Œ. For each option, the first transfor-
mation condition (2.13) is satisfied if the compactification parameter(s) can be
chosen so that the asymptotic decays of g˙(–)(t) are not faster than the correspond-
ing asymptotic decays of  ˙(t).
2.5 Compactification in R-tipping analysis
In the previous sections of this chapter we described the general compactifica-
tion formalism. Here, we want to adapt the general formalism to the R-tipping
problem:
x˙ = f(x, (rt)),
which corresponds to system (2.1) with
 (t) =  (rt),
where we introduced the ‘rate’ parameter r > 0. In other words, we reformulate
some of the statements to account for the explicit dependence on r. To be more
precise, for the general setting, we have the nonautonomous term  (t), coordi-
nate transformation s = g(–)(t), inverse transformation t = h(–)(s) := g≠1(–)(s), and
the augmented component “(–)(s) of the vector field as follows:
 (t)æ  ± œ Rd as tæ ±Œ,
s = g(–)(t),
t = h(–)(s) := g≠1(–)(s),
“–(s) = 1/hÕ(–)(s).
For the setting in R-tipping analysis, we introduce slightly modified versions of
the above:
 (t) =  (rt)æ ⁄± œ Rd as tæ ±Œ,
s = g(–)(t) = g˜(–)(rt),
rt = h˜(–)(s) := g˜≠1(–)(s) ∆ t =
h˜(–)(s)
r
,
“˜(–) = 1/h˜Õ(–)(s).
The main difference is that now, in addition to the compactification parameter –,
the compactification transformation depends on the ‘rate’ r. In line with the pre-
vious sections, we leave out the dependence on the compactification parameter –
in general statements, but include it for the actual examples of compactification.
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Moreover, to avoid repetitions, we focus on two-sided compactification only.
Then, g(–)(t) in Assumption 2.2.1 is replaced with g˜(–)(rt), and the autonomous
compactified system (2.7)-(2.12) becomes
x˙ = f(x, (h˜(s))), (2.61)
s˙ = r“˜(s), (2.62)
f(x, (h˜(s))) =
Y___]___[
f(x, (h˜(s))) for s œ (≠1, 1),
f(x,⁄≠) for s = ≠1,
f(x,⁄+) for s = 1,
(2.63)
“˜(s) =
Y][ 1/h˜Õ(s) for s œ (≠1, 1),0 for s = ±1. (2.64)
The main point is that the compactified system (2.61)-(2.64) is in the form of a
singularly perturbed slow-fast system [95] with a slow variable s, small param-
eter r, and a natural singular limit s˙ æ 0 as r æ 0. This means that  (h˜(s))
becomes an additional parameter when r = 0, and the problem reduces to the
frozen system
x˙ = f(x,⁄).
The first (2.13) and second (2.14) transformation conditions from Lemma 2.1
hold for  (rt) and g˜(rt). The first condition (2.15) from Lemma 2.2 holds for
h˜(s), but an extra r factor appears in the second condition (2.16) from Lemma 2.2:
lim
tæ±Œ
¨˜g(rt)
˙˜g(rt) = ≠r limsæ±1û
h˜ÕÕ(s)1
h˜Õ(s)
22 . (2.65)
The ‘normal’ bi-asymptotically constant condition from Definition 2.2.2 applies
to  (rt) and Theorem 2.3 holds without any modification. Most importantly,
the proofs of Lemma 2.1, Lemma 2.2, and Theorem 2.3 remain valid for r > 0.
Again, to avoid repetitions, we leave out the details of the proofs in terms of the
modified quantities, and highlight the examples of compactification in R-tipping
analysis in the following sections.
2.5.1  -compactification
Corresponding to  -compactification in Sec. 2.4.1, by substitution of  (t) =  (rt),
under the similar setting, we have  -compactification in R-tipping analysis.
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2.5.2 Exponential compactification
In R-tipping analysis, we construct a parametrised coordinate transformation
g˜(–)(rt) with exponential decay in the form
s = g˜(–)(rt) = tanh
3
–rt
2
4
, rt = h˜(–)(s) =
1
–
ln 1 + s1≠ s. (2.66)
One can verify that this transformation satisfies Assumption 2.2.1 and the second
transformation condition (2.14):
lim
tæ±Œ
¨˜g(–)(rt)
˙˜g(–)(rt)
= ≠–r lim
tæ±Œ tanh
3
–rt
2
4
= û–r. (2.67)
The augmented component “˜(–)(s) of the vector field is obtained by computing
1/h˜Õ(s), so that the compactified system (2.61)–(2.62) becomes
x˙ = f(x, (h˜(–)(s))),
s˙ = r –2
1
1≠ s2
2
.
Z_^
_\ (2.68)
Since r affects the rate of exponential decay, we need to reformulate Corol-
lary 2.4:
Corollary 2.6. Consider a nonautonomous system (1.3) with C1-smooth f and  ,
r > 0, and bi-asymptotically constant  (rt). Moreover, suppose there is a fl˜ > 0 such
that
lim
tæ±Œ
 ˙(rt)
eûfl˜rt
exist. (2.69)
Then, given the coordinate transformation (2.66) with any – œ (0, fl˜], the ensuing
autonomous compactified system (2.68) is C1-smooth on the extended phase space
U ◊ [≠1, 1]. The distance between any trajectory of (2.68) and {s = ±1} decays
exponentially as tæ ±Œ.
In other words, compact invariant sets for the limit systems gain one non-
zero and r-dependent Lyapunov exponent (2.67) in the extended phase space
of (2.68), but (2.68) requires exponentially or faster decaying  ˙(rt) to be C1-
smooth. We leave out the proof here as it is similar to the proof of Corollary 2.4.
2.5.2.1 Exponential decay with oscillation
Given an asymptotically constant  (rt) with exponential decay, the exponen-
tial coordinate transformation (2.66) for compactification is a natural choice,
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although a slower-decaying coordinate transformation (e.g. algebraic, logarith-
mic or sub-logarithmic) would also be suitable.
Let’s consider a class of asymptotically constant  (rt) with monotone exponen-
tial decay
 (rt) ≥ e≠brt, as tæ +Œ, (2.70)
where b is a positive constant, and choose the exponential coordinate transfor-
mation. According to Corollary 2.6, the corresponding compactified system is
continuously differentiable on the extended phase space if
0 < – Æ b.
Now consider a class of asymptotically constant  (rt) with oscillations and expo-
nentially decaying amplitude
 (rt) ≥ e≠brt cosÊt, as tæ +Œ, (2.71)
where Ê is the angular oscillation frequency. To check condition (2.69) from Corol-
lary 2.6 we obtain
lim
tæ+Œ
 ˙(rt)
e≠fl˜rt
= ≠ lim
tæ+Œ e
≠(b≠fl˜)rt (br cosÊt+ Ê sinÊt) , (2.72)
which exists if 0 < fl˜ < b. It then follows from Corollary 2.6 that the cor-
responding compactified system is continuously differentiable on the extended
phase space if
0 < – < b.
A comparison between the allowed range of – for (2.70) and (2.71) reveals
that an asymptotically constant  (rt) with a monotone exponential decay at the
rate br admits a marginally faster-decaying exponential transformation g˜(rt) than
a  (rt) with an oscillatory exponential decay at the same rate br.
2.5.3 Algebraic compactification
In R-tipping analysis, we construct a parametrised inverse transformation h˜(–)(rt)
with algebraic asymptotic decay in the form
rt = h˜(–)(s) =
s
(1≠ s2) 1– . (2.73)
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One can verify that transformation (2.73) satisfies Assumption 2.2.1 and the sec-
ond transformation condition (2.65):
lim
tæ±Œ
¨˜g(–)(rt)
˙˜g(–)(rt)
= ≠r lim
sæ±1
d2h˜(–)/ds2
(dh˜(–)/ds)2
= ≠r lim
sæ±1
(1≠ s2) 1– (2(2≠ –)s3 + 6–s)
[–(1≠ s2) + 2s2]2 = 0. (2.74)
The augmented component “˜(–)(s) of the vector field is obtained by computing
1/h˜Õ(s), so that the compactified system (2.61)–(2.62) becomes
x˙ = f(x, (h˜(–)(s))),
s˙ = r –(1≠ s
2)1+ 1–
–(1≠ s2) + 2s2 .
Z__^
__\ (2.75)
Since r does not affect the order of algebraic decay, there is no need to reformu-
late Corollary 2.5. We simply replace  (t) with  (rt) and restate the result
Corollary 2.7. Consider a nonautonomous system (1.3) with C1-smooth f and  ,
r > 0, and bi-asymptotically constant  (rt). Moreover, suppose there is an m > 1
such that
lim
tæ±Œ
 ˙(rt)
t≠m
exist. (2.76)
Then, given the coordinate transformation (2.73) with any – œ (0,m ≠ 1], the
ensuing autonomous compactified system (2.75) is C1-smooth on the extended phase
space U ◊ [≠1, 1]. The distance between any trajectory of (2.75) and {s = ±1}
decays algebraically (i.e. slower than exponentially) as tæ ±Œ.
In other words, algebraically (or faster) decaying  ˙(rt) is sufficient for (2.75)
to be C1-smooth, but compact invariant sets for the limit systems gain one zero
Lyapunov exponent (2.74) in the extended phase space of (2.75). We leave out
the proof here as it is similar to the proof of Corollary 2.5.
2.5.3.1 Algebraic decay with oscillation
Given an asymptotically constant  (rt) with algebraic decay, the algebraic coor-
dinate transformation (2.73) for compactification is a natural choice, although a
slower-decaying coordinate tranformation (e.g. logarithmic or sub-logarithmic)
would also be suitable.
Let’s consider a class of asymptotically constant  (rt) with monotone algebraic
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decay
 (rt) ≥ 1(rt)b≠1 , as tæ +Œ, (2.77)
where b > 2, and choose the algebraic coordinate transformation. According to
Corollary 2.7, the corresponding compactified system is continuously differen-
tiable on the extended phase space if
0 < – Æ b≠ 1.
Now consider a class of asymptotically constant  (rt) with oscillations and
algebraically decaying amplitude
 (rt) ≥ 1(rt)b≠1 cosÊt, as tæ +Œ, (2.78)
where Ê is the angular oscillation frequency. To check condition (2.76) from Corol-
lary 2.7 we obtain
lim
tæ+Œ
 ˙(rt)
t≠m
= ≠ lim
tæ+Œ r
1≠b 1tm≠b(≠1 + b) cosÊt+ tm≠b+1Ê sinÊt2 , (2.79)
which exists if 0 < m < b ≠ 1. It then follows from Corollary 2.7 that the cor-
responding compactified system is continuously differentiable on the extended
phase space if
0 < – Æ m≠ 1 < (b≠ 1)≠ 1,
or if
0 < – < b≠ 2.
A comparison between the allowed range of – for (2.77) and (2.78) reveals
that an asymptotically constant  (rt) with a monotone algebraic decay of the
order (b ≠ 1) admits a noticeably faster-decaying (with one-order difference) al-
gebraic transformation g˜(rt) than a  (rt) with an oscillatory algebraic decay of
the same order (b≠ 1).
2.5.4 Other compactification types
In R-tipping analysis, the other types of compactification, and the choices of co-
ordinate transformations in practice are in line with those of the general form of
compactitifcation, which we discussed in Sec. 2.4.4.
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Chapter 3
Basic Concepts and Simple
R-tipping Criteria
The goal of this chapter is to use certain properties of the frozen system (1.2)
to give simple and testable criteria for R-tipping in the original nonautonomous
system (1.3). Specifically, we introduce the main concepts of thresholds and
edge states and define the key property of threshold instability in the frozen
system (1.2). Then, we define the phenomenon of R-tipping and give testable
criteria for R-tipping to occur in the nonautonomous system (1.3). This chapter
builds on and extends the previous work of Wieczorek, Ashwin, Perryman et
al. [24, 18, 51, 44], and forms the basis for our R-tipping analysis.
3.1 Setting
In Chapter 2, we introduce compactification techniques, which are designed for
systems (1.3) with “normal" (bi-)asymptotically constant external input  (rt) de-
fined in Definition 2.2.2. As a result, we always consider such external inputs1 in
our R-tipping analysis, even though such external inputs are not required under
certain circumstances; see Section 4.6.
Assuming that  (rt) is asymptotically constant, we can define the autonomous
future limit system
x˙ = f(x,⁄+), (3.1)
and (if the past limt exists) the autonomous past limit system
x˙ = f(x,⁄≠), (3.2)
1The setting of a“normal” (bi-)asymptotically constant external input  (rt) is required when
a compactification is needed in the process of R-tipping analysis.
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which are special examples of the frozen system (1.2). The aim is to use the
autonomous dynamics and equilibria of the future limit system (3.1) and (if it
exists) the past limit system (3.2) to analyse R-tipping instabilities in the nonau-
tonomous system (1.3). By doing so we can give easily-testable criteria for R-
tipping in arbitrary dimension.
3.2 Concepts and basic ideas
3.2.1 Parameter path and moving equilibrium
A parameter path P⁄ in the parameter space Rd is traced out by the external input
 (rt). We write S to denote the closure2 of S, and define:
Definition 3.2.1. A parameter path P⁄ µ Rd is a compact set that is the closure of
an image of a continuous function from R to Rd.
Remark 3.2.1. We say an external input  (rt) traces out P⁄ if
P⁄ = { (rt) : t œ R} µ Rd. (3.3)
Note that P⁄ is independent of the rate r. Moreover, the future limit ⁄+ and
(if it exists) the past limit ⁄≠ of  (rt) may correspond to any element of the path
P⁄. In other words, the limits ⁄+ and ⁄≠, need not correspond to the boundaries
of P⁄.
Moreover, we focus on stable equilibria of the frozen system (1.2) that vary
smoothly with ⁄ and do not bifurcate along the chosen parameter path P⁄. More
precisely,
Definition 3.2.2. Consider nonautonomous system (1.3) with some  (rt) that
traces out a path P⁄. Suppose the corresponding frozen system (1.2) has an equilib-
rium e(⁄) that exists continuously for all ⁄ œ P⁄. Then we say e ( (rt)) is a moving
equilibrium. If in addition e(⁄) is a hyperbolic sink for all ⁄ œ P⁄, we say e ( (rt))
is a moving stable equilibrium.
A moving equilibrium is sometimes called a quasistatic equilibrium or an equi-
librium for the frozen system. It depends on f and on the external input  (rt).
If  (rt) is bi-asymptotically constant, we define the future and past limits of the
moving equilibrium
e± := lim
tæ±Œ e( (rt)) = e(⁄
±),
2The smallest closed subset of Rd containing S.
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which are equilibria of the autonomous future (3.1) and past (3.2) limit systems,
respectively.
3.2.2 Thresholds and edge states for frozen systems
R-tipping instabilities in the nonautonomous system can be understood in terms
of certain “thresholds” in the frozen system [18, 44]. Generally, thresholds are
codimension-one orientable invariant manifolds in phase space that are normally
repelling. There are two desired properties of a threshold: their dimension and
orientability allow us to define two sides of a threshold, while the normal re-
pulsion gives qualitatively different behaviour of trajectories started on different
sides of a threshold. Our notion of a regular threshold generalises and unifies the
concepts of “excitability thresholds” for excitable systems [96, 97], and “multi-
basin boundaries” and “edge states” [98, 99, 100] for multistable systems.
As we introduce two types of thresholds, in order to guide readers, we give a
short summary below:
(i) For the frozen system (1.2) with a fixed in time external input  (rt) =
⁄, we distinguish between regular thresholds and quasithresholds, both of
which are denoted as ◊(⁄). The regular threshold has an edge state, defined
in Definition 3.2.4, while the quasithreshold may not have any edge state,
which we need to review in Section 4.6.
(ii) Given thresholds in the frozen system (1.2), and a certain time-dependent
external input  (rt) tracing out the parameter path P⁄, we define moving
thresholds; see Definition 3.2.12. Furthermore, we give the definitions of
threshold instability and forward threshold instability; see Definition 3.3.1
and Definition 3.3.2.
(iii) The main challenge is to pin down the R-tipping thresholds in the nonau-
tonomous system (1.3) as they separate the solutions that R-tip from those
that do not. In Chapter 4, we use the compactification to study R-tipping
thresholds as n-dimensional stable manifolds of a saddle edge state in the
compactified system.
3.2.2.1 Regular thresholds and edge states
In order to define regular thresholds, we recall some properties of invariant man-
ifolds (for a more general discussion, see [101]). A set S œ Rn is an immersed
codimension-one manifold if there is an (n ≠ 1)-dimensional manifold V and a
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smooth map
F : V æ Rn,
such that F (V ) = S and DF (v) has maximal rank at all v œ V . The immersed
manifold S is embedded if F can be chosen such that F is a homeomorphism onto
its image. For the particular case of an embedded codimension-one manifold,
F (V ) = S µ Rn is orientable if there is a smoothly varying unit vector ‹(x)
defined on x œ S that is everywhere normal to the tangent space TxS. Note that
µ œ TxS if and only if ‹(x) · µ = 0. We say an embedded manifold S varies
continuously (or smoothly) with ⁄ if the embedding map F can be chosen to be
continuous (or smooth) in ⁄.
If S is a codimension-one invariant stable manifold of a hyperbolic invariant
set then it is an injectively immersed repelling manifold (e.g. [101]). However, it
may be neither orientable nor embedded. For example, if S is the stable manifold
of a saddle periodic orbit with a real negative Floquet multiplier then it is non-
orientable. If S is contained in a basin boundary then it does form a threshold,
but such a threshold need not be embedded: it may be remarkably complex,
locally disconnected and even fractal in structure; see [102] for a review. In case
S is not embedded, one may be able to restrict to an embedded submanifold of
S, though this is not possible in general.
In this thesis we restrict to regular thresholds in the following sense and leave
all others. More precisely:
Definition 3.2.3. For the n-dimensional frozen system (1.2), a regular threshold is
an orientable codimension-one forward-invariant embedded manifold ◊ µ Rn that
is normally hyperbolic and repelling.
A regular threshold ◊ will typically be contained in the basin boundary of one
or more attractors. However, the two sides of the threshold may lie in the basin of
the same attractor as depicted in Fig. 3.1(a). Moreover, not all points on the basin
boundary need to be in regular thresholds. For example, the regular threshold in
Fig. 3.1(a) is a manifold with boundary that is a source: this is part of the basin
boundary but not the threshold.3
The assumption of forward invariance means that a threshold will contain one
or more invariant sets that are attractors for the flow restricted to the threshold;
see Section 2.3.1 to refer the notion of attractors. If there is more than one such
attractor we can restrict to a smaller threshold that contains just one, and we
3The basin of attraction of the equilibrium e is B(e) = {x : Ê(x) µ e} and its boundary is
B(e) \B(e), where the basin closure is B(e). In general, a codimension-one basin boundary
need not divide the phase space into different basins of attraction. What is more, a basin
boundary need not be connected or even locally connected.
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x1 x1
x2 x2
⌘ = ✓
e1
e2
e1
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(a) (b)
Figure 3.1: Two examples of an edge state ÷ and (blue) the associated regular
threshold ◊ in a two-dimensional frozen system (1.2). (a) A regular threshold
◊ within the stable manifold of the saddle equilibrium ÷. In this case ◊ lies in
the basin boundary of one attractor and the two sides of ◊ are in the basin of
the same attractor e1. Moreover, ◊ is any forward-invariant subset of the stable
manifold of ÷. (b) This regular threshold ◊ is a repelling limit cycle ÷ where ◊ lies
on the basin boundary of two attractors and the two sides of ◊ lie in the basins of
different attractors e1 and e2.
assume this is a hyperbolic invariant set ÷ that is stable within ◊: the assumption
of normal repulsion means there will be a transversely unstable direction. Using
notation inspired by work on fluid instabilities [98, 99, 100], we define a regular
edge state as follows:
Definition 3.2.4. For the n-dimensional frozen system (1.2) we say ÷ is a regular
edge state if it is a compact normally hyperbolic invariant set whose stable manifold
is a regular threshold.
A regular edge state ÷(⁄) may have dimension (n ≠ 1), in which case ÷(⁄) =
◊(⁄), but more generally a regular edge state ÷(⁄)will be of lower dimension than
the threshold ◊(⁄). Typical examples of a regular edge state in two dimensions
are a hyperbolic repelling limit cycle as depicted in Fig. 3.1(b), and a hyperbolic
saddle equilibriumwith a one-dimensional embedded stable manifold as depicted
in Fig. 3.1(a), respectively.
We now relate existing notions of “excitability threshold” for excitable systems
and “multi-basin boundary” for multistable systems as being different kinds of
regular thresholds for regular edge states.
Definition 3.2.5. Suppose that ◊(⁄) is a regular threshold for the frozen system
(1.2) with fixed ⁄.
(i) If ◊(⁄) is contained in the basin boundary of a single attractor, we say that the
frozen system (1.2) is excitable with excitability threshold ◊(⁄).
(ii) If ◊(⁄) is contained in the basin boundary of two or more attractors, we say
that the frozen system (1.2) is multistable with multi-basin boundary ◊(⁄).
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3.2.2.2 Quasithresholds in slow-fast systems
While regular thresholds are typical in the frozen system (1.2), “quasithresholds”
[96] require that the frozen system (1.2) is slow-fast in the sense that its time-
scale separation can be quantified by a small parameter 0 < Á π 1; see [95]
for a recent monograph on such systems. To reveal quasithresholds, the frozen
system (1.2) is reformulated in terms of its fast Y œ Rm and slow Z œ Rn≠m
components of x = (Y, Z) œ Rn, as a (singularly perturbed) slow-fast system, on
two different timescales. For the slow timescale t, we have
Á
dY
dt
= f1(Y, Z,⁄, Á), (3.4)
dZ
dt
= f2(Y, Z,⁄, Á), (3.5)
with ‘slow’ solutions sought in the form of asymptotic expansion in Á:
Y (t, Á) = y(t) + Áy1(t) +O(Á2), Z(t, Á) = z(t) + Áz1(t) +O(Á2). (3.6)
For the fast timescale · = t/Á, we have
dY
d·
= f1(Y, Z,⁄, Á), (3.7)
dZ
d·
= Áf2(Y, Z,⁄, Á), (3.8)
with ‘fast’ solutions also sought in the form of asymptotic expansion in Á:
Y (·, Á) = y(·) + Áy1(·) +O(Á2), Z(·, Á) = z(·) + Áz1(·) +O(Á2). (3.9)
The idea is to examine the slow and fast solutions independently in the singular
limit Á = 0, and use asymptotic matching along with desingularisation and blow-
up [77] to obtain slow-fast composite solutions for Á small but non-zero. Taking
the limit Á æ 0 for the slow time t, which is equivalent to substituting (3.6)
into (3.4)–(3.5) and equating terms O(1) on both sides, gives the frozen slow
subsystem often referred to as the reduced system
dz
dt
= f2(y, z,⁄, 0), (3.10)
that evolves on the (n≠m)-dimensional critical manifold
S0(⁄) = {(y, z) : 0 = f1(y, z,⁄, 0)} . (3.11)
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Similarly, taking the limit Á æ 0 for the fast time · , which is equivalent to sub-
stituting (3.9) into (3.7)–(3.8) and equating terms O(1) on both sides, gives the
frozen fast subsystem often referred to as the layer system
dy
d·
= f1(y, z,⁄, 0), (3.12)
where the slow z-component becomes an additional parameter. Stable parts of
S0(⁄) contain the slow dynamics and stable equilibria e(⁄) of the system. For the
purpose of R-tipping, we are interested in stable parts of S0(⁄) that terminate in
a quadratic (nondegenerate) fold F (⁄) tangent to the fast y-component, where
transitions between the slow and fast dynamics may occur.
A comparison between (3.11) and (3.12) shows that the critical manifold S0(⁄)
consists of all equilibrium points for the frozen fast subsystem (3.12) parametrised
by z. Thus, stable parts of S0 are identified as stable equilibria of the frozen fast
subsystem. What is more, a quadratic fold F (⁄) of S0(⁄) is the union of generic
saddle-node bifurcation points of equilibria (yú(⁄), zú(⁄)) in the n-dimensional
(y, z)-bifurcation diagram for the frozen fast subsystem (3.12). This means that
we can construct a stable set of F (⁄), denoted ws(F (⁄)), as a subset of Rn that
consists of the union of trajectories of the frozen fast subsystem (3.12):
Definition 3.2.6. Consider a slow-fast frozen system (3.4)–(3.5). Suppose a stable
part of a critical manifold S0(⁄) contains a stable equilibrium e(⁄) for the frozen
slow subsystem (3.10), and terminates in a quadratic fold F (⁄) that is tangent
to the fast y-component. We define a singular-limit threshold ◊0(⁄) as a (n ≠ 1)-
dimensional stable set of such F (⁄) in the frozen fast subsystem (3.12):
◊0(⁄) = ws(F (⁄)) =
Ó
(y0, zú(⁄)) œ Rn≠1 : y(·, y0)æ F (⁄) as · æ +Œ
Ô
.
(3.13)
The key result of the geometric singular perturbation theory is that a singular-
limit threshold ◊0(⁄) persists for 0 < Á π 1 as a nearby ◊Á(⁄) of the same di-
mension in the slow-fast frozen system (3.4)–(3.5) [47, 74, 56]. However, for a
single ◊0(⁄) there can be a continuum of ◊Á(⁄) candidates, and hence the name
quasithreshold.
Definition 3.2.7. Suppose the fast frozen subsystem (3.12) has a singular limit
threshold ◊0. We call the corresponding ◊Á in the slow-fast frozen system (3.4)–(3.5)
a quasithreshold if it is not a regular threshold.
Figure 3.2 shows an example of (a) a singular-limit threshold ◊0(⁄) in the fast
frozen subsystem (3.12) that corresponds to either (b) a regular threshold ◊Á(⁄)
or (c) a quasithreshold ◊Á(⁄) in different slow-fast frozen systems (3.4)–(3.5)
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Figure 3.2: (a) Bifurcation diagram for a fast frozen subsystem (3.12) show-
ing the fold point F and the singular limit threshold ◊0. (b) Phase portrait of
a slow-fast frozen system (3.4)–(3.5) where ◊Á is (blue) a single trajectory con-
tained within the stable manifold of saddle ÷. Thus, ◊Á is a regular threshold.
(c) Phase portrait of a different slow-fast frozen system (3.4)–(3.5) where ◊Á is
a continuum of (blue) canard trajectories. Hence the term “quasithreshold”. In
the diagrams, e denotes the stable equilibrium, Sa0 and Sr0 denote the normally
hyperbolic attracting and repelling parts, respectively, of S0 = Sa0 fiF fiSr0 , double
arrows indicate fast solutions and single arrows indicate slow solutions.
that limit to the same fast frozen subsystem. In the slow-fast system from fig-
ure 3.2(b), there is a continuum of canard trajectories that follow the repelling
part of the slow manifold SrÁ . However, only a single (blue) canard trajectory ◊Á
is contained in the stable manifold W s of saddle ÷ and never leaves SrÁ . Thus,
this ◊Á ™ W s (÷) is already captured by the regular threshold definition 3.2.3. In
the other slow-fast system from figure 3.2(c), there is a continuum of (blue) ca-
nard trajectories ◊Á that follow the repelling part of the slow manifold SrÁ . Since
none of these canard trajectories is contained in a repelling limit cycle or a stable
manifold of a saddle equilibrium, we have a quasithreshold.
Remark 3.2.2. In contrast to a regular threshold, a quasithreshold ◊Á need not
be contained within a basin boundary and does not appear to contain any regu-
lar edge state. In other words, initial conditions on both sides of a quasithreshold
will normally be within the basin of attraction of the same attractor. Therefore,
quasithresholds will typically give rise to reversible R-tipping.
3.2.3 R-tipping thresholds, R-tipping edge states, and Com-
pactification
3.2.3.1 Regular R-tipping thresholds and R-tipping edge states
A regular threshold with an edge state ÷(⁄) in the frozen system (1.2) gives rise
to a compact invariant saddle ÷˜+ at {s = 1} in the compactified system (2.61)–
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(2.62). This simplifies analysis of R-tipping because ÷˜+ becomes the R-tipping
edge state and its stable invariant manifold in the compactified phase space be-
comes the R-tipping threshold for the nonautonomous system (1.3). In other
words, the compactification reveals R-tipping thresholds.
The trouble with quasithresholds is that they do not appear to have any obvious
edge states; e.g. compare panels (b) and (c) in Fig. 3.2. Thus, compactification
does not reveal R-tipping quasithresholds in the same way as it reveals regu-
lar R-tipping thresholds. Nonetheless, it turns out that an augmented slow-fast
nonautonomous system can have singular edge states [43]. These singular edge
states, which are not present in the frozen system (1.2), give rise to R-tipping
quasithresholds. Below we explain how the singular edge states come about.
3.2.3.2 R-tipping quasithresholds and singular R-tipping edge-states in slow-
fast systems: Canards and folded singularities
Consider a slow-fast non-autonomous system (1.3), relax the asumption of asymp-
totically constant  (rt), and suppose that the frozen slow-fast system (1.2) has
a quasithreshold. To reveal singular R-tipping edge states and R-tipping qua-
sithresholds it is sufficient to augment the slow-fast nonautonomous system with
an additional dependent variable. The most straightforward approach is to con-
sider the extended slow-fast autonomous system
Á
dY
dt
= f1(Y, Z, (u), Á), (3.14)
dZ
dt
= f2(Y, Z, (u), Á), (3.15)
du
dt
= r, (3.16)
where u = rt œ R becomes an additional slow variable. Note that the com-
pactification discussed in Section 2.5 is a more intricate way of augmenting the
nonautonomous system. Thus, we first discuss R-tipping quasithresholds and sin-
gular R-tipping edge states for the extended slow-fast system above, and then for
the compactified slow-fast system.
To reveal singular R-tipping edge states [43], we concentrate on the slow sub-
system
dz
dt
= f2(y, z, (u), 0), (3.17)
du
dt
= r, (3.18)
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that evolves on the (n≠m+ 1)-dimensional critical manifold
S0 = {(y, z, u) œ Rn ◊ R : 0 = f1(y, z, (u), 0)} . (3.19)
Alternatively, S0 can be defined as the union of all equilibrium points for the fast
subsystem
dy
d·
= f1(y, z, (u), 0), (3.20)
where u and z become additional parameters. Thus, transverse stability of differ-
ent parts of S0 can be determined from the Jacobian Dy(f1) of the fast subsystem
evaluated at S0. Our focus is on trajectories within stable normally hyperbolic
parts of S0 near a quadratic (or nondegenarate) fold F tangent to the fast y-
component of the flow, where the interesting dynamics such as R-tipping occur.
More precisely, we define [58, 103, 95]:
Definition 3.2.8. Let S0 be a (n ≠ m + 1)-dimensional critical manifold for the
extended slow-fast system (3.14)–(3.16). A quadratic fold F of S0 tangent to the
fast y-component of the flow is a (n≠m)-dimensional submanifold of S0 given by
F =
Ó
(y, z, u) œ S0 : rk[Dyf1] = m≠ 1, l · [(D2yyf1)(r, r)] ”= 0, l · [Dzf1] ”= 0
Ô
,
where l is the left nullvector and r is the right nullvector of the Jacobian Dyf1.
Here, the rank 1 deficiency of the Jacobian defines the fold, while the other two
conditions ensure that the fold is quadratic or nondegenerate. In the simple case
of a one-dimensional f1, a quadratic fold F is a point on S0 where ˆf1/ˆy = 0
and ˆ2f1/ˆy2 ”= 0.
The slow subsystem (3.17)–(3.18) describes the evolution of the slow z- and
u-components on S0. However, R-tipping involves a rapid change in the fast y-
component. Therefore, we need to analyse the evolution of the fast y-component
on S0 in slow time t. This is obtained by differentiating the critical manifold
condition (3.19) with respect to t:
≠Dyf1 · dy
dt
= Dzf1 · f2 (y, z, (u), 0) + r ·D f1 · d 
du
, (3.21)
where (y, z, u) œ S0. The obstacle to obtaining the slow y-flow on S0 is the
singularity of them◊m JacobianDyf1 on F , meaning that (Dyf1)≠1 is not defined
on F . To overcome this obstacle we use the definition of the adjugate of a square
matrix
Dyf1 · adj(Dyf1) = adj(Dyf1) ·Dyf1 = det (Dyf1) · I,
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where I is the identity matrix and adj(Dyf1) denotes the adjugate of Dyf1, which
is a m◊m matrix given by the transpose of the cofactor matrix of Dyf1; the (i, j)
element of the cofactor matrix of Dyf1 is the product of (≠1)i+j and the (i, j)
minor of Dyf1. The adjugate of a square matrix is well defined even if the square
matrix is singular with rank 1 deficiency. The key point is that the singularity can
be moved from the matrix Dyf1 to the scalar det (Dyf1). Applying adj(Dyf1) to
the left of Eq. (3.21) and adding Eqs. (3.17)–(3.18) gives the slow subsystem for
all the variables:
≠det(Dyf1)dy
dt
= adj(Dyf1) ·
A
Dzf1 · f2 (y, z, (u), 0) + r ·D f1 · d 
du
B
, (3.22)
dz
dt
= f2(y, z, (u), 0), (3.23)
du
dt
= r, (3.24)
where (y, z, u) œ S0. Now, we can identify the implications of the singularity on
the slow y-flow within S0 and near F :
(a) Regular points on F are defined where the r.h.s of Eq. (3.22) is nonzero.
These points are either attracting or repelling within S0 [see the attracting
and repelling F -components in Fig. 3.3(a)]. This follows because det(Dyf1)
changes sign when moving past F while the r.h.s of Eq. (3.22) does not,
resulting in a change in the sign (i.e. direction) of dy/dt.
(b) Trajectories of the slow subsystem that arrive at a regular and attracting
part of F cease to exist on S0. This is because the r.h.s of Eq. (3.22) is
nonzero, det(Dyf1) = 0, and their ratio is not defined. In other words,
dy/dt becomes undefined on F , and y(t) tends to infinity in finite slow
time t (blows up in t). This singular behaviour corresponds to a transition
between the slow and fast flow in the extended autonomous system (3.14)–
(3.16) with 0 < Á π 1 [57]. Hence, regular fold points are also known as
jump points [see JP in Fig. 3.3(a)].
(c) There can be special points on F , where both the r.h.s of Eq. (3.22) and
det(Dyf1) are zero. This opens up a possibility for special trajectories across
F along which the r.h.s of Eq. (3.22) and det(Dyf1) go through zero at
the same ‘speed’, so that their ratio is finite on F , and dy/dt remains well
defined. As both the r.h.s of Eq. (3.22) and det(Dyf1) change sign at F ,
there is no change in the sign (i.e. direction) of dy/dt, and the flow points
across F . Therefore, these special trajectories go past F and continue on
the unstable part of S0 [see the blue trajectories across FS in Fig. 3.3(a)].
More precisely, we define [76, 104, 105, 103]:
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Definition 3.2.9. Consider a slow subsystem with a folded critical manifold S0. A
folded singularity is a special fold point (y, z, u) œ F µ S0 where
det(Dyf1) = adj(Dyf1) ·
A
Dzf1 · f2 (y, z, (u), 0) + r ·D f1 · d 
du
B
= 0. (3.25)
Definition 3.2.10. A singular canard trajectory (or a singular canard) is a trajec-
tory of a slow subsystem that goes past F via a folded singularity.
The difference between tracking and R-tipping appears to be whether a tra-
jectory started on the stable part of S0 is repelled from F and remains on the
stable part of S0, or the trajectory is attracted towards F away from the folded
singularity and blows up. Singular canards separate these two behaviours. Thus,
the problem of singular R-tipping edge states and singular R-tipping thresholds
can be reduced to the analysis of folded singularities and singular canards.
(a) single arrows indicate time t (b) single arrows indicate time T
FF
Sr0
Sa0
Sr0
Sa0 ⌘FSJP
u
y
z
u
y
z
Figure 3.3: Phase portraits for (a) slow subsystem (3.17)–(3.18) and (3.22)
showing an example of a jump point JP and a folded saddle singularity FS
with (blue) singular canard trajectories, (b) the corresponding desingularised
system (3.27)–(3.29) where FS becomes a regular saddle equilibrium ÷ that is
not present in the extended autonomous system (3.14)–(3.16); the (blue) sin-
gular canards from (a) can be computed as the stable and unstable invariant
manifolds of ÷. Shown are attracting Sa0 and repelling Sr0 parts of the folded crit-
ical manifold S0 = Sa0 fi F fi Sa0 , (dashed line) regular fold points F , (black dot)
the special fold point, (single arrows) slow solutions in time (a) t or (b) T , and
(double arrows) fast solutions in time · .
To facilitate this analysis, the singularity in Eq. (3.22) is removed by a state-
dependent rescalling of time, also know as desingularisation [106]. Specifically,
we introduce a new slow time T :
dt = ≠det(Dyf1)dT, (3.26)
that passes infinitely faster and reverses direction on F (see Figure 3.4). This
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dT
dt
0
det(Dyf1)
Figure 3.4: A graph of dT/dt vs. det(Dyf1) illustrating time rescalling (3.26)
used for desingularisation. Note the singularity at the fold F where det(Dyf1) =
0, and the time reversal on the parts of S0 where det(Dyf1) > 0.
gives the desingularised slow subsystem for the slow dynamics on S0:
dy
dT
= adj(Dyf1) ·
A
Dzf1 · f2 (y, z, (u), 0) + r ·D f1 · d (u)
du
B
, (3.27)
dz
dT
= ≠det(Dyf1)f2(y, z, (u), 0), (3.28)
du
dT
= ≠r det(Dyf1), (3.29)
where (y, z, u) œ S0. Note that a folded singularity for the slow subsystem (3.22)–
(3.24) becomes a regular equilibrium in the desingularised slow subsystem (3.27)–
(3.29). More precisely, we define
Definition 3.2.11. A folded equilibrium is a special equilibrium in the desingu-
larised slow subsystem (3.27)–(3.29) that corresponds to a folded singularity in the
slow subsystem (3.22)–(3.24).
The desingularised slow subsystem (3.27)–(3.29) has a number of advantages
that facilitate analysis of trajectories near folded singularities in slow subsys-
tem (3.22)–(3.24):
(a) The vector field becomes well-defined everywhere on F .
(b) Folded singularities become regular equilibria that are not present in the
extended autonomous system (3.14)–(3.16). In particular, we speak of a
“folded saddle" singularity in the slow subsystem (3.22)–(3.24) if an equi-
librium of the desingularised slow subsystem (3.27)–(3.29) has real eigen-
values with different signs. Similarly, we speak of a “folded node" singu-
larity in the slow subsystem (3.22)–(3.24) if an equilibrium of the desingu-
larised system (3.27)–(3.29) has real eigenvalues with the same sign.
(c) Singular canards for the slow subsystem (3.22)–(3.24) become trajectories
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tangent to an eigenspace of a folded equilibrium in the desingularised slow
subsystem (3.27)–(3.29). In particular, a singular folded-saddle canard is
the stable manifold of the folded-saddle equilibrium.
(d) The slow subsystem and desingularised slow subsystem have the same tra-
jectories (up to the arrows indicating the direction of the flow). This means
that the phase portrait for the slow subsystem can be obtained from the
phase portrait of the desingularised slow subsystem by reversing the direc-
tion of the flow (i.e. the arrows) on the parts of S0 where det(Dyf1) > 0.
Note 3.2.1. Equations (3.27)–(3.29) define a (n+1)-dimensional dynamical system
describing the slow dynamics on a (n ≠ m + 1)-dimensional critical manifold S0.
Therefore, it is convenient to eliminate the dependence on z in the desingularised
system (3.27)–(3.29) using the critical manifold condition (3.19), and work with
the projection of the slow dynamics onto the (n≠m+1)-dimensional (y, u)-subspace.
Folded singularities, especially folded saddles and folded nodes, are the key fea-
ture of the desingularised system because they may become singular R-tipping
edge states. What is more, a folded-saddle singular canard and, possibly, folded-
node singular canards, may become singular R-tipping thresholds. When 0 < Áπ
1, folded singularities are no longer defined. However, singular canards owing
to folded saddles and folded nodes persist as regular canards in the extended
slow-fast system (3.14)–(3.16) [76, 105, 107, 103, 108]. Those regular canards,
together with suitably defined stable sets, may become R-tipping quasithresholds
in the (Y, Z, u) phase space.
3.2.3.3 Compactified desingularised system
The slow subsystem (3.22)–(3.24) already captures singular R-tipping thresholds
for Á = 0, which approximate R-tipping quasithresholds in the extended slow-fast
system (3.14)–(3.16) for 0 < Á π 1. Nonetheless, compactification can still
be useful for (bi-)asymptotically constant  (rt) because it can reveal interesting
nonlinear phenomena that arise from the interaction between folded singularities
for s œ (≠1, 1) and regular equilibria e˜± at {s = ±1}. By utilizing the additional
dependent variable s = g˜(–)(rt) instead of u = rt, we obtain the compactified
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slow-fast system:
Á
dY
dt
= f1(Y, Z, (s), Á), (3.30)
dZ
dt
= f2(Y, Z, (s), Á), (3.31)
ds
dt
= r
dh˜(–)/ds
. (3.32)
where h˜(–)(s) = g˜≠1(–)(s) is the inverse of the compactification transformation
g˜(–)(rt), and  (s) is defined by Eq. (2.63) in Section 2.5. Now, the compacti-
fied slow subsystem for all the variables
≠det(Dyf1)dy
dt
= adj(Dyf1) ·
A
Dzf1 · f2 (y, z, (s), 0) + r ·D f1 · d /ds
dh˜(–)/ds
B
,
(3.33)
dz
dt
= f2(y, z, (s), 0), (3.34)
ds
dt
= r
dh˜(–)/ds
, (3.35)
evolves on the (n≠m+ 1)-dimensional critical manifold
S0 = {(y, z, s) œ Rn ◊ [≠1, 1] : 0 = f1(y, z, (s), 0)} . (3.36)
We then use the time rescalling (3.26) to obtain the compactified desingularised
slow subsystem
dy
dT
= adj(Dyf1) ·
A
Dzf1 · f2 (y, z, (s), 0) + r ·D f1 · d /ds
dh˜(–)/ds
B
, (3.37)
dz
dT
= ≠det(Dyf1) · f2(y, z, (s), 0), (3.38)
ds
dT
= ≠det(Dyf1) · r
dh˜(–)/ds
. (3.39)
In Chapter 4, we analyse system (3.37)–(3.39) to reveal singular R-tipping thresh-
olds, and system (3.30)–(3.32) to obtain R-tipping quasithresholds. The concepts
discussed in Section 3.2.2 and Section 3.2.3 are summarised in Table 3.1.
3.2.4 Moving thresholds and edge states
Similarly to the moving equilibria defined in Definition 3.2.2, we define moving
thresholds and moving edge states as follows.
Definition 3.2.12. Suppose that system (1.3) is defined for some  (rt) that traces
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out a path P⁄.
(i) Suppose there is a threshold ◊(⁄) that exists and varies continuously on a
subset of the path Q⁄ = { (rt) : t œ (t1, t2)} ™ P⁄. Then, we say
◊ ( (rt)) for t œ (t1, t2), (3.40)
is a moving threshold.
(ii) Suppose there is a regular edge state ÷(⁄) that exists and varies continuously
on a subset of the path Q⁄ = { (rt) : t œ (t1, t2)} ™ P⁄. Then, we say
÷ ( (rt)) for t œ (t1, t2), (3.41)
is a moving edge state.
A moving threshold and a moving edge state are the properties of the frozen
system (1.2) and the external input  (rt). Unlike the stable equilibrium e(⁄),
neither a threshold ◊(⁄) nor an edge state ÷(⁄) need to exist for all ⁄ on the
path P⁄. However, except the canonical example of R-B-tipping in Chapter 4, we
restrict to R-tipping due to regular thresholds and edge states that exist and vary
continuously on a subset of the path
Q⁄ = { (rt) : t œ (t1,+Œ)} ™ P⁄,
that contains ⁄+. In other words, given ◊(⁄) and ÷(⁄), we consider external inputs
 (rt) that give rise to moving regular thresholds ◊( (rt)) and edge states ÷( (rt))
for t œ (t1,+Œ). Then we define the future limit of a moving edge state
÷+ := lim
tæ+Œ ÷( (rt)) = ÷(⁄
+),
which is the edge state of the autonomous future system (3.1).
3.2.5 Tracking moving stable equilibria and R-tipping
Note that if  (rt) is (bi-)asymptotically constant then any limit (e± or ÷+) as well
as the parameter path P⁄ traced out, will be independent of r > 0. However, as
we vary r > 0, trajectories x[r](t, x0, t0) started at some fixed initial state (x0, t0)
will also vary. For a bi-asymptotically constant input, we sometimes consider a
special solution x[r](t, x0, t0)æ e≠ as tæ ≠Œ and write this as
x[r](t, e≠).
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As shown in [55, 44] this is unique (if e≠ is a hyperbolic attractor) and can be
understood as a local pullback attractor of the nonautonomous system (1.3) that
limits to the attractor e≠ of the past limit system. We sometimes simply write
x[r](t) to mean either x[r](t, x0, t0) or x[r](t, e≠) depending on the context.
As noted in [55, 44] there are several ways to understand adiabatic tracking
of a moving stable state (a branch of attractors), depending on whether we need
closeness at all points in time, or just in the future limit. The following definition
formalizes this. Recall that a moving stable equilibrium is exponentially stable by
Definition 3.2.2.
Definition 3.2.13. Consider a nonautonomous system (1.3) with an asymptotically
constant input  (rt) that traces out P⁄ and limits to ⁄+. Suppose there is a moving
stable equilibrium e( (rt)) on P⁄ and recall that e( (rt)) æ e+ as t æ +Œ. For
any given ” > 0 and r > 0:
(i) We say x[r](t, x0, t0) ”-close tracks e( (rt)) if
---x[r](t, x0, t0)≠ e( (rt))--- < ” for all t > t0. (3.42)
(ii) If in addition  (rt) is bi-asymptotically constant, then e( (rt)) æ e≠ as t æ
≠Œ, and we say x[r](t, e≠) ”-close tracks e( (rt)) if
---x[r](t, e≠)≠ e( (rt))--- < ” for all t œ R. (3.43)
(iii) We say x[r](t) end-point tracks e( (rt)), if
x[r](t)æ e+ as tæ +Œ. (3.44)
Any value r = rc > 0 where the parametrised family of solutions x[r](t) fails
to track that we call a critical rate for R-tipping, and say the system undergoes
R-tipping at this rc. More precisely,
Definition 3.2.14. Consider a nonautonomous system (1.3) with an asymptotically
constant input  (rt) that traces out P⁄ and limits to ⁄+. Suppose there is a moving
stable equilibrium e( (rt)) on P⁄ and a moving regular threshold ◊( (rt)) with
regular edge state ÷( (rt)), and recall that e( (rt)) æ e+ and ÷( (rt)) æ ÷+ as
tæ +Œ.
(i) We say the nonautonomous system (1.3) undergoes R-tipping from (x0, t0) if
there are 0 < r1 < r2
x[r1](t, x0, t0)æ e+ and x[r2](t, x0, t0)æ ÷+ as tæ +Œ.
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(ii) Suppose in addition that  (rt) is bi-asymptotically constant and e( (rt)) æ
e≠ as tæ ≠Œ. We say the nonautonomous system (1.3) undergoes R-tipping
from e≠ if there are 0 < r1 < r2 such that
x[r1](t, e≠)æ e+ and x[r2](t, e≠)æ ÷+ as tæ +Œ.
(iii) If a rate r2 is isolated in the sense that there is a ” > 0 such that
x[r2](t)æ ÷+ and x[r](t)9 ÷+ for 0 < |r ≠ r2| < ” as tæ +Œ,
then we call r2 a critical rate and denote it with rc.
Definition 3.2.15. Suppose a nonautonomous system (1.3) undergoes R-tipping at
the critical rate rc by Definition 3.2.14,
(i) Irreversible R-tipping occurs at r = rc if there is a limit state4 q+ other than
e+, and a ” > 0, so that the solution limits to a different state for r either side
of rc:
lim
tæ+Œx
[r](t) =
Y][ e+ for r œ (rc ≠ ”, rc),q+ for r œ (rc + ”, rc). (3.45)
(ii) Reversible R-tipping occurs at r = rc if there is a ” > 0, so that the solution
limits to e+ for r either side of rc:
lim
tæ+Œx
[r](t) = e+ for 0 < |r ≠ rc| < ”.
3.3 Testable criteria
Here, we introduce the notion of threshold instability which generalises the no-
tion of “basin stability” from [44, Def.3.3] and allows us to formulate testable
criteria for R-tipping due to regular thresholds and quasithresholds in arbitrary
dimension.
The notion of “forward basin stability” for a moving stable equilibrium was in-
troduced in [44, Def.3.3] for one-dimensional systems of the form (1.2), where
a regular threshold necessarily separates the phase space into disconnected com-
ponents, possibly basins of attraction. Specifically, a moving stable equilibrium is
“forward basin stable” if, at each point in time, e( (rt)) is contained in the basin
of attraction of its every future position or, alternatively, if at each point in time,
4The limit state need not to be defined, i.e. +Œ.
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the basin of attraction of e( (rt)) contains all the previous positions of e( (rt)).
This notion was used in [44, Th.3.2] to give simple criteria to exclude and to
guarantee irreversible R-tipping in one dimension.
However, a theory that captures both irreversible and reversible R-tipping and
works in arbitrary dimension requires a different concept. In particular, the con-
cept of “forward basin stability” [44] is no longer useful if trajectories started
within the basin of attraction approach the attractor non-monotonically in time.
Specifically, “forward basin stability” in system (1.2) no longer excludes R-tipping
in system (1.3). Our canonical example III from Sec. 4.4 and Refs. [85, 65]
demonstrate that irreversible R-tipping may occur in spite of forward basin sta-
bility in two dimensions. What is more, in two or more dimensions, reversible
R-tipping can occur near a regular threshold that lies in the basin boundary of a
single attractor, or near quasithresholds that do not even lie in a basin boundary.
To give testable criteria for both irreversible and reversible R-tipping to oc-
cur in arbitrary dimension, and to capture R-tipping due to quasithresholds, we
introduce a notion of (forward) threshold instability .
Definition 3.3.1. Let an equilibrium e(⁄) for (1.2) be stable on a path P⁄. We say
e(⁄) is threshold unstable on P⁄ if there exists a threshold ◊(⁄) and ⁄a,⁄b œ P⁄
such that
e(⁄a) œ ◊(⁄b),
and e(⁄) can lie on different sides of ◊(⁄b) for ⁄ arbitrarily close to ⁄a.
If in addition ◊(⁄b) is contained in the basin of boundary of more than one attractor,
we say e(⁄) is basin unstable on P⁄.
Remark 3.3.1. Alternatively, one can define threshold instability in terms of e(⁄a)
that lies on different sides of ◊(⁄) for ⁄ arbitrarily close to ⁄b. The two formulations
are equivalent if e(⁄) varies with ⁄ at ⁄a and ◊(⁄) varies with ⁄ at ⁄b.
Definition 3.3.2. Now consider some  (rt) that traces out P⁄ and a moving stable
equilibrium e( (rt)). We say this e( (rt)) is forward threshold unstable for  (rt)
if it crosses a future position of a moving threshold from one side to the other. In
other words, there exist a moving threshold ◊( (rt)), ta < tb and a ” > 0 such that
e( (rta)) œ ◊( (rtb)),
and e( (rt)) lies on different sides of ◊( (rtb)) for t œ (ta≠”, ta) and t œ (ta, ta+”). If
in addition ◊( (rtb)) is contained in the basin boundary of more than one attractor,
we say e( (rt)) is forward basin unstable for  (rt).
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Note that while forward threshold instability is a property of the frozen sys-
tem (1.2) and some external input  (rt), threshold instability is a property of the
frozen system (1.2) and the path P⁄. Threshold instability on P⁄ guarantees the
existence of some  (rt) that traces out the P⁄ and gives forward threshold insta-
bility. However, there might be other inputs  (rt) that trace out the same P⁄ but
do not give forward threshold instability.
Following [44], we use properties of the frozen system (1.2) and the exter-
nal input  (rt) to give testable criteria for R-tipping in the parametrised nonau-
tonomous system (1.3). In particular, we extend some results from [44] to ar-
bitrary dimension, and to include the possibility of reversible R-tipping due to
regular thresholds.
Recall that [44, Theorem 3.2] uses the notion of “forward basin stability” to
give sufficient conditions for irreversible R-tipping to occur, and to be excluded,
in one dimensional systems. Recent work [65, 85] suggests that simple testable
criteria to exclude R-tipping will be much more difficult to formulate for higher
dimensional systems unless there are additional constraints. The main differ-
ence between one- and higher-dimensional systems is that, in higher dimensions,
forward basin stability does not exclude the possibility of R-tipping.
Below, we use the notion of “(forward) threshold instability” defined in Defini-
tion 3.3.1 and Definition 3.3.2 to generalise the testable conditions for R-tipping
to occur from [44] to arbitrary dimension, and to include reversible R-tipping due
to regular thresholds. In case (i) we give a simple testable criterion to identify
systems that exhibit R-tipping for suitably chosen inputs  (rt). In case (ii), we
give a simple testable condition for R-tipping to occur given a prescribed external
input  (rt).
Conjecture 3.1. Consider the frozen system (1.2) with x œ Rn, a parameter path
P⁄, an equilibrium e(⁄) that is stable on P⁄, and a regular threshold ◊(⁄) with a
regular edge state ÷(⁄).
(i) If e(⁄) is threshold unstable on the path P⁄, then there is a bi-asymptotically
constant  (rt) that traces out P⁄ and gives R-tipping from e≠ in the nonau-
tonomous system (1.3).
(ii) Suppose the bi-asymptotically constant input  (rt) tracing out P⁄ is pre-
scribed, the moving edge state ÷( (rt)) æ ÷+ as t æ +Œ, and the corre-
sponding moving stable equilibrium e( (rt)) is forward threshold unstable
due to ◊( (rt)). Then, there is a bi-asymptotically constant input  ˜(rt) and
an rc > 0 that gives R-tipping from e≠ in the nonautonomous system (1.3) at
r = rc.
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Remark 3.3.2. The input  ˜(rt) is constructed by reparametrisation  ˜(rt) :=  (‡(rt))
using a smooth and monotone ‡.
Conjecture 3.1 is proved in paper [63], which is not covered in this thesis. The
results can be understood intuitively referring to Fig. 4.3, which shows phase
portraits of the frozen system (4.11), for different values of the input parameter
⁄ = (a) 0, (b) ⁄1 = 2
Ô
µ, and (c) ⁄2 > 2
Ô
µ. The frozen system has two stable
equilibria e1(⁄) and e2(⁄), and the threshold ◊(⁄). For the corresponding nonau-
tonomous system with  (rt) instead of ⁄, suppose that  (rt) increases smoothly
from 0 to ⁄2 at a ‘rate’ r, and the system starts near the stable equilibrium e1(0)
for ⁄ = 0. Now consider two limiting scenarios. On the one hand, when  (rt)
is increased arbitrarily slowly (r æ 0), the nonautonomous system adiabatically
follows the moving stable equilibrium e1(rt) for all time. On the other hand,
when  (rt) changes smoothly but abruptly from 0 to ⁄2 at some point in time
(r æ Œ), remains almost constant otherwise, and the “abrupt” change is faster
than the natural timescales of the system, the dynamics are very different. Ini-
tially, the system approaches e1(0) because  (rt) is almost constant. Then comes
the abrupt change, but the system is too slow to respond. Therefore, just after the
abrupt change, the system is still at its earlier position near e1(0), which now lies
on the other side of the threshold ◊(⁄2) [Fig. 4.3(c)]. Since  (rt) remains almost
constant from then on, the system evolves away from e1(⁄2) and R-tips to e2(⁄2).
These two limiting scenarios indicate that there is at least one (nonzero but finite)
critical rate r = rc, which defines the transition from tracking to R-tipping.
The concepts introduced above in conjunction with the compactification frame-
work developed in the previous Chapter give us a convenient setting for R-tipping
analysis.
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Chapter 4
Canonical Examples of R-tipping
In this chapter, we construct canonical examples of the vector field f and the
external input  (rt) in (1.3) that give rise to different types of R-tipping. We
numerically examine these canonical examples guided by the theory of R-tipping,
in particular the concepts of moving equilibria and threshold instability, outlined
in Chapter 3. To discuss the strengths and limitation of our approach, we include
an example of R-tipping that is not captured by the rigorous theory from [63],
but can still be analysed in terms of moving equilibria and threshold instability.
4.1 Setup for R-tipping analysis
At first, we propose canonical examples of system (1.3) that exhibit the nonlinear
phenomenon of R-tipping. These examples are relatively simple low-dimensional
nonlinear systems that capture different R-tipping mechanisms. Specifically, we
discuss:
(i) seven different forms of the vector field f(x,⁄) to discuss irreversible and
reversible R-tipping with dependence on different number of degrees of
freedom (one-dimensional vs. higher-dimensional), different time scales
(single timescale vs. multiple timescales), and different threshold types
(regular threshold vs. quasithreshold); see Fig. 4.1.
(ii) three basic forms of external input  (rt) to illustrate R-tipping effects with
dependence on mononotone vs. non-monotone  (rt), and asymptotically
constant vs. bi-asymptotically constant  (rt); see Fig. 4.2.
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irreversible R-tipping reversible R-tipping
regular thresholds quasithresholds
single timescale multiple timescales
one dimensionsion higher dimensions
Figure 4.1: A directed graph identifying links between the nonlinear phe-
nomenon of R-tipping, the two threshold types, multiple timescales, and phase-
space dimension.
4.1.1 Canonical forms of the vector field
Selecting canonical examples of f(x,⁄) to classify different R-tipping mechanisms
in system (1.3) is not a straightforward task. The reason is that R-tipping mech-
anisms depend on various factors including the phase-space dimension, multiple
timescales, and different threshold types. What is more, these factors are not
independent of each other.
In our bottom-up approach illustrated by the directed graph in Fig. 4.1, we
first recognise that the system may have different phase-space dimension, and
two- or higher-dimensional systems may evolve on different timescales. Then,
we recognise that there are two threshold types, namely regular thresholds and
quasithresholds. Regular thresholds occur in any dimension and can be found
in either single- or multiple-timescale systems. Quasithresholds require at least
two different timescales, and thus at least two dimensions. This brings us to two
R-tipping types shown in the top row of the graph. Irreversible R-tipping can
occur in any dimension, but requires regular thresholds. Reversible R-tipping
can occur in any dimension for regular thresholds and quasithresholds, but is
typically found in two or more dimensions. Following the arrows in the directed
graph, there are seven possible pathways from the bottom row to the top row.
Thus, in our classification, we identify seven canonical examples of R-tipping,
one for each possible pathway in the directed graph.
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4.1.2 Canonical forms of external input
We choose three basic forms of the external input  (rt) to illustrate different
R-tipping effects. Each  (rt) is normal asymptotically constant (see Def. 2.2.2),
meaning that there exists a suitable compactification (see Theorem 2.3). Fur-
thermore, each  (rt) is parameterised by the magnitude   and the ‘rate’ r. This
enables parametric study to identify critical rates rc with dependence on  , and
to produce two-dimensional R-tipping diagrams in the ( , r)-plane of the input
parameters. The three chosen forms of  (rt) are:
(i) Asymptotically constant approach towards   =  :
 (rt) =  
1
1≠ e≠rt
2
, (4.1)
defined for t Ø 0 and shown in Fig. 4.2(a). This form illustrates applicability
of the compactification framework to external inputs with arbitrary past
behaviour.
(ii) Monotone and bi-asymptotically constant logistic growth from 0 to  :
 (rt) = 12  (tanh (rt) + 1) , (4.2)
defined for t œ R and shown in Fig. 4.2(b). This form highlights the main
advantage of working with inputs that change from one asymptotic value
to another, which is that an R-tipping problem can be transformed into a
connecting heteroclinic orbit problem.
(iii) Non-monotone and bi-asymptotically constant impulse
 (rt) =   sech(rt) =   2
ert + e≠rt , (4.3)
defined for t œ R and shown in Fig. 4.2(c). In addition to the main advan-
tage of changing from one asymptotic value to another, this form is used to
demonstrate existence of multiple critical rates.
4.1.3 Compactification for canonical forms of external input
To take advantage of asymptotically constant external inputs, nonautonomous
system (1.3) is transformed into an autonomous compactified system (2.61)–
(2.64) by a suitable compactification s = g˜(–)(rt), where g˜(–) : R æ (s≠, 1); see
Section 2.5 for details of compactification in R-tipping. The main idea of com-
pactification is to construct an autonomous compactified system with an invari-
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(a) (b) (c)
⇤(t)
0 t
 
⇤(t)
0 t
 
⇤(t)
0 t
 
Figure 4.2: The three basic forms of external input chosen for canonical ex-
amples of R-tipping: (a) monotone asymptotically constant, (b) monotone bi-
asymptotically constant, and (c) non-monotone bi-asymptotically constant.
ant subspace {s = 1} that may contain compact invariant sets such as equilibrium
points, limit cycles, tori, etc. If the external input is bi-asymptotically constant,
then {s = ≠1} becomes another invariant subspace.
The compactification transformation is independent of the overall temporal
shape of  (rt), and depends just on the form of its asymptotic decay. Since all
three chosen external inputs (4.1)–(4.3) have exponential asymptotic decay, we
can work with one form of compactification transformation, namely with the
exponential transformation (2.66) constructed in Section 2.5.2. This transforma-
tion is parametrised by a single compactification parameter –, which needs to be
chosen for each input  (rt) individually as explained in the last paragraph of this
section.
As shown in Section 2.5, the compactification transformation (2.66) gives a
common equation for s˙, and the compactified autonomous system (2.68):
x˙ = f(x, (s)),
s˙ = –r2
1
1≠ s2
2
.
Z_^
_\ (4.4)
For input (4.1), we define
 (s) =
Y][  (h˜(–)(s)) for s œ [0, 1),  for s = 1, (4.5)
where  (h˜(–)(s)) is obtained by substituting rt = h˜(–)(s) given by (2.66) into (4.1):
 (h˜(–)(s)) =  
A
1≠
31≠ s
1 + s
41/–B
. (4.6)
The phase space Rn ◊ [0, 1] has one invariant subspace {s = 1}. This subspace is
stable, and the dynamics within the subspace are given by the future limit system
x˙ = f(x, ).
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For input (4.2), we define
 (s) =
Y___]___[
 (h˜(–)(s)) for s œ (≠1, 1),
  for s = 1,
0 for s = ≠1,
(4.7)
where  (h˜(–)(s)) is obtained by substituting rt = h˜(–)(s) given by (2.66) into (4.2):
 (h˜(–)(s)) =  
(1 + s)2/–
(1 + s)2/– + (1≠ s)2/– . (4.8)
The phase space Rn ◊ [≠1, 1] has one stable invariant subspace {s = 1}, and one
unstable invariant subspace {s = ≠1}. The dynamics within {s = ≠1} are given
by the past-limit system x˙ = f(x, 0), while the dynamics within {s = 1} are given
by the future-limit system x˙ = f(x, ).
For input (4.3), we define
 (s) =
Y][  (h˜(–)(s)) for s œ (≠1, 1),0 for s = ±1, (4.9)
where  (h˜(–)(s)) is obtained by substituting rt = h˜(–)(s) given by (2.66) into (4.3):
 (h˜(–)(s)) = 2 
(1≠ s2)1/–
(1 + s)2/– + (1≠ s)2/– . (4.10)
The phase space Rn ◊ [≠1, 1] has one stable invariant subspace {s = 1}, and one
unstable invariant subspace {s = ≠1}. The dynamics within each subspace are
identical and given by the common limit system x˙ = f(x, 0).
An important point of compactification is a suitable choice of the compactifica-
tion parameter –. Specifically, inputs (4.1) and (4.3) have an exponential asymp-
totic decay at the rate r, and thus require 0 < – Æ 1 to satisfy condition (2.13)
from Lemma 2.1. Input (4.2) has an exponential asymptotic decay at the rate
2r, and thus requires 0 < – Æ 2 to satisfy condition (2.13) from Lemma 2.1;
see Corollary 2.6. One can see that choosing the maximum value of – gives the
simplest form of  (h˜(–)(s)) in (4.6), (4.8) and (4.10). This, however, need not
be the optimal choice. For example, one may prefer to choose – such that the
eigenvector owing to the additional s-direction is normal to invariant subspaces
{s = ±1}. What is more, – gives flexibility to ‘place’ the interesting R-tipping
dynamics within a desired range of s in the compactified system. Our choices of
– are given in the discussion of individual canonical examples.
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(a)   = 0 (b)   =  1 = 2
p
µ (c)   =  2 > 2
p
µ
x x x
e2(0)
✓(0)
e1(0)
e2( 1)
✓( 1) = e1(0)
e1( 1)
e2( 2)
✓( 2)
e1(0)
e1( 2)
Figure 4.3: Phase portraits of autonomous canonical example I (4.11), for dif-
ferent values of the input parameter (a) ⁄ = 0, (b) ⁄ = ⁄1 = 2
Ô
µ, and (c)
⁄ = ⁄2 > 2
Ô
µ, illustrate (forward) threshold instability of stable equilibrium e1.
4.2 Canonical example I
This canonical example:
• Is the simplest bistable system with regular thresholds that exhibits irre-
versible R-tipping.
Consider the following path in the directed graph from Fig. 4.1: one dimension
æ single timescale æ regular thresholds æ irreversible R-tipping, together with
a bistable frozen system:
x˙ = f(x,⁄) = ≠
1
(x+ ⁄)2 ≠ µ
2
(x≠ 2Ôµ), (4.11)
where x œ R, µ > 0, and ⁄ Ø 0 is the fixed-in-time input parameter. The frozen
system has two stable equilibria
e1(⁄) = ≠Ôµ≠ ⁄, and e2 = 2Ôµ,
and one unstable equilibrium which is the regular threshold and the edge state
at the same time
◊(⁄) = ÷(⁄) = Ôµ≠ ⁄.
The threshold ◊(⁄) is a basin boundary of the two attractors.
Figure 4.3 shows three phase portraits for different values of the input param-
eter ⁄ along the parameter path
P⁄ = {⁄ : 0 Æ ⁄ Æ  }.
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If   > 2Ôµ, then e1(0) = ◊(2Ôµ) and e1(0) lies on different sides of ◊(⁄) for ⁄
arbitrarily close to 2Ôµ, meaning the stable equilibrium e1(⁄) is threshold unstable
(basin unstable) on P⁄; see Definition 3.3.2. Threshold instability on P⁄ implies
that there exists a time-varying external input  (rt) that traces out P⁄ and gives
rise to R-tipping from e1(rt); see [44, Th.3.2].
We now analyse irreversible R-tipping from e1(rt) to e2(rt) in the nonautonomous
canonical example I:
x˙ = ≠
31
x+  (rt)
22 ≠ µ4 (x≠ 2Ôµ), (4.12)
parametrised by µ and the magnitude   and rate r of the parameter shift. For
an increasing  (rt), the moving stable equilibrium e1(rt) is forward threshold
unstable if   > 2Ôµ. For a decreasing  (rt), e1(rt) is forward threshold stable.
4.2.1 Monotone bi-asymptotically constant input
Combining (4.4), (4.7) with – = 1, and (4.12) gives the compactified canonical
example I with monotone external input:
x˙ = ≠
QaAx+  2 (1 + s)
2
1 + s2
B2
≠ µ
Rb (x≠ 2Ôµ),
s˙ = r2
1
1≠ s2
2
.
(4.13)
The choice of the compactification parameter – satisfies the compactification con-
dition 0 < – Æ 2 and ensures that invariant subspaces {s = ±1} have an orthog-
onal transverse eigenvector.
The dynamics of system (4.13) are summarised in Fig. 4.4, which shows the
( , r) tipping diagram together with selected (x, s) phase portraits for µ = 0.04,
  = 1 and different rates r. The invariant subspace {s = ≠1} contains the saddle
e˜≠1 , which is stable within the subspace and unstable in the transverse s-direction.
The invariant subspace {s = 1} contains the stable equilibria e˜+1 and e˜+2 , together
with the R-tipping edge state ÷˜+. The R-tipping threshold is the stable invariant
manifold W s,[r, ](÷˜+) whose shape depends on r and  . The R-tipping threshold
W s,[r, ](÷˜+) separates the phase space into two basins of attraction, with the basin
of attraction of e˜+1 shaded in blue.
If r is sufficiently small, the unstable manifoldW u,[r, ](e˜≠1 ) closely approximates
the moving stable equilibrium e1(rt), while the R-tipping threshold W s,[r, ](÷˜+)
closely approximates the moving threshold/edge state ÷(rt). W u,[r, ](e˜≠1 ) accu-
mulates on e˜+1 , meaning that there is an open half-disk of initial states centred at
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Figure 4.4: (a) The ( , r) tipping diagram for the canonical example (4.12) with
monotone external input (4.2) contains regions of (white) tracking the moving
stable equilibrium e1(rt) and (grey) irreversible R-tipping from e˜≠1 to e˜+2 . The
(dashed) ti line denotes the forward threshold instability boundary for e1. (b)-
(f) Phase portraits of the compactified system (4.13) for µ = 0.04,   = 1 and
different ‘rates’ r = (b) 0.01, (c) 0.09, (d) 0.115294190888285, (e) 0.15, and (f)
2.00. The basin of attraction of e˜+1 is shaded in blue. (d) The heteroclinic e˜≠1 -to-
÷˜+ connection for r = rc defines the tracking-tipping transition. For clarity, the
 - and r-dependent invariant manifoldsW u,[r, ](e˜≠1 ) andW s,[r, ](÷˜+) are labeled
as W u(e˜≠1 ) and W s(÷˜+), and we keep this for other examples.
e˜≠1 , all of which evolve on one side of the threshold and track the moving stable
equilibrium e1(rt) [Fig. 4.4(b)]. As r is increased, W u,[r, ](e˜≠1 ) and W s,[r, ](÷˜+)
change shape and get closer, the (blue) basin of attraction of e˜+1 shrinks, but
W u,[r, ](e˜≠1 ) still accumulates on e˜+1 [Fig. 4.4(c)]. When r reaches the critical
value rc, W u,[r, ](e˜≠1 ) no longer accumulates on e˜+1 [Fig. 4.4(d)]. Rather, there is
a heteroclinic connection from e˜≠1 to ÷˜+, given by the coalescing invariant mani-
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folds
W u,[rc, ](e˜≠1 ) flW s,[rc, ](÷˜+).
Now, any open half-disk of initial states centred at e˜≠1 , however small, con-
tains initial states that converge to e˜+1 as well as initial states that converge
to e˜+2 . The heteroclinic connection gives a computable condition for R-tipping
that is continued in the plane of the input parameters by implementing the Lin’s
method [109] in the continuation software AUTO [110]. The result of numerical
continuation is a tracking-tipping transition curve h in the ( , r) tipping diagram
[Fig. 4.4(a)]. The curve separates the regions of (white) tracking e1(rt) and
(grey) irreversible e1-to-e2 R-tipping, and approaches the threshold instability
boundary ti at   = 2Ôµ from the right.
For r > rc,W u,[r, ](e˜≠1 ) accumulates on e˜+2 , meaning that there is an open half-
disk of initial states centred at e˜≠1 , all of which evolve on the other side of the
threshold and converge to the other stable equilibrium e˜+2 [Fig. 4.4(e)-(f)].
4.2.2 Non-monotone bi-asymptotically constant input
Combining (4.4), (4.9) with – = 1, and (4.12) gives the compactified canonical
example I with non-monotone external input:
x˙ = ≠
QaAx+ 1≠ s21 + s2
B2
≠ µ
Rb (x≠ 2Ôµ),
s˙ = r2(1≠ s
2).
(4.14)
The choice of the compactification parameter – satisfies the compactification con-
dition 0 < – Æ 1, but gives transverse eigenvectors that are not orthogonal to
invariant subspaces {s = ±1}.
The different dynamics of system (4.14) are summarised in Fig. 4.5, which
shows the ( , r) tipping diagram together with selected (x, s) phase portraits for
µ = 0.04,   = 1 and different rates r. The main difference from the mono-
tone input is the presence of two critical rates for the same shift magnitude. To
start with, phase portraits (b)–(e) in Fig. 4.5 show a very similar scenario to the
monotone input from Fig. 4.4. If r is sufficiently small, the unstable manifold
W u,[r, ](e˜≠1 ) closely approximates the moving stable equilibrium e1(rt), while the
R-tipping thresholdW s,[r, ](÷˜+) closely approximates the moving threshold/edge
state ÷(rt) [Fig. 4.5(b)]. When r reaches a critical rate rc1, there is a heteroclinic
e˜≠1 -to-÷˜+ connection that indicates a critical transition from tracking e1(rt) to ir-
reversible e1-to-e2 R-tipping [Fig. 4.5(d)]. There the similarity ends. In contrast
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Figure 4.5: (a) The ( , r) tipping diagram for the canonical example (4.12)
with non-monotone external input (4.3) contains regions of (white) tracking and
(grey) irreversible R-tipping. The (dashed) ti line denotes the forward thresh-
old instability boundary for e1. (b)-(h) Phase portraits of the compactified sys-
tem (4.14) for µ = 0.04,   = 1 and different ‘rates’ r = (b) 0.01, (c) 0.09, (d)
0.13218379, (e) 0.15, (f) 1.56, (g) 2.0, and (h) 5.0. (d) and (f) Two heteroclinic
e˜≠1 -to-÷˜+ connections define two tracking-tipping transitions.
to the monotone external input, the corresponding curve h of tracking-tipping
transition in the ( , r) tipping diagram is folded so that there can be up to two
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different critical rates for the same shift magnitude  . The (grey) region of ir-
reversible e1-to-e2 R-tipping is now tongue-shaped and bounded away from the
forward threshold instability boundary ti at  = 2Ôµ. As r is increased just above
the first critical rate rc1,W u,[r, ](e˜≠1 ) accumulates on e˜+2 , meaning that there is an
open half-disk of initial states centred at e˜≠1 , all of which evolve on the other side
of the threshold and converge to the other stable equilibrium e˜+2 [Fig. 4.5(e)].
However, as indicated by the tipping diagram in Fig. 4.5(a), for   = 1 and even
higher r, there is another critical rate rc2 > rc1. This is evidenced by another
heteroclinic connection from e˜≠1 to ÷˜+ [Fig. 4.5(f)]. The second critical transition
brings the system from irreversible e1-to-e2 R-tipping back to tracking e1(rt). In-
deed, for r > rc2, W u,[r, ](e˜≠1 ) accumulates on e˜+1 again, meaning that there is an
open half-disk of initial states centred at e˜≠1 , all of which evolve on the e1 side of
the threshold and track the moving equilibrium e1(rt) [Fig. 4.5(g)-(h)].
4.2.3 Highlights of canonical example I
Numerical analysis of canonical example I demonstrates that main concept:
• Compactification transforms R-tipping problems into heteroclinic connec-
tion problems.
The numerical results are in agreement with rigorous R-tipping results derived in
Ref. [44]:
• In one dimension, forward threshold stability guarantees that R-tipping is
avoided for any rate r.
• In one dimension, forward threshold instability is necessary for R-tipping.
4.3 Canonical example II
This canonical example
• Is a simple system that exhibits reversible R-tipping.
Consider the following path in the directed graph from Fig. 4.1: one dimension
æ single timescale æ regular thresholds æ reversible R-tipping, together with
the monostable but excitable frozen system defined on a unit circle:
x˙ = f(x,⁄) = ≠µ+ sin(x≠ ⁄), (4.15)
where x = S1, ⁄ œ R is the fixed-in-time input parameter, and |µ| < 1. The
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system has one stable equilibrium
e(⁄) = fi ≠ sin≠1(µ) + ⁄,
and one unstable equilibrium
◊(⁄) = ÷(⁄) = sin≠1(µ) + ⁄,
which is the regular threshold and the edge state. The threshold ◊(⁄) is a basin
boundary of one attractor (an excitability threshold), which is indicative of re-
versible R-tipping. The stable equilibrium is threshold unstable (but not basin
unstable) on the parameter path
P⁄ = {⁄ : 0 Æ ⁄ Æ  },
if   > fi ≠ 2 sin≠1(µ).
One can analyse reversible R-tipping in the nonautonomous canonical exam-
ple II:
x˙ = f(x, (rt)) = ≠µ+ sin(x≠  (rt)), x œ [0, 2fi), (4.16)
along the lines of the previous section. Here, we leave out the detailed R-tipping
analysis of this example because of its similarity to canonical example I. The main
difference is that, except for critical rate(s), this system always returns to the only
stable equilibrium e.
4.4 Canonical example III
This canonical example:
• Highlights effects of limit-cycle thresholds and different parameter paths.
• Demonstrates R-tipping along parameter paths without threshold instabil-
ity [85].
Consider the following two paths in the directed graph from Fig. 4.1: higher
dimensions æ single timescale/multiple timescales æ regular thresholds æ ir-
reversible R-tipping, together with a frozen system in two dimensions akin to a
forced van der Pol oscillator [111, Sec.2.1]:
‘x˙1 = ≠
1
x2 ≠ ⁄2
2
≠
1
x1 ≠ ⁄1
2
+ 13
1
x1 ≠ ⁄1
23
,
x˙2 = ≠µ+ x1 ≠ ⁄1,
(4.17)
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Figure 4.6: (a) A parameter path P⁄ in the (⁄1, ⁄2) parameter plane. (b) The
(x1, x2) phase plane of the autonomous canonical example III (4.17) showing the
stable equilibrium e(⁄) and the edge state ÷(⁄), which is the periodic orbit and
also the regular threshold ◊(⁄), for ⁄1 = ⁄2 = 0, ‘ = 0.5 and µ = 0.85. As the
input ⁄(rt) traces the path P⁄ from the origin in the parameter plane, the stable
equilibrium e(rt) and the threshold ◊(rt)move in the direction of R— in the phase
plane.
where ‘ quantifies the time scale separation, µ is the constant forcing term, and
⁄1 and ⁄2 are the two components of the external input ⁄ œ R2. System (4.17)
has one equilibrium that is stable
e(⁄) =
A
µ+ ⁄1,≠µ
A
1≠ µ
2
3
B
+ ⁄2
B
,
and one repelling limit cycle which forms the regular threshold ◊(⁄) and the
edge state ÷(⁄) at the same time. Figure 4.6(b) shows e(⁄) and ◊(⁄) = ÷(⁄) for
⁄ = (0, 0).
For simplicity, we represent the external input in the polar coordinates
⁄ =
Qa⁄1
⁄2
Rb =
Qa|⁄| cos —
|⁄| sin —
Rb , — œ [≠fi, fi], (4.18)
and consider parameter paths that are straight half-lines from the origin
P [—, ]⁄ =
Ó
(⁄1,⁄2) œ R2 : ⁄1 = |⁄| cos —, ⁄2 = |⁄| sin —, |⁄| œ [0, ], — = const.
Ô
,
(4.19)
parametrised by the magnitude   > 0 and the angle —; see Fig. 4.6(a). Positive
angle — is measured counterclockwise from the positve ⁄1-axis, whereas negative
angle — is measured clockwise from the positve ⁄1-axis. Associated with a path
P [—, ]⁄ in the parameter plane, there are two threshold radii R— and R˜— Ø 0 in the
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Figure 4.7: Phase portraits of the autonomous canonical example III (4.17) for
⁄1 = 0 and different values of (a) ⁄2 = 0, (b) ⁄2 = ≠R— and (c) ⁄2 < ≠R— depict
threshold instability of the stable equilibrium e on P [≠fi/2, ]⁄ when   > R—.
phase plane defined in Fig. 4.6(b). Let
⁄— = (R— cos —, R— sin —) and ⁄˜— = (R˜— cos —, R˜— sin —),
and consider positions of e(⁄) and ◊(⁄) for different values of ⁄ along a path
P [—, ]⁄ . If   > R˜—, then e(0) œ ◊(⁄˜—) and e(0) lies on different sides of ◊(⁄) for
⁄ arbitrarily close to ⁄˜—. Similarly, if   > R—, then e(⁄—) œ ◊(0) and e(⁄) lies on
different sides of ◊(0) for ⁄ arbitrarily close to ⁄—. Thus, e(⁄) is threshold unstable
(basin unstable) on P [—, ]⁄ if
  > min{R—, R˜—}.
Owing to the lack of rotational symmetry of ◊(⁄), the threshold instability condi-
tion depends on the angle —. Threshold instability of e(⁄) on the path P [≠fi/2, ]⁄
which aligns with the negative ⁄2 axis is illustrated in Fig. 4.7.
We now analyse irreversible R-tipping from e(rt) to infinity in the nonau-
tonomous canonical example III:
‘x˙1 = ≠
1
x2 ≠  (rt) sin —
2
≠
1
x1 ≠  (rt) cos —
2
+ 13 (x1 ≠  (rt) cos —)
3 ,
x˙2 = ≠µ+ x1 ≠  (rt) cos —,
(4.20)
parametrised by ‘, µ, the magnitude   and rate r of the parameter shift, and the
angle — that fixes the orientation of the parameter path in the ⁄ plane. When the
external input traces a path P [—, ]⁄ away from the origin of the ⁄ plane, e(rt) and
◊(rt) move in the direction of R—. When the external input traces P [—, ]⁄ towards
the origin, e(rt) and ◊(rt) move in the direction of R˜—. Thus, the moving stable
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equilibrium e(rt) is forward threshold unstable on P [—, ]⁄ if  (rt) increases from 0
to   > R˜—, or if  (rt) decreases from   > R— to 0; see Def. 3.3.2.
4.4.1 Monotone bi-asymptotically constant input
Combining (4.4), (4.7) with – = 1, and (4.20) gives the compactified canonical
example III with monotone external input:
‘x˙1 = ≠
1
x2 ≠  (s) sin —
2
≠
1
x1 ≠  (s) cos —
2
+ 13
1
x1 ≠  (s) cos —
23
,
x˙2 = ≠µ+ x1 ≠  (s) cos —,
s˙ = r2(1≠ s
2),
(4.21)
where
 (s) =  2
(1 + s)2
1 + s2 . (4.22)
The choice of the compactification parameter – satisfies the compactification con-
dition 0 < – Æ 2, and ensures that invariant subspaces {s = ±1} have an orthog-
onal transverse eigenvector.
The different dynamics of system (4.21) are summarised in Fig. 4.8, which
shows the ( , r) tipping diagram together with selected (x1, x2, s) phase portraits
for ‘ = 0.5, µ = 0.85,   = 1.5, different rates r, and — = 0 so that e(rt) moves
along the positive x1 axis. The invariant subspace {s = ≠1} contains the saddle
e˜≠, which is stable within the subspace and unstable in the transverse s-direction,
and the repelling limit cycle ÷˜≠. The invariant subspace {s = 1} contains the
stable equilibrium e˜+, and the saddle limit cycle ÷˜+ which is the R-tipping edge
state. The R-tipping threshold is the basin boundary of e˜+ given by the (blue) two-
dimensional stable invariant manifold W s,[r, ](÷˜+) whose tubular shape depends
on   and r.
If r is sufficiently small, the unstable manifold W u,[r, ](e˜≠) tracks the moving
stable equilibrium e(rt) and accumulates on e˜+, meaning that there is an open
half-ball of initial states centred at e˜≠, all of which evolve on the ‘inner’ side the
R-tipping threshold and track the moving stable equilibrium e(rt) [Fig. 4.8(b)].
As r is increased, there is a critical value rc such that W u,[rc, ](e˜≠) no longer
accumulates on e˜+ [Fig. 4.8(c)]. Rather, there is an e˜≠-to-÷˜+ (point to periodic
orbit) heteroclinic connection, given by the intersecting invariant manifolds
W u,[rc, ](e˜≠) flW s,[rc, ](÷˜+).
Now, any open half-ball centred at e˜≠, however small, contains initial states
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Figure 4.8: (a) The ( , r) tipping diagram for canonical example (4.20) with
monotone external input (4.2) contains regions of (white) tracking the moving
stable equilibrium e(rt) and (grey) irreversible R-tipping from e to infinity. The
(dashed) tiø line denotes the forward threshold instability boundary for e. (b)-
(d) Phase portraits of the compactified system (4.21) for ‘ = 0.5, µ = 0.85,
— = 0,   = 1.5, and different ‘rates’ r = (b) 0.90, (c) 0.99724339228, and (d) 1.10.
(c) The heteroclinic e˜≠-to-÷˜+ connection for r = rc defines the tracking-tipping
transition.
that converge to e˜+ as well as initial states that diverge to infinity. The hete-
roclinic connection gives a computable condition for irreversible R-tipping that
is continued in the space of the input parameters by implementing the Lin’s
method [109, 112] in the continuation software AUTO [110]. The result of nu-
merical continuation in r and   is a tracking-tipping transition curve h in the
( , r) tipping diagram in Fig. 4.8(a). The curve separates the regions of (white)
tracking e(rt) and (grey) irreversible e-to-infinity R-tipping. This is evidenced
by analysis of phase portraits for r > rc, where W u,[r, ](e˜≠) diverges to infinity,
meaning that all initial states from a sufficiently small open half-ball centred at
e˜≠ evolve on the ‘outer’ side of the threshold and go off to infinity [Fig. 4.8(d)].
Note that the tracking-tipping transition curve h intersects the forward threshold
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Figure 4.9: (a) The relation between R˜— and three fixed   respectively 0.5 in or-
ange, 1.9 in blue, and 2.7 in green for all of — œ [≠fi, fi]. (b)-(d) The (—, r) tipping
diagrams for canonical example (4.20) with monotone external input (4.2), con-
tain regions of (white) tracking the moving stable equilibrium e(rt) and (shad-
owed) irreversible R-tipping for respectively  = (b) 0.5, (c) 1.9, and (d) 2.7. The
(dashed) tiø lines denote the forward threshold instability boundaries for e.
instability boundary tiø and extends to the parameter region where the moving
equilibrium e(rt) is forward threshold stable.
Since ⁄ is two-dimensional, the full tipping diagram ‘lives’ in the three-dimensi-
onal ( , r, —) space of the input parameters. One can view Fig. 4.8(a) as a two-
dimensional ( , r) section defined by fixing the path angle — = 0. To give a
more complete picture of the full tipping diagram, we obtain tracking-tipping
transition curves h in two-dimensional (—, r) sections defined by fixing the shift
amplitude   = 0.5, 1.9 and 2.7 [Fig. 4.9 (b)-(d)]. The (forward) threshold insta-
bility boundaries tø for e(rt) correspond to the intersection points between the
(black) curve of R˜— and the (colour) horizontal lines of fixed   shown in Fig. 4.9
(a). Depending on  , the forward basin instability condition   > R˜— is satisfied
within different —-intervals. The ensuing region of R-tipping changes accord-
ingly. For example, the narrow interval of forward threshold instability and the
ensuing R-tipping region lie between the two tiø lines for   = 0.5 [Fig. 4.9 (b)],
expand noticeably for   = 1.9 [Fig. 4.9 (c)], develop a disconnected component
for   ¥ 2.5 [not shown], and cover the entire —-interval for   = 2.7 [Fig. 4.9
(d)].
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4.4.2 Non-monotone bi-asymptotically constant input
Combining (4.4), (4.9) with – = 0.5, and (4.20) gives the compactified canonical
example III with non-monotone external input:
‘x˙1 = ≠
1
x2 ≠  (s) sin ◊
2
≠
1
x1 ≠  (s) cos ◊
2
+ 13
1
x1 ≠  (s) cos ◊
23
,
x˙2 = ≠µ+
1
x1 ≠  (s) cos ◊
2
,
s˙ = r4(1≠ s
2),
(4.23)
where
 (s) =  (1≠ s
2)2
1 + 6s2 + s4 . (4.24)
The choice of the compactification parameter – satisfies the compactification con-
dition 0 < – Æ 1 and ensures that invariant subspaces {s = ±1} have an orthog-
onal transverse eigenvector.
The dynamics of system (4.23) are summarised in Fig. 4.10, which shows se-
lected (x1, x2, s) phase portraits for ‘ = 0.5, µ = 0.85, — = 0,   = 1.5, and
different rates r, together with the ( , r) section of the full tipping diagram. To
start with, phase portraits (b)–(d) in Fig. 4.10 show a very similar scenario to
the monotone input from Fig. 4.8. When r is sufficiently small, the unstable
manifold W u,[r, ](e˜≠) closely approximates the moving stable equilibrium e(rt),
while the tubular R-tipping threshold W s,[r, ](÷˜+) closely approximates the mov-
ing threshold/edge state ◊(rt) = ÷(rt) [Fig. 4.10(b)]. When r reaches a critical
rate rc1, there is a heteroclinic e˜≠-to-÷˜+ connection that indicates a critical tran-
sition from tracking to irreversible R-tipping [Fig. 4.10(c)]. There the similarity
ends. In contrast to the monotone external input, the curve h of tracking-tipping
transition in the ( , r) section of the full tipping diagram is folded so that there
can be up to two different critical rates for the same shift magnitude  . The
(grey) region of irreversible R-tipping is now tongue-shaped. As r is increased
just above the first critical rate rc1, W u,[r, ](e˜≠1 ) diverges to infinity, meaning that
there is an open half-ball of initial states centred at e˜≠, all of which evolve on
the ‘outer’ side of the threshold and diverge [Fig. 4.10(d)]. However, for even
higher r, there is another heteroclinic connection from e˜≠ to ÷˜+ [Fig. 4.10(e)].
This indicates another critical transition that brings the system from irreversible
R-tipping back to tracking e(rt). Indeed, for r > rc2, W u,[r, ](e˜≠) accumulates on
e˜+ again, meaning that there is an open half-ball of initial states centred at e˜≠,
all of which evolve on the ‘inner’ side of the R-tipping threshold and track the
moving stable equilibrium e(rt) [Fig. 4.10(f)].
In the ( , r) section of the full tipping diagram in Fig. 4.10(a) there are two
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Figure 4.10: (a) The ( , r) tipping diagram for canonical example (4.20) with
non-monotone external input (4.3). (b)-(f) Phase portraits of the compactified
system (4.23) for ‘ = 0.5, a = 0.85, — = 0,   = 1.5, and different ‘rates’ r =
(b) 0.35, (c) 0.7829302654, (d) 2.00, (e) 8.957814844199484, and (f) 15.00. (c)
and (e) Heteroclinic e˜≠-to-÷˜+ connections for respectively r = rc1 and r = rc2,
indicate the transitions of R-tipping. The (dashed) tiø and ti¿ lines denote the
forward threshold instability boundaries for e as  (rt) respectively increases and
decreases.
forward threshold instability boundaries for e(rt): ti¿ and tiø. The ti¿ line given
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by   = R0 is the forward threshold instability boundary for decreasing  (rt),
whereas the tiø line given by  = R˜0 is the forward threshold instability boundary
for increasing  (rt). Note that the tracking-tipping transition curve h intersects
both boundaries and extends to the parameter region where   < R0 < R˜0 and
e(⁄) is threshold stable (basin stable).
4.4.3 Highlights of canonical example III
There are two notable differences between canonical examples I and III. The
first difference is that R-tipping in canonical example III is given by a hetero-
clinic equilibrium-to-periodic-orbit connection. The second difference is that the
tracking-tipping transition curves h in example III intersect (forward) threshold
instability boundaries, giving rise to an observable range of the input parameters
where the system undergoes R-tipping in the absence of (forward) threshold in-
stability. These numerical findings highlight more general differences between
R-tipping in one dimension and R-tipping in higher dimensions [18, 85, 63]:
• In higher dimensions, R-tipping may be given by a heteroclinic connection
from an equilibrium to a higher-dimensional compact invariant set.
• In higher dimensions, (forward) threshold stability does not guarantee that
R-tipping is avoided for any rate r.
• In higher dimensions, (forward) threshold instability is sufficient but not
necessary for R-tipping to occur.
4.5 Canonical example IV
This canonical example:
• Demonstrates reversible R-tipping near a homoclinic bifurcation.
• Demonstrates effects of ‘winding’ thresholds in higher dimensions.
• Uncovers tipping diagrams with nested regions of multipulse R-tipping.
Consider the following path in the directed graph from Fig. 4.1: higher dimen-
sions æ single timescale æ regular thresholds æ reversible R-tipping, together
with the monostable but excitable frozen system in two dimensions [113, 114,
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115]:
x˙1 =x2 ≠ ⁄2,
x˙2 =µ1 + µ2(x1 ≠ ⁄1) + µ3(x1 ≠ ⁄1)2+
(x1 ≠ ⁄1)(x2 ≠ ⁄2)≠ (x2 ≠ ⁄2)≠ (x1 ≠ ⁄1)3,
(4.25)
where µ1, µ2 and µ3 are the system parameters, and ⁄1 and ⁄2 are the two com-
ponents of the external input ⁄ œ R2.
Table 4.1: Notations of different types of bifurcation
Notations Bifurcation
SN Saddle-node bifurcation
h Homoclinic bifurcation
SNh Saddle-node homoclinic bifurcation
H Hopf bifurcation
BT Bogdanov-Takens bifurcation
A Non-central homoclinic bifurcation
Figure 4.11: Bifurcation digram of system (4.25) in the (µ1, µ3) parameter space
when µ2 = 1.2. The asterisk point indicates the selected (µ1, µ3) for the canonical
example. Shown as Table 4.1, the curve SN indicates a saddle-node bifurcation,
h a homoclinic bifurcation, SNh a saddle-node homoclinic bifurcation, with two
points marked as A, where the bifurcation respectively starts and ends, H a hopf
bifurcation, and the point BT where a Bogdanov-Takens bifurcation happens.
These bifurcation curves separate the (µ1, µ3) parameter space into six numbered
regions, with the corresponding selected phase portraits shown in Fig. 4.12.
The bifurcation diagram in Fig. 4.11 gives an overview of the dynamics of
the frozen system (4.25) in the (µ1, µ3) parameter plane for fixed µ2 = 1.2 and
⁄1 = ⁄2 = 0. The bifurcation curves separate the (µ1, µ3) parameter plane into six
regions with qualitatively different phase portraits shown in Fig. 4.12. For the
notation of different bifurcation types, we refer to Table 4.1. We are interested
in reversible R-tipping and focus our attention on the phase portrait in region 5
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obtained for µ1 = 0 and µ3 = 1.3 [the asterisk in Fig. 4.11]. The phase portrait
consists of one stable equilibrium e1(⁄), an edge state ÷(⁄) which is the saddle
equilibrium, a regular threshold ◊(⁄) which is the stable invariant manifold of
the saddle, and a source e2(⁄). The threshold ◊(⁄) is a basin boundary of one
attractor, or an excitability threshold. The frozen system has two new properties
that are of relevance to R-tipping. Firstly, for the parameter settings in region 5,
the system exhibits excitability near a homoclinic bifurcation [116]. When dis-
turbed from the stable equilibrium e1(⁄) the system typically returns to e1(⁄), but
the response depends strongly on the disturbance: a disturbance from e1(⁄) that
does not cross the threshold ◊(⁄) results in a ‘small’ and linear response, whereas
a disturbance from e1(⁄) past ◊(⁄) results in a noticeably larger response. This
is the key ingredient of reversible R-tipping. Secondly, the threshold ◊(⁄) winds
around the stable equilibrium e1(⁄) several times, meaning that a single distur-
bance may cross the threshold more than once. This opens up the possibility
of different forms of reversible R-tipping depending on the number of crossings
through ◊(⁄) [117].
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Figure 4.12: Selected phase portraits of system (4.25) in the corresponding
six numbered regions shown in Fig. 4.11 when µ2 = 1.2, and the parameters
(µ1, µ3) = 1 (≠1.0,≠1.0), 2 (0,≠1.0), 3 (0,≠0.1), 4 (2.0, 0.5), 5 (0, 1.3),
6 (0, 2.1), where the black dots are equilibrium points, the thick black curves
are limit cycles, and the curves with the arrows indicate the dynamics.
Similarly to canonical example III, we represent the external input ⁄ in the
polar coordinates (4.18) and consider parameter paths (4.19) that are straight
half-lines from the origin of the ⁄ plane, parametrised by the magnitude   > 0
and the angle —. Associated with a path P [—, ]⁄ in the parameter plane, there are
threshold radii in the phase plane. The simple limit-cycle threshold in Fig. 4.6 has
only two threshold radii. In contrast, the winding threshold in phase portrait 5
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in Fig. 4.12 has several threshold radii. We denote them as 0 < RI— < RII— < . . .,
and 0 < R˜I— < R˜II— < . . .. Let
⁄I— = (RI— cos —, RI— sin —) and ⁄˜I— = (R˜I— cos —, R˜I— sin —),
and consider positions of e1(⁄) and ◊(⁄) for different values of ⁄ along a path
P [—, ]⁄ . If   > R˜I—, then e1(0) œ ◊(⁄˜I—) and e1(0) lies on different sides of ◊(⁄) for
⁄ arbitrarily close to ⁄˜I—. If   > RI—, then e1(⁄I—) œ ◊(0) and e1(⁄) lies on different
sides of ◊(0) for ⁄ arbitrarily close to ⁄I—. Thus, e1(⁄) is threshold unstable (but
not basin unstable) on P [—, ]⁄ if
  > min{RI—, R˜I—}.
Figure 4.13 shows multiple threshold radii R˜— whose number and magni-
tude depend strongly on —. For example, for — = ≠fi/2, there are two radii
R˜I≠fi/2 and R˜
II
≠fi/2 within the range shown in the figure [red dots in Fig. 4.13].
Crossing of different threshold parts is illustrated in Fig. 4.14 for the param-
●
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R˜II ⇡/2
R˜I ⇡/2
Figure 4.13: The opposite threshold radius R˜ for different fixed values of
— œ [≠fi, fi] of system (4.25), with the consideration of input parameter ⁄ (4.18)
and parameter paths P [—, ]⁄ (4.19). The two red dots indicate the corresponding
first two (the two smallest) R˜— when — = ≠fi/2, denoted respectively R˜I≠fi/2 and
R˜II≠fi/2. Note that there are larger values of R˜— for each — which we do not show
in the figure.
eter path P [≠fi/2, ]⁄ . If   > R˜I≠fi/2, then e1(⁄) is threshold unstable on P
[≠fi/2, ]
⁄
because e1(0) œ ◊(⁄˜I≠fi/2) and e1(0) lies on different sides of ◊(⁄) for ⁄ arbitrar-
ily close to ⁄˜I≠fi/2 [Fig. 4.14(a)–(c)]. For larger shift magnitudes  , there will
be subsequent crossings. For example, let ⁄˜II≠fi/2 = (0,≠R˜II≠fi/2) and notice that
e1(0) œ ◊(⁄˜II≠fi/2) and e1(0) lies on different sides of ◊(⁄) for ⁄ arbitrarily close to
⁄˜II≠fi/2 [Fig. 4.14(c)–(e)].
We now analyse reversible R-tipping from e1(rt) in the nonautonomous canon-
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Figure 4.14: Phase portraits of the autonomous canonical example IV (4.25)
for ⁄1 = 0 and different values of (a) ⁄2 = 0, (b) ⁄2 = ≠R˜I—, (c) ≠R˜II— < ⁄2 <
≠R˜I—, (d) ⁄2 = ≠R˜II— and (e) ⁄2 < ≠R˜II— , depict threshold instability of the stable
equilibrium e1 on P
[≠fi/2, ]
⁄ when   > R˜I—.
ical example IV:
x˙1 =x2 ≠  (rt) sin —,
x˙2 =µ1 + µ2 (x1 ≠  (rt) cos —) + µ3(x1 ≠  (rt) cos —)2+
(x1 ≠  (rt) cos —) (x2 ≠  (rt) sin —)≠ (x2 ≠  (rt) sin —)≠ (x1 ≠  (rt) cos —)3.
(4.26)
parametrised by µ1, µ2 and µ3, the magnitude  and rate r of the parameter shift,
and the angle — that fixes the orientation of the parameter path in the ⁄ plane.
When the external input traces P [—, ]⁄ away from the origin of the ⁄ plane, e1(rt)
and ◊(rt) move in the direction of R—. When the external input traces a path
P [—, ]⁄ towards the origin, e1(rt) and ◊(rt) move in the direction of R˜—. Thus, the
moving stable equilibrium e1(rt) is forward threshold unstable on P [—, ]⁄ if  (rt)
increases from 0 to  > R˜I—, or if  (rt) decreases from  > RI— to 0; see Def. 3.3.2.
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4.5.1 Monotone bi-asymptotically constant input
Combining (4.4), (4.7) with – = 1/1.3, 1/4 or 1/6.5, and (4.26) gives the com-
pactified canonical example IV with monotone external input:
x˙1 =x2 ≠  (s) sin —,
x˙2 =µ1 + µ2 (x1 ≠  (s) cos —) + µ3(x1 ≠  (s) cos —)2+
(x1 ≠  (s) cos —) (x2 ≠  (s) sin —)≠ (x2 ≠  (s) sin —)≠ (x1 ≠  (s) cos —)3,
s˙ =–r2 (1≠ s
2),
(4.27)
where
 (s) =  (1 + s)
2/–
(1≠ s)2/– + (1 + s)2/– . (4.28)
All choices of the compactification parameter – satisfy the compactification con-
dition 0 < – Æ 2, ensure that invariant subspaces {s = ±1} have an orthogonal
transverse eigenvector, and ‘place’ interesting dynamics sufficiently away from
the invariant subspaces to facilitate visualisation of the R-tipping phenomena.
The different dynamics of system (4.27) are summarised in Fig. 4.15, which
shows the ( , r) tipping diagram together with selected (x1, x2, s) phase portraits
for µ1 = 0, µ2 = 1.2, µ3 = 1.3, – = 1/1.3,   = 3.5 so that R˜I≠fi/2 <   < R˜II≠fi/2,
different rates r, and — = ≠fi2 so that e1(rt) moves along the negative x2 axis.
The invariant subspace {s = ≠1} contains the saddle e˜≠1 which is stable within
the subspace and unstable in the transverse s-direction. Additionally, there are
saddle ÷˜≠ and source e˜≠2 which are not important for R-tipping. The invariant
subspace {s = 1} contains the only stable equilibrium e˜+1 and the saddle equilib-
rium ÷˜+ which is the R-tipping edge state. The R-tipping threshold forms the basin
boundary of the only attractor e˜+1 , and is given by the (blue) two-dimensional
stable invariant manifold W s,[r, ](÷˜+) whose shape depends on   and r.
If r is sufficiently small, the unstable manifold W u,[r, ](e˜≠1 ) closely tracks the
moving stable equilibrium e1(rt) and accumulates on e˜+1 . In other words, there
is an open half-ball of initial states centred at e˜≠1 , all of which track the moving
stable equilibrium e1(rt) and evolve ‘below’ the R-tipping threshold as they con-
verge to e˜+1 [Fig. 4.15(b)]. As r is increased, there is a critical value rIc such that
W u,[r
I
c , ](e˜≠1 ) does not accumulate on e˜+1 [Fig. 4.15(c)]. Rather, there is a hetero-
clinic connection from e˜≠1 to ÷˜+ given by the intersecting invariant manifolds
W u,[r
I
c , ](e˜≠1 ) flW s,[rIc , ](÷˜+).
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Figure 4.15: (a) The ( , r) tipping diagram for canonical example (4.26) with
monotone external input (4.2), contains regions of (white) tracking the moving
stable equilibrium e1(rt) ‘closely’ enough, (light grey) single-pulse reversible R-
tipping from e1, and (dark grey) multipulse reversible R-tipping from e1. The
(dashed) tiI and tiII lines denote the forward threshold instability boundaries
respectively at   = R˜I≠fi/2 and R˜II≠fi/2 for e1. (b)-(d) Phase portraits of the com-
pactified system (4.27) for µ1 = 0, µ2 = 1.2, µ3 = 1.3,   = 3.5, — = ≠fi2 ,
– = 1/1.3 and different ‘rates’ r = (b) 0.163, (c) 0.1639739360240234783416, and
(d) 0.164. (c) The heteroclinic e˜≠1 -to-÷˜+ connection for r = rIc defines the tran-
sition between tracking and single-pulse reversible R-tipping. For clarity, the
 - and r-dependent invariant manifolds W u,[r, ](e˜≠1 ) and W s,[r, ](÷˜+) are respec-
tively labeled as W u(e˜≠1 ) and W s(÷˜+).
Now, any open half-ball of initial states centred at e˜≠1 contains initial states that
track e1(rt) and evolve ‘below’ the R-tipping threshold as they converge to e˜+1 ,
as well as initial states that evolve ‘above’ the R-tipping threshold and make a
large single-pulse excursion in the phase space before they converge to e˜+1 . In
contrast to irreversible R-tipping, asymptotic behaviour for r just below and just
above rIc is identical. Nonetheless, the heteroclinic connection at r = rIc gives a
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Figure 4.16: (a)-(b) Phase portraits of the compactified system (4.27) for
µ1 = 0, µ2 = 1.2, µ3 = 1.3,   = 4, — = ≠fi2 and different ‘rates’ r (a)
r = 0.78604476087922886540226with – = 1/4, and (b) r = 0.9with – = 1/6.5. (a)
The heteroclinic e˜≠1 -to-÷˜+ connection for r = rIIc defines the transition between
single-pulse and multipulse reversible R-tipping.
computable condition for reversible R-tipping that is continued in the plane of the
input parameters by a suitably designed shooting method [118] through checking
ifW u,[r, ](e˜≠1 ) is on the orthogonal stable s-direction of ÷˜+ at some fixed distance
from ÷˜+. The result of numerical continuation in   and r is a tracking-tipping
transition curve hI in the ( , r) tipping diagram that approaches the forward
threshold instability boundary tiI at   = R˜I≠fi/2 from the right [Fig. 4.15(a)].
The curve separates regions of (white) tracking and (grey) reversible R-tipping
from e1(rt). This is evidenced by analysis of phase portraits for r just above
rIc , where W u,[r, ](e˜≠1 ) evolves ‘above’ the R-tipping threshold and makes a large
single-pulse excursion in the phase space before it accumulates on e˜+1 . Now,
there is an open half-ball of initial states centred at e˜≠1 , all of which make a large
single-pulse excursion before accumulating on e˜+1 [Fig. 4.15(d)]. Another impor-
tant difference from the previous examples is the whole sequence of heteroclinic
curves hI , hII , . . . within the R-tipping region.
For example, if the shift amplitude   exceeds the second forward threshold
instability boundary tiII at   = R˜II≠fi/2, there is another heteroclinic connection
when r reaches the second critical rate rIIc > rIc , given by the intersecting invari-
ant manifolds
W u,[r
II
c , ](e˜≠1 ) flW s,[rIIc , ](÷˜+).
This time, the unstable manifold W u,[rIIc , ](e˜≠1 ) makes a large single-pulse excur-
sion in the phase space before it accumulates on ÷˜+ [Fig. 4.16(a)]. The cor-
responding curve hII approaches the line tiII from the right, and separates the
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regions of single-pulse and double-pulse reversible R-tipping [Fig. 4.15(a)]. This
is evidenced by analysis of phase portraits for r just above rIIc , whereW u,[r, ](e˜≠1 )
makes a large double-pulse excursion in the phase space before it accumulates
on e˜+1 [Fig. 4.16(b)]. Such dynamical behaviour is reminiscent of multipulse
excitability reported for instantaneous perturbations near n-homoclinics [119,
120], instantaneous perturbations near folded excitability thresholds [117] and
ramped parameters near folded-saddle singularities [24].
4.5.2 Non-monotone bi-asymptotically constant input
Combining (4.4), (4.9) with – = 1/1.3 or 1/35, and (4.26) gives the compactified
canonical example IV with non-monotone external input:
x˙1 =x2 ≠  (s) sin —,
x˙2 =µ1 + µ2 (x1 ≠  (s) cos —) + µ3(x1 ≠  (s) cos —)2+
(x1 ≠  (s) cos —) (x2 ≠  (s) sin —)≠ (x2 ≠  (s) sin —)≠ (x1 ≠  (s) cos —)3,
s˙ =–r2 (1≠ s
2),
(4.29)
where
 (s) = 2 (1≠ s
2)1/–
(1≠ s)2/– + (1 + s)2/– . (4.30)
Both choices of the compactification parameter – satisfy the compactification con-
dition 0 < – Æ 1, ensure that invariant subspaces {s = ±1} have an orthogonal
transverse eigenvector, and ‘place’ interesting dynamics sufficiently away from
the invariant subspaces to facilitate visualisation of the R-tipping phenomena.
The dynamics of system (4.29) are summarised in Fig. 4.17, which shows the
( , r) tipping diagram together with examples of (x1, x2, s) phase portraits for
µ1 = 0, µ2 = 1.2, µ3 = 1.3,   = 3.5 so that R˜I≠fi/2 <   < R˜II≠fi/2, different rates r,
and — = ≠fi2 so that e1(rt) moves along the negative x2 axis. The main difference
from the monotone input is existence of multiple critical rates associated with
each threshold instability boundary tiN .
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Figure 4.17: (a) The ( , r) tipping diagram for canonical example (4.26) with
non-monotone external input (4.3). The (dashed) tiI and tiII lines are the for-
ward threshold instability boundaries for e1. (b)-(f) Phase portraits of the com-
pactified system (4.29) for µ1 = 0, µ2 = 1.2, µ3 = 1.3,   = 3.5, — = ≠fi2
and different ‘rates’ r = (b) 0.169, (c) 0.1698655703481079943, (d) 0.170, (e)
5.3636719401204, and (f) 5.364. The heteroclinic e˜≠1 -to-÷˜+ connections in panel
(c) and panel (e) define the tracking-tipping transitions relevant to transition
curve hI . – = 1/1.3 for panel (b)-(d) and – = 1/35 for panel (e)-(f).
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To start with, the phase portraits (b)–(d) in Fig. 4.17 show a very similar sce-
nario to the monotone input from Fig. 4.15. When r is sufficiently small, the
unstable manifold W u,[r, ](e˜≠1 ) closely approximates the moving stable equilib-
rium e1(rt), while the winding R-tipping threshold W s,[r, ](÷˜+) closely approxi-
mates the moving threshold ◊(rt) [Fig. 4.17(b)]. When r reaches a critical rate
rIc1, there is a heteroclinic e˜
≠
1 -to-÷˜+ connection that indicates a critical transition
from tracking to reversible R-tipping [Fig. 4.17(c)]. There the similarity ends. In
contrast to the monotone external input, the curve hI of tracking-tipping tran-
sition in the ( , r) tipping diagram is folded. The (grey) region of reversible
R-tipping is now tongue-shaped, meaning that there can be up to two differ-
ent critical rates rIc1 and rIc2 for the same shift magnitude  , indicating critical
transitions between tracking and reversible R-tipping [Fig. 4.17(d-f)]. Most in-
terestingly, the R-tipping diagram contains new features that are not observed in
the other canonical examples. Within the R-tipping tongue hI , there are nested
higher-order R-tipping tongues hII , hIII , . . ., which appear for larger shift magni-
tudes  . For example, Fig. 4.17(a) reveals three hII tongues. This means that,
as r is increased, the critical transition from tracking to single-pulse reversible R-
tipping at r = rIc1 can be followed by up to six critical transitions at r = rIIc1, . . . , rIIc6
where the system switches back and forth between single-pulse and double-pulse
reversible R-tipping. Figure 4.18 illustrates critical transitions at r = rIIc1 from
single-pulse to double-pulse reversible R-tipping [Fig. 4.18(d1-d2)] and then at
r = rIIc2 back to single-pulse reversible R-tipping [Fig. 4.18(d2-d4)] as the rate r
is increased across the top hII tongue, which is the only hII tongue for   = 3.5.
Critical transitions between different multipulse R-tipping are always followed
by the critical transition at r = rIc2 from single-pulse reversible R-tipping back to
tracking [Fig. 4.17(d-f)]. Interestingly, there is an observable region of double-
pulse reversible R-tipping below the second threshold instability boundary tiII at
  = R˜II≠fi/2 [the top hII tongue in Fig. 4.17(a)].
What is more, there can be additional critical rates between rIc1 and rIc2, which
correspond to transitions between different multipulse reversible R-tipping due
to hIII , hIV , . . . tongues (not shown in the figure).
Finally, we note the presence of small-amplitude pulses at higher r, e.g. in
Fig. 4.17(f), that arise gradually, without a heteroclinic bifurcation, as the hN
tongues are approached from above. Here, the rates r are high compared to the
natural timescales of the frozen system and, and while a heteroclinic connection
gives R-tipping by definition, there is only a small quantitative change in the
amplitude of the pulse.
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Figure 4.18: Phase portraits of the compactified system (4.29) for µ1 = 0,
µ2 = 1.2, µ3 = 1.3,   = 3.5, — = ≠fi2 , – = 1/1.3 and different ‘rates’ r =
(d1) 2.350195043, (d2) 2.39, (d3) 3.043230003 and (d4) 3.50, which fall between
panels (d) and (e) from Fig. 4.17. The heteroclinic e˜≠1 -to-÷˜+ connections in panel
(d1) and panel (d3) define the transitions between single-pulse and double-pulse
reversible R-tipping relevant to transition curve hII . (d1)–(d4) are phase portraits
between panel (d) and panel (e) in Fig 4.17, where double-pulse reversible R-
tipping happens due to crossing hII .
4.5.3 Highlights of canonical example IV
The most notable difference from canonical examples I–III is the intricate tipping
diagram in Fig. 4.17(a) consisting of a nested sequence of reversible multipulse
R-tipping tongues. The tongues are bounded by N -heteroclinic connections hN ,
where the unstable manifold of saddle e˜1 makes a large (N ≠ 1)-pulse excursion
in the phase space before converging to saddle ÷˜+.
These numerical findings highlight some general properties of reversible R-
tipping in higher dimensions. Namely, in addition to critical transitions between
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tracking and reversible R-tipping, the R-tipping definition 3.2.14 captures critical
transitions between different types of reversible R-tipping.
4.6 Canonical example V
According to Definition 3.2.6, a quasithreshold ◊Á requires that the frozen sys-
tem (1.2) is slow-fast in the sense of the state variables evolving on different
timescales, with the time-scale separation quantified by a small parameter 0 <
Áπ 1. This means that x needs to be at least two-dimensional.
This canonical example:
• Demonstrates reversible R-tipping due to quasithresholds.
• Identifies singular R-tipping edge-states and singular R-tipping thresholds.
• Reveals different types of R-tipping quasithresholds.
Consider the following path in the directed graph from Fig. 4.1: higher dimen-
sions æ multiple timescales æ quasithresholds æ reversible R-tipping, together
with a monostable slow-fast frozen system (3.4)–(3.5) in two dimensions:
‘
dY
dt
= ≠Y (Y 2 ≠ 2) + Z + ⁄,
dZ
dt
= ≠Y ≠ 1,
(4.31)
where 0 < ‘ π 1 is the small parameter, Y and Z œ R are the fast and slow
components of the vector field, respectively, and ⁄ œ R is the external input.
System (4.31) has one equilibrium
e(⁄) = (≠1, 1≠ ⁄), (4.32)
that is globally stable. The position of e(⁄) varies along the Z direction with ⁄.
The slow subsystem (3.10):
dz
dt
= ≠y ≠ 1, (4.33)
evolves on the one-dimensional critical manifold (3.11):
S0(⁄) = {(y, z) œ R2 : ≠y(y2 ≠ 2) + z + ⁄ = 0}, (4.34)
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Figure 4.19: Critical manifold S0 (4.34) colored in green with two (solid) at-
tracting submanifolds Sa10 and Sa20 , and one (dashed) repelling submanifold Sr0 ,
which are separated by the two folds F1 and F2. The singular limit threshold ◊0
is shown in blue. The arrows indicate the dynamics of the fast subsystem (4.36),
in particular the faster dynamics marked with double arrows.
with two quadratic fold points
F1(⁄) =
Y][(y, z) œ R2 : y = ≠
Û
2
3 , z =
4
Ô
6
9 ≠ ⁄
Z^
\ ,
F2(⁄) =
Y][(y, z) œ R2 : y =
Û
2
3 , z = ≠
4
Ô
6
9 ≠ ⁄
Z^
\ ,
(4.35)
shown in Fig. 4.19. Alternatively, S0(⁄) consists of a union of all equilibria of the
fast subsystem (3.12):
dy
d·
= ≠y(y2 ≠ 2) + z + ⁄, (4.36)
where the slow variable z becomes an additional parameter. Stability analysis of
equilibria for the fast subsystem (4.36) reveals that S0(⁄) has two attractive sub-
manifolds Sa10 (⁄) and Sa20 (⁄) that consist of stable hyperbolic equilibria, and one
repelling submanifold Sr0(⁄) that consists of unstable hyperbolic equilibria. The
manifolds are separated by the two fold points F1(⁄) and F2(⁄) that correspond
to non-hyperbolic equilibria or saddle-node bifurcations in the fast subsystem
[Fig. 4.19]. The singular-limit threshold ◊0(⁄) is given by the stable set of F1(⁄).
Now we have all the ingredients required to examine threshold instability of the
stable equilibrium e(⁄) on parameter paths.
Fig. 4.20 shows e(⁄) and ◊0(⁄) for three different values of the input parameter
⁄ along the parameter path
P [ ]⁄ = {⁄ : 0 Æ ⁄ Æ  }.
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Figure 4.20: Singular-limit thresholds ◊0(⁄) of the frozen system (4.31) for dif-
ferent values of ⁄ = (a) 0, (b) ⁄1 > 0, and (c) ⁄2 > ⁄1, illustrate threshold
instability of the stable equilibrium e.
If   > ⁄1, then e(0) œ ◊0(⁄1) and e(0) lies on different sides of ◊0(⁄) for ⁄ arbi-
trarily close to ⁄1. This means the stable equilibrium e(⁄) is threshold unstable
(but not basin unstable) on P [ ]⁄ ; see Definition 3.3.2.
We now analyse reversible R-tipping from e(rt) in the nonautonomous canon-
ical example V:
‘
dY
dt
= ≠Y (Y 2 ≠ 2) + Z +  (rt),
dZ
dt
= ≠Y ≠ 1,
(4.37)
parametrised by ‘, and the magnitude   and rate r of the parameter shift.
Before we consider specific types of the external input  (rt), it is convenient
to compactify the problem and then derive the compactified desingularised slow
subsystem for (4.37) that governs the slow dynamics in the limit ‘ = 0. The
compactification transformation (2.66) gives the following compactified slow-
fast system (3.30)–(3.32):
‘
dY
dt
= ≠Y (Y 2 ≠ 2) + Z +  (s),
dZ
dt
= ≠Y ≠ 1,
ds
dt
= –r2 (1≠ s
2),
(4.38)
where s œ [s≠, 1] becomes an additional slow variable and s≠ = 0 or ≠1. The
critical manifold in the compactified system is two-dimensional
S0 = {(y, z, s) œ R2 ◊ [s≠, 1] : ≠y(y2 ≠ 2) + z +  (s) = 0}, (4.39)
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Figure 4.21: A graph of dT/dt with respect to y-component from (4.41), with
two vertical dashed lines indicating the folds F1 and F2.
with two fold lines
F1 =
Y][(y, z, s) œ R2 ◊ [s≠, 1] : y = ≠
Û
2
3 , z =
4
Ô
6
9 ≠  (s)
Z^
\ ,
F2 =
Y][(y, z, s) œ R2 ◊ [s≠, 1] : y =
Û
2
3 , z = ≠
4
Ô
6
9 ≠  (s)
Z^
\ .
(4.40)
Using the state-dependent time rescaling (3.26):
dt = (3y2 ≠ 2)dT, (4.41)
shown in Fig. 4.21, we obtain the compactified desingularised slow sub sys-
tem (3.37)–(3.39):
dy
dT
= ≠y ≠ 1 + d (s)
ds
–r
2 (1≠ s
2),
dz
dT
= (3y2 ≠ 2)(≠y ≠ 1),
ds
dT
= –r2 (3y
2 ≠ 2)(1≠ s2),
(4.42)
that describes the slow dynamics of all three variables on the critical mani-
fold (4.39) in the compactified (y, z, s) phase space in the new slow time T . Since
the z-dynamics decouples from the y- and s-dynamics on S0, the problem can be
reduced to
dy
dT
= ≠y ≠ 1 + d (s)
ds
–r
2 (1≠ s
2),
ds
dT
= –r2 (3y
2 ≠ 2)(1≠ s2).
(4.43)
Figure 4.21 shows that, at the fold lines F1 and F2, the time T is infinitely faster
than t and changes its direction of growth with respect to t. Thus, to obtain the
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phase portrait on the critical manifold (4.39) in the slow time t, we first obtain
the phase portrait for (4.43) in time T , and then reverse the direction of the flow
between F1 and F2. The results are presented in two ways:
• Phase portraits for ‘ = 0 showing trajectories on the critical manifold S0 for
the slow time t in projection onto the (y, s) plane.
• Phase portraits for 0 < ‘π 1 showing trajectories of the compactified slow-
fast system (4.38) in the (Y, Z, s) phase space.
4.6.1 Monotone asymptotically constant input: Folded saddle
Combining (4.38) with – = 1/2 and (4.5) gives the compactified canonical ex-
ample V with monotone asymptotically constant input
‘
dY
dt
= ≠Y (Y 2 ≠ 2) + Z + 4 s(1 + s)2 ,
dZ
dt
= ≠Y ≠ 1,
ds
dt
= r4(1≠ s
2),
(4.44)
where s œ [0, 1]. The choice of – satisfies the compactification condition 0 <
– Æ 1, and ensures that invariant subspace {s = 1} has an orthogonal transverse
eigenvector. We choose an initial condition on Sa10 and denote it with I0. The
trajectories started from I0 are plotted in red.
4.6.1.1 Slow dynamics in the singular limit Á = 0.
Before we analyse the slow-fast system (4.44), we describe the slow dynamics on
S0 for the slow time t in the limit Á = 0. To this end, we consider the compactified
desingularised slow subsystem (4.43):
dy
dT
= ≠y ≠ 1 +  r(1≠ s)
2
(1 + s)2 ,
ds
dT
= r4(3y
2 ≠ 2)(1≠ s2),
(4.45)
and then translate from T to t by reversing the flow between F1 and F2. Sys-
tem (4.45) has one regular equilibrium - the globally stable node in the invariant
subspace {s = 1}:
e˜+ = (y, s) = (≠1, 1). (4.46)
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Figure 4.22: Phase portraits of system (4.44) on the critical manifold S0 under
the singular limit ‘ = 0 with external input (4.1) in projection onto the (y, s)
plane for   = 0.5, initial state at I0 = (y, s) = (≠1, 0) and different ‘rates’ r =(a)
0.3670, (b) 0.5261050891556, (c) 0.80, (d) 3.70. The critical manifold S0 has two
attractive submanifolds Sa10 and Sa20 , and one repelling submanifold Sr0 . The basin
of attraction of e˜+ is shaded in blue. In panel (b) the singular canard trajectory
’S0 intersects the chosen initial state I0, namely the red dot, that indicates the
critical rate rc,0 for reversible R-tipping under the singular limit ‘ = 0. FS and
FF are respectively folded saddle and folded focus singularities.
Additionally, analysis of folded equilibria [see Eq. (3.25)] reveals a folded-saddle
(denoted FS) on F1:
(y, s) =
Qcca≠
Û
2
3 ,
Ô
 r ≠
Ú
1≠
Ò
2
3
Ô
 r +
Ú
1≠
Ò
2
3
Rddb ,
and a folded sink (folded node FN or folded focus FF ) on F2:
(y, s) =
Qcca
Û
2
3 ,
Ô
 r ≠
Ú
1 +
Ò
2
3
Ô
 r +
Ú
1 +
Ò
2
3
Rddb .
The dynamics within the critical manifold S0 in the slow time t are summarised
in Fig. 4.22, which shows selected phase portraits in projection onto the (y, s)
plane for   = 0.5 and different rates r. The folded saddle singularity FS is the
singular R-tipping edge state. The singular R-tipping threshold within S0 is given
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by the singular folded-saddle canard trajectory, denoted ’S0 , that crosses from Sa10
to Sr0 via FS. ’S0 forms the basin boundary of e˜+ within Sa10 , and is computed as
the stable manifold of the folded-saddle equilibrium in system (4.45). The basin
of attraction of e˜+ is shaded in blue.
The folded singularities and the singular R-tipping threshold vary with r and
 . If 0 < r < (1 ≠
Ò
2/3)/ , the fold F1 is repelling and I0 is in the basin of
attraction of e˜+, meaning that trajectories started at I0 cannot reach F1 and have
to converge to e˜+ [Fig. 4.22(a)]. When r = (1≠
Ò
2/3)/ , the folded-saddle FS
on F1 enters the s = [0, 1] interval. This opens up a subinterval of attracting jump
points on F1 and below FS [Fig. 4.22(a)]. When r reaches its critical value rc,0,
the trajectory started at I0 no longer converges to e˜+. Rather, I0 œ ’S0 , meaning
the trajectory crosses the fold F1 via the special point FS and continues on the
repelling part Sr0 of the critical manifold until it ceases to exist at a jump point on
F2 [Fig. 4.22(b)]. For r > rc,0, I0 lies outside the basin of attraction of e˜+ so that
trajectories started at I0 are attracted to a jump point on F1 and cease to exist
within S0 [Fig. 4.22(c)]. Note that, when r = (1 +
Ò
2/3)/ , a folded focus FF
on F2 enters the s = [0, 1] interval. However, this does not affect the dynamics on
Sa10 [Fig. 4.22(d)].
4.6.1.2 Slow-fast dynamics for 0 < Áπ 1.
The different dynamics of the slow-fast system (4.44) are summarised in Fig. 4.23,
which shows the ( , r) tipping diagram together with selected (Y, Z, s) phase por-
traits for   = 0.5, ‘ = 0.001 and different rates r. The invariant subspace {s = 1}
contains the globally stable equilibrium
e˜+ = (Y, Z, s) = (≠1, 1≠ , 1).
The normally hyperbolic components of the critical manifold persist as locally
invariant attracting slow manifolds Sa1Á and Sa2Á , and a repelling slow manifold
SrÁ [47, 56, 75]. Typically, SaÁ and SrÁ detach along F , except near folded singular-
ities where SaÁ and SrÁ intersect, possibly in a very complicated way [121, 108].
The singular folded-saddle canard ’S0 persists as a nearby folded-saddle canard
’SÁ , and can be computed in two ways: (i) as an intersection of the slow manifolds
Sa1Á and SrÁ , or (ii) as the maximal canard trajectory that stays on the repelling
slow manifold SrÁ for the longest time. We refer to [122, 108] for computation
of slow manifolds and canards. In Fig. 4.23, we plot Sa10 , Sa20 , Sr0 (in green) as
approximations of Sa1Á , Sa2Á and SrÁ , respectively. We plot ’S0 as an approximation
of ’SÁ . For reference, we also include the remaining components of the singular
limit system: the two fold lines F1 and F2, and the folded singularities FS and
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Figure 4.23: (a) The ( , r)-tipping diagrams of system (4.38) under ‘ = 0, 0.001,
0.01, 0.05 and 0.10 with monotone external input (4.1), with the right regions of
the relevant tipping curves h for the occurrence of reversible R-tipping. The
(dashed) ti line is the (forward) threshold instability boundary for ‘ = 0. (b)-(f)
Phase portraits of system (4.44) for   = 0.5, ‘ = 0.001 and different ‘rates’ r =
(b) 0.36, (c) 0.3670, (d) 0.5261050891556,(e) 0.52611, and (f) 3.70. The critical
manifold S0, which is the green surface, has two attractive submanifolds Sa10 and
Sa20 , and one repelling submanifold Sr0 . FS and FF are respectively folded saddle
and folded focus singularities. ’S0 is the singular folded-saddle canard.
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FF .
If r is sufficiently small, the system closely tracks the moving equilibrium e(rt),
stays within Sa1Á and converges to e˜+ [Fig. 4.23 (b)]. As r increases, the red tra-
jectory continues to stay within Sa1Á , but gets closer to F1, which can be explained
by the appearance of the folded saddle FS at s = 0 [Fig. 4.23 (c)]. Then, there
is a small range of r ¥ rc,0, where the system leaves Sa1Á along the folded-saddle
canard trajectory ’SÁ , crosses F1, and continues along the unstable manifold SrÁ
for some time. Within this range, there is a change in how the system leaves the
neighbourhood of SrÁ along the fast y-direction. Initially, the system goes directly
to Sa1Á before it converges to e˜+ [Fig. 4.23 (d)]. For higher r, the system goes to
Sa2Á and then returns via F2 to Sa1Á before it converges to e˜+ [Fig. 4.23 (e)].
The main characteristic of a quasithreshold is that the ensuing reversible R-
tipping is a continuous transition that occurs within a critical range of r. The
transition involves a family of canard trajectories, such as the red trajectories
shown in Fig. 4.23 (d)-(e), that follow the folded-saddle canard ’SÁ on SrÁ . The
R-tipping quasithreshold can be defined as the folded-saddle-canard ’SÁ together
with its stable set - the set of trajectories that converge towards ’SÁ for as long as
’SÁ exists. Figure 4.23 (a) shows that the critical rate rc,0 for Á = 0 gives a good
approximation of the critical range of r in the slow-fast canonical example (4.44)
with 0 < Á π 1. The approximation becomes less accurate at larger values of Á
near the threshold instability boundary ti.
When r is increased further, the red trajectory leaves Sa1Á near F1, moves di-
rectly towards Sa2Á along the fast y-direction, spends time on Sa2Á , then leaves Sa2Á
near F2 to return directly to Sa1Á and converge to e˜+ [Fig. 4.23 (f)]. Note that the
slow evolution on Sa2Á may change noticeably with r, which can be explained by
the appearance of the folded focus FF on F2 [Fig. 4.23 (f)].
4.6.2 Monotone bi-asymptotically constant input:
Folded saddle-node type-I
Combining (4.38) with – = 1 and (4.7) gives the compactified canonical example
V with monotone bi-asymptotically constant input
‘
dY
dt
= ≠Y (Y 2 ≠ 2) + Z +  2
(1 + s)2
(1 + s2) ,
dZ
dt
= ≠Y ≠ 1,
ds
dt
= r2(1≠ s
2),
(4.47)
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where s œ [≠1, 1]. The choice of – satisfies the compactification condition 0 <
– Æ 2, and ensures that invariant subspaces {s = ±1} have an orthogonal trans-
verse eigenvector.
Before we analyse the slow-fast system (4.47), we describe the slow dynam-
ics on S0 for the slow time t in the limit Á = 0. To this end, we consider the
compactified desingularised slow subsystem (4.43):
dy
dT
= ≠y ≠ 1 +  r(1≠ s
2)2
2(1 + s2)2 ,
ds
dT
= r(3y
2 ≠ 2)(1≠ s2)
2 ,
(4.48)
and then translate from T to t by reversing the flow between F1 and F2. Sys-
tem (4.48) has one stable equilibrium in the invariant subspace {s = 1}:
e˜+ = (y, s) = (≠1, 1), (4.49)
and one saddle equilibrium in the invariant subspace {s = ≠1}:
e˜≠ = (y, s) = (≠1,≠1). (4.50)
Additionally, analysis of folded equilibria [see Eq. (3.25)] reveals a saddle-node
bifurcation of folded equilibria on F1 (denoted FSN) when
r = rFSN1 =
2
 (1≠
Ò
2/3).
The bifurcation is referred to as a folded saddle-node type-I [105, 107, 104], and
gives rise to a folded saddle (denoted FS) and a stable folded node (denoted FN)
on F1:
(y, s) =
Qccca≠
Û
2
3 ,±
ıˆııııÙ
Ô
 r ≠
Ú
2≠ 2
Ò
2
3
Ô
 r +
Ú
2≠ 2
Ò
2
3
Rdddb .
Similarly, there is another saddle node bifurcation of folded equilibria on F2 when
r = rFSN2 =
2
 (1 +
Ò
2/3),
It also gives rise to a folded saddle and a stable folded node, but is not relevant
for R-tipping.
The presence of a stable folded node on F1 opens up the possibility of having
different R-tipping quasithresholds. In fact, there are two cases [51] which we
describe below using different values of  .
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Figure 4.24: Phase portraits of system (4.47) on the critical manifold S0 under
the singular limit ‘ = 0with external input (4.2) in projection onto the (y, s) plane
for   = 0.15 and different ‘rates’ r =(a) 2.4467122543, (b) 3.50, (c) 4.38130658,
(d) 10. The singular canard trajectory ’S0 intersects e˜≠, namely the heteroclinic
e˜≠-to-FS connection in panel (c), that indicates the critical rate rc,0 for reversible
R-tipping under the singular limit ‘ = 0. Panel (a) zooms in the areas around the
folded saddle-node singularity FSN . FS and FF are respectively folded saddle
and folded focus singularities.
4.6.2.1 Case 1: Simple R-tipping quasithreshold.
For sufficiently small   we find a simple quasithreshold due to a folded saddle,
which is similar to the quasithreshold described for the asymptotically constant
input above.
Slow dynamics in the singular limit Á = 0.
We set   = 0.15 and summarise the dynamics of system (4.47) on the critical
manifold S0 in the slow time t in Fig. 4.24, which shows selected phase portraits
in projection onto the (y, s) plane for different rates r. The invariant subspace
{s = ≠1} contains the saddle equilibrium e˜≠, which is stable within the subspace,
and unstable in the transverse s-direction. The invariant subspace {s = 1} con-
tains the stable equilibrium e˜+. The folded saddle singularity FS is the singular
R-tipping edge state. The singular R-tipping threshold within S0 is given by the
singular folded-saddle canard trajectory, denoted ’S0 , that goes from Sa10 to Sr0
via FS. ’S0 forms the basin boundary of e˜+ within Sa10 , and is computed as the
stable manifold of the folded-saddle equilibrium in system (4.48). The basin of
attraction of e˜+ is shaded in blue.
Rate-induced Critical Transitions 111 Chun Xie
4. CANONICAL EXAMPLES OF R-TIPPING 4.6 Canonical example V
If 0 < r < rFSN1 , the fold F1 is repelling, meaning that the unstable manifold
W u,[r, ](e˜≠) cannot reach F1 and has to accumulate on e˜+. As r is increased,
there is a saddle-node bifurcation of folded singularities on F1, but it does not
interfere with W u,[r, ](e˜≠) [Fig. 4.24(a)]. Shortly past the bifurcation, the stable
folded node FN turns into a stable folded focus FF . Note that there are no
canards associated with folded foci. The points on F1 that are below FS become
attracting jump points. Since W u,[r, ](e˜≠) is separated from the attracting jump
points on F1 by the singular folded-saddle canard ’S0 , it continues to accumulate
on e˜+. In other words, there is an open half-circle of initial states centred at e˜≠,
all of which evolve on one side of ’S0 , within the basin of attraction of e˜+, and
converge to e˜+ [Fig. 4.24(b)]. As r is increased, W u,[r, ](e˜≠) gets closer to ’S0 .
When r reaches the critical value rc,0, W u,[rc,0, ](e˜≠) no longer accumulates on
e˜+. Rather, W u,[rc,0, ](e˜≠) becomes the folded-saddle canard ’S0 , crosses F1 via
FS, and continues on Sr0 [Fig. 4.24(c)]. In the compactified desingularised slow
subsystem (4.48), this corresponds a (codimension-one) heteroclinic connection
from the regular saddle equilibrium e˜≠ to the folded saddle equilibrium FS given
by the coalescing invariant manifolds
W u,[rc,0, ](e˜≠) flW s,[rc,0, ](FS).
Now, any open half-circle of initial states centred at e˜≠ contains states that lie
within the basin of attraction of e˜+, as well as states that are attracted to a jump
point on F1 and cease to exist within S0. This heteroclinic connection gives a
computable condition for the approximation of the critical range of r. When
r > rc,0, the heteroclinic connection breaks so that ’S0 is on the other side of
W u,[r, ](e˜≠), andW u,[r, ](e˜≠) itself reaches a jump point on F1 and ceases to exist
within S0 [Fig. 4.24(d)]. Now, there is an open half-circle of initial states centred
at e˜≠, all of which are outside the basin of attraction of e˜+, arrive at jump points
on F1 and cease to exist within S0.
Slow-fast dynamics for 0 < Áπ 1.
The dynamics of the slow-fast system (4.47) are summarised in Fig. 4.25,
which shows selected (Y, Z, s) phase portraits for   = 0.15, ‘ = 0.01 and dif-
ferent rates r. The invariant subspace {s = 1} contains the stable equilibrium
e˜+ = (Y, Z, s) = (≠1, 1≠ , 1),
and the invariant subspace {s = ≠1} contains the saddle equilibrium
e˜≠ = (Y, Z, s) = (≠1, 1,≠1).
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Figure 4.25: Phase portraits of system (4.47) with external input (4.2) for   =
0.15, ‘ = 0.01 and different ‘rates’ r =(a) 0.5, (b) 2.4467122543, (c) 3.50, (d)
4.8577, (e) 4.858, (f) 10.0. The critical manifold S0, which is the green surface,
has two attractive submanifolds Sa10 and Sa20 , and one repelling submanifold Sr0 .
FSN , FS and FF are respectively folded saddle-node, folded saddle and folded
focus singularities. ’S0 is the singular folded-saddle canard.
The normally hyperbolic components of the critical manifold persist as locally
invariant attracting slow manifolds Sa1Á and Sa2Á , and a repelling slow manifold
SrÁ [47, 56, 75]. Typically, SaÁ and SrÁ detach along F , except near folded singular-
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ities where SaÁ and SrÁ intersect, possibly in a very complicated way [121, 108].
The singular folded-saddle canard ’S0 persists as a nearby folded-saddle canard
’SÁ , and can be computed in two ways: (i) as an intersection of the slow manifolds
Sa1Á and SrÁ , or (ii) as the maximal canard trajectory that stays on the repelling
slow manifold SrÁ for the longest time. We refer to [122, 108] for computation
of slow manifolds and canards. In Fig. 4.25, we plot Sa10 , Sa20 , Sr0 (in green) as
approximations of Sa1Á , Sa2Á and SrÁ , respectively. We plot ’S0 as an approximation
of ’SÁ . For reference, we also include the remaining components of the singular
limit system: the two fold lines F1 and F2, and the folded singularities FS and
FF .
If r is sufficiently small, the unstable manifold W u,[r, ](e˜≠) stays within Sa1Á ,
closely tracks the moving stable equilibrium e(rt), and then accumulates on e˜+
[Fig. 4.25 (a)-(c)]. This happens despite the saddle-node type-I bifurcation giving
rise to two folded singularities on F1. In general, there is a complicated structure
of folded-node canards associated with a folded node [105, 121, 107, 104]. This
structure plays an important role in Case 2 ahead. In the case at hand, the stable
folded node turns into a stable folded focus soon after the bifurcation, and the
complicated canard structure disappears before it interferes with the R-tipping
instability. As r is increased, W u,[r, ](e˜≠) gets closer to F1 near the folded saddle
FS [Fig. 4.25 (c)]. Then, there is a small range of r ¥ rc,0, where W u,[r, ](e˜≠)
leaves Sa1Á , crosses F1, and follows the folded-saddle canard ’SÁ along the unstable
manifold SrÁ for some time. Within this range, there is a change in how the system
leaves the neighbourhood of SrÁ in the fast y-direction. Initially, the system goes
directly to Sa1Á before it converges to e˜+ [Fig. 4.25 (d)]. For higher r, the system
goes to Sa2Á first, and then returns via F2 to Sa1Á before it converges to e˜+ [Fig. 4.25
(e)].
The main characteristic of the simple quasithreshold is that the ensuing re-
versible R-tipping is a continuous transition that occurs within a single critical
range of r. Throughout the transition, W u,[r, ](e˜≠) traces out a family of canard
trajectories that follow the folded-saddle canard ’SÁ on SrÁ for some time, such as
the red trajectories shown in Fig. 4.25 (d)-(e). While it is clear the critical range
of r is associated with the folded-saddle canard, the exact dynamical mechanism
has not been identified so far. Figure 4.26 reveals that the critical range of r
corresponds to an infinite-time canard-bifurcation. As r is increased, the folded-
saddle canard ’SÁ approaches the regular saddle equilibrium e˜≠ [Fig. 4.26(c)],
connects to e˜≠ from ‘above’ [Fig. 4.26(d-e)], and then reappears from ‘below’
[Fig. 4.26(f)]. In other words, the folded-saddle canard ’SÁ coalesces with the
unstable manifold W u,[r, ](e˜≠) as they pass through each other in a transverse
crossing. The simple R-tipping quasithreshold can be defined as the folded-saddle-
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Figure 4.26: Canard evolution of system (4.47) with external input (4.2) for
  = 0.15, ‘ = 0.01 and different ‘rates’ r =(c) 3.50, (d–e) 4.8577262570, (f)
10.0. Zoom in for observation of canard in Fig. 4.25, and ’SÁ is the folded-saddle
canard.
canard ’SÁ together with its stable set - the set of trajectories that converge to-
wards ’SÁ for as long as ’SÁ exists.
When r is increased further, the unstable manifoldW u,[r, ](e˜≠) leaves Sa1Á near
F1 along the fast y-direction, moves directly (i.e. without following SrÁ) towards
Sa2Á , spends time on Sa2Á , then leaves Sa2Á near F2 along the fast y-direction to
return directly to Sa1Á and converge to e˜+ [Fig. 4.25 (f)].
4.6.2.2 Case 2: Complicated R-tipping quasithreshold.
For larger   we find a complicated quasithreshold due to a folded saddle-node
type-I, which arises from an interplay of the complicated dynamics owing to a
folded node, and the simple threshold behaviour owing to a folded saddle.
Slow dynamics in the singular limit Á = 0.
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We set   = 0.8 and summarise the dynamics of system (4.47) on the critical
manifold S0 in the slow time t in Fig. 4.27, which shows selected phase portraits
in projection onto the (y, s) plane for different rates r. The invariant subspace
{s = ≠1} contains the saddle equilibrium e˜≠, which is stable within the subspace,
and unstable in the transverse s-direction. The invariant subspace {s = 1} con-
tains the stable equilibrium e˜+. When Á = 0, the main difference from the simple
Case 1 is that there are two singular R-tipping edge states: the folded-node FN and
the folded saddle FS singularities. Thus, the ensuing singular R-tipping threshold
within S0 consists of two components. The more relevant component, the singu-
lar strong folded-node canard, denoted ’N0 , is computed as the unique trajectory
tangent to the strong eigenspace (corresponding to the largest magnitude eigen-
value) of the stable folded node in system (4.48). The other component, the
singular folded-saddle canard, denoted ’S0 , is computed as the stable manifold
of the folded saddle in system (4.48). ’N0 and ’S0 form the basin boundary of e˜+
within Sa10 . The basin of attraction of e˜+ is shaded in blue.
If 0 < r < rFSN1 , the fold F1 is repelling, meaning that the unstable manifold
W u,[r, ](e˜≠) cannot reach F1 and has to accumulate on e˜+. When r = rFSN1 , there
is a saddle-node bifurcation of folded singularities on F1. In contrast to Case 1,
this bifurcation interferes with W u,[r, ](e˜≠) [Fig. 4.27]. Specifically, W u,[r, ](e˜≠)
becomes the saddle-node centre manifold [Fig. 4.27(b)]. Shortly past the bi-
furcation, the part of F1 between FS and FN consists of attracting jump points
[Fig. 4.27(c)]. Trajectories started on Sa10 between the singular strong folded-
node ’N0 and the folded-saddle ’S0 canards are attracted to these jump points and
cease to exist within S0. What is more, W u,[r, ](e˜≠) becomes the singular weak
folded-node canard ’w0 . In other words, there is a (codimension-zero) connection
from e˜≠ to FN tangent to the weak eigenspace (corresponding to the smallest
magnitude eigenvalue) of FN in system (4.48). Interestingly, there is an open
half-circle of initial states centred at e˜≠, all of which pass through FN along ’w0 ,
continue to evolve along ’w0 on Sr0 , then re-enter Sa10 via FS, and converge to e˜+
[Fig. 4.27(c)]. When r reaches the critical value rc,0, the folded node becomes a
degenerate folded-node DFN ,W u,[rc,0, ](e˜≠) and the singular strong folded-node
canard ’N0 coalesce, and ’N0 is destroyed in the sense that it does not exist for
r > rc,0 [Fig. 4.27(d)]. Now, any open half-circle of initial states centred at e˜≠
contains states that lie within the basin of attraction of e˜+, as well as states that
are attracted to a jump point on F1 and cease to exist within S0; see the inset in
Fig. 4.27(d) showing trajectories near DFN . The degenerate folded-node condi-
tion SU48
QaÛ2
3 ≠
2
3
RbTV2 SU rc,0 ≠ 2
Qa1≠
Û
2
3
RbTV rc,0 ≠  = 0,
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Figure 4.27: Phase portraits of system (4.47) on the critical manifold S0 under
the singular limit ‘ = 0with external input (4.2) in projection onto the (y, s) plane
for   = 0.8 and different ‘rates’ r =(a) 0.1, (b) 0.45875854768, (c) 0.47862301355,
(d) 0.497612, (e) 0.9, (f) 4.541241452319314753. The folded node FN becomes a
degenerate folded-node DFN , and the unstable manifoldW u,[rc,0, ](e˜≠) of e˜≠ and
the singular strong folded-node canard ’N0 coalesce in panel (d), that indicates
the critical rate rc,0 for reversible R-tipping under the singular limit ‘ = 0.
gives a computable condition for the approximation of the whole series of critical
ranges of r found for 0 < Áπ 1.
When r > rc,0, the unstable manifold W u,[r, ](e˜≠) itself reaches a jump point
on F1 and ceases to exist within S0 [Fig. 4.27(e)-(f)]. In other words, there is an
open half-circle of initial states centred at e˜≠, all of which are outside the basin
of attraction of e˜+, arrive at jump points on F1 and cease to exist within S0.
Slow-fast dynamics for 0 < Áπ 1.
The dynamics of the slow-fast system (4.47) are summarised in Figs. 4.28, 4.30
and 4.29, which show selected (Y, Z, s) phase portraits for   = 0.8, ‘ = 0.01 and
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different rates r. The invariant subspace {s = 1} contains the stable equilibrium
e˜+ = (Y, Z, s) = (≠1, 1≠ , 1),
and the invariant subspace {s = ≠1} contains the saddle equilibrium
e˜≠ = (Y, Z, s) = (≠1, 1,≠1).
The normally hyperbolic components of the critical manifold persist as locally
invariant attracting slow manifolds Sa1Á and Sa2Á , and a repelling slow manifold
SrÁ [47, 56, 75]. Typically, SaÁ and SrÁ detach along F , except near folded singular-
ities where SaÁ and SrÁ intersect, possibly in a very complicated way [121, 108]. In
Figs. 4.28, 4.30 and 4.29, we plot Sa10 , Sa20 , Sr0 (in green) as approximations of Sa1Á ,
Sa2Á and SrÁ , respectively. The singular folded-saddle ’S0 and the singular strong
folded-node ’N0 canards persist as nearby folded-saddle ’SÁ and strong folded-
node ’NÁ canards, respectively [76]. Additionally, there are secondary folded-
node canards ›n arising from the complicated intersections of Sa1Á and SrÁ near
FN [105, 121, 122], as well as composite canards ’CÁ arising from the interaction
of folded-node and folded-saddle [51, 104]. In Figs. 4.28 and 4.29 we plot the
unstable manifoldW u,[r, ](e˜≠) (in red) together with singular canards (in black).
For reference, we also include the remaining components of the singular limit sys-
tem: the two fold lines F1 and F2, and the folded singularities FSN , FS, FN and
FF . In Fig. 4.30, we plot the regular canards for 0 < Á π 1 that were computed
as solutions to a suitable boundary value problem using AUTO [122, 110].
If r is sufficiently small, the unstable manifold W u,[r, ](e˜≠) stays within Sa1Á ,
closely tracks the moving stable equilibrium e(rt), and then accumulates on e˜+
[Fig. 4.28 (a)]. As r is increased, W u,[r, ](e˜≠) approaches F1 [Fig. 4.28 (b)]. For
higher r, W u,[r, ](e˜≠) leaves Sa1Á momentarily as it rotates around F1 [Fig. 4.28
(c)]. Despite the rotation, W u,[r, ](e˜≠) eventually re-enters Sa1Á and continues
to accumulate on e˜+ [Fig. 4.28 (c)]. This behaviour can be explained by the
folded saddle-node type-I bifurcation: the ensuing stable folded node FN gives
rise to oscillations about F1 while the folded-saddle FS provides the re-injection
mechanism. Then, there is the first critical range of r, where the unstable man-
ifold W u,[r, ](e˜≠) follows some maximal canard along the unstable manifold SrÁ
for some time. Within this range, there is a change in how the system leaves the
neighbourhood of SrÁ in the fast y-direction. Initially, the system goes straight to
Sa1Á before it converges to e˜+ [Fig. 4.28 (d)]. For higher r, the system goes to
Sa2Á first, and then returns via F2 to Sa1Á before it converges to e˜+ [Fig. 4.28 (e)].
Interestingly, the maximal canard in question appears to be neither ’SÁ nor ’NÁ .
When r is increased further, there is a small interval of r where the system under-
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Figure 4.28: Phase portraits of system (4.47) with external input (4.2) for   =
0.8, ‘ = 0.01 and different ‘rates’ r =(a) 0.1, (b) 0.45875854768, (c) 0.47854780131,
(d) 0.47862301355, (e) 0.47862302064504999577, (f) 0.48603. The critical manifold
S0, which is the green surface, has two attractive submanifolds Sa10 and Sa20 , and
one repelling submanifold Sr0 . FSN , FS and FN are respectively folded saddle-
node, folded saddle and folded node singularities. ’N0 and ’S0 are respectively the
singular strong folded-node canard and singular folded-saddle canard.
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Figure 4.29: Phase portraits of system (4.47) with external input (4.2) for
  = 0.8, ‘ = 0.01 and different ‘rates’ r =(g) 0.48975092687, (h) 0.4897509329,
(i) 0.48975686478, (j) 0.489756871415, (k) 0.9, (l) 5.0. The critical manifold S0,
which is the green surface, has two attractive submanifolds Sa10 and Sa20 , and one
repelling submanifold Sr0 . FS, FN and FF are respectively folded saddle, folded
node and folded focus singularities. ’N0 and ’S0 are respectively the singular strong
folded-node canard and singular folded-saddle canard.
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Figure 4.30: Canard evolution of system (4.47) with external input (4.2)
for   = 0.8, ‘ = 0.01 and different ‘rates’ r =(d) 0.47862301355, (e)
0.47862302064504999577, (g) 0.48975092687, (h) 0.4897509329, (i) 0.48975686478,
(j) 0.489756871415. Zoom in for observation of canards in Fig. 4.28 and Fig. 4.29,
including the secondary folded-node canard ›1, the composite canard ’CÁ , the
strong folded-node canard ’NÁ and the folded-saddle canard ’SÁ .
goes reversible R-tipping [Fig. 4.28 (f)]. This interval is followed by the second
critical range of r. As the system switches from reversible R-tipping [Fig. 4.28 (f)]
Rate-induced Critical Transitions 121 Chun Xie
4. CANONICAL EXAMPLES OF R-TIPPING 4.6 Canonical example V
back to tracking [Fig. 4.29 (i)], the unstable manifoldW u,[r, ](e˜≠) follows a max-
imal canard that initially stays close to ’NÁ and then stays close to ’SÁ [Fig. 4.29
(g)-(h)]. When r is increased, the small interval of tracking is followed by the
third critical range of r. As the system switches from tracking [Fig. 4.29 (i)] back
to reversible R-tipping [Fig. 4.29 (k)], the unstable manifold W u,[r, ](e˜≠) follows
the strong folded-node canard ’NÁ [Fig. 4.29 (i)-(j)]. For higher r, we observe re-
versible R-tipping. Specifically, the unstable manifoldW u,[r, ](e˜≠) leaves Sa1Á near
F1 along the fast y-direction, moves directly (i.e. without following SrÁ) towards
Sa2Á , spends time on Sa2Á , then leaves Sa2Á near F2 along the fast y-directionn to
return directly to Sa1Á and converge to e˜+ [Fig. 4.29 (k)-(l)].
The main characteristic of the complicated quasithreshold is that the ensuing
reversible R-tipping is a continuous transition that occurs via a number of critical
ranges of r. In other words, the system switches repeatedly between tracking
and reversible R-tipping during the transition. While it is clear that different
critical ranges of r are associated with different maximal canards related to the
stable folded node singularity [51], the exact dynamical mechanism has not been
identified so far.
Figure 4.30 shows that critical ranges of r correspond to infinite-time canard-
bifurcations, in which a maximal canard connects to the saddle e˜≠ from ‘below’
and disappears. In other words, the maximal canard coalesces with the unsta-
ble manifold W u,[r, ](e˜≠). In this canonical example, the first critical range of
r corresponds to an infinite-time bifurcation of the secondary folded-node ca-
nard ›1 with one small rotation [Fig. 4.30 (d)]. The second critical range of
r corresponds to an infinite-time bifurcation of the composite canard ’CÁ [51]
that follows segments of the strong folded-node canard ’NÁ and the folded-saddle
canard ’SÁ [Fig. 4.30 (e)-(g)]. The third critical range of r corresponds to an
infinite-time bifurcation of the strong folded-node canard ’NÁ [Fig. 4.30 (h)-(i)].
The folded-saddle canard ’SÁ does not connect to e˜≠ [Fig. 4.30 (j)]. In general,
the number of critical ranges depends on Á and the ratio µ of the weak and strong
eigenvalues of the folded node equilibrium that controls the number of folded-
node canards [76, 105, 58, 103]. The complicated R-tipping quasithreshold can be
defined as the maximal canards identified in Fig. 4.30, together with their stable
sets - the sets of trajectories that converge towards the maximal canard for as
long as the canard exists.
Note the difference to the simple Case 1 that exhibits one critical range within
which the folded-sadle canard ’SÁ connects to e˜≠ from one side and does not
disappear, but reappears on the other side of e˜≠.
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4.6.3 Highlights of canonical example V
Canonical example V:
• Identifies singular R-tipping edge-states as folded singularities.
• Identifies singular R-tipping thresholds as singular folded-saddle canards or
singular strong folded-node canards.
• Shows that compactification transforms R-tipping with quasithresholds into
heteroclinic connections from a regular equilibrium to a folded singularity.
The example reveals two types of R-tipping quasithreshold:
• A simple quasithreshold with a single critical range of r corresponds to
a folded-saddle canard coalescing with the unstable manifold of a saddle
from negative infinity.
• A complicated quasithreshold with multiple critical ranges of r corresponds
to folded-node canards and composite canards coalescing with the unstable
manifold of a saddle from negative infinity and disappearing in the process.
4.7 Canonical example VI
This canonical example
• Is an example of a slow-fast system with a regular threshold that exhibits
reversible R-tipping.
Consider the following path in the directed graph from Fig. 4.1: higher di-
mensionsæmultiple timescalesæ regular thresholdsæ reversible R-tipping, to-
gether with the monostable but excitable slow-fast frozen system in polar coordi-
nates:
Ï˙ = ≠µ+ sin(Ï≠ ⁄),
Ár˙ = r(1≠ r),
(4.51)
where Ï = S1 is the phase, r Ø 0 is the radius, ⁄ œ R is the fixed-in-time
input parameter, and |µ| < 1. This system can be viewed as canonical example
II augmented with a fast radial variable. In other words, the slow subsystem
of (4.51) is the canonical example II.
One can analyse reversible R-tipping in the nonautonomous canonical exam-
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ple VI:
Ï˙ = ≠µ+ sin(Ï≠  (rt)),
Ár˙ = r(1≠ r).
(4.52)
Here, we leave out the detailed R-tipping analysis of this example.
4.8 Canonical example VII
In a system with a regular threshold and a regular edge state, such as the canoni-
cal examples I-IV, the R-tipping threshold is given by the stable invariant manifold
of the R-tipping edge state ÷˜+. In a slow-fast system with a quasithreshold that
has no edge state, such as the canonical example V, the actual R-tipping qua-
sithresholds are given by the maximal folded-saddle, folded-node or composite
canards. This canonical example has both properties - it is slow-fast and has a
regular threshold and a regular edge state ÷ - and illustrates the two perspectives
of R-tipping analysis that had to be used separately in the previous canonical
examples:
• Stable invariant manifold of the R-tipping edge state ÷˜+ and connecting
heteroclinic orbits from e˜≠ to ÷˜+.
• Canards that are contained in the stable invariant manifold of the R-tipping
edge state ÷˜+ and their bifurcations (connections to e˜≠).
Consider the following path in the directed graph from Fig. 4.1: higher di-
mensions æ multiple timescales æ regular thresholds æ irreversible R-tipping,
together with a bistable frozen system (3.4)–(3.5) in two-dimensions, which is a
modified example (4.31):
‘
dY
dt
= ≠Y (Y 2 ≠ 2) + Z + ⁄,
dZ
dt
= ≠Y ≠ Z ≠ ⁄,
(4.53)
where 0 < ‘ π 1 is the small parameter, Y and Z œ R are the fast and slow
components of the vector field, respectively, and ⁄ œ R is the external input.
System (4.53) has two stable equilibria
e1(⁄) = (≠1, 1≠ ⁄), e2(⁄) = (1,≠1≠ ⁄), (4.54)
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Figure 4.31: Critical manifold S0 (4.57) colored in green with two (solid) at-
tracting submanifolds Sa10 and Sa20 , and one (dashed) repelling submanifold Sr0 ,
which are separated by the two folds F1 and F2. (a) The singular limit threshold
◊0 (in blue) for ‘ = 0 is given by the center-stable manifold of F1, and (b) the
corresponding threshold ◊Á (in blue) for 0 < ‘π 1 is contained within the stable
manifold of the unstable equilibrium ÷, which is also the edge state. Here we
omit the center-stable manifold of F2 since we are interested in the submanifold
Sa10 which has the stable equilibrium e1. There is another stable equilibrium e2
in the submanifold Sa20 . Double arrows indicate fast solutions and single arrows
indicate slow solutions.
and one unstable equilibrium, which is also the edge state
÷(⁄) = (0,≠⁄). (4.55)
The position of e1(⁄), e2(⁄) and ÷(⁄) varies along the z-direction with ⁄.
The slow subsystem (3.10):
dz
dt
= ≠y ≠ z ≠ ⁄, (4.56)
evolves on the one-dimensional critical manifold (3.11):
S0(⁄) = {(y, z) œ R2 : ≠y(y2 ≠ 2) + z + ⁄ = 0}, (4.57)
with two quadratic fold points F1(⁄) and F2(⁄)
F1(⁄) =
Y][(y, z) œ R2 : y = ≠
Û
2
3 , z =
4
Ô
6
9 ≠ ⁄
Z^
\ ,
F2(⁄) =
Y][(y, z) œ R2 : y =
Û
2
3 , z = ≠
4
Ô
6
9 ≠ ⁄
Z^
\ ,
(4.58)
shown in Fig. 4.31. Alternatively, S0(⁄) consists of a union of all equilibria of the
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fast subsystem (3.12):
dy
d·
= ≠y(y2 ≠ 2) + z + ⁄, (4.59)
where the slow z-component becomes an additional parameter.
Note that system (4.53) shown in Fig. 4.31 and system (4.31) shown in Fig. 4.19
have the same singular limit threshold. Thus, the threshold instability arguments
from Fig. 4.20 apply to this example after replacing e(⁄) with e1(⁄).
We now analyse irreversible R-tipping from e1(rt) in the nonautonomous canon-
ical example VII:
‘
dY
dt
= ≠Y (Y 2 ≠ 2) + Z +  (rt),
dZ
dt
= ≠Y ≠ Z ≠  (rt),
(4.60)
parametrised by ‘, and the magnitude   and rate r of the parameter shift.
4.8.1 Monotone bi-asymptotically constant input:
Folded saddle-node type-I
Consider system (4.60) with monotone bi-asymptotically external input (4.2),
and the common compactification transformation (2.66) with compactification
parameter – = 1 gives the compactified slow-fast system (3.30)–(3.32) as
‘
dY
dt
= ≠Y (Y 2 ≠ 2) + Z +  2
(1 + s)2
(1 + s2) ,
dZ
dt
= ≠Y ≠ Z ≠  2
(1 + s)2
(1 + s2) ,
ds
dt
= r2(1≠ s
2),
(4.61)
where – satisfies the compactification condition 0 < – Æ 2, and ensures that
invariant subspaces {s = ±1} have an orthogonal transverse eigenvector. Sys-
tem (4.61) has two stable equilibria
e˜+1 = (≠1, 1≠ , 1), e˜+2 = (1,≠1≠ , 1), (4.62)
one unstable equilibrium in the invariant subspace {s = 1}, which is also the
R-tipping edge state
÷˜+ = (0,≠ , 1), (4.63)
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and three unstable equilibria in the invariant subspace {s = ≠1}
e˜≠1 = (≠1, 1,≠1), ÷˜≠ = (0, 0,≠1), e˜≠2 = (1,≠1,≠1). (4.64)
Because system (4.61) has the same critical manifold S0 and fast subsystem as
system (4.47), we implement the same state-dependent time rescalling T defined
as (4.41) to obtain the compactified desingularised slow subsystem (3.37)–(3.39)
of system (4.61) as:
dy
dT
= ≠y3 + y +  r(1≠ s
2)2
2(1 + s2)2 ,
dz
dT
= (3y2 ≠ 2)
A
≠y ≠ z ≠  2
(1 + s)2
(1 + s2)
B
,
ds
dT
= r(3y
2 ≠ 2)(1≠ s2)
2 ,
(4.65)
that describes the slow dynamics of all three variables on the critical manifold S0
in the compactified (y, z, s) phase space and evolves on the new slow timescale
T , which can be reduced to
dy
dT
= ≠y3 + y +  r(1≠ s
2)2
2(1 + s2)2 ,
ds
dT
= r(3y
2 ≠ 2)(1≠ s2)
2 ,
(4.66)
in the projection onto the (y, s)-subspace, and then translate from T to t by revers-
ing the flow between F1 and F2. In the invariant subspace {s = 1}, system (4.66)
has two stable equilibria
e˜+1 = (≠1, 1), e˜+2 = (1, 1), (4.67)
and one unstable equilibrium, which is also the R-tipping edge state
÷˜+ = (0, 1). (4.68)
In the invariant subspace {s = ≠1}, there are three unstable equilibria
e˜≠1 = (≠1,≠1), ÷˜≠ = (0,≠1), e˜≠2 = (1,≠1), (4.69)
and we will be interested in R-tipping from e˜≠1 .
Additionally, analysis of folded equilibria [see Eq. (3.25)] reveals a saddle-node
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bifurcation of folded equilibria on F1 (denoted FSN) when
r = rFSN = 2
Ô
6
9  .
The bifurcation is referred to as a folded saddle-node type-I [105, 107, 104], and
gives rise to a folded saddle (denoted FS) and a folded sink (folded node FN or
folded focus FF ) on F1:
(y, s) =
Qccca≠
Û
2
3 ,±
ıˆııııÙ
Ô
 r ≠
Ú
2
3
Ò
2
3
Ô
 r +
Ú
2
3
Ò
2
3
Rdddb .
For simplicity, here we focus directly on the slow-fast dynamics for 0 < ‘ π 1
of system (4.61). The normally hyperbolic components of the critical manifold
persist as locally invariant attracting slow manifolds Sa1Á and Sa2Á , and a repelling
slow manifold SrÁ [47, 56, 75]. Typically, SaÁ and SrÁ detach along F , except near
folded singularities where SaÁ and SrÁ intersect, possibly in a very complicated
way [121, 108]. In Fig. 4.32 and Fig. 4.33, we plot Sa10 , Sa20 , Sr0 (in green) as
approximations of Sa1Á , Sa2Á and SrÁ , respectively. We plot the unstable manifold
W u,[r, ](e˜≠1 ) (in red) together with folded-saddle ’SÁ and strong folded-node ’NÁ
canards (in blue). For reference, we also include the remaining components of
the singular limit system: the two fold lines F1 and F2, and the folded singulari-
ties FS and FN or FF .
Similar to canonical example V, there are two cases [51] which we describe
below using different values of  .
Case 1: Folded-saddle canard
We set  = 0.5, and the different dynamics of system (4.61) are summarised in
Fig. 4.32, which shows selected (Y, Z, s) phase portraits for ‘ = 0.01 and different
rates r. The invariant subspace {s = ≠1} contains the stable equilibrium e˜≠1 ,
which is stable within the subspace, and unstable in the transverse s-direction.
The invariant subspace {s = 1} contains two stable equilibria e˜+1 and e˜+2 , and one
unstable equilibrium ÷˜+, which is also the R-tipping edge state.
On the one hand, R-tipping analysis can be carried out from the perspective of
regular thresholds in terms of connecting orbits, meaning that we can ignore all
the concepts related to the slow-fast nature of the problem (i.e. critical manifolds
and folded singularities) and focus on the unstable manifoldW u,[r, ](e˜≠1 ) (in red)
in relation to the R-tipping threshold W s,[r, ](÷˜+), see Fig 4.32.
If r is sufficiently small, the unstable manifold W u,[r, ](e˜≠1 ) closely tracks the
Rate-induced Critical Transitions 128 Chun Xie
4. CANONICAL EXAMPLES OF R-TIPPING 4.8 Canonical example VII
(c)
(b)(a)
s
Y, y
Z
,z
s
Y, y
Z
,z
s
Y, y
Z
,z
FS
e˜ 1 ⌘˜ 
e˜ 2
e˜+1
F1
F2
FF
Sa10
Sr0
⌘˜+
e˜+2
Sa20
FS
e˜ 1 ⌘˜ 
e˜ 2
e˜+1
F1
F2
FN
Sa10
Sr0
⌘˜+
e˜+2
Sa20
e˜ 1 ⌘˜ 
e˜ 2
e˜+1
⌘˜+
e˜+2
F1
F2
FS
FF
Sa10
Sr0
Sa20
⇣S✏
⇣S✏
⇣S✏
Figure 4.32: Phase portraits of system (4.61) with external input (4.2) for   =
0.5, ‘ = 0.01 and different ‘rates’ r=(a) 1.111, (b) 1.1156065895, (c) 1.1157796258.
The heteroclinic e˜≠1 -to-÷˜+ connection or the infinite-time bifurcation of the folded-
saddle canard ’S‘ (in blue) that connects to e˜
≠
1 in panel (b) indicates the critical
rate rc for irreversible R-tipping. FS, FN and FF are respectively the folded
saddle, folded node and folded focus singularities, and the system dynamics with
trajectories colored in red.
moving stable equilibrium e1(rt), and accumulates on e˜+1 [Fig 4.32 (a)]. When r
reaches the critical rate rc, the unstable manifoldW u,[r, ](e˜≠1 ) accumulates on the
R-tipping edge state ÷˜+ [Fig 4.32 (b)]. This is a critical transition from tracking
e1(rt) to irreversible R-tipping, characterized by the heteroclinic e˜≠1 -to-÷˜+ connec-
tion, which can be computed by the Lin’s method [109] in AUTO [110]. When
r > rc, W u,[r, ](e˜≠1 ) converges to the other stable equilibrium e˜+2 [Fig 4.32 (c)].
On the other hand, R-tipping analysis can be carried out from the perspective
of folded singularities and canards. Figure 4.32 shows that the critical rate rc
corresponds to an infinite-time canard-bifurcation, in which the folded-saddle ca-
nard ’SÁ connects to the saddle e˜
≠
1 from ‘above’ [Fig. 4.32 (a)] and reappears from
‘below’ [Fig. 4.32 (c)]. In other words, the maximal canard coalesces with the un-
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Figure 4.33: Phase portraits of system (4.61) with external input (4.2) for   =
1.0, ‘ = 0.01 and different ‘rates’ r =(a) 0.553, (b) 0.55958, (c) 0.5595884300528,
(d) r = 0.5595884360. The heteroclinic e˜≠1 -to-÷˜+ connection or the infinite-time
bifurcation of the strong folded-node canard ’N‘ (in blue) that connects to e˜
≠
1 in
panel (c) indicates the critical rate rc for irreversible R-tipping. FS and FN are
respectively the folded saddle and folded node singularities, the system dynamics
with trajectories colored in red, and ’S‘ is the folded-saddle canard (in blue).
stable manifold W u,[r, ](e˜≠1 ) [Fig. 4.32 (b)]. This is the same canard bifurcation
as in canonical example V. Thus, we expect that the R-tipping transition takes
place within a single critical interval of r. The main difference from canonical ex-
ample V is that, in the current example, the folded-saddle canard ’SÁ is contained
in the regular R-tipping threshold W s,[r, ](÷˜+). This means that, despite having
a critical range of r, the ensuing irreversible R-tipping here is not a continuous
critical transition and we are able to define a unique critical rate rc in the follow-
ing sense: W u,[r, ](e˜≠1 ) accumulates on e˜+1 if 0 < r < rc, on ÷˜+ if r = rc, and on e˜+2
if r > rc.
Case 2: Folded-node canard
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We set  = 1.0, and the different dynamics of system (4.61) are summarised in
Fig. 4.33, which show selected (Y, Z, s) phase portraits for ‘ = 0.01 and different
rates r. The invariant subspace {s = ≠1} contains the stable equilibrium e˜≠1 ,
which is stable within the subspace, and unstable in the transverse s-direction.
The invariant subspace {s = 1} contains two stable equilibria e˜+1 and e˜+2 , and one
unstable equilibrium ÷˜+, which is also the R-tipping edge state.
On the one hand, R-tipping analysis can be carried out from the perspective of
regular thresholds in terms of connecting orbits, meaning that we can ignore all
the concepts related to the slow-fast nature of the problem (i.e. critical manifolds
and folded singularities) and focus on the unstable manifoldW u,[r, ](e˜≠1 ) (in red)
in relation to the R-tipping threshold W s,[r, ](÷˜+), see Fig 4.33.
If r is sufficiently small, the unstable manifold W u,[r, ](e˜≠1 ) closely tracks the
moving stable equilibrium e1(rt), and accumulates on e˜+1 [Fig 4.33 (a)-(b)].
When r reaches the critical rate rc, the unstable manifold W u,[r, ](e˜≠1 ) accumu-
lates on the R-tipping edge state ÷˜+ [Fig 4.33 (c)]. This is a critical transition from
tracking e1(rt) to irreversible R-tipping, characterized by the heteroclinic e˜≠1 -to-
÷˜+ connection, which can be computed by the Lin’s method [109] in AUTO [110].
When r > rc, W u,[r, ](e˜≠1 ) converges to the other stable equilibrium e˜+2 [Fig 4.33
(d)].
On the other hand, R-tipping analysis can be carried out from the perspective
of folded singularities and canards. Figure 4.33 shows that the critical rate rc cor-
responds to an infinite-time canard-bifurcation, in which the strong folded-node
canard ’NÁ connects to the saddle e˜
≠
1 from ‘below’ [Fig. 4.33 (a)-(b)] and dis-
appears [Fig. 4.33 (d)]. In other words, the maximal canard ’NÁ coalesces with
the unstable manifold W u,[r, ](e˜≠1 ) [Fig. 4.33 (c)]. In contrast to canonical ex-
ample V, where the R-tipping transition occurs via a number of critical ranges of
r that correspond to several infinite-time bifurcations of folded-node and com-
posite canards, here we expect that the R-tipping transition takes place within
a single critical interval of r that corresponds to the only infinite-time bifurca-
tion of the strong folded-node canard ’NÁ . Moreover, in the current example,
the strong folded-node canard ’NÁ is contained in the regular R-tipping threshold
W s,[r, ](÷˜+). This means that, despite having a critical range of r, the ensuing
irreversible R-tipping here is not a continuous critical transition and we are able
to define a unique critical rate rc in the following sense: W u,[r, ](e˜≠1 ) accumulates
on e˜+1 if 0 < r < rc, on ÷˜+ if r = rc, and on e˜+2 if r > rc.
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Figure 4.34: Bifurcation diagram of system (4.70) with respect to ⁄, with two
stable equilibria e1(⁄) and e2(⁄) (in black), and one unstable equilibrium which
is the threshold ◊(⁄) (in green).
4.8.2 Highlights of canonical example VII
Canonical example VII shows two perspectives of analyzing R-tipping due to reg-
ular thresholds in the slow-fast system: in terms of connecting heteroclinic orbits
between regular equilibria, and in terms of folded singularities and canards.
4.9 Canonical example of R-B-tipping
Note that our theory requires the moving thresholds and edge states persistent
until the future limit (the positive infinity) for R-tipping due to regular thresh-
olds. However, R-tipping can still happen beyond our theory for example the
thresholds disappear at some time or do not exist in the future limit. We show
such an example of R-B-tipping to
• Highlight the R-B-tipping phenomenon, that is to say, R-tipping followed by
B-tipping due to a bifurcation of the moving threshold.
• Present how to identify the critical rate of R-tipping in such a case.
• Illustrate the transitions between irreversible R-tipping and R-B-tipping.
Consider a frozen system in one-dimension
x˙ =
1
x2 + (2.5⁄≠ x/9)2 ≠ 1.5
2
(3⁄≠ x+ 2) , (4.70)
where ⁄ œ R is the fixed-in-time input parameter, and when ⁄ œ (≠0.4929, 0.4929),
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Figure 4.35: Phase portraits of system (4.70) for different values of the input
parameter ⁄ = (a) ⁄1 = ≠0.5, (b) ⁄2 > ≠0.4929, (c) ⁄3, (d) ⁄4 < 0.4929, and
(e) ⁄5 = 0.5 illustrate threshold instability of the stable equilibrium e1, where
⁄1 < ⁄2 < ⁄3 < ⁄4 < ⁄5.
the system has two stable equilibria
e1(⁄) = 3⁄+ 2, and e2(⁄) =
45⁄≠ 9Ô492≠ 2025⁄2
164 ,
and one unstable equilibrium which is the regular threshold ◊(⁄) and edge state
÷(⁄) at the same time:
◊(⁄) = 45⁄+ 9
Ô
492≠ 2025⁄2
164 ,
however, when ⁄ œ (≠Œ,≠0.4929) or ⁄ œ (0.4929,+Œ), the system has only one
stable equilibrium e1(⁄) = 3⁄+2. The bifurcation diagram of system (4.70) with
respect to ⁄ is shown in Fig 4.34.
Fig 4.35 shows the phase portraits of system (4.70) for five different values of
the input parameter ⁄ along the parameter path
P⁄ = {⁄ : ≠0.5 Æ ⁄ Æ 0.5}.
If ⁄ > ⁄2, then e1(⁄1) = ◊(⁄2) and e1(⁄1) lies on different sides of ◊(⁄) for ⁄ ar-
bitrarily close to ⁄2. This means the stable equilibrium e1(⁄) is threshold unstable
on P⁄; see Definition 3.3.2. Particularly here, the position of e1(⁄1) [Fig 4.35
(a)] overlaps the positions of ◊(⁄2) [Fig 4.35 (b)] and ◊(⁄4) [Fig 4.35 (d)].
Even though the threshold ◊(⁄) does not exist when ⁄ = ⁄1 and ⁄ = ⁄5, we
can still qualitatively analyze R-tipping instability of the system by the concepts
of the moving equilibria, moving thresholds, and threshold instability as be-
fore. Suppose the system with  (rt) instead of ⁄, which increases from ⁄1 to
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⁄5 monotonously. If the increasing rate r is slow enough, the moving stable state
e1(rt) always stays above the existed moving threshold ◊(rt), where the system
tracks e1(rt) continuously. If the increasing rate r is fast enough for ⁄ changing
to ⁄3 [Fig 4.35 (c)] from ⁄1, the moving stable state e1(rt) becomes below the
existed ◊(rt) and the system now tracks the existed moving stable state e2(rt),
where R-tipping happens. As e2(rt) disappears with time, the system still finally
converges to e1(rt), where B-tipping happens. The whole process includes R-
tipping followed by B-tipping, hence the name R-B-tipping. When the increasing
rate is even larger for ⁄ changing to ⁄5 [Fig 4.35 (e)] from ⁄1, the existed mov-
ing threshold ◊(rt) does not make any difference since it disappears too fast for
the system to have any response. The system just ignores the existed moving
threshold ◊(rt) and converges to e1(rt).
Then we analyse R-tipping from e1 in the nonautonomous canonical example
of R-B-tipping:
x˙ =
1
x2 + (2.5 (rt)≠ x/9)2 ≠ 1.5
2
(3 (rt)≠ x+ 2) , (4.71)
with the consideration of respectively monotone bi-asymptotically external input
 (rt) =  2 tanh(rt), (4.72)
where  (rt) œ [≠ 2 ,  2 ], and non-monotone bi-asymptotically external input
 (rt) =   (sech(rt)≠ 0.5) , (4.73)
where  (rt) œ [≠ 2 ,  2 ].
4.9.1 Monotone bi-asymptomatically constant input
Consider system (4.71) with monotone external input (4.72), and the common
compactification transformation (2.66) with compactification parameter – = 1/1.2.
The choice of – satisfies the compactification condition 0 < – Æ 2, and ensures
that invariant subspaces {s = ±1} have an orthogonal transverse eigenvector.
That gives the compactified system (4.4) as:
x˙ =
1
x2 + (2.5  (s)≠ x/9)2 ≠ 1.5
2
(3 (s)≠ x+ 2) ,
s˙ = 5r12(1≠ s
2),
(4.74)
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Figure 4.36: (a) The ( , r) tipping diagram for the canonical example (4.71)
with monotone external input (4.72) contains regions of (white) tracking
the moving stable equilibrium e1(rt) continuously and (grey) R-tipping. The
(dashed) ti line denotes the forward threshold instability boundary for e1, and SN
line indicates where saddle-node bifurcation of ◊ and e2 happens. We use respec-
tively h and c to represent transition curves due to the conditions of heteroclinic
connection and the maximum canard. (b)-(d) Phase states of system (4.74) in red
when – = 1/1.2 and   = 1 for different rates r = (b) 0.01, (c) 0.032434458316,
and (d) 0.0326. The moving stable states e1(s) and e2(s) are indicated by the
dashed black curves, and the moving unstable state ◊(s), namely the moving
threshold, indicated by the green dashed curve.
parametrised by   and r, and
 (s) =  2
(1 + s)2/– ≠ (1≠ s)2/–
(1 + s)2/– + (1≠ s)2/– . (4.75)
The different dynamics of system (4.74) are summarised in Fig. 4.36, which
shows the ( , r) tipping diagram together with selected (x, s) phase portraits of
system (4.74) for   = 1 and different ‘rates’ r. The invariant subspace {s =
≠1} contains the saddle e˜≠1 , which is stable within the subspace and unstable in
the transverse s-direction. The invariant subspace {s = 1} contains the stable
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equilibrium e˜+1 . The moving stable states e1(s) and e2(s) are indicated by the
dashed black curves, and the moving unstable state ◊(s), namely the moving
threshold, is indicated by the green dashed curve. The R-tipping threshold is
given by the maximum canard, and we will introduce how to calculate it in the
followings.
If r is sufficiently small, there is an open half-circle of initial states centred at
e˜≠1 , all of which closely track the moving stable equilibrium e1(s) continuously
[Fig. 4.36(b)]. As r is increased until a critical range of r, any open half-circle
of initial states centred at e˜≠1 contains initial states those track the moving sta-
ble equilibrium e1(s) continuously and converge to e˜+1 , as well as initial states
those track the moving stable equilibrium e1(s) for some time interval, afterwards
track e2(s) intermediately but still converge to e˜+1 , where R-B-tipping happens
[Fig. 4.36(c)]. Such a critical range of r corresponds to the maximum canard,
that follows the slow manifold with the longest time and gives a computable con-
dition for the critical transition between this tracking and R-B-tipping, which can
be solved by a boundary value problem [123] in AUTO [110]. Such a condition
can be computed for different values of   so as to gain curve c part of ( , r)
tipping diagram when   is larger than SN line shown in Fig. 4.36(a). Note that
SN line indicates where saddle-node bifurcation of ◊ and e2 happens. To be more
precise, when   is larger than SN line only e1 exists all the time, while when  
is smaller than SN line, there are always three equilibria e1, ◊ and e2. In such
a case, since the regular threshold ◊ and another stable equilibrium e2 are per-
sistent all the time, the ensuing R-B-tipping turns out to be irreversible e1-to-e2
R-tipping. As a result, we calculate the critical rate rc given by the heteroclinic
connection from e˜≠1 to the edge state (namely the threshold itself) at {s = 1}
through the Lin’s method [109], which can be continued on ( , r) parameter
space to gain curve h part of ( , r) tipping diagram when   is smaller than SN
line [Fig. 4.36(a)]. This is similar to our canonical example I in Section 4.2.
For higher r, there is an open half-circle of initial states centred at e˜≠1 , all of
which track the moving stable equilibrium e1(s) for some time interval, after-
wards track the moving stable equilibrium e2(s) intermediately with the final
convergence to e˜+1 [Fig. 4.36(d)]. We do not show the case when r is even
larger, where the system has no time to respond to the appearance and disap-
pearance of the moving threshold ◊(s) and the moving stable state e2(s). Instead,
in Fig. 4.36(a) we mark the R-B-tipping area with gradient color to present the
fact that as the rate r continues to increase after R-B-tipping, the system grad-
ually ignores ◊ and e2. Note that, as   increases, the transition condition of
heteroclinic connection for irreversible R-tipping turns into the maximum canard
for R-B-tipping.
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Figure 4.37: (a) Continuation parameter space (r, T ) with the local maximum
integration time T when r = 0.032434458316. Panel (b) shows a family of obits
started from the fixed initial conditions (xT (0), sT (0)) = (0.5,≠1 + d) with the
same arc length L = 3.4, where d = 0.01. The orbit in green is the computed
maximum canard to follow the slow manifold with the longest time when r =
0.032434458316, which has the local maximum integration time T in panel (a).
Now we introduce how to calculate the maximum canard by a boundary value
problem [123] in AUTO [110]. At first, rescale the vector field of system (4.74)
as
x˙T = T x˙,
s˙T = T s˙,
(4.76)
where any of the system orbits is parametrised over the unit time interval [0, 1]
and the corresponding integration time T turns out to be a separate parame-
ter [124].
The boundary conditions are upon the initial conditions of the system orbits as
xT (0) = x of e˜≠1 ,
sT (0) = ≠1 + d,
(4.77)
where it means that all the orbits start at a distance d from e˜≠1 along the unstable
eigenvector of the saddle e˜≠1 .
The integration condition gives constraints on the L2-norm of the rescaled
derivatives x˙T and s˙T as ⁄ 1
0
Ò
x˙2T + s˙2T dt = L, (4.78)
where L is the fixed parameter of the arc length of the orbits.
So we fix the initial conditions of the orbit with a choice of the distance d
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to e˜≠1 along its unstable eigenvector, and let the orbit evolve with integration
time T until it reaches a proper arc length L. Then we fix the arc length of
the orbit L, and continue the solution with varying the two parameters includ-
ing the rate r and the integration time T . We found a family of orbits started
from the fixed initial conditions until the same selected arc length shown in
Fig. 4.37(b). Fig. 4.37(a) shows the corresponding continuation (r, T )-parameter
space, with the local maximum integration time T when varying the rate r until
r = 0.032434458316. The orbit in green shown in Fig. 4.37(b) is the computed
maximum canard to follow the slow manifold with the longest time, namely with
the local maximum integration time in Fig. 4.37(a). The maximum canard is a
separation between the scenario in Fig. 4.36(b) and the scenario in Fig. 4.36(d),
where R-B-tipping happens.
To test the robustness of the choice of arc length L on the calculation of the
maximum canard and identification of the rate r, we choose different arc lengths
respectively L = 2.6, L = 3 and L = 3.4. Fig. 4.38(a) shows the continu-
ation parameter space (r, T ), with the local maximum integration time T for
each selected arc length L. The corresponding computed maximum canards
are shown in Fig. 4.38(b). The computed maximum canards are identical ex-
cept the lengths shown in Fig. 4.38(b), all of which are identified at the same
rate r = 0.032434458316 with the local maximum integration time T shown in
Fig. 4.38(a). Note that an appropriate arc length L still needs to be chosen in
the sense that the orbit with the arc length L should be long enough to approx-
imate the position where the moving threshold ◊(s) disappears in Fig. 4.36(c).
A too large or small arc length L may cause the difficulty or impossibility in the
identification of the local maximum integration time.
4.9.2 Non-monotone bi-asymptomatically constant input
Consider system (4.71) with non-monotone external input (4.73), and the com-
mon compactification transformation (2.66) with compactification parameter – =
1/1.2. The choice of – satisfies the compactification condition 0 < – Æ 1, and
ensures that invariant subspaces {s = ±1} have an orthogonal transverse eigen-
vector. That gives the compactified system (4.4) as:
x˙ =
1
x2 + (2.5  (s)≠ x/9)2 ≠ 1.5
2
(3 (s)≠ x+ 2) ,
s˙ = 5r12(1≠ s
2),
(4.79)
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Figure 4.38: (a) Continuation parameter space (r, T ) with the local maximum
integration time T when r = 0.032434458316 for different arc lengths L respec-
tively L = 2.6, L = 3, and L = 3.4. For the selected L, panel (b) shows the
corresponding computed maximum canards started from the fixed initial condi-
tions (xT (0), sT (0)) = (0.5,≠1 + d), where d = 0.01.
parametrised by   and r, and
 (s) =  2
4(1≠ s2)1/– ≠ (1 + s)2/– ≠ (1≠ s)2/–
(1 + s)2/– + (1≠ s)2/– . (4.80)
The different dynamics of system (4.79) are summarised in Fig. 4.39, which
shows the ( , r) tipping diagram together with selected (x, s) phase portraits of
system (4.79) for   = 1 and different ‘rates’ r. The invariant subspace {s =
≠1} contains the saddle e˜≠1 , which is stable within the subspace and unstable in
the transverse s-direction. The invariant subspace {s = 1} contains the stable
equilibrium e˜+1 . The moving stable states e1(s) and e2(s) are indicated by the
dashed black curves, and the moving unstable state ◊(s), namely the moving
threshold, is indicated by the green dashed curve. The main difference here from
monotone external input is that there exist multiple maximum canards and the
R-tipping thresholds are given by these maximum canards.
If r is sufficiently small, there is an open half-circle of initial states centred at
e˜≠1 , all of which closely track the moving stable equilibrium e1(s) continuously
[Fig. 4.39(b)]. As r is increased until the first critical range of r, any open half-
circle of initial states centred at e˜≠1 contains initial states those track the moving
stable equilibrium e1(s) continuously and converge to e˜+1 , as well as initial states
those track the moving stable equilibrium e1(s) for some time interval, then track
e2(s) intermediately but return to track e1(s) and still converge to e˜+1 , where R-
B-tipping happens [Fig. 4.39(c)]. The first critical range of r corresponds to the
first maximum canard that gives a computable condition for the critical transition
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Figure 4.39: (a) The ( , r) tipping diagram for the canonical example (4.71)
with monotone external input (4.73) contains regions of (white) tracking
the moving stable equilibrium e1(rt) continuously and (grey) R-tipping. The
(dashed) ti line denotes the forward threshold instability boundary for e1, and
SN line indicates where saddle-node bifurcation of ◊ and e2 happens. We use h
to represent transition curve due to the condition of the heteroclinic connection,
and c1 and c2 to represent the transition curves due to two maximum canards.
(b)-(f) Phase states of system (4.79) in red when – = 1/1.2 and   = 1 for dif-
ferent rates r = (b) 0.05, (c) 0.0560157, (d) 0.07, (e) 0.084067, and (f) 0.09. The
moving stable states e1(s) and e2(s) are indicated by the dashed black curves,
and the moving unstable state ◊(s), namely the moving threshold, indicated by
the green dashed curve.
between this tracking and R-B-tipping, which can be solved by a boundary value
problem [123] in AUTO [110] as we introduce before. Such a condition can be
Rate-induced Critical Transitions 140 Chun Xie
4. CANONICAL EXAMPLES OF R-TIPPING 4.9 Canonical example of R-B-tipping
computed for different values of   so as to gain curve c1 part of ( , r) tipping
diagram when   is larger than SN line shown in Fig. 4.39(a). Recall that SN
line indicates where saddle-node bifurcation of ◊ and e2 happens, namely when
  is larger than SN line only e1 exists all the time, while when   is smaller than
SN line, there are always three equilibria e1, ◊ and e2. In such a case, since
the regular threshold ◊ and another stable equilibrium e2 are persistent all the
time, the ensuing R-B-tipping turns out to be irreversible e1-to-e2 R-tipping. As a
result, we calculate the critical rate rc given by the heteroclinic connection from
e˜≠1 to the edge state (namely the threshold itself) at {s = 1} through the Lin’s
method [109], which can be continued on ( , r) parameter space to gain curve
h part of ( , r) tipping diagram when   is smaller than SN line [Fig. 4.39(a)].
This is similar to our canonical example I in Section 4.2.
As r increases, there is an open half-circle of initial states centred at e˜≠1 , all
of which track the moving stable equilibrium e1(s) for some time interval, then
track e2(s) intermediately but return to track e1(s) with the final convergence to
e˜+1 [Fig. 4.39(d)]. As r is increased until the second critical range of r, any open
half-circle of initial states centred at e˜≠1 contains initial states those track the mov-
ing stable equilibrium e1(s) for some time interval, then track e2(s) intermediately
but return to track e1(s) and converge to e˜+1 , as well as initial states those track
the moving stable equilibrium e1(s) for some time interval, then track e2(s) inter-
mediately without returning to track e1(s) but still converge to e˜+1 [Fig. 4.39(e)].
The second critical range of r corresponds to the second maximum canard that
gives a computable condition for this critical transition, which can be solved by
a boundary value problem [123] in AUTO [110] as we introduce before. Such a
condition can be computed for different values of   so as to gain curve c2 part of
( , r) tipping diagram when   is larger than SN line shown in Fig. 4.39(a).
For higher r, there is an open half-circle of initial states centred at e˜≠1 , all
of which track the moving stable equilibrium e1(s) for some time interval, then
track e2(s) intermediately without returning to track e1(s) but still converge to
e˜+1 , namely with the shape of a “double well” shown in Fig. 4.39(f). We do not
show the case when r is even larger, where the system has no time to respond to
the appearance and disappearance of the moving threshold ◊(s) and the moving
stable state e2(s). Instead, in Fig. 4.39(a) we mark the R-B-tipping area with
gradient color to present the fact that as the rate r continues to increase after
the second R-B-tipping, the system gradually ignores ◊ and e2. Note that, as
  increases, the transition condition of heteroclinic connection for irreversible
R-tipping turns into two maximum canards for R-B-tipping.
This example shows that when the moving thresholds (regular thresholds) do
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not exist in the future limit beyond our theory, the concepts of our theory are
still useful. Instead of studying the connecting orbits based on the R-tipping edge
state in the future limit, here we can analyze R-tipping in terms of maximum
canards. In fact, we can interpret the connecting orbits as the maximum canards
when we analyze R-tipping due to regular thresholds. For example, the hetero-
clinic orbit that connects two saddle equilibria actually needs infinite integration
time, and now has the global maximum integration time and can be seen as
the maximum canard. For R-tipping due to quasithresholds, we do not require
any R-tipping edge state in the future limit, and the nonautonomous R-tipping
thresholds are the relevant canards and their stable sets.
In this chapter, we propose the bottom-up approach [Fig. 4.1] to study dif-
ferent R-tipping mechanisms by the exploration of the canonical examples. We
demonstrate that the corresponding frozen system and the nonautonomous terms
have useful information for R-tipping instability analysis of the original nonau-
tonomous system, and distinguish two threshold types including regular thresh-
olds and quasithresholds. Furthermore, based on the two types of thresholds,
we study the nonautonomous R-tipping thresholds in terms of respectively the
connecting orbits (R-tipping due to regular thresholds, requires external input
asymptotically constant and compactification), and the folded singularities and
maximum canards (R-tipping due to quasithresholds, does not require external
input asymptotically constant or compactification). For both cases, we illustrate
the nonautonomous R-tipping thresholds and the testable criteria for the occur-
rence of R-tipping in the nonauotonomous system. In addition, one example of
R-B-tipping due to regular thresholds is also included to show the R-tipping phe-
nomenon that our theory does not capture, but still can be studied in terms of
the maximum canards.
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Chapter 5
Conclusion
R-tipping is a genuine instability of nonautonomous system, which has been stud-
ied mainly in three aspects in the past: by relating nonautonomous system to
autonomous system [18, 44]; by using the theory of nonautonomous dynami-
cal systems [53, 54, 22]; by studying specific R-tipping thresholds for example
non-obvious tipping thresholds in slow-fast systems [24, 51], or specific R-tipping
indicators for example Steklov averages and Lyapunov vectors [62]. This thesis
extends the previous work on R-tipping and provides an applicable mathematical
framework that should be accessible to applied scientists with basic background
in autonomous dynamical systems and numerical continuation.
We have presented a theoretical framework for analysing nonautonomous ODEs
where nonautonomous terms need not be monotone but vary between two asymp-
totic values. We refer to such equations as asymptotically autonomous ODEs. The
theoretical work is directly motivated by a wide range of problems from applica-
tions including pullback attractors, rate-induced critical transitions and nonlinear
wave solutions, that fit naturally into the asymptotically autonomous setting and
can be simplified by compactification. The analysis is based on a suitable com-
pactification technique developed in Chapter 2 in conjunction with a dynamical
system approach to studying the ensuing autonomous compactified system.
The main obstacle to the analysis of the original nonautonomous system is the
absence of compact invariant sets, such as equilibria, limit cycles or tori, in its
phase space. The basic idea to overcome this obstacle is twofold:
• Introduce compact invariant sets to the problem: the original nonautonomous
system is reformulated into an autonomous compactified system by aug-
menting the phase space with an additional bounded variable and then ex-
tending the augmented vector field to flow-invariant subspaces that carry
autonomous dynamics and compact invariant sets of the limit systems from
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infinity.
• Use autonomous dynamics and compact invariant sets of the limit systems
from infinity to analyse the original nonautonomous system: the solutions of
interest are contained in invariant manifolds of saddles for the limit systems
when embedded in the extended phase space of the compactified system.
In Chapter 2, we include the theoretical work of compactification for asymp-
totically autonomous systems. Asymptotically autonomous systems have been
studied in the past in terms of asymptotic equivalence of two separate systems:
the nonautonomous system (1.3) and the future limit system (3.1) [66, 82, 101].
Our approach is based on a compactified system (2.61)–(2.64) after the suitable
compactification that contains the dynamics of (1.3), as well as the dynamics
of (3.1) together with its compact invariant sets. We give rigorous statements
on optimal sufficient conditions for the existence of compactification, derive two
testable criteria for the compactified system to be continuously differentiable on
the extended phase space, and construct examples of parametrised compactifi-
cations that can be implemented in actual practice. Most importantly, we show
the compactification can greatly facilitate theoretical and numerical analysis of
asymptotically autonomous differential equations. Extension of the compactifi-
cation technique to other problems such as exponential dichotomies or infinite
dimensions for PDEs remains an interesting research question for future study.
In Chapter 3, as we utilize the information and properties from the correspond-
ing frozen system (1.2) and the nonautonomous terms, we define the neces-
sary concepts of our framework including the parameter path, the moving sta-
ble equilibrium, regular threshold, singular limit threshold, quasithreshold, edge
state, moving threshold and moving edge state, and threshold instability, and
give testable criteria for R-tipping. Our notion of a regular threshold is in line
with the concepts of “excitability thresholds” for excitable systems [96, 97], and
“multi-basin boundaries” and “edge states” [98, 99, 100] for multistable sys-
tems, while a quasithreshold typically exists in slow-fast systems. The thresh-
old instabilities for the corresponding frozen system are important indicators of
R-tipping instabilities in the original nonautonomous system, which we illus-
trate in Chapter 4. These concepts and criteria extend the previous work of
R-tipping [18, 44, 24, 51] in arbitrary dimension and are applicable to reversible
R-tipping as well, and construct the basics of our framework to analyze R-tipping
instabilities in the nonautonomous system.
In Chapter 4, based on the developed compactification techniques in Chapter 2
and the prescribed concepts in Chapter 3, we work on the analysis of R-tipping
instabilities in a series of compactified systems of designed nonautonomous sys-
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tems, which we refer to canonical examples. The design of these canonical exam-
ples is guided by several properties. In particular, besides the types of thresholds
(regular thresholds vs. quasithresholds) and types of R-tipping (reversible vs.
irreversible), we also include system dimension and timescales, and propose a
bottom-up approach of R-tipping analysis in practice, which directs seven pos-
sible paths of R-tipping generations based on these properties [Fig. 4.1]. As a
result, we design the canonical examples of R-tipping to cover theses possible
generations of R-tipping, and highlight different characteristics. We always in-
clude the threshold instability analysis at first given the prescribed parameter
paths P⁄ and then analyze the nonautonomous R-tipping thresholds for these
examples.
Canonical example I, II, III, IV are typically designed to show the cases of R-
tipping due to regular thresholds with the consideration of monotone and non-
monotone external input, during which we give the nonautonomous R-tipping
threshold as the stable manifold of the R-tipping edge state. The regular thresh-
olds with their edge states persist all the time in these examples. Canonical exam-
ple I [Section 4.2] shows the case of irreversible R-tipping that is due to regular
thresholds in one dimension. This example is in line with the theory that forward
basin stability excludes R-tipping and forward basin instability is necessary for
R-tipping in one-dimensional systems [44, Th.3.2 ]. Here we use the notion of
threshold, which is defined in a more general context and embraces the definition
of basin of attraction; see Definition 3.2.3, Definition 3.2.4, and Definition 3.2.5.
Canonical example II [Section 4.3] gives a system of reversible R-tipping that is
due to regular thresholds in one dimension. We leave out the R-tipping analysis
in this example because of the simplicity and similarity to canonical example I.
Canonical example III [Section 4.4] shows the case of irreversible R-tipping
that is due to regular thresholds in two dimensions with single-timescale, possi-
bly multiple-timescale. This example gives a numerical demonstration that the
theory for one-dimensional systems [44, Th.3.2 ] is not applicable for higher di-
mensional systems. That is to say, in higher dimensional systems neither forward
basin stability can exclude R-tipping, nor forward basin instability can guarantee
R-tipping. Instead, here we show the threshold instability is a good indicator for
R-tipping instabilities. Because of the two-dimensional parameter paths P⁄, the
threshold instability analysis here is more complex and nontrivial than that in
canonical example I in one dimension.
Canonical example IV [Section 4.5] presents the case of reversible R-tipping
that is due to regular thresholds in two dimensions with single-timescale. This
example highlights the phenomenon of reversible R-tipping, illustrates that the
Rate-induced Critical Transitions 145 Chun Xie
5. CONCLUSION
thresholds of excitability [114] are in line with our notion of regular thresholds,
and shows the possibilities of multi-pulse R-tipping akin to excited pulses [120]
and spike-adding mechanisms [125], and demonstrates the effects of the ‘wind-
ing’ thresholds on the nested multiple R-tipping transitions; see Fig. 4.15(a) and
Fig. 4.17(a).
Canonical example V [Section 4.6] is typically designed to show the case of re-
versible R-tipping due to quasithresholds. We give the nonautonomous R-tipping
thresholds as the relevant canards and their stable sets under the cases of iso-
lated folded saddle and folded saddle-node type-I [105, 107, 104] respectively,
which presents more views of exact dynamical mechanisms of R-tipping associ-
ated with those canards [51]. This example presents a slow-fast system, where
quasithresholds typically exist. In fact, an asymptotically constant external input
and a compactification are not required here. However, to study the interaction
between the invariant sets and the folded singularities, we still consider those ex-
ternal inputs. We show that after the compactification and desingularisation, the
singular R-tipping thresholds namely the singular canards for ‘ = 0, give good
approximations of those nonautonomous R-tipping thresholds for 0 < ‘ π 1,
which are the canards. In particular, we illustrate that R-tipping corresponds to
the infinite-time bifurcations of those canards, resulting in two cases of simple
and complicated R-tipping quasithresholds respectively. As the regular thresh-
olds have edge states, we interpret the relevant folded singularities as the edge
states of the singular R-tipping thresholds. Canonical example VI [Section 4.7]
also gives a system of reversible R-tipping in two dimensions but due to regular
thresholds. We leave out the R-tipping analysis in this example because of the
simplicity.
In contrast to canonical example V [Section 4.6], we design canonical exmaple
VII [Section 4.8] to present the case of irreversible R-tipping due to regular
thresholds in a slow-fast system. Now the regular thresholds have the edge states,
and nonautonomous R-tipping threshold is again given by the stable manifold of
the R-tipping edge state. Moreover, we show that the nonautonomous R-tipping
threshold can still be studied in terms of the folded singularities and canards,
while the relevant canards are contained in the stable invariant manifold of the
R-tipping edge state.
Canonical example of R-B-tipping [Section 4.9] is the last example we give.
All the examples of R-tipping due to regular thresholds above have the thresholds
and edge states all the time, and the nonautonomous tipping threshold is given as
the stable manifold of the R-tipping edge state in the future limit. This example
presents a case of R-tipping where the regular threshold and its edge state do
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not exist in the future limit, during which we give the nonautonomous R-tipping
thresholds as the maximum canards, and the concepts of our framework such
as moving equilibria, moving thresholds, and threshold instability are still useful
here. We also include the R-tipping mechanism transition between the existence
and disappearance of the regular threshold and its edge state in the future limit;
see Fig 4.36(a) and Fig 4.39(a).
Then we summarize the two scenarios:
• when the moving thresholds (regular thresholds) always exist until the fu-
ture limit, or R-tipping is associated with quasithresholds, our theory covers
these, and the prescribed concepts and methods greatly simplify the analy-
sis of R-tipping.
• when the moving thresholds (regular thresholds) do not exist in the future
limit or R-tipping is not associated with any quasithreshold, the concepts
of the moving equilibria and threshold instability are still useful while R-
tipping may be studied in terms of the maximum canards. The computation
can be much more complex than that in our example of R-B-tipping, which
really depends on the systems and problems at hand.
In our framework, we give nonautonomous R-tipping thresholds and rigorous
criteria to check whether R-tipping happens or not for a given initial condition,
which can be done in terms of the nonautonomous R-tipping thresholds crossing
the initial condition transversely. Moreover, Conjecture 3.1 gives quick testable
criteria to check if there is any possibility of R-tipping given an arbitrary system.
However, since our concepts only cover regular thresholds and quasithresholds,
and exclude other specific cases such as “strange” attractors, and fractal basin
boundaries and thresholds, it leaves an open question about the theory to deal
with more general attractors and thresholds. As we distinguish R-tipping as irre-
versible and reversible, there can be some other types of R-tipping, e.g. partial
tipping and weak tracking [55], which need more theoretical work to identify
such types of R-tipping. Besides the theoretical aspects, we may pay more at-
tention to the applications of R-tipping analysis in the future study, especially in
climate, ecology, and biology. As bifurcation analysis appears in many courses
of dynamical system theories in graduate programs, R-tipping analysis based on
our framework can provide an easier access for these students and applied sci-
entists to understand another mechanism of dynamical instability. The scientist
community may utilize our framework in the education of R-tipping instabilities
in dynamical systems, and promote more researchers to work on this topic.
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