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Introduction
We define an order on a set of n points P in the plane byp=(z, y)<q=(z', y')ifz<x'andy <y'. A set C of elements of P is a chain if any two members p, q of C are comparable, i.e., either p < q or q < p. (1) The number of squares in the k longest rows of Fẽ quals the st.ze of a maximum k-chain, for 1 < k < n.
(2) 
Three regions de fined byamaximum 2-chain of the skeleton each containing one chain. Figure  1 for an example of a set P of 12 points in the plane corresponding to the permutation (6, 10, 1, 12, 8, 3, 5, 9, 4, 11, 2, 7) together with its layers, the shadow of the third layer, and the skeleton s(P).
Of course, if P does, then S(P) also fulfills the requirement of distinct x-and y-coordinates for each point and we can form the skeleton of S(P) again. We set SO(P) = P and define Sk(P) = S(Sk_l(P)) to be the k-th skeleton of P. Fig. 2 , where k = 1 = 3; i.e., a maximum 2-chain in S(P) gives rise to three regions and three chains in P). In the next section we will show that the union of these / chains is a maximum l-chain in S~-l(P). Therefore, they are said to cross R well (see Fig. 3 ). This time we consider k -1 regions of a k-chain C in P (ignoring the first and the last region) and search for The first algorithm LAYERS(P) (see Fig. 6 ) computes the canonical antichain partition and the skeleton of P with the help of a sweep line 1 moving from left to right and halting at every point p E P. It stores the rightmost points on the layers of the subset P' of P seen so far. For convenience, we add a dummy point (O, +CO) to P. Further, we assume a procedure Insert (q, /) (initialized with the dummy point) that inserts a new point q E P between the two points in 1 with y-coordinate smaller and larger, and returns the latter one, call it p. If p is not the dummy point, it, has to be removed from 1 by remove (p, /). Algorithm LAYERS not only returns the skeleton of P and the collection of layers but also computes some additional features of the layers and the points of P used in subsequent algorithms. Note that by interchanging "left" with "right" in algorithm LAYERS, it computes the layer structure of P with light from the lower right, i.e., the canonical chain partition; let this algorithm then be LAYERS.lower_right( P).
The second algorithm MAXCHAIN (see Fig. 6 ) finds a maximum chain C' of P given the canonical antichain partition {Al, . . . . AA}. ing with p can be finished and can be added to the antichains of region R. Ifs lies outside R (i.e., y(s)~l(r)) then the jump line enters region R vertically and a new collection of a possibly useful fragment of A is started.
Note that the jump line may leave the region of p horizontally and nevertheless s is neither in R nor in Cs. Though the fragment up to p is useful it is abandoned and a new collection started with p. But this is of no harm since we only need one useful fragment between two consecutive points SL and sR of C.S on the jump line (see Lemma 3) and, as is easily seen, the rightmost useful fragment between SL and SR is never abandoned (of course, if Cs is maximum, there is exactly one useful fragment between sL and sR, according to Theorem 3). The k recursions in MAXMULTICHAIN(k, P) take time 0( 1P I log 1P I) each. Together, this gives the time bounds of the theorem.
Again, each recursion needs space linear in IPI. 
Conclusion
We have presented an O(kn log n) time algorithm for the maximum k-chain problem on 2-dimensional orders.
The algorithm can be extended to the case of points P with some positive weight where k-chains with maximum tot al weight are searched for. It is possible to define a weighted skeleton similar to the unweighed skeleton S(P).
Unfortunately, the number of points in the weighted skeleton may be twice the number of points in P. Consequently, only a running time of 0(2fi n log n)
for finding maximum weighted k-chains in n points can be guaranteed. However, for k small enough this is faster than the algorithm of Sarrafzadeh and Lou [SL93] that takes time 0(kn2) (but note that their algorithm works for orders of any dimension).
After sorting the points we may assume them to lie on an n x n grid.
We then can use the data structures of van Erode Boas [vEB77] that support insertion, deletion, predecessor and successor finding in a subset Of{lj ..., n} in O(log log n) time and O(n) space on a RAM in the unit cost model. Hence, the algorithm can be made to work in time O(n log n + kn log log n).
By flipping (z, y)~(-z, y) of the point set P we easily obtain an algorithm for maximum k-antichains.
It would be interesting to know, whether the structural and algorithmical results of this paper depend on this symmetry between chains and antichains in twodimensional orders essentially. In particular, is there a generalization of skeletons to orders of higher dimension, which provides a description of the size of a maximum k-chain of P in terms of the size of a maximum (k -I)-chain of the skeleton of P?
