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Abstract
This paper deals with the problem of parameter estimation in the Cox-Ingersoll-Ross
(CIR) model (Xt)t0. This model is frequently used in nance for example as a model for
computing the zero-coupon bound price or as a dynamic of the volatility in the Heston
model. When the diusion parameter is known, the maximum likelihood estimator (MLE)
of the drift parameters involves the quantities :
R t
0 Xsds and
R t
0
ds
Xs
. At rst, we study the
asymptotic behavior of these processes. This allows us to obtain various and original limit
theorems on our estimators, with dierent rates and dierent types of limit distributions.
Our results are obtained for both cases : ergodic and nonergodic diusion. Numerical
simulations were processed using an exact simulation algorithm. AMS 2000 Math-
ematics Subject Classication. 44A10, 60F05, 62F12, 65C05. Key Words and
Phrases. Cox-Ingersoll-Ross processes, nonergodic diusion, Laplace transform, limit
theorems, parameter inference, simulation eciency : exact methods.
1 Introduction
Over the last few years, an interesting process emerged and became quite popular in nance,
after Cox-Ingersoll-Ross (CIR) proposed it for modelling short-term interest rates [4]. It is also
used for modelling stochastic volatility in the Heston model [10]. The CIR process (Xt)t0, also
known as the square root diusion, is solution to the stochastic dierential equation (SDE)
dXt = (a  bXt)dt+
p
2jXtjdWt; (1)
where X0 = x > 0, a > 0, b 2 R,  > 0 and (Wt)t0 is a standard Brownian motion. Under
the above assumption on the parameters that we will suppose valid through all the paper, this
SDE has a unique strong solution (Xt)t0 (see Ikeda and Watanabe [11], p. 221) and from
the comparison theorem for one-dimensional diusion process (see Revuz and Yor [20], p. 394)
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we deduce that Xt  0. In the particular case b = 0 and  = 2, we recover the square of a
a-dimensional Bessel process starting at x. Let us recall now some basic properties on the CIR
model and let 0 := infft  0jXt = 0g, with the convention inf ; = 1. In the case a  , the
process is strictly positive, 0 is innite almost surely, otherwise it is nonnegative, which means
that it can reach the state 0. More precisely, for a <  and b  0, 0 is nite almost surely and
for a <  and b < 0, we have Px(0 < 1) 2]0; 1[. Note that in the case 0 < a < , when the
process reaches the boundary, the state 0 is instantaneously reecting (see e.g. Going-Jaeschke
and Yor [8] or Lamberton and Lapeyre [16] for more details). From the ergodicity point of view,
the CIR process is ergodic and its stationary distribution, say , is a Gamma law with shape
parameter a= and scale parameter =b, provided that b > 0. In this case, for all h 2 L1(),
1
t
R t
0
h(Xs)ds converges almost surely to
R
R h(x)(dx).
During the last decades, several authors studied the problem of estimating parameters
in the drift coecient when a diusion process was observed continuously; this corresponds to
observe the path of the diusion over an interval [0; T ], T > 0. This theory has been established
mainly by Lipster and Shiryayev [17] and Kutoyants [15]. This approach is rather theoretical,
since the real data are discrete time observations. However, if the error due to discretization
is negligible then the statistical results obtained for the continuous time model are valid for
discrete time observations too. In the literature, most of the articles are concerned with ergodic
diusions and only few results can be found for the nonergodic case (see e.g [15] section 3.5 of
chapter 3 and references there). In this last reference, many technics are proposed to construct
estimators of the drift parameters. Furthermore, when the drift coecient depends linearly
on the parameters, one can hope to obtain a nice explicit formula of the maximum likelihood
estimator (MLE). To our knowledge, one of the rst papers having studied the MLE for the
problem of estimating parameters in the CIR model is that of Fournie and Talay [7]. They
have established its asymptotic normality in the case b > 0 and a > .
The aim of this paper is to investigate the MLE of the drift parameters in the CIR model
for a range of values (a; b; ) covering ergodic and nonergodic situations. Roughly speaking, if
we estimate one of the drift parameters and suppose known the other one, the MLE error has
the form Mt=hMit, where (Mt)t0 is a Brownian martingale with quadratic variation hMit. If
b > 0 and a > , the asymptotic normality of the estimators is obtained using the classical
martingale central limit theorem as in Fournie and Talay [7]. Otherwise, this argument is no
more valid, even in the special ergodic case b > 0 and a  , since RR(1=x)(dx) = 1. To
overcome this diculty, we study the asymptotic behavior of the couple (Mt; hMit).
In the second section, as in our framework hMit is either
R t
0
Xsds or
R t
0
ds
Xs
, we proceed
by computing their Laplace transform. The rst one is well known (see e.g. Lamberton and
Lapeyre [16], p. 127). However for the second one, which is more subtle, we apply recent
results of Craddock and Lennox [5], who employ Lie symmetry methods to evaluate certain
expectations for a large class of Ito^ diusions. This allows us to obtain a precise description of
the asymptotic of the
R t
0
Xsds (see Proposition 1 and 3) and
R t
0
ds
Xs
(see Proposition 2 and 4).
Then in the third section, we take advantage of this study to prove new original results on
the asymptotic of the MLE that are not necessarily normal. The asymptotic theorem concerning
the MLE, b^T (resp. a^T ), of b (resp. a) is obtained with dierent rates of convergence that are
unusual in most cases :
p
T for b > 0, T for b = 0 and e bT=2 for b < 0 (resp.
p
T for b > 0
and a > , T for b > 0 and a = ,
p
log T for b = 0 and a >  and log T for b = 0 and a = ).
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In those dierent cases, the corresponding limit distributions are given by Theorem 1 for the
MLE of b and Theorem 2 for the MLE of a.
Finally in the last section, we illustrate our asymptotic results using an exact simulation
method. Indeed, to simulate the couple (XT ;
R T
0
Xsds) we use and perfect the method of
Broadie and Kaya [3] based on an explicit evaluation of the conditional Laplace transform ofR T
0
Xsds given XT . Concerning (XT ;
R T
0
ds
Xs
), we rst establish a new explicit formula of the
conditional Laplace transform of
R T
0
ds
Xs
given XT (see Theorem 3 and 4) and then we deduce
an exact simulation method of the couple in the same manner as in [3].
2 The Asymptotic Behavior of
R t
0 Xsds and
R t
0
ds
Xs
Let us recall that (Xt)t0 denotes a CIR process solution to (1). It is relevant to consider
separately the cases b = 0 and b 6= 0, since the process (Xt)t0 behaves dierently.
2.1 Case b = 0
In this section, we consider the Cox-Ingersoll-Ross CIR process (Xt)t0 with b = 0. In this
particular case, (Xt)t0 satises the SDE
dXt = adt+
p
2XtdWt: (2)
Note that for  = 2, we recover the square of a a-dimensional Bessel process starting at x
and denoted by BESQax. This process has been attracting considerably the attention of several
studies (see Revuz and Yor [20]). The asymptotic behavior of (Xt;
R t
0
Xsds) and
R t
0
ds
Xs
are
established by our next two propositions.
Proposition 1 Let (Xt)t0 be a CIR process solution to (2), we have
(
Xt
t
;
1
t2
Z t
0
Xsds)
law ! (R1; I1) as t tends to innity:
where (Rt)t0 is the CIR process starting from 0, solution to (2) and It =
R t
0
Rsds.
Proposition 2 Under the above notations, we have
1. Px
Z t
0
ds
Xs
<1

= 1 if and only if a  .
2. If a >  then
1
log t
Z t
0
ds
Xs
P ! 1
a   as t tends to innity.
3. If a =  then
1
(log t)2
Z t
0
ds
Xs
law ! 1 as t tends to innity, where 1 is the hitting time
associated with Brownian motion 1 := infft > 0 : Wt = 1p2g.
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In order to prove these propositions, we choose to compute the Laplace transform of the couple
(Xt;
R t
0
Xsds) and
R t
0
ds
Xs
. Here are the obtained results.
Lemma 1 We have
 For   0 and   0,
Ex

e Xt 
R t
0 Xsds

= e a;(t)e x ;(t);
where functions ; and  ; are given by
;(t) =
1

log

2

sinh(t=2) + cosh(t=2)

;  ;(t) =
 cosh(t=2) + 2

sinh(t=2)
2

sinh(t=2) + cosh(t=2)
and  = 2
p
.
 For  > 0,
Ex

e 
R t
0
ds
Xs

=
 (k + 
2
+ 1
2
)
 ( + 1)
 x
t
 
2
+ 1
2
 k
exp

  x
t

1F1

k +

2
+
1
2
;  + 1;
x
t

; (3)
where k =
a
2
,  =
1

p
(a  )2 + 4 and 1F1 is the conuent hypergeometric function
dened by 1F1(u; v; z) =
P1
n=0
un
vn
zn
n!
; with u0 = v0 = 1, and for n  1, un =
Qn 1
k=0(u+ k)
and vn =
Qn 1
k=0(v + k).
Proof : Taking b = 0 in Proposition 2:5 of chapter 6 in [16], we deduce the rst assertion. For
the second one, we apply Theorem 5.10 in [5] to our process. We have just to be careful with the
misprint in formula (5.24) of [5]. More precisely, we have to replace
p
Axy, in the numerator
of the rst term in the right hand side of this formula, by
p
Ax=y. Hence, for a > 0 and  > 0,
we obtain the so called fundamental solution of the PDE ut = xuxx + aux  (x + x)u;  >
0;  > 0 :
p(t; x; y) =
p

 sinh(
p
t)
y
x
k 1=2
exp
 
 
p
(x+ y)
 tanh(
p
t)
!
I
 
2
p

p
xy
 sinh(
p
t)
!
; (4)
where I is the modied Bessel function of the rst kind. This yields the Laplace transform of
the couple (
R t
0
Xsds;
R t
0
ds
Xs
), since Ex

e 
R t
0 Xsds 
R t
0
ds
Xs

=
R1
0
p(t; x; y)dy. Evaluation of this
integral is routine, see formula 2 of section 6.643 in [9]. Therefore, we get
Ex

e 
R t
0 Xsds 
R t
0
ds
Xs

=
 (k + 
2
+ 1
2
)
 ( + 1)
 p
x coth(
p
t)

! k
exp
 
 
p
x

coth(
p
t)
!
 exp
 p
x
2 sinh(
p
t) cosh(
p
t)
!
M k; 
2
 p
x
 sinh(
p
t) cosh(
p
t)
!
; (5)
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where Ms;r(z) is the Whittaker function of the rst kind given by
Ms;r(z) = z
r+ 1
2 e 
z
2 1F1(r   s+ 1
2
; 2r + 1; z): (6)
See [9] for more details about those special functions. By inserting relation (6) in (5) we obtain
Ex

e 
R t
0 Xsds 
R t
0
ds
Xs

=
 (k + 
2
+ 1
2
)
 ( + 1)

cosh(
p
t)
  
2
  1
2
 k
 p
x
 sinh(
p
t)
! 
2
+ 1
2
 k
 exp
 
 
p
x

coth(
p
t)
!
1F1
 
k +

2
+
1
2
;  + 1;
p
x
 sinh(
p
t) cosh(
p
t)
!
:
We complete the proof by letting  tend to 0.

Proof of Proposition 1 : Under the notations of the above Lemma, it is easy to check
that

t
; 
t2
(t) =   1

log
 p

 sinh(
p
) +
p
 cosh(
p
)

; lim
t!1
 
t
; 
t2
(t) = 0
and
lim
t!1
Ex

e 
Xt
t
  
t2
R t
0 Xsds

=
 p

 sinh(
p
) +
p
 cosh(
p
)
 a

:
Noting that the rst assertion of Lemma 1 remains valid with x = 0 (see [16]), we deduce that
the obtained limit is simply the Laplace transform of the CIR process starting from 0, solution
to (2) with t = 1. This completes the proof. 
Remark It is worth to note that Proposition 1 can be obtained by a scaling argument, but
in order to standardize the technics used in this section we dropped this idea.
Proof of Proposition 2 For a  , by Lemma 1, we have
Px
Z t
0
ds
Xs
<1

= lim
!1
Ex

e 
R t
0
ds
Xs

= 1:
In the case a < , we have
Px
Z t
0
ds
Xs
<1

=
1
 (2  a

)
 x
t
1  a

exp

  x
t

1F1

1; 2  a

;
x
t

:
Thanks to the following formula (see section 9:211 in [9])
1F1 (r; s; z) =
 (s)
 (r) (s  r)z
1 s
Z z
0
euur 1(z   u)s r 1du;
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for Re(s) > Re(r) > 0, we obtain
Px
Z t
0
ds
Xs
<1

=
e 
x
t
 (1  a

)
Z x
t
0
eu
 x
t
  u
  a

du:
After the change of variable, v = x
t
  u, the last relation becomes
Px
Z t
0
ds
Xs
<1

=
1
 (1  a

)
Z x
t
0
e vv 
a
 dv < 1:
For the second and the third assertions, we consider a positive function (t) increasing to
+1 when t! +1. Using standard evaluations, it is easy to prove that
lim
t!+1
Ex

e
  
(t)2
R t
0
ds
Xs

= lim
t!+1
exp
 
  1
2
 
   a+
s
(a  )2 + 4
(t)2
!
log (t)
!
:
 If a > , let " denotes a function such that limx!0 "(x) = 0, we have
lim
t!+1
Ex

e
  
(t)2
R t
0
ds
Xs

= lim
t!+1
exp

 


(t)2(a  ) +
1
(t)2
"

1
(t)2

log (t)

= exp

  
a  

; by taking (t)2 = log(t):
 If a = 
lim
t!+1
Ex

e
  
(t)2
R t
0
ds
Xs

= lim
t!+1
exp

  1p

p

(t)
log (t)

= exp

 
p
p


; by taking (t) = log(t):
This completes the proof.

We now turn to the case b 6= 0.
2.2 Case b 6= 0
Let us resume the general model of the CIR given by relation (1) with b 6= 0, namely
dXt = (a  bXt)dt+
p
2XtdWt; (7)
where X0 = x > 0, a > 0, b 2 R,  > 0. Note that this process may be represented in terms
of a square Bessel process through the relation Xt = e
 btY
 

2b
(ebt   1) ; where Y denotes
a BESQ
2a

x . This relation results from simple properties of square Bessel processes (see e.g.
Going-Jaeschke and Yor [8] and Revuz and Yor [20]). We can now formulate the main results
of this subsection.
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Proposition 3 Let (Xt)t0 be a CIR process solution to (7), we have
1. If b > 0 then
1
t
Z t
0
Xsds
P ! a
b
as t tends to innity.
2. If b < 0 then

ebtXt; e
bt
Z t
0
Xsds

law ! (Rt0 ; t0Rt0), as t tends to innity, where t0 =  1=b
and (Rt)t0 is the CIR process, starting from x, solution to (2).
Proposition 4 Under the above notations, we have
1. Px
Z t
0
ds
Xs
<1

= 1 if and only if a  .
2. If b > 0 and a >  then
1
t
Z t
0
ds
Xs
P ! b
a   as t tends to innity.
3. If b > 0 and a =  then
1
t2
Z t
0
ds
Xs
law ! 2 as t tends to innity, where 2 is the hitting
time associated with Brownian motion 2 := infft > 0 : Wt = bp2g.
4. If b < 0 and a   then
Z t
0
ds
Xs
law ! It0 :=
Z t0
0
Rsds as t tends to innity, where t0 =  1=b
and (Rt)t0 is the CIR process, starting from x, solution to (2).
Remark : When a >  and b > 0 the CIR process is ergodic and the stationary distribution
is a Gamma law with shape a= and scale =b. Let 
law
=  (a=; =b), according to the ergodic
theorem, 1
t
R t
0
Xsds
P p:s: ! E() = a
b
and 1
t
R t
0
ds
Xs
P p:s: ! E(1

) = b
a  as t tends to innity. In this
case we recover the rst assertion of Proposition 3 and the second assertion of Proposition 4.
In order to prove these propositions we need the following result.
Lemma 2 We have,
 for   0 and   0, the Laplace transform of (Xt;
R t
0
Xsds) is given by
Ex

e Xt 
R t
0 Xsds

= e a
~;(t)e x
~ ;(t); (8)
where
~;(t) =   1

log

2et(b )=2
2(1  e t) + (  b)e t + (+ b)

and
~ ;(t) =
((+ b)e t + (  b)) + 2(1  e t)
2(1  e t) + (  b)e t + (+ b) ;
with  =
p
b2 + 4.
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 For  > 0, the Laplace transform of R t
0
ds
Xs
is given by
Ex

e 
R t
0
ds
Xs

=
 (k + 
2
+ 1
2
)
 ( + 1)
1
xkk


2
+ 1
2
 exp

b
2

at  2x
ebt   1

1F1

k +

2
+
1
2
;  + 1; 

;
(9)
where k =
a
2
,  =
bebt
(ebt   1) ,  =
bx
(ebt   1) and  =
1

p
(a  )2 + 4.
Remark : Note that the limit of the above Laplace transform, when b goes to 0, in formula
(9) allows us to recover relation (3).
Proof The rst assertion is given by Proposition 2:5 of chapter 6 in [16]. For the second one,
we rst apply Theorem 5.7 of [5], for b 2 R. We obtain the fundamental solution of the PDE
ut = xuxx + (a  bx)ux   xu,  > 0 :
p(t; x; y) =
jbj
2 sinh(jbjt=2)
y
x
a=(2) 1=2
 exp

b
2
[at+ (x  y)]  jbj(x+ y)
2 tanh(jbjt=2)

I
 jbjpxy
 sinh(jbjt=2)

:
(10)
By the parity of hyperbolic functions, we omit the j:j in the above formula. This yields the
Laplace transform of
R t
0
ds
Xs
, since Ex

e 
R t
0
ds
Xs

=
R1
0
p(t; x; y)dy. In the same manner as in
the proof of Lemma 1, formula 2 of section 6.643 in [9] gives us
Ex

e 
R t
0
ds
Xs

=
 (k + 
2
+ 1
2
)
 ( + 1)
e

2
xkk
exp

b
2

at  2x
ebt   1

M k; 
2
() : (11)
Finally, by inserting relation (6) in (11) we obtain the announced result.

Remark : In the above proof, relation (10) extends Corollary 5.8 of [5], established in the
case b > 0, to the case b 2 R. It is worth to note that formula (5.20) in this Corollary remains
valid for this extension, thanks to the parity of hyperbolic functions.
In the following proofs " will denotes a function satisfying limx!0 "(x) = 0, that can change
from an evaluation to an other.
Proof of Proposition 3 Let (t) be a (non-random) positive function increasing to +1
when t ! +1, we take  = 0 and replace  by =(t)2 in relation (8). In the case b > 0, an
easy computation shows that
lim
t!+1
Ex

e
  
(t)2
R t
0 Xsds

= lim
t!+1
exp
 
  ab
2
t
 s
1 +
4
b2(t)2
  1
!!
= exp

  ab
2
t
(t)2

2
b2
+ "(
1
(t)2
)

:
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The rst assertion follows by choosing (t)2 = t.
Next, we study the case b < 0. According to the rst assertion of Lemma 2, we have
Ex

e e
btXt ebt
R t
0 Xsds

= e a
~
ebt;ebt
(t)e x
~ 
ebt;ebt
(t)
with  =
p
b2 + 4ebt. As the Taylor's expansion of  + b is equal to  2
b
ebt + ebt"(ebt), we
deduce that limt!+1(+ b)t = 0 and limt!+1(+ b)et = limt!+1(+ b)e bt =  2b . Hence,
it's easy to check that
lim
t!+1
~ebt;ebt(t) =  
1

log
  b
  b  
b


and lim
t!+1
~ ebt;ebt(t) =
 b+ 
  b  
b

:
Therefore
lim
t!+1
Ex

e e
btXt ebt
R t
0 Xsds

=
  b
  b  
b

a=
exp

 x  b+ 
  b  
b


In the other hand, using the rst assertion of Lemma 3, we identify the Laplace transform of
the announced couple limit (Rt0 ; t0Rt0), which completes the proof. 
Remark : For b < 0, we can also give this representation ebt
Z t
0
Xsds
law ! L := L1 +
L2 as t tends to innity where L1 and L2 are two independent random variables, L1 has
a gamma distribution and L2 has a compound Poisson distribution. More precisely L1
law
=
 (a=; =b2) and L2
law
=
PN
k=1Xk where N
law
= P(xb=), for all k  1, Xk law= E(=b2) and
(N;X1;    ; Xn;    ) are mutually independent.
Proof of Proposition 4 Note that, the Laplace transform of
R t
0
ds
Xs
converges to Px(
R t
0
ds
Xs
<
1) as ! 0. If a  , using standard evaluations, it is easy to prove that
Px
Z t
0
ds
Xs
<1

=


x
 a
2
exp

b
2

at  2x
ebt   1

+ 

= 1:
In the other case, a < , we have
Px
Z t
0
ds
Xs
<1

=
1
 (2  a

)
1 
a
2
(x)
a
2
exp

b
2

at  2x
ebt   1

1F1

1; 2  a

; 

=
1 
a

 (2  a

)
e  1F1

1; 2  a

; 

:
Thanks to the following formula (see section 9:211 in [9])
1F1 (r; s; z) =
 (s)
 (r) (s  r)z
1 s
Z z
0
euur 1(z   u)s r 1du;
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for Re(s) > Re(r) > 0, we obtain
Px
Z t
0
ds
Xs
<1

=
e 
 (1  a

)
Z 
0
eu (   u)  a du:
After the change of variable, v =    u, the last relation becomes
Px
Z t
0
ds
Xs
<1

=
1
 (1  a

)
Z 
0
e vv 
a
 dv < 1:
Now our task is to study the asymptotic behavior in distribution of the quantity
R t
0
ds
Xs
when b > 0 and a  . Let (t) be a (non-random) positive function increasing to +1 when
t! +1. If we replace  by =(t)2 in relation (9), since log() = log(bx=) bt  log(1 e bt),
lim
t!+1
Ex

e
  
(t)2
R t
0
ds
Xs

= lim
t!+1
1
xkk
exp
 
ab
2
t 
"
1
2
s
(a  )2 + 4
(t)2
+
1
2
#
log()
!
= lim
t!+1
exp
 
ab
2
t 
"
1
2
s
(a  )2 + 4
(t)2
+
1
2
#
bt
!
:
 For a > , we have
lim
t!+1
Ex

e
  
(t)2
R t
0
ds
Xs

= lim
t!+1
exp
 
ab
2
t 
"
a  
2
s
1 +
4
(t)2(a  )2 +
1
2
#
bt
!
= lim
t!+1
exp

bt
(t)2(a  ) +
t
(t)2
"(
1
(t)2
)

:
Taking (t)2 = t, we deduce that 1
t
R t
0
ds
Xs
converges in distribution and of course in
probability to the constant b=(a  ).
 For a = , we have
lim
t!+1
Ex

e
  
(t)2
R t
0
ds
Xs

= lim
t!+1
exp

  btp
(t)
p


:
Taking now (t) = t, we deduce that 1
t2
R t
0
ds
Xs
converges in distribution to 2.
It remains now to prove the last assertion. For b < 0, when t goes to innity in relation (9),
since  converges to 0 and  to  bx=, we have
lim
t!+1
Ex

e 
R t
0
ds
Xs

=
 (k + 
2
+ 1
2
)
 ( + 1)
 bx

 
2
+ 1
2 1
xk
1F1

k +

2
+
1
2
;  + 1;
 bx


 lim
t!+1
exp

b
2
[at+ 2x]  k log

=
 (k + 
2
+ 1
2
)
 ( + 1)
 bx

 
2
+ 1
2
 k
exp

bx


1F1

k +

2
+
1
2
;  + 1;
 bx


:
Finally, we conclude by identifying the limit distribution with relation (3) in Lemma 1. 
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3 Statistical Inference of the CIR model
Let us rst recall some basic notions on the construction of the maximum likelihood estimator
(MLE). Suppose that the one dimensional diusion process (Xt)t0 satises
dXt = b(;Xt)dt+ (Xt)dWt; X0 = x0;
where the parameter  2   Rp, p  1, is to be estimated. The coecients b and  are two
functions satisfying conditions that guarantee the existence and uniqueness of the SDE for each
 2 . We denote by P the probability measure induced by the solution of the equation on the
canonical space C(R+;R) with the natural ltration Ft := (Ws; s  t), and let P;t := PjFt
be the restriction of P to Ft. If the integrals in the next formula below make sense then the
measures P;t and P0;t, for any ; 0 2 ; t > 0, are equivalent (see Jacod [12] and Lipster and
Shirayev [17]) and we are able to introduce the so called likelihood ratio
L;0t :=
dP;t
dP0;t
= exp
Z t
0
b(;Xs)  b(0; Xs)
2(Xs)
dXs   1
2
Z t
0
b2(;Xs)  b2(0; Xs)
2(Xs)
ds

: (12)
The process

L;0t

t0
is an Ft martingale.
In the present section, we observe the process XT = (Xt)0tT as a parametric model
solution to equation (1), namely
dXt = (a  bXt)dt+
p
2XtdWt;
where X0 = x > 0, a > 0, b 2 R,  > 0. The unknown parameter, say , is involved only in the
drift part of the diusion and we consider the two cases  = b or  = a. This study includes
both ergodic (b > 0 and a  ) and nonergodic cases.
3.1 Parameter estimation  = b
The appropriate likelihood ratio (12), evaluated at time T with 0 = 0, is well dened and is
given by
LT (b) := L
;0
T = exp

b
2
(x XT ) + 1
4
Z T
0
(2ab  b2Xs)ds

:
The MLE b^T of b maximizes LT (b), then
b^T =
aT + x XTR T
0
Xsds
: (13)
Hence, the error is given by
b^T   b =  
p
2
R T
0
p
XsdWsR T
0
Xsds
:
As mentioned in the introduction, the above error is obviously of the form Mt=hMit, where
(Mt)t0 is a Brownian martingale with quadratic variation hMit. If this quadratic variation,
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correctly normalized, converges in probability then the classical martingale central limit theo-
rem can be applied. Otherwise, the study of the couple (XT ;
R T
0
Xs) will be helpful to investigate
the limit law of the error. The asymptotic behavior of b^T   b can be summarized as follows.
Theorem 1 The MLE of b satises
1. Case b > 0 : Lb
np
T (b^T   b)
o
=) N (0; 2 b
a
).
2. Case b = 0 : Lb
n
T (b^T   b)
o
=) a R1
I1
, where (Rt) is the CIR process, starting from 0,
solution to (2) and It =
R t
0
Rsds.
3. Case b < 0 : Lb
n
e bT=2(b^T   b)
o
=) G
R
, where (G;R) is a couple of random variable
characterized with its joint moment generating-Laplace transform. For  2 R and   0,
E
 
eG R

=

b
=b+ b
 a

exp

x
2=b+ 
=b+ b

:
Therefore G and R are correlated, G is normal and R has the same distribution as t0Rt0,
t0 =  1=b, where (Rt)t0 is the CIR process, starting from x, solution to (2).
Proof : In the case b > 0, by Proposition 3 and the central limit theorem given by Y.A.
Kutoyants (see Theorem 1.19 in [15]) we have
Pb   lim
T!1
1
T
Z T
0
Xsds =
a
b
; Lb

1p
T
Z T
0
p
XsdWs

=) N (0; a
b
):
Therefore we obtain the rst assertion. In the second case b = 0, by Proposition 1 we have
L0

XT
T
;
1
T 2
Z T
0
Xsds

=) (R1; I1):
Hence
L0
n
T (b^T   b)
o
= L0
(
a+ x
T
  XT
T
1
T 2
R T
0
Xsds
)
=) a R1
I1
:
For the last case b < 0, by Proposition 3 we have
Lb

ebTXT ; e
bT
Z T
0
Xsds

=)

~Rt0 ; t0 ~Rt0

;
where t0 =  1=b and ( ~Rt)t0 is the CIR process, starting from x, solution to (2). It follows
that
Lb
n
b^T   b
o
= Lb
(
ebT (aT + x XT   b
R T
0
Xsds)
ebT
R T
0
Xsds
)
=) 0
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and also in probability, which proves the consistency of b^T . Now, in order to study the asymp-
totic behavior of b^T   b, we introduce the joint moment generating-Laplace transform of the
renormalized couple

ebT=2
  XT   b R T0 Xsds; ebT R T0 Xsds, namely for  in the neighbor-
hood of the origin and   0 we consider
Ex

e e
bT=2(XT+b
R T
0 Xsds) ebT
R T
0 Xsds

= Ex

e e
bT=2XT (ebT=2b+ebT )
R T
0 Xsds

:
By noting that the result of the rst assertion in Lemma 2 remains valid for small values of ,
the above quantity becomes equal to e a;(T )e x  ;(T ) where
;(T ) =   1

log
 
2eT (b+)=2
2(e(+
b
2
)T   e b2T ) + (  b) + (+ b)eT
!
and
 ;(T ) =
ebT=2((+ b) + (  b)eT ) + 2(ebT=2b+ ebT )(eT   1)
2(e(+
b
2
)T   e b2T ) + (  b) + (+ b)eT
;
with  =
p
b2 + 4(ebT=2b+ ebT ). Since  goes to  b and ( + b)T goes to zero as T tends
to innity, we have
lim
T!1
;(T ) =   1

lim
T!1
log
 
 2b
(2e
b
2
T + + b)eT   2b
!
and
lim
T!1
 ;(T ) = lim
T!1
e bT=2(+ b) + 2
(2e
b
2
T + + b)eT   2b
:
A Taylor's expansion gives limT!1(2e
b
2
T + + b)eT =  2=b and limT!1 e bT=2(+ b) =
2=b. This completes the proof. 
3.2 Parameter estimation  = a
According to relation (12), the appropriate likelihood ratio, evaluated at time T with 0 = 0,
makes sense when Pa(
R T
0
ds
Xs
<1) = 1 and is given by
LT (a) := L
;0
T = exp

a
2
Z T
0
dXs
Xs
  1
4
Z T
0
a2   2abXs
Xs
ds

:
The MLE a^T of a maximizes LT (a), then
a^T =
bT +
R T
0
dXs
XsR T
0
ds
Xs
:
Hence, the error is given by
a^T   a =
p
2
R T
0
dWsp
XsR T
0
ds
Xs
:
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As explained in the last subsection, we can apply the classical martingale central limit theorem
when
R T
0
ds
Xs
, correctly normalized, converges in probability. Otherwise, using Ito^'s formula, we
rewrite the MLE as follows
a^T =
logXT   log x+ bT + 
R T
0
ds
XsR T
0
ds
Xs
(14)
and now we study the couple (log(XT );
R T
0
ds
Xs
) in order to obtain a limit law for the error. The
asymptotic behavior of a^T   a can be summarized as follows.
Theorem 2 The MLE of a is well dened for a   and satises
1. Case b = 0 and a >  : La
np
log T (a^T   a)
o
=) N (0; 2(a  )).
2. Case b > 0 and a >  : La
np
T (a^T   a)
o
=) N (0; 2(a  )
b
).
3. Case b = 0 and a =  : La f(log T )(a^T   a)g=) 1
1
, where 1 is the hitting time associ-
ated with Brownian motion 1 = infft > 0 : Wt = 1p2g.
4. Case b > 0 and a =  : La fT (a^T   a)g=) b
2
, where 2 is the hitting time associated
with Brownian motion 2 = infft > 0 : Wt = bp2g.
5. Case b < 0 and a   : the MLE estimator a^T is not consistent.
Proof : At rst, from Proposition 2 and 4, we have Pa(
R T
0
ds
Xs
<1) = 1 for a  .
In the case b = 0 and a > , by Proposition 2 and the central limit theorem, we have
Pa   lim
T!1
1
log T
Z T
0
ds
Xs
=
1
a   ; La

1p
log T
Z T
0
dWsp
Xs

=) N (0; 1
a   ):
This establishes the rst assertion. The second one is obtained in the same manner using
Proposition 4.
For the third case b = 0 and a = , relation (14) yields
a^T   a = logXT   log xR T
0
ds
Xs
:
The task is now to nd the asymptotic behavior of logXT . By a scaling argument the process
(X2t=a) has the same distribution as a bidimensional square Bessel process, starting from x,
BESQ2x. It follows that
X2T=a
law
= kBT + xk2 law= TkB1 + x=
p
Tk2;
14
where (Bt)t0 denotes a standard bidimensional Brownian motion. Hence, logXT= log T con-
verges in law to one and consequently in probability. This gives us the announced result.
For the case b > 0 and a = , as in the above case we can rewrite the error
a^T   a = logXT   log x+ bTR T
0
ds
Xs
:
Now, the CIR process (Xt) can be represented in terms of a BESQ
2
x as follows
XT
law
= e bTBESQ2x(
a
2b
(ebT   1)):
Since log BESQ2x(T )= log T converges in distribution to one, we deduce that (logXT   log x +
bT )=T converges in distribution to b and consequently in probability. This gives our claim.
The only point remaining concerns the last case, b < 0 and a  . On the one hand,
according to the above representation in law of the CIR process as a time changed BESQ2x, we
have the convergence in distribution of logXT +bT to the logarithm of BESQ
2
x( a=2b). On the
other hand, since
R t
0
ds
Xs

t0
is an increasing process, we deduce the almost surely convergence
in the last assertion of Proposition 4. This completes the proof.

4 Numerical Simulations
Our aim in this section is to illustrate and test the practical behavior of the estimators errors
stated above. For this purpose, we need to generate at time T > 0, the CIR XT , the so called
Levy area
R T
0
Xsds and
R T
0
ds
Xs
.
One way to do that is to use numerical schemes solving the SDE, like the famous Euler
scheme. However, any discretization scheme introduces bias into the simulation results; an
extensive discussion on this subject is given by Kloeden and Platen [14]. Nevertheless, it is
important to note that the discretization of the the CIR process present some troubles because
of the square root in the diusion coecient. Several papers deal with this problem, see for
example Alfonsi [1], Berkaoui, Bossy and Diop [2] and Deelstra and Delbaen [6]. However, the
proposed schemes do not cover the nonergodic case in all its generality.
In the other hand, it is well known that the CIR XT is a non-central chi-squared random
variable that can be simulated exactly. Therefore, Broadie and Kaya [3] propose an exact
simulation of (XT ;
R T
0
Xsds) after they compute the conditional Laplace transform of
R T
0
Xsds
given XT . In our context, we proceed analogously for the simulation of (XT ;
R T
0
ds
Xs
). For this
aim, we have to explicit also the conditional Laplace transform of
R T
0
ds
Xs
given XT . This result
is established in the subsection below to be used then in simulation.
4.1 On The Conditional Law of
R t
0 Xsds and
R t
0
ds
Xs
Given Xt
First, we give the conditional Laplace transform for the couple (
R t
0
Xsds;
R t
0
ds
Xs
) given Xt, t > 0,
where (Xt)t0 denotes a BESQax process, starting from x, solution to (2) with  = 2, namely
dXt = adt+ 2
p
XtdWt.
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Theorem 3 For the square Bessel process introduced above, we have
Ex

e 
R t
0 Xsds 
R t
0
ds
Xs jXt = y

=
p
2t
sinh(
p
2t)
exp

x+ y
2t
h
1 
p
2t coth(
p
2t)
i

I
p
2xy= sinh(
p
2t)

I
 p
xy=t
 (15)
for all   0 and  > 0, with  =p(a  2)2 + 8=2 and  = a=2  1.
Proof On the one hand, by taking  = 2 in equation (4), we deduce that the fundamental so-
lution to the PDE ut = 2xuxx+aux (x+ x)u, satisfying the relation Ex

e 
R t
0 Xsds 
R t
0
ds
Xs

=R +1
0
p(t; x; y)dy; is given by
p(t; x; y) =
p
2
2 sinh(
p
2t)
y
x
=2
exp
 
 
p
2
2
(x+ y) coth(
p
2t)
!
I
p
2xy= sinh(
p
2t)

:
On the other hand, by conditioning we rewrite
Ex

e 
R t
0 Xsds 
R t
0
ds
Xs

=
Z 1
0
Ex

e 
R t
0 Xsds 
R t
0
ds
Xs jXt = y

p
Xt
(y)dy;
where p
Xt
= 1
2t
 
y
x
=2
exp
 
x+y
2t

I
 p
xy=t

is the density of the Bessel process starting from x.
The result follows by identication.

Remarks Here we comment the above result, in order to situate it and compare it with some
known ones.
 From a probabilistic point of view, since we compute the conditional law of the couple
instead of the marginal ones, Theorem 3 extend both formulas (6.5.2) and (6.5.3) of
Proposition 6.5.1.1 p. 373, stated for a  2, in Jeanblanc, Yor and Chesney [13].
 It is worth to note that, in the case a < 2, when  tends to 0, we do not track down the
marginal Laplace transform, since
R t
0
ds
Xs
is not nite almost surely. Indeed, in the general
case a > 0, this marginal Laplace transform is given by formula (2.m) page 432 of Pitman
and Yor [19], namely
Ex

e 
R t
0 XsdsjXt = y

=
p
2t
sinh(
p
2t)
exp

x+ y
2t
h
1 
p
2t coth(
p
2t)
i

I
p
2xy= sinh(
p
2t)

I
 p
xy=t
 (16)
for all   0, with  = a=2  1.
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Now, we return to the general CIR process, starting from x, solution to (1), namely dXt =
(a  bXt)dt+
p
2XtdWt and we use the above result, to derive the following conditional laws.
Theorem 4 For a CIR process solution to (1), on the one hand, we have for   0
Ex

e 
R t
0 XsdsjXt = y

=
()
b
sinh(bt=2)
sinh(()t=2)
 exp

x+ y
2
[b coth(bt=2)  () coth(()t=2)]
 I ()

p
xy= sinh(()t=2)

I

b

p
xy= sinh(bt=2)
 ; (17)
with () =
p
b2 + 4 and  =
a

  1. On the other hand, we have for  > 0
Ex

e 
R t
0
ds
Xs jXt = y

=
I()

b

p
xy= sinh(bt=2)

I

b

p
xy= sinh(bt=2)
 (18)
with () =
p
(a  )2 + 4= and  = a

  1.
Proof Let us dene the process Yt = X2t=, by a scaling argument, we have
dYt = (  Yt)dt+ 2
p
YtdWt; Y0 = x;
with  =
2a

and  =
2b

. We now write the Laplace transform
Ex

exp

 
Z t
0
ds
Xs

jXt = y

= Ex
 
exp
 
 2

Z t=2
0
ds
Ys
!
jY2t= = y
!
:
Thanks to the change of law formula (6:d) of Pitman and Yor [19], we get
Ex

exp

 
Z t
0
ds
Xs

jXt = y

=
Ex

exp

 2

R t=2
0
ds
Rs
  b2
22
R t=2
0
Rsds

jR2t= = y

Ex

exp

  b2
22
R t=2
0
Rsds

jR2t= = y
 ;
where (Rt)t0 is a BESQ
2a=
x process. In the same manner
Ex

exp

 
Z t
0
Xsds

jXt = y

=
Ex

exp

 (2

+ b
2
22
)
R t=2
0
Rsds

jR2t= = y

Ex

exp

  b2
22
R t=2
0
Rsds

jR2t= = y
 :
We complete the proof, by combining relations (15) and (16) with the last two equations.

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4.2 Numerical Results
The task now is to check the validity of the results obtained on our estimators and to understand
how fast the convergence actually takes place as T ! 1, with computer simulations. By
relation (13), the illustrations of Theorem 1, about the MLE of b, involve the simulation of the
couple (XT ;
R T
0
Xsds). Therefore, we use the exact simulation method proposed by Broadie and
Kaya [3] to generate it. For Theorem 2, concerning the MLE of a, we use relation (14) and we
introduce a new exact simulation method for the couple (XT ;
R T
0
ds
Xs
) based on the theoretical
results of the above subsection.
4.2.1 The MLE of b
The method of Broadie and Kaya [3] is to simulate, at rst, the random variable XT with a
noncentral chi-squared distribution
XT
law
=
(1  e bt)
2b

02
2a


2be bt
(1  e bt)x

; t > 0 (19)
where 
02
d (nc) denotes the noncentral chi-squared random variable with d degrees of freedom
and noncentrality parameter nc. The second step is to deduce the conditional characteristic
function, say , of
R T
0
Xsds given XT by setting  =  iu; u 2 R, in relation (17). Then, the
cumulative distribution function F of the conditional law is computed using Fourier inversion
method. More precisely, we have
F (x) =
1

Z +1
 1
sin(ux)
u
(u) =
2

Z +1
0
sin(ux)
u
Re [(u)] du:
This integral is approximated, using a trapezoidal rule with step discretization h, by an innite
sum that is truncated to an order N , namely
F (x) ' hx

+
2

NX
j=1
sin(hjx)
j
Re [(hj)] :
The choice of parameters h and N to achieve a desired accuracy is well explained in their paper.
Nevertheless, they draw attention to the continuity problem in the numerical representation
of the modied Bessel function of rst kind, with a complex argument, that appears in the
numerator of the characteristic function . In fact, the modied Bessel function of rst kind
characterized by the following power series
I(z) =
z
2
 1X
j=0

z2
4
j
j! ( + j + 1)
;
where  (x) is the gamma function and z is a complex number, presents a discontinuity problem
in the representation of the power term z . Because this last function is multivalued and most of
software packages consider it equal to exp( log(z)), where log(z) is computed on the principal
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branch of arg(z). To avoid this diculty, Broadie and Kaya carefully tracked arg(z) when
evaluating I(z) and changed the branch when necessary by I(ze
mi) = emiI(z), where m is
an integer value. Recently, Lord and Kahl [18] showed how to avoid this complex discontinuity
problem. They considered, up to a scaling coecient, the complex-valued argument in the
modied Bessel function, z(u) = (u)= sinh((u)t), where (u) =
p
b2   4iu and evaluated
the characteristic function as (u)e log(z(u))=z(u) , where (u) and z(u) are evaluated using
the principal branch, however, log (z(u)) is evaluated as  (u)t=2+ log  (u)=(1  e(u)t), the
last logarithm term is evaluated on its principal branch. This correction term introduced by
Lord and Kahl [18] improves considerably our simulations.
The graphical representations of Figure 1 illustrate the limit law of the MLE b^T of b, stated
in Theorem 1. In order to do that, we simulate N independent trajectories of the normalized
error, with dierent values of parameters (x; a; b; c; T ) to cover the various cases, and we plot
their histogram. When the limit is Gaussian, we normalize the error by the appropriate term
to compare the histogram with the standard Gaussian density. Otherwise, since we do not have
an explicit formula of the limit law density, we simply plot the histogram of the error as stated
in the theorem. Both histograms, on the top of Figure 1, deal with ergodic and nonergodic
cases, for b > 0. Those at the bottom, treat the cases b = 0 and b < 0. Note that in the latter
cases, we choose a <  to cover the subtle case when the CIR can reaches the state 0.
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Figure 1: Convergence in distribution of the error, b^T   b, correctly normalized, in dierent
cases, for a sample N = 10000, from the left to the right, we have (x; a; b; ; T ) equal to
(1; 2; 1; 1; 1e+ 3), (1; 0:5; 1; 1; 1e+ 3), (1; 0:75; 0; 1; 1e+ 2) and (1; 0:75; 1; 1; 12).
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Remark From a practical point of view, note that when the theoretical rate of convergence
is of order T (resp. T 2) the limit distribution is well approximated from T = 1e+3 (resp. T =
1e + 2). However, when the theoretical rate of convergence is exponential then a stabilization
is observed only from T = 12 (See Figure 1).
4.2.2 The MLE of a
We proceed to simulate the couple (XT ;
R T
0
ds
Xs
) in the same manner as below. First, we begin
by generating a random variable XT using the property (19). Then, in order to simulate
R T
0
ds
Xs
,
we use relation (18) to compute the cumulative distribution function of the conditional law. To
do that, we use the Fourier inversion method introduced previously.
The graphical representation below illustrates the limit law of the MLE a^T of a stated
in Theorem 2. We simulate N independent trajectories of the correctly normalized error, as
explained in the subsection above, and we plot their histogram. Both histograms, on the top of
Figure 2, deal with ergodic and nonergodic cases, for a > . Those at the bottom treat cases
b > 0 and b = 0, for a = .
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Figure 2: Convergence in distribution of the error, a^T   a, correctly normalized, in dierent
cases, for a sample N = 10000, from the left to the right, we have (x; a; b; ; T ) equal to
(1; 2; 0; 1; 1e+ 100), (1; 2; 1; 1; 1e+ 3), (1; 1; 0; 1; 1e+ 50) and (1; 1; 1; 1; 1e+ 2).
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Remark In this case, note that when the theoretical rate of convergence is of order
p
T (resp.
T ) the limit distribution is well approximated from T = 1e + 3 (resp. T = 1e + 2). However,
when the theoretical rate of convergence is of order
p
log T (resp. log T ) then to observe a
stabilization T = 1e+ 100 (resp. T = 1e+ 50) was needed (See Figure 2).
5 Conclusion
The precise description of the behavior of
R T
0
Xsds and
R T
0
ds
Xs
established in the present paper
provides a new approach to overcome the problem of parameters estimation for the CIR model
in all its generality. When we estimate one of the drift parameter and suppose known the other
one, we obtain original results that are conrmed by exact simulation methods. A natural
question is now the problem of the global estimation for the CIR model. Answering this
question involves more complicated calculations and this is the object of a forthcoming work.
References
[1] Aurelien Alfonsi. On the discretization schemes for the CIR (and Bessel squared) processes.
Monte Carlo Methods Appl., 11(4):355{384, 2005.
[2] Abdel Berkaoui, Mireille Bossy, and Awa Diop. Euler scheme for SDEs with non-Lipschitz
diusion coecient: strong convergence. ESAIM Probab. Stat., 12:1{11 (electronic), 2008.
[3] Mark Broadie and Ozgur Kaya. Exact simulation of stochastic volatility and other ane
jump diusion processes. Oper. Res., 54(2):217{231, 2006.
[4] John C. Cox, Jonathan E. Ingersoll, Jr., and Stephen A. Ross. A theory of the term
structure of interest rates. Econometrica, 53(2):385{407, 1985.
[5] Mark Craddock and Kelly A. Lennox. The calculation of expectations for classes of diusion
processes by Lie symmetry methods. Ann. Appl. Probab., 19(1):127{157, 2009.
[6] G. Deelstra and F. Delbaen. Convergence of discretized stochastic (interest rate) processes
with stochastic drift term. Appl. Stochastic Models Data Anal., 14(1):77{84, 1998.
[7] Eric Fournie and Denis Talay. Application de la statistique des diusions a un modele de
taux d'intere^t. Finance, 12(2):79{111, 1991.
[8] Anja Going-Jaeschke and Marc Yor. A survey and some generalizations of Bessel processes.
Bernoulli, 9(2):313{349, 2003.
[9] I. S. Gradshteyn and I. M. Ryzhik. Table of integrals, series, and products. Academic
Press Inc., San Diego, CA, sixth edition, 2000. Translated from the Russian, Translation
edited and with a preface by Alan Jerey and Daniel Zwillinger.
[10] S. L. Heston. A closed-form solution for options with stochastic volatility, with applications
to bond and currency options. Rev. Finan. stud., 6(2):327{343, 1993.
21
[11] Nobuyuki Ikeda and Shinzo Watanabe. Stochastic dierential equations and diusion
processes, volume 24 of North-Holland Mathematical Library. North-Holland Publishing
Co., Amsterdam, 1981.
[12] Jean Jacod. Inference for stochastic process. Technical Report, (638), 2001.
[13] Monique Jeanblanc, Marc Yor, and Marc Chesney. Mathematical methods for nancial
markets. Springer Finance. Springer-Verlag London Ltd., London, 2009.
[14] Peter E. Kloeden and Eckhard Platen. Numerical solution of stochastic dierential equa-
tions, volume 23 of Applications of Mathematics (New York). Springer-Verlag, Berlin,
1992.
[15] Yury A. Kutoyants. Statistical inference for ergodic diusion processes. Springer Series in
Statistics. Springer-Verlag London Ltd., London, 2004.
[16] Damien Lamberton and Bernard Lapeyre. Introduction au calcul stochastique applique a
la nance. Ellipses Edition Marketing, Paris, second edition, 1997.
[17] R. S. Liptser and A. N. Shiryayev. Statistics of random processes. I,II. Springer-Verlag,
New York, 1977. General theory, Translated by A. B. Aries, Applications of Mathematics,
Vol. 5.
[18] Roger Lord and Christian Kahl. Complex logarithms in Heston-like models.Math. Finance,
20(4):671{694, 2010.
[19] Jim Pitman and Marc Yor. A decomposition of Bessel bridges. Z. Wahrsch. Verw. Gebiete,
59(4):425{457, 1982.
[20] Daniel Revuz and Marc Yor. Continuous martingales and Brownian motion, volume 293
of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathe-
matical Sciences]. Springer-Verlag, Berlin, third edition, 1999.
22
