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Abstract. The EDELWEISS-III direct dark matter search experiment uses cryogenic HP-
Ge detectors Fully covered with Inter-Digitized electrodes (FID). They are operated at low
fields (< 1 V/cm), and as a consequence charge-carrier trapping significantly affects both the
ionization and heat energy measurements. This paper describes an analytical model of the
signals induced by trapped charges in FID detectors based on the Shockley-Ramo theorem. It
is used to demonstrate that veto electrodes, initially designed for the sole purpose of surface
event rejection, can be used to provide a sensitivity to the depth of the energy deposits,
characterize the trapping in the crystals, perform heat and ionization energy corrections and
improve the ionization baseline resolutions. These procedures are applied successfully to
actual data.
Keywords: FID, induced signals, Shockley-Ramo, charge-carrier trapping , analytical model,
dark matter detectors
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1 Introduction
The EDELWEISS-III experiment performs direct dark matter searches using HP-Ge bolome-
ters operating at a cryogenic temperature of 18 mK in order to detect the low energy recoils
O(10 keV) expected from WIMP elastic scattering on target Ge nuclei [1]. The sensitivity
to WIMP-nucleon cross sections below 10−9 pb requires powerful means to reduce and dis-
criminate backgrounds. To this end, a simultaneous measurement of heat and ionization is
performed to discriminate nuclear recoils induced by WIMPs from electronic recoils origi-
nating from γ- and β-rays [2]. The latter are known [3] to be potentially misidentified as
nuclear recoils if most of the energy is deposited within a few µm from the surface of the
crystals, where defects in the lattice and charge diffusion result in a biased ionization yield
measurement. An active rejection of surface events is therefore mandatory and well achieved
by the specific design of Fully Inter-Digitized (FID) detectors [3]. The dimensions of the
cylindrically shaped crystals are 70 mm diameter and 40 mm height. Concentric aluminum
electrodes are evaporated over the entire Ge absorber surface. They are alternatively bonded
to define four ionization channels labelled A, B, C and D, as shown in Fig. 1. Two sets of
electrodes are biased (A=-1.5 V, B=+4 V) on one side and (C=+1.5 V, D=-4 V) on the other
side, leading to an electric field structure as illustrated in Fig. 1. Such low biases are applied
to preserve the electronic/nuclear recoil discrimination power from being overwhelmed by the
Neganov-Luke effect [4, 5] whereby the heat signal is the sum of the original recoil energy
plus a contribution proportional to the ionization signal and to the applied bias. Following
an energy deposit in the bulk, created electrons and holes drift to the electrodes with the
highest bias, B and D respectively (hence called “fiducial electrodes”) whereas for surface
events charge collection is shared between one fiducial electrode and one so-called veto elec-
trode (either B/A or D/C). The principle of the fiducial selection is thus to require an equal
charge of opposite sign on fiducial electrodes and no charge collected on the veto electrodes A
and C. This selection rejects events at depths below the surface comparable to the electrode
– 1 –
Figure 1. Electric potential map and resulting field lines for a radial cross section of an FID detector.
spacing of 2 mm. Experimentally, the dispersion of the veto ionization measurement of fidu-
cial events increases with energy, as observed in Fig. 2, reaching values that largely exceed
the baseline resolutions. These non-gaussian energy dispersions must be taken into account
while performing fiducial cuts to avoid an unnecessary selection efficiency loss. It is therefore
important to understand the origin of the signals on veto electrodes in these events where in
principle they should not collect any net charge.
We present an analytical model whereby this effect is understood as a consequence of
charge carrier trapping in the fiducial volume1. Charge trapping is expected to be significant
[9] due to the operating low field in the bulk (0.625 V/cm) [10], affecting both the ionization
and heat measurements through incomplete charge collection and Neganov-Luke effect, re-
spectively. According to this model, charge-carriers trapped in the bulk induce signals on all
the electrodes that are sufficient to account for the observed dispersions on veto electrodes for
fiducial events. Initially designed for surface event rejection, the veto electrode signals contain
information on energy deposit localization and bulk trapping properties. Thus the new ap-
plications investigated here lead to bulk trapping characterization and correction procedures
to improve the resolution of heat and ionization signals, at both low and high energy.
2 Weighting fields in FID detectors
The analytical model is based on the Shockley-Ramo theorem [11–13]. We refer to [14] for
a comprehensive review of its various applications. This theorem states that the charge QK
induced on an electrode K by a moving charge q from a position rq I to rq F is given by the
relation:
QK = −q (φK(rq F)− φK(rq I)) (2.1)
1This approach is similar to the one of [6] for coplanar grid detectors sensitive to single-polarity charges [7,
8].
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Figure 2. Example of fiducial cut (orange solid lines) on the veto A. Fiducial events are represented
in color dots whereas non fiducial events are shown in gray dots.
where φK(r) is a dimensionless weighting potential obtained by setting the electrode K to 1
and all the other electrodes to 0. In semi-conductors, φK(re I) = φK(rh I) as electrons and
holes are created by pairs following an energy deposit. Therefore, the induced charge only
depends on carrier positions at the end of their drift:
QK = e (φK(reF)− φK(rhF)) (2.2)
Let’s consider the simple application example of Eq. (2.2) as schematised in Fig. 3: a fiducial
event with a single e−/h+ pair created where the electron is trapped during its drift at the
location indicated by the white star. Weighting potential maps associated to electrodes A
and B are shown in Fig. 3. Those associated to electrodes C and D can be deduced from the
equatorial symmetry. In this example, we obtain from of Eq. (2.2):
QA = e (φA(reF)− φA(rhF)) = e (0.4− 0) = +0.4e
QB = e (φB(reF)− φB(rhF)) = e (0.4− 0) = +0.4e
QC = e (φC(reF)− φC(rhF)) = e (0.1− 0) = +0.1e
QD = e (φD(reF)− φD(rhF)) = e (0.1− 1) = −0.9e (2.3)
This simple example illustrates that veto signals are expected even for fiducial events in the
case of charge carrier trapping in the bulk. Also, the trapped carriers induce equivalent
signals on a fiducial electrode and its neighboring veto electrode due to the similarity of the
corresponding weighting fields.
Finally, one can notice that the total induced charge Qtot = QA + QB + QC + QD = 0
in the given example. This would be a natural result in the absence of trapping as both
charges of opposite sign would be collected. However, the consequence of carriers trapped
in the bulk during their drift is less obvious. Still, we can show that the sum of the signals
induced by e−/h+ pairs is always zero. To demonstrate this charge conservation relation for
trapping-induced signals, let’s calculate the total induced charge Qtot using the Shockley-
Ramo theorem. As QK depends linearly on φK , Qtot will only depend on the weighting
– 3 –
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Figure 3. Weighting potentials associated to electrodes B (left) and A (right) as indicated by the
color code. The white star indicates the trapping location of the electron reF in the cyan region where
φA(reF) = φB(reF) = 0.4. The values φC(reF) = φD(reF) = 0.1 can be deduced from weighting
potentials associated to electrodes A and B in the dark blue region, at the location corresponding to
the mirror image of reF from the equatorial axis.
potential φtot = φA + φB + φC + φD, obtained by setting all four sets of electrodes to 1.
Due to the germanium high permittivity (ǫr = 16) and the small spacing (2 mm) between
electrodes, most of the field lines are not able to escape the system (absorber + electrodes).
The resulting weighting potential φtot is very close to one in all the absorber. Applying the
Shockley-Ramo theorem:
Qtot =
Np∑
n=1
e (φtot(reF)n − φtot(rhF)n) = eNp(1− 1) = 0 (2.4)
where the label n refers to the considered e−/h+ pair among the Np created. As equation
(2.4) is always verified, it implies that among the four ionization energy measurements, only
three are independent. We will show in section 4.3 how this property is now used by EDEL-
WEISS to improve individual ionization baseline resolutions.
Another interesting property of the weighting fields results from the electrode geometry con-
figuration. The sum of the weighting potentials associated to veto electrodes is constant in
almost all the detector volume (φA + φC ∼ 0.5) as shown on Fig. 4. Neglecting trapping in
the remaining near-surface area, the sum of the signals induced on veto electrodes A and C
for a fiducial event is given by:
QA +QC =
Np∑
n=1
e
(
φ(A+C)(reF)n − φ(A+C)(rhF)n
)
= 0.5e(NTe −NTh) (2.5)
where NTe and NTh are the number of electrons and holes trapped during their drift. We can
see that QA+QC linearly depends on the difference of the number of trapped carriers of each
type. As a result, these signals must be highly correlated to both trapping lengths and energy
deposit location, a statement that motivates an analytical modeling of this phenomenon.
– 4 –
Figure 4. 3D representation of the weighting potential map φA+C .
3 Analytical model
The analytical model applies to fiducial events occurring in the near-homogeneous electric
field region where it will be approximated to be constant. This further justifies the use of
fixed mean trapping lengths for electrons (le) and holes (lh) in their drift along a z-axis
linking two fiducial electrodes B and D. Fig. 5 represents the weighing potentials along this
axis, where the two detector surfaces are located at the coordinates −ǫ and H + ǫ, and the
field is constant in the interval z ∈ [0, H]. The Np created e−/h+ pairs following an energy
deposit at a depth z = Z0 will drift to their corresponding fiducial collecting electrodes.
The number of remaining untrapped charge carriers of each type j = {e, h} after a travelled
distance d = |z − Z0| is thus given by Nj = Npe−µjd where µj = 1/lj is the inverse of
the trapping length. We assume that once charge carriers reach the near surface region
(z /∈ [0, H]), they can be considered as collected for three reasons. First, due to a grid effect,
the surface electric field is an order of magnitude more intense than in the bulk which means
that trapping should be comparatively small in most of the non-fiducial volume. Second,
weighting potentials approaching the fiducial electrodes rapidly reach 0 for veto electrodes
and 1 for fiducial electrodes as shown in Fig. 5. Finally, the remaining drift distance ǫ ∼ 0.2 cm
is small relative to the bulk length H ∼ 3.6 cm. We will thus consider only the contribution of
bulk-trapped carriers to the total charge induced on an electrode K = {A,B,C,D}, obtained
through the application of the Shockley-Ramo theorem:
QK = e
∫ H
Z0
µeNpe
−µe(z−Z0)φK(z)dz− e
∫ Z0
0
µhNpe
µh(z−Z0)φK(z)dz (3.1)
As φK(z) is obtained by setting to 0 all the electrodes of one side and alternatively to 0 and
1 the ones of the other side (0.5 in average), the weighting potential rises with a slope of
0.5/L (where L = H + 2ǫ = 4 cm is the detector length) in the region z ∈ [0, H] where the
analytical model applies. Also, the weighting potential associated to a veto electrode and its
neighbouring fiducial electrode are the same such that:
φ(A,B) =
z + ǫ
2L
φ(C,D) =
−z +H + ǫ
2L
(3.2)
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Figure 5. scheme of relevant weighting potentials along a z-oriented axis linking two fiducial electrodes
B and D.
By substituting Eq. (3.2) in Eq. (3.1), we get the charge induced on any electrode by bulk-
trapped charges as a function of the trapping lengths and the deposit depth Z0.
3.1 Veto signals induced by trapped charges
For fiducial events, no net charge is collected on the veto electrodes A and C, and thus
Eq. (3.1) corresponds to the total expected ionization signal. Exact trapping lengths are
unknown and may vary from one detector to another depending on the purity of the crystals
[15]. For normal biasing conditions, they are expected to be large in comparison with the
bulk length H, allowing a series expansion in µjH ≪ 1. Interesting properties appear when
considering the following first-order expansion:
QA +QC = −eNp
2
(Z0(µe + µh)− µeH) (3.3)
QA −QC = −eNp
2L
(µe + µh)
(
Z20 − Z0H
)
(3.4)
The sum of the induced charges on veto electrodes linearly depends on Z0 due to the weight-
ing field property previously underlined through Eq. (2.5), whereas a quadratic dependence
appears when we subtract them. In other words, these veto electrodes that didn’t collect a
single charge may be used to provide an estimate of the energy deposit depth. Also, fiducial
events should be distributed along a parabola in the plane (QA +QC , QA −QC).
3.2 Evaluation of the model
To evaluate the relevance of analytical model assumptions, we first confront it to a numerical
model. In the latter, both electric and weighting fields are computed using a finite element
evaluation of the Poisson equation. Single mono-energetic deposits are homogeneously dis-
tributed in the detector, and fiducial events are defined by the absence of charge carrier
reaching the veto electrodes, instead of an arbitrary depth as in the analytical model. Charge
carriers drift along the actual electric field lines, and not simply along the z-axis (although
transport anisotropies [10] are not taken into account). The trapping lengths vary according
– 6 –
to the field intensity [15], and in particular, the trapping of charges close to the surface is not
neglected.
The output of the numerical simulation are the charge signals QK on the four electrodes
for a given number of initial e−/h+ pairs Np. The calibrated experimental data for an event
with a recoil energy Er consist of the four ionization energy signals EiK (defined as positive
in absence of trapping), according to the expressions:
Eia
Er
= − QA
eNp
Eib
Er
=
QB
eNp
Eid
Er
= −QD
eNp
Eic
Er
=
QC
eNp
(3.5)
Figure 6 (top) shows the distribution of (Eia − Eic)/Er as a function of Z0 for simulated
fiducial events located at radii between 0.5 and 2.5 cm. One can see that the linear dependence
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Figure 6. Fiducial events in the region where the field is nearly homogeneous (radii between 0.5 and
2.5 cm) simulated with the numerical model. Top: check of the linear dependence of (Eia−Eic)/Er
on the deposit depth Z0. Bottom: Distribution of (Eia + Eic)/Er as a function of (Eia − Eic)/Er
for these events, together with a fit (red line) of the second-order expansion of the model. Values
implemented in the numerical model are shown in black and the ones obtained from the fit are shown
in red.
on Z0 predicted by the first-order expansion (Eq. (3.3)) is well confirmed by the numerical
simulation. The simulated signals are not smeared by some experimental resolution: the
observed spread and small non-linearities on this figure are due to the varying length of the
curved field lines, and also the curvature of the boundary between the fiducial and surface
regions. This figure shows that, given a sufficient ionization energy resolution, the quantity
(Eia − Eic)/Er can be used to measure the depth of localized energy deposits inside the
region of the fiducial volume where the field is nearly uniform2. Figure 6 (bottom) shows the
distribution of the same events in the plane ((Eia + Eic)/Er, (Eia − Eic)/Er). According
to the first-order expansion (Eqs. (3.3) and (3.4)), the events should be distributed along
a parabola. Here again, the numerical simulation confirms such behavior. The agreement
2 This simple behavior gets distorted when selecting bulk events in the region where the field is highly
inhomogeneous (as along the equator, see Fig. 1), and provisions for such effects will be taken when the model
will be compared with data.
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between the analytical and numerical models can even be compared quantitatively, provided
that the expansion is extended to the second order in µjH. The red line in Fig. 6 (bottom)
represents the fit of the distribution of simulated events to the second-order development of
Eqs. (3.1) and (3.2), with the trapping lengths le = 1/µe, lh = 1/µh and the bulk length
H as free parameters. We retrieve the input trapping lengths associated to the average
field intensity in the bulk (< le(|| ~E||) >= 13.4 cm and < lh(|| ~E||) >= 22.1 cm where
|| ~E|| = 0.625 V/cm) within a precision of 5%: le = (12.7 ± 0.2) cm, lh = (21.0 ± 0.3) cm
and H = (3.65 ± 0.03) cm where errors are statistical only. This not only denotes that
the assumptions of the analytical model are justified but also shows that some trapping
information may be extracted from data.
For the ease of the comparison of the data with the model (see Sec. 4), it is preferable
to fit ((Eia+Eic)/Er, (Eia−Eic)/Er) distributions with the simple parabolic dependence
predicted by the first-order expansion of Eqs. (3.3) and (3.4):
Eia+ Eic
Er
=
2
L(µe + µh)
[(
Eia− Eic
Er
)2
+
H
2
(µe − µh)
(
Eia− Eic
Er
)
− µeµhH
2
4
]
(3.6)
A fit of that expression to the distribution in Fig. 6 (bottom), with H fixed to the value
of 3.65 cm, recovers the true values 〈le〉 and 〈lh〉 to within 20%. The first-order equation (3.6)
is thus sufficient to account for the main trapping effects.
3.3 Ionization signals on fiducial electrodes
The expected signals on the fiducial electrodes B and D come from two contributions: charge
collected at the electrodes and induced charge by trapped carriers. The latter is given by
Eq. (3.1) as trapped charges induce equivalent signals on a veto electrode and its neighbouring
fiducial electrode. For its part, the collected charge consists of untrapped carriers reaching
the near-surface region. Thus, the total ionization signals on fiducial electrodes B and D are
given by:
QB = QA + eNpe
−µe(H−Z0) (3.7)
QD = QC − eNpe−µhZ0 (3.8)
Using equations (3.5), (3.7) and (3.8), we represent on Fig. 7 the ionization energies,
normalized to unity in case of complete charge collection, as a function of the deposit depth
for two different scenarios: in Fig. 7 (top) electrons and holes are similarly trapped (µe =
µh = 0.03 cm
−1) whereas in Fig. 7 (bottom), electron trapping is significantly increased
(µe = 3µh = 0.09 cm
−1). Blue and pink lines correspond to the normalized signals of the
fiducial cathode (Eid/Er) and anode (Eib/Er). The black line represents (Efid/Er) where
Efid is the fiducial ionization energy defined as Efid = 0.5(Eib+Eid). One can appreciate
the flat shape of Efid/Er for µe = µh that clearly leads to only tiny energy dispersions
< 1% whereas those expected from Eib/Er or Eid/Er are > 5%. Now, when the electron
trapping is increased by a factor three, we see that the resolution associated to Eib/Er and
Efid/Er is significantly degraded, which is typically the effect one could expect. However,
it is very interesting to see that in this special case, the worse electron trapping improves
the resolution of the fiducial cathode D that collects holes. This effect can be analytically
explained by assessing the width of the energy distribution through the difference between
the expected energies for the extremum values of the deposit depth (Z0 = 0 and Z0 = H).
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Figure 7. Trapping impact on ionization measurements according to the model equations. Ionization
energies are normalized to unity for a complete charge collection and shown as a function of the
deposit depth Z0 normalized to the bulk length H for the cathode (blue), the anode (pink) and the
fiducial ionization energy (black). Trapping lengths considered are shown at the bottom of each panel.
In the first-order expansion, ∆Eid = Eid(0)−Eid(H) is simply proportionnal to (3µh − µe),
while the corresponding quantity for the anode, ∆Eib, is proportional to (3µe − µh). Thus,
∆Eid vanishes in the second scenario. Similarly we are able to justify the small fiducial energy
dispersions observed in the first scenario as ∆Efid ∝ (µe − µh).
This study clearly shows that the choice of the best ionization-based energy estimator
must be taken with a careful understanding of trapping effects as both electrons and holes
affect the signals read on B and D channels. Though we identify the individual electrode that
provides the best resolution as the one collecting the least trapped of the two carriers, an
improvement is expected when using a weighted sum of B and D signals, where weights may
vary from one detector to an other depending on trapping properties of the crystal. As we
will see in section 4.2, an even more precise measurement can be achieved by cancelling out
the deposit depth dependence with a correction function based on the veto signals.
3.4 Trapping impact on heat signal
We now model the impact of charge-trapping on the heat signal. For Np created e
−/h+ pairs,
the Neganov-Luke heating is given by the following relation:
ELuke = e
Np∑
n=1
(V (~re)n − V (~rh)n) (3.9)
where V (~re)n and V (~rh)n are respectively the electric potentials at the end of the drifts of
the electron and hole of the considered nth pair. The contribution of trapped charges to this
heating ETLuke is obtained similarly as in Eq. (3.1) by replacing the weighting potential φK(z)
with the electric potential V (z):
ETLuke = e
∫ H
Z0
µeNpe
−µe(z−Z0)V (z)dz− e
∫ Z0
0
µhNpe
µh(z−Z0)V (z)dz (3.10)
In FID detectors, electrodes are biased such that VB = −VD and VA = −VC . The average
value of electric potentials on the top surface is (VA+ VB)/2 = VM and (VC + VD)/2 = −VM
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Figure 8. same as Fig. 7 but considering the ratio ionization / heat normalized to unity for a complete
charge collection.
at the bottom. This leads to a homogeneous electric field Em = 2VM/L and therefore to a
linear electric potential in the bulk region z ∈ [O, H]:
V (z) =
VM
L
(2z −H) (3.11)
Substituting Eq. (3.11) in Eq. (3.10), we get the contribution of bulk-trapped charges to
Neganov-Luke heating. Since charge carriers that reach the near surface region can be con-
sidered as collected, the contribution of untrapped charges to the Neganov-Luke effect is given
by:
ECLuke = Np
(
VBe
−µe(H−Z0) − VDe−µhZ0
)
(3.12)
The heat signal is then simply obtained by summing the different contributions:
EHeat = ER + E
T
Luke + E
C
Luke (3.13)
This analytical formulation can be used to assess the expected heat energy dispersion from
trapping as we did in section 3.3 for ionization. At first-order,∆EHeat = EHeat(0)−EHeat(H) ∝
(µe− µh). This can be considered unfortunate as electrons are expected to be systematically
more trapped than holes at cryogenic temperatures [15]. Actually, the discrimination of
electronic and nuclear recoils is based on the ratio of heat and ionization. It is thus the
dispersion on the ratio heat/ionization that matters the most rather than the individual reso-
lutions. Figure 8 shows the expected dependence of this ratio, normalized to unity in absence
of trapping, for the same scenarios than earlier: µe = µh (top panel) and µe = 3µh (bottom
panel). Pink, blue and black lines respectively correspond to Eib, Eid and Efid used as
estimators of the ionization energy. Clearly, the use of Efid leads to much lower dispersions
on the ratio in both cases due to the similar dependence in (µe − µh) of ∆EHeat and ∆Efid.
The ratio of Efid and EHeat doesn’t depend at first-order on the trapping parameters which
attests of tight correlations between these measurements.
Thus, even if the best resolution on the absolute value of the ionization signal is provided
by the channel with the smallest trapping effects, we indentify Efid as the best choice of
ionization estimator when it is to be combined with the heat measurement, as done when
calculating the relative ionization yield used in WIMP searches.
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4 Applications
4.1 Characterization of bulk trapping in the crystals
We have seen that we were able to retrieve the trapping lengths implemented in the nu-
merical simulation by fitting the distribution of simulated fiducial events in the plane of
(Eia+ Eic)/Er as a function of (Eia− Eic)/Er) with the analytical model equations. Un-
fortunately, in data, the parasitic capacitance between the interleaved electrodes, and between
read-out channels, induces cross-talk signals that can obscure the interpretation of the ratio
of signals on different electrodes. During the calibration process, cross-talk correction coeffi-
cients are determined such that on average, veto signals are zero for fiducial events. In fiducial
γ events from 133Ba calibrations, as shown in Fig. 9, this results in distributions3 where both
(Eia + Eic)/Eid and (Eia − Eic)/Eid are also arbitrarily centered at approximately (0,0).
As a result, the fit of Eq. (3.6) to these data points results in somewhat arbitrary values for
the constant and linear term. The constant affecting the quadratic term, ((µe + µh)L/2)
−1,
is more robust. Such a fit cannot disentangle the individual values of µe and µh. It is however
still possible to extract important information on trapping, namely the sum of the inverse
trapping lengths of electron and holes, µe + µh. Figure 9 shows the distribution of regis-
tered events for two different bias voltage conditions: the standard one (top) that results in
an electric field in the bulk of || ~E|| = 0.625 V/cm and a 50% higher (bottom) resulting in
|| ~E|| = 0.937 V/cm. Note that only events above 100 keV are selected to make sure that
the contribution of electronic noise is negligible. Trapping values µe + µh are extracted from
the fit of the second-order polynomial y(Z0) = a0 + a1Z0 + a2Z
2
0 , with a2 = 2/L(µe + µh)
and Z0 = (Eia − Eic)/Eid. As expected, we find that the trapping magnitude is reduced
by increasing the electric field intensity. This effect has been checked on all detectors and
is consistent with more direct measurements [15]. However, the extracted value from the fit
should not be considered as a precise measurement of µe + µh as the fiducial region in the
data also covers some part of the outer perimeter where both high- and low-field coexist.
The simulations suggest that events from the high-field region near the equator are in part
responsible for the accumulation of counts in a point of the parabola that is not centered, due
to trapping asymmetry, although the non-uniform coverage the detectors by the gamma-ray
flux from the calibration source plays also a role. Nevertheless, these effects in data do not
affect strongly the dispersion of the events in (Eia+Eic)/Eid relative to the parabola, and it
was observed that consistent curvature results can be obtained using gamma rays of different
origin and energies (from 100 to 2000 keV). The curvature is a good indicator of trapping in
FIDs and is particularly useful to assess its importance even in data sample where this effect
cannot be studied by the position and width of visible peaks in the gamma-ray spectrum.
It is now used in EDELWEISS as a quality criterium for the selection of detectors used for
WIMP searches.
Finally, we clearly identify that, for fiducial events, the veto signals observed are primar-
ily induced by charge carriers trapped in the bulk of the detector. The large energy-dependent
dispersion of the veto ionization measurements pointed out in section 1 (cf. Fig. 2) is thus
attributable to charge trapping in the fiducial volume. Also, since events are distributed along
a parabola in the plane ((Eia+Eic)/Eid, (Eia−Eic)/Eid), it is natural for dispersions on
individual veto channels to be non-gaussian.
3Eid appears in the denominator here because it provides the estimator of the absolute energy Er with
the best resolution in cases where µe > µh, as encountered experimentally.
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Figure 9. Influence of field intensity on extracted trapping parameters. The top (bottom) panel shows
the distribution of fiducial events (>100 keV) when operating at standard (50% higher) bias voltage
conditions. The dashed curve corresponds to a 2nd-order polynomial fit to the distibution of events in
the range indicated by the solid red line. The value of the trapping indicator µe + µh is derived from
the fit using Eq. (3.6).
4.2 High energy corrections
Despite good individual baseline resolutions of 500 to 700 eV (FWHM) for most detectors,
measured resolutions at 356 keV from 133Ba (γ) calibrations are ∼ 10 keV for the fiducial
cathode D and ∼ 20 keV for the fiducial anode B. According to our model, if the degradation
of the resolution is originating from trapping, energy losses should be correlated to the energy
deposit depth. As a matter of fact, such a dependence is clearly visible on left pannels of
Fig. 10 through the correlation of the 356 keV line position with (Eia−Eic)/Eid which was
identified earlier to be our best estimate of the deposit depth in data. On all tested detectors,
the dependence is always stronger for the fiducial anode (top panel) than for the fiducial
cathode (bottom panel). Thus, we clearly identify the degradation of the resolution with
energy as a consequence of charge carrier trapping in the bulk and highlight the fact that it
is significantly larger for electrons than for holes. Moreover, we can use the 356 keV line to
determine the deposit depth dependence of energy losses in order to correct trapping effects on
the measurement. An empirical method consists at determining the 356 keV line position for
different intervals of Z = (Eia−Eic)/Eid and to fit this dependence with a smooth function
f(Z) such that the corrected energy measurement is given by Eixcorrected = (356/f(Z))×Eix
where x refers to the considered channel x ∈ [b, d].
We show on middle panels that the use of this corrected energy measurement straightens
the distribution of events, which results in a consequent improvement of the resolution of both
channels as shown on right panels: ∼ 20% and 50% for the cathodes B and D, respectively.
The latter benefits much more from this correction as trapping is more important for electrons
than holes. After these corrections, the resolutions achieved are equivalent for both channels
and equal to 8.9 keV. Averaging both corrected energy measurements (as it is done to
obtain Efid) does not lead to further improvement, suggesting that the remaining energy
dispersions for individual values of Z are extremely correlated. This is certainly attributable
to our inability to specifically select fiducial events of the near-homogeneous field region.
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Figure 10. Energy distribution of the fiducial anode B (top panels) and cathode D (bottom panels).
Before correction, the deposit depth dependence of energy losses is visible via their correlation with
Z = (Eia − Eic)/Eid (left panels) and canceled once the correction is applied (middle panels). The
resulting resolution improvement is shown on right panels with ionization energy spectra before (dashed
lines) and after (solid lines) correction. A similar 8.9 keV resolution (FWHM) is reached on both
channels.
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Figure 11. Ionization energy spectra of fiducial events recorded with the fiducial cathode D before (left)
and after (right) correction measured with one detector in a WIMP search run. identified radiogenic
lines are shown on the right panel.
The numerical model extended to the full detector volume indicates that shorter and longer
drift distances associated to the field lines outside the central zone of the detector result in
variations in the importance of trapping as the radius of the deposit extends into this region.
A more detailed understanding of these effects would probably require to also take into
account anisotropies in charge collection. A practical constraint for deriving energy corrections
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is that the present procedure uses so far all of the independent linear combination of the
four electrode signals4, except (Eia + Eic)/Eid. Accordingly, an additional step has been
introduced in the energy correction procedure in order to use the whole accessible trapping
information contained in veto signals. Similarly to the first procedure discussed hereabove, we
correct for the Z = (Eia− Eic)/Eid dependence but only once we have used the remaining
information contained in R = (Eia+Eic)/Eid to reduce the energy dispersions for individual
values of Z. Typically, we first define different intervals of Z = {Zj} and for each of these,
we determine the value of αj that provides the best resolution for the data subset j with the
estimator Eix+RαjEix. The different values of αj as a function of Zj are fitted to a gα(Z)
second order polynomial. The correction to the whole data set is then given by:
Eixtemp = Eix+R× gα(Z)× Eix (4.1)
To complete the procedure, we then proceed as before by fitting the dependence of Eixtemp
on Z for 356 keV events with a smooth function f(Z). The final correction is thus defined as:
Eixcorrected = (356/f(Z))× Eixtemp (4.2)
The use of this full correction enables in average on tested detectors a resolution improve-
ment of ∼ 65% for the anode and ∼ 35% for the cathode, allowing to reach a resolution of
7.3 and 7.1 keV, respectively. Here again, performances achieved with either B or D channel
are similar and taking the average of the two corrected measurements does not improve the
resolution. It was in fact to be expected due to charge conservation, as the correction com-
bines three channels and consequently uses the whole accessible information since only three
measurements are independent among the four. It is worth mentioning that the procedure
also allows to improve the heat energy resolution by ∼ 30%.
Ionization and heat energy corrections start to be relevant above 50 keV only, since at lower
energies veto signals tend to be dominated by the baseline noise. The correction is partic-
ularly efficient for the detailed study of the gamma background, where the resolution for
high-energy lines is instrumental for the identification of close-lying sources of radioactive
isotopes. Figure 11 shows ionization energy spectra recorded in one EDELWEISS detector in
WIMP search run, before (left panel) and after correction (right panel). Radiogenic 336 keV
and 609 keV lines are clearly visible by the above described correction and allow to identify
a nearby contamination by 228Ac and 214Bi.
4.3 Improvements of the ionization baseline resolutions
We previously mentioned a fundamental charge conservation relation (Eq. (2.4)) independent
of the trapping magnitude and location, due to a weighting potential associated to the sum
of all the electrodes φtot = 1 in the whole detector. To be precise, this value varies from
φtot = 0.97 in all of the bulk to φtot = 1 at the electrodes as FIDs do not act as perfect
Faraday cages. The total net charge induced Qtot is therefore not exactly zero but given by
the following relation:
Qtot = −e [(NCe −NCh) + (NTe −NTh)× 0.97] = 0.03 e (NTe −NTh) (4.3)
where NTe and NTh (NCe and NCh) refer to the number of trapped (collected) electrons and
holes, respectively. However, even in the extreme scenario in which one type of charge carrier
4We use Eia − Eic to correct the fiducial energy Eib + Eid, and Eib − Eid = Eia − Eic by charge
conservation.
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would be significantly trapped, e.g. 20% of the electrons, and the other type entirely collected,
the total charge would be zero within 0.6% of the total charge (Qtot = 0.006eNp). Therefore,
it is a reliable approximation to consider charge conservation (cf. Eq. (2.4)) as always valid.
The latter implies that the ionization measurement of any channel can either be directly
obtained by reading it out or by using the three remaining channels. As a consequence, the
most precise measurement of ionization channel A, for example, is not obtained by fitting a
pulse template to the trace A(t) but instead to A∗(t) defined as:
A∗(t) = αA(t) + (1− α)(−B(t)− C(t)−D(t)) (4.4)
where the value of α that provides the best resolution σA∗ is the one that verifies ∂σA∗/∂α = 0
and ∂2σA∗/∂α
2 > 0. Let’s consider the case in which all channels have the same baseline
resolution σ0 and the noise is uncorrelated. From quadratic error propagation, one gets that
α = 3/4 minimizes σA∗ = [α
2σ20 + 3(1 − α)2σ20]1/2 and provides a resolution improvement
such that σA∗ = (
√
3/2)σ0. This corresponds to:
A∗(t) =
3
4
A(t)− B(t) + C(t) +D(t)
4
(4.5)
= A(t)− A(t) +B(t) + C(t) +D(t)
4
(4.6)
where the latter expression highlights the fact that the correction to A(t) does not affect
the magnitude of the signal since the added term is zero irrespective of the origin of the
signal. In [16], this correction was introduced as a way to reduce correlated noise between
the four electrodes. Here, it is shown that it corresponds to an estimator that also minimizes
uncorrelated errors. It also underlines that the correction does not affect the amplitude even
in the case of charge trapping. Figure 12 shows the rms noise amplitude N(ν) of channel
A in the frequency domain for one detector, before and after application of Eq. (4.6). The
rms amplitude S(ν) expected from a 1 keV signal is also shown. The correction is efficient
at both reducing the peak structures due to correlated microphonics, as well as the smooth
envelop, mostly due to uncorrelated noise. To assess the resolution improvement brought by
this new energy estimator, we consider the expected resolution from the application of an
optimal filter to the data:
σ =
(∑
ν
|S(ν)|2
|N(ν)|2
)
−1/2
(4.7)
We find that the use of the charge-conservation based correction provides a ∼ 50% im-
provement of the resolution from 1.04 keVee to 0.56 keVee (FWHM). The additional gain
in resolution relative to the expected gain of 15% comes from the elimination of correlated
noise. As Efid is obtained via the traces 0.5(−B(t) +D(t)) = 0.5(−B∗(t) +D∗(t)), the use
of charge conservation does not improve the fiducial energy resolution. In both cases, the
combination of both signals B and D result in a resolution of σ0/
√
2 in the considered case
where σB = σD = σ0. However, the improvement on the individual electrodes A and C is
extremely useful to increase the purity of the fiducial selection at low energy as it depends
directly on the baseline resolution. This is particularly relevant in the context of low-mass
WIMP search with EDELWEISS detectors [1].
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Figure 12. Rms amplitude of the noise spectra of FID838 ionization channel A, before (orange
histrogram) and after (purple histogram) taking advantage of charge conservation through Eq. (4.6).
The blue histogram corresponds to the rms amplitude of a 1 keV signal (Heaviside in time domain),
and the line is the envelop. Expected resolutions from an optimal filtering are shown on the picture.
5 Conclusion
The analytical model for signals induced by bulk-trapped charges presented here considerably
improves the understanding of the functioning principle of FID detectors. It clearly establishes
that charge carrier trapping in the fiducial volume is not only responsible for degrading the
resolution of the fiducial electrodes but also for the large energy dependent dispersion of
veto signals observed in data. These veto electrodes, until now exclusively used to reject
surface events, allow for various other useful applications for WIMP searches. A statistical
sensitivity to the energy deposit depth has been demonstrated from which we have derived
an empirical method to correct both ionization and heat measurements and optimize fiducial
background identification. Also, we have seen that some trapping information on (µe + µh)
could be extracted from data even in absence of visible gamma-ray lines, providing a useful
crystal quality criterium to select the detectors used for WIMP search. Finally, this study
justifies the strategy of taking advantage of charge conservation in FID detectors to improve
individual ionization baseline resolutions and consequently increase the surface event rejection
power down to lower energies.
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