ABSTRACT
INTRODUCTION
Linear regression analysis is one of the most widely used content in mathematical statistics. The observational data is used to fit the real model in order to solve the relationship between variables in system, explore the changing trendency and forecast of the variables. The most commonly used method in linear regression analysis is least square method. Since Diamond et.al [1] proposed fuzzy least squares method in the 1980s, fuzzy regression analysis has been greatly developed. Savic and Pedrycz [2] put forward fuzzy least squares method which combined fuzzy minimum criteria with the traditional least squares method. Chang and Ayyub [3] discussed the reliability analysis of fuzzy least squares method with the standard of error, correlation coefficient and so on. Fuzzy least squares method is similar to traditional least square method, which both define the distance between two fuzzy numbers firstly and attribute to determine the regression coefficient by making the sum of squared deviations minimum. Since the late 20th century, least square method based on different distance of fuzzy numbers has been proposed, see [4] [5] [6] [7] . Many paper only discussed least square method of simple fuzzy linear regression model. But least square method of multiple fuzzy linear regression model is less studied. And almost no paper involves the relationship investigation with fuzzy least squares method based on different distances [16] [17] [18] . This paper studies the least squares estimation and the error item of multiple fuzzy linear regression model parameter with clear numbers for inputs, linear regression-type (LR-type) fuzzy numbers for outputs and coefficients on Euclidean distance, Y-K distance, and k The paper is organized as follows: part 2 and part 3 are preliminaries of definition of fuzzy numbers, properties and distance of fuzzy numbers. Part 4 discusses the least squares estimation and the error item estimation of fuzzy linear regression model on different distances, and gets corresponding conclusions. By the way, a new method is proposed to obtain the parameter estimation of fuzzy linear regression model. Part 5 gives example analysis, and the conclusions are made at last.
BASIC CONCEPT
Define 2.1 [8] The fuzzy set A % in real number field R can be called a fuzzy number, if it satisfies:
where ( )
denote all fuzzy numbers in real number set R . There is a kind of common fuzzy number among so many fuzzy numbers.
Define 2.2 [9] Suppose L and R are decreasing functions from R 
，
A % is called triangular fuzzy number.
For LR-type fuzzy numbers, there are the following properties: Property [10] . Let ( ) 
THE DISTANCE BETWEEN LR-TYPE FUZZY NUMBERS
In order to discuss least squares problem of fuzzy linear regression model, the distance between fuzzy numbers must be introduced at first. There are many types of distances between fuzzy numbers, the most commonly used concepts are Euclidean distance, Y-K distance, and k D distance. 
( ) 
The error item of estimation
In accordance with the method used in 4. 
It is in accordance with least squares estimation of traditional linear regression model.
At the same time, from (4.4), (4.6) and (4.8) we can see residual sum of square on Euclidean distance is always less than that on Y-K distance for model (4.1), which illustrates that the fitting effect of parameter estimation on Euclidean distance is better. 
Further discussion of least squares regression estimations on three distances
After comparing the conclusion of 
EXAMPLE ANALYSIS
The following
Tanaka data (1987) (see Table 1 ) is used to illustrate the above conclusions.
The data set which has ten pairs of data, concludes three clear explanatory 
CONCLUSION
The paper studies the least squares estimation and the error terms of fuzzy linear regression model with clear numbers for inputs, LR-type fuzzy numbers for outputs and regression coefficients on Euclidean distance, Y-K distance, and k D distance. The results show that the least squares estimations are the same on the above three distances and the priority should be given to the Euclidean distance in solving least squares estimator. When the outputs and regression coefficients are clear numbers, the estimation will be traditional least squares estimation. At the same time, a new method to get least squares estimation for fuzzy linear regression model is proposed. At last, the experimental results show the correctness of the conclusion.
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