We are mainly concerned with existence, non-existence and the behavior at infinity of non-negative blowup entire solutions of the equation
Introduction
Our main concern is on existence, non-existence and the asymptotic behavior at ∞ of entire solutions of the semilinear elliptic problem There is by now a rich literature on blow-up boundary solutions of semilinear elliptic equations on bounded domains, starting with the pioneering works, by Bieberbach [4] on the equation Δu = e u , in the case N = 2, which appears in the study of both Riemannian surfaces of constant negative curvature and the theory of automorphic functions and subsequently Rademacher [24] , in the case N = 3, related to the study of the electric potential in a glowing hollow metal body. We refer the reader to the end of this section for additional comments and references.
Focusing back on (1.1), W.M. Ni in [22] addressed the following question:
) is a Riemaniann manifold of dimension N 3 andK 0 is some function defined on M, to find a metrics sayg conformal to g such thatK is the scalar curvature of (M,g).
The approach used to face that question consisted in searching for some real valued function u > 0 andg of the formg = u 4 N−2 g leading to the elliptic equation
where Δ g is the Laplace-Beltrami operator and K is the scalar curvature of (M, g). When M = R N and g is the Euclidean metrics on M then K = 0 and Δ g turns into the usual Laplace operator Δ and thus the equation above becomes
It was proved in [22] that such an equation admits an entire positive solution.
The class of problems 2) where N 2, ρ 0 is some function and p is a positive number, has attracted the interest of quite a number of authors who have investigated both its solvability and the growth rate at ∞, of the eventual solutions, by exploiting conditions on both ρ and p. In fact, we refer to just few results closer to our interests in the present work, Cheng and Ni in [5] , showed by assuming ρ to satisfy a condition such as
with γ < −2, the existence of a C 2 -solution of (1.2) behaving at ∞ like |x| α , where |x| is the Euclidean norm of x, α = γ +2
1−p and p > 1, while Lair and Wood in [18] , proved under the conditions 0 < p 1, and ρ a non-negative, radially symmetric C 2 -function, that ∞ 0 rρ(r) dr = ∞ is both necessary and sufficient for the existence of an entire solution of (1.2). Regarding the case where f (u) in (1.1) is not a pure power like u p , Cîrstea and Radulescu in [7] , showed by assuming that, if in addition, f is non-decreasing and satisfies the condition 
Haitao, in the recent paper [15] , showed existence of solutions of (1.1) under f 0 and
among further technical conditions. Non-existence was also discussed in that paper. Non-existence results were also obtained by Gladkov and Slepchenkov in [14] under the requirements that f is convex and satisfies (1.6).
In the present work we set
Our main results are Theorem 1.1 (Existence). Assume (1.3) with γ < −2p, (1.4), (1.5) and The main (existence) results of [5] and [18] treat pure power non-linearities of the form f (u) = u p (u > 0), with p > 1 and 0 < p 1, respectively, and that in [7] requires f to be monotone non-decreasing. We point out that our non-linear term f (u) is only required to satisfy the conditions (1.5) and (1.7). Further on, letting 1 < p < ∞, α 1 > 0, α 2 0, the functions defined for t 0, by
are examples to which our Theorem 1.1 applies. Actually, we also succeeded in getting a precise behavior of u at infinity and at the origin as shown by (1.8). As for Theorem 1.2 we assume no convexity restrictions on f as was done in [14] . Our method to show existence of solution relies on the lower and upper solutions technique and estimates for elliptic equations while the proof of non-existence of solutions explores the integral equation derived from the radial symmetry and arguments involving the Keller-Osserman condition.
As we mentioned in the beginning of this section semilinear elliptic boundary blow-up problems such as
where Ω ⊂ R N is a bounded smooth domain have been intensively investigated and we add that the techniques used motivate to some extent the ones for the case Ω = R N . We refer the reader to Bandle [ 
Proof of Theorem 1.1
The proof relies on lower and upper solutions arguments. In this regard we shall state below Theorem 2.1 whose proof will be sketched in an Appendix A.
A function u ∈ C 2 is a lower solution of (1.1) if
Theorem 2.1. Assume (1.4) and (1.5) . If u andū are respectively lower and upper solutions of
As a next step we establish some notations derived from our assumptions in Section 1. We claim that 2 < α β.
Indeed, by the assumptions, γ < −2p and 1 < q p < ∞ it follows that
On the other hand, from (1.3), As further notations,
3)
, (2.4)
.
We have found out that a crucial step in showing existence of solutions of (1.1) as an application of Theorem 2.1 is exploiting the following boundary blow-up type problem
In fact, the family of functions
where η > 2 and ξ 0 are parameters satisfy: v ∈ C 2 , and v solves (2.6). By suitably choosing η and ξ , v will be used to construct the lower and upper solutions required to apply Theorem 2.1. The two lemmas below will be proved at the end of this section.
Lemma 2.2 (Existence of a family of lower solutions). If v α
:= v α0 then u = u λ = λv α is a lower solution of (1.1) provided λ ∈ (0,λ].
Lemma 2.3 (Existence of a family of upper solutions). If v β := v βξ β thenū =ū Λ = Λv β is an upper solution of (1.1) if Λ ∈ [Λ, ∞).
Proof of Theorem 1.1. At first we claim that
Indeed (we will use the lemmas above), if |x| 1 then by suitably choosing ξ β
If, on the other hand, |x| 1,
showing the claim.
Now let
Picking λ ∈ (0, λ 0 ] and Λ ∈ [Λ 0 , ∞) it follows by Lemmas 2.2, 2.3 and Theorem 2.1, the existence of a solution u := u λ,Λ of (1.1).
Notice that u satisfies (1.8) with We are left to show that
Proof of the lemmas
Indeed, if 0 < |x| R ρ (the case x = 0 is straightforward once f (0) = 0), then by (2.2)(ii), (2.3) and (2.4),
If, on the other hand, |x| R ρ then using (2.1), (2.2)(ii) and (2.4),
Lemma 2.1 is proved. 
It remains to show that
Notice that
Now if |x| R ρ then applying (2.2)(i), (2.3) and (2.5),
If, on the other hand, |x| R ρ then by (2.1), (2.2)(i) and (2.5),
showing thatū is an upper solution of (1.1). This ends the proof of Lemma 2.2 and consequently that of Theorem 1.1. 2
Proof of Theorem 1.2
Assume, by the way of contradiction, that u ∈ C 2 is a radially symmetric solution of (1.1) and as usual set u(x) := u(|x|), x ∈ R N . Setting r = |x| it follows that
for some ζ 0. By integration we get to
We shall use the following result. Its proof will be presented at the end of this section.
for someR ρ R ρ .
Proof of Theorem 1.2. We claim that
for some R > 0, (F (t) given by (1.6)). Indeed, taking t R I and using (2.2)(i) we get
Picking R > 2 1/q+1 R I and t > R we get by integrating in (3.5),
proving (3.4). To proceed we distinguish between two cases.
Using (3.3) into (3.6) we get
and multiplying by u (r) > 0,
Integrating fromR ρ to r and changing variables we get
TakingR ρ > 0 large enough we get u(R ρ ) > 2 1/(q+1) R I . Using (3.4) with
Applying the earlier in (3.7) we get,
We rewrite (3.8) as
where
PickingR ρ larger enough we get b 1 [R ρ ] > 0 and takingR ρ >R ρ and r R ρ ,
Integrating,
Applying the change of variables y = u(t) we have
which leads to a contradiction to (3.4) by letting r → ∞.
Case 2. γ > 2. Using (3.1) and (3.3) again and picking r R ρ we have
We claim that,
forR ρ sufficiently large. This will be shown later in this section. Using (3.10) in (3.9),
Since u (r) > 0 we have
and integrating fromR ρ to r, and making a change of variables we get
In a way similar to Case 1 we get
We rewrite (3.11) as
Integrating and changing variables as in Case 1 we get to 
