Disagreement, including on matters of fact, is a pervasive phenomenon, yet this is incompatible with existing work on social learning. I propose a model of information processing with two key features: (i) the agent encounters false information, and (ii) the agent cannot distinguish true propositions from false ones. I study two families of axioms for update rules, finding that "willingness-to-learn" axioms are incompatible with "non-manipulability" axioms. I also provide an axiomatic characterization of several update rules. In a simple social learning model, disagreement is not just possible, but generic. I characterize the influence of each agent on steady-state beliefs and apply the framework to study echo chambers and belief manipulation.
Introduction
People often disagree about facts. There is widespread belief in the United States that climate change is a hoax. A significant number of people believe that vaccines cause autism. Studys of fake news during the 2016 elections reveal that people did believe many false stories propagating on social media (Allcott and Gentzkow, 2017) . This phenomenon presents a puzzle because economic models of social learning do not permit long-run disagreement. Indeed, from Bayesian approaches to ones with heuristic updating, long-run consensus is perhaps the most robust prediction across these models (Golub and Sadler, 2016) . That this fails to match our casual observations of the world should give us pause: to productively comment on what information and network structures best promote information aggregation and consensus, we need a model that generates realistic disagreement.
Behind theoretical results on consensus lies an unspoken assumption about the way people process information. Implicit in essentially all economic models is that every piece of information an agent encounters is true-the agent observes a partition element of a state space, and this partition element contains the true state. In reality-whether in the form of fake news stories, rumors, or sincere but mistaken statements-we are constantly bombarded with falsehoods. We cannot always tell what is true or not, and we have to decide what to believe. In this paper, I propose a theory of information processing in which agents can and do hear false information. This theory feeds into a social learning model in which disagreement is a generic outcome. By taking seriously agents' epistemological challenges, we obtain a natural framework to study echo chambers and belief manipulation.
An agent sequentially encounters propositions. I represent a proposition as a set of states-what we typically call an event-but a proposition need not contain the true state. The agent holds in memory a set of propositions she believes are true at any given momentthese are her beliefs, meaning she thinks the true state lies in the intersection of these propositions. On encountering a new proposition, the agent applies an update rule to arrive at new beliefs. The update rule must allow the agent to process any proposition, whether true or not. I first ask: is there a "good" update rule in this setting?
I consider two classes of axioms we might wish to satisfy. "Willingness-to-learn" axioms capture the idea that a good update rule should allow the agent to learn about the world, and hopefully arrive at the truth. In contrast, "non-manipulability" axioms capture the idea that a good update rule should yield the same beliefs given the same information, no matter how it is presented. An impossibility theorem shows that no rule can simultaneously satisfy both classes: the ability to learn necessarily opens the agent to manipulation.
I subsequently provide an axiomatic characterization of update rules, a representation theorem. These rules capture common psychological biases, such as confirmation bias and motivated reasoning, 1 as well as skepticism. Every rule encompasses a particular constellation of willingness-to-learn and non-manipulability axioms. In light of the impossibility result, this reveals how each update rule embodies distinctive tradeoffs. I make a normative argument in favor of two particular update rules-a stubborn rule under which agents always retain their current beliefs and a variant under which agents accept a proposition only if it resolves all uncertainty-that inform our later study of social learning.
We should view this framework as complementary to the theory of subjective probability, rather than in competition with it. The present paper says nothing about how to reason over possible states-an agent may hold a subjective prior and make decisions to maximize expected utility. Likewise, subjective probability theory says nothing about how to update following probability zero events. After observing the impossible, an agent must still decide what states to consider going forward. I draw an analogy to Kuhn's theory of scientific paradigms. Savage's subjective probability theory corresponds to "normal science," while the framework of this paper details the shifts between paradigms.
In principle, we can accommodate false statements within the standard paradigm. However, taking this approach to its natural conclusion precludes learning in most situations. We rarely have direct observations of payoff relevant signals. Instead, we hear others' reports through conversations, newspapers, television, or the internet. Since these reports are logically independent of the actual signal-that John said P is logically independent of whether P is true-each necessitates an expansion of our state space to account for a potentially false report. If the veracity of reports is always in question, we obtain no actual information. A sequence of reports yields no "approach to certainty," only overwhelming possibilities: the agent's prior, not the data, remains the dominant influence on any decision.
In practice, we escape the issue through what philosopher Paul Grice termed the "cooperative principle." Grice's insight was that listeners make certain presumptions of a speaker in normal conversation. We presume a speaker is being truthful (maxim of quality), is providing all needed information, and no extra (maxim of quantity), is being relevant to the topic at hand (maxim of relation), and is trying to be clear (maxim of manner). Speakers in turn exploit these presumptions to convey meaning beyond their literal words. The maxim of quality is most clearly relevant to this paper. If we presume a speaker avoids saying that which she knows is false, and that for which she has insufficient evidence, we can treat her report as if it were a direct observation. If our presumption is ever incorrect, or people make honest mistakes, we open the door for falsehoods to propagate. This necessitates a way to resolve conflicting statements that are each made in good faith.
Drawing on these ideas, I introduce a stylized model of social learning in a network. Some agents accept new propositions if they resolve all uncertainty. Others are stubborn and never give up their beliefs. We might view the latter as "experts" with direct observations, who are therefore unwilling to defer to others. All agents are endowed with beliefs that are more likely correct than not and have random opportunities to communicate with neighbors. Belief evolution here is strikingly different from that in other learning models. Generically, agents fail to reach consensus-if two stubborn agents ever disagree, they always do so-and even when they do, the probability of a correct consensus is independent of both the population size and the network structure: there is no meaningful aggregation of information.
Given the network structure and the identities of the stubborn agents, we can characterize the long-run probability that each agent holds correct beliefs as well as the distinct influence that each stubborn agent exerts on each other agent. In general, influential agents are those with a large number of relatively short paths to others in the network. In expectation, the probability that any agent holds correct beliefs in the long run is equal to the probability that any one stubborn agent begins with correct beliefs.
Echo chambers are a natural phenomenon in this framework. Cohesive groups can sustain distinctive beliefs, even if most agents are open to being persuaded, because certain propositions are frequently repeated. This suggests questions about how to shift societal beliefs. In examples, I explore the effects of adding stubborn agents, sowing doubt, changing links, and fact-checking-the model offers a straightforward way to evaluate each intervention.
There are long-standing and prominent disagreements in politics, science, health, education, and many other contexts. Policies that leverage social learning can help promote better collective decision making, but to be effective we need a deeper understanding of the underlying influence mechanisms. Our typical view of uncertainty fails to grapple with a fundamental question: how do we know if something is true? Uncertainty about a data generating process imposes limitations on rational choice. To work within "small worlds" as Savage implored, we must take some things for granted. We can make a fuzzy distinction between things of which we are absolutely sure and things that in essence we take on faith. Most information that guides our choices falls closer to the latter end of this spectrum, which makes it crucial to understand learning dynamics in this environment.
Related Work
In a seminal contribution, Savage (1954) gave foundations for expected utility maximization with respect to a subjective probability measure, a framework that underlies much of modern economics. Savage discusses limitations at length, contrasting the proverbs "one can cross that bridge when one comes to it" and "look before you leap" to represent two extreme approaches to decision making. Recognizing the absurdity of optimizing over every possibile contingency over the course of one's life (i.e. "look before you leap"), he argues that:
[T]o cross one's bridges when one comes to them means to attack relatively simple problems of decision by artificially confining attention to so small a world that the "Look before you leap" principle can be applied there. (pp. 16) However, Savage never says how to select these "small worlds," nor how to deal with the challenges that inevitably arise after choosing the "wrong" one. The present paper partially addresses this unfinished work.
My framework vaguely resembles theories of belief revision in propositional logic (e.g. Alchourrón et al., 1985) . These theories represent beliefs as the logical closure of a set of propositions. A set of axioms characterizes a rule in which one always accepts a new proposition, adding it to the existing knowledge base if it is consistent and otherwise discarding the old knowledge base. Representing uncertainty through a state space lends a different structure to the present paper, and our axioms do not have direct analogs in earlier work. Rubinstein and Salant (2006) provide a more recent inspiration. They study choice among alternatives that are presented as an ordered list, and natural axioms lead to choice rules that are order dependent. I adopt a similar approach to belief updating. An agent processes information as an ordered list of propositions, and the list order often affects beliefs. However, belief updating is different from choice among alternatives in important ways-an agent may believe multiple propositions simultaneously, and there are consistency constraints on which ones. My results complement the earlier paper, enhancing our understanding of how procedural aspects of choice and belief formation affect decision making.
This paper fits into a broader context of research that studies decision making when agents face cognitive limitations or have imperfect models of the environment. For instance, Spiegler (2016) considers agents with possibly incorrect causal models of the world, which distorts expectations and can lead to different action choices. Similarly, Jehiel (2005) and Mullainathan et al. (2008) explore the consequences of categorical thinking, which can create opportunities for persuasion, while Gennaioli and Schleifer (2010) and Wilson (2014) show how imperfect recall accounts for many cognitive biases. This research has given us new and useful explanations for behavior that deviates from standard models, and we should view the present paper as furthering this agenda.
The social learning model I study is closely related to "voter models" from statistical physics (Liggett, 1997; Mossel and Tamuz, 2014) . In a voter model, each agent has one of two possible opinions at any moment in time, and neighbors stochastically influence each other to switch their opinions. Here, agents have stochastic opportunities to communicate propositions to one another, and applying an update rule leads to discrete shifts in beliefs. Yildiz et al. (2013) is closest to this paper, studying a voter model in which some agents are stubborn and do not change their opinions-this is formally equivalent to the model in this paper if we assume a binary state space. I make two innovations on this literature. The first is conceptual. Voter models are typically used to represent opinion dynamics rather than beliefs about a factual state of the world. The axiomatization of update rules justifies a broader interpretation and suggests alternative ways to manipulate beliefs. Second, when we consider learning over a larger state space, this framework permits a richer range of behavior.
The closest analogs to voter models in the economics literature are the learning models based on DeGroot updating. Jackson (2010, 2012) provide the canonical analysis, giving conditions under which a large population converges on the truth and assessing the speed of convergence. Mueller-Frank (2018) considers a class of related update rules and studies belief manipulation. The key analytical tools come from the study of finite state Markov chains, and this paper leverages the same tools, characterizing steady-state beliefs in terms of the eigenvectors and eigenvalues of a transition matrix.
As in this paper, Molavi et al. (2017) axiomatize a non-Bayesian learning model. They assume agents cannot remember the entire history (imperfect recall) and provide a natural set of axioms that lead to a log-linear update rule. The authors prove a long-run learning result that applies to a large class of rules, showing that updating under imperfect recall generically leads to long-run consensus. This paper focuses instead on the role of false information and differs in that disagreement is the generic outcome.
A few recent papers exhibit mechanisms that prevent agents from reaching consensus. Li and Tan (2017) study agents who know only the local network structure and repeatedly share posterior beliefs with their neighbors. Assuming a naïve update rule, under which agents attribute unexpected changes to new signals, the authors show that in some networks beliefs oscillate in perpetuity. Similarly, Dasaratha and He (2017) explore sequential social learning with agents who fail to account for information redundancy, finding that imperfectly segregated groups can herd on different actions. There are two important differences in the way the present paper generates disagreement. First, I provide a microfoundation for an alternative belief updating procedure. Instead of assuming that agents make mistakes of a particular kind, the agents here face a more fundamental limitation in how they deal with false information. Second, earlier work requires carefully constructed examples to produce disagreement, while disagreement is a generic outcome in this paper. Acemoglu et al. (2016) study a statistical learning problem in which two agents receive the same sequence of signals about an underlying state. If the agents disagree slightly on the signal distribution (i.e. they have different priors on the joint distribution of the state and the signals), then asymptotic beliefs can diverge. Disagreement arises from a lack of identification. The present paper offers a complementary perspective as a lack of identification is not always a compelling explanation. Moreover, the fragility of asymptotic agreement is sensitive to how one measures the "closeness" of the agents' priors.
Among models of disagreement, Zhao (2017) is closest in spirit to this paper, axiomatizing an alternative update rule and briefly considering social learning. Zhao studies updating in response to information of the form "event A is more likely than event B." He derives a unique rule that minimizes the amount that agents must change their beliefs. Agents following this rule display recency bias and may be vulnerable to persuasion. The author presents an example of three agents communicating in a line network that leads to oscillating beliefs. However, the lack of consensus is fragile, depending on the timing of communcation.
Savage's Example
Before introducing a formal model, I borrow an example from Savage to highlight the difficulty of studying falsehoods within the standard paradigm. Suppose you are making an omelet and have broken five of six eggs into a bowl. You are uncertain whether the remaining egg is fresh or rotten, and you therefore face the following choice. You can break the sixth egg into the bowl with the others, which risks ruining the omelet if it is rotten, or you can break the sixth egg into a separate saucer for inspection, which forces you to wash the saucer. This example neatly illustrates the primitives of Savage's model: states (rotten or fresh), acts (break into bowl or saucer), and consequences (ruin the omelet or not, dirty saucer or not). Washing the saucer is the cost of observing the underlying state.
We implicitly assume that breaking the egg into the saucer allows you to know whether it is rotten. Consider a twist on the example. Your sense of smell is not good, so you cannot verify the egg's freshness yourself. Should you break it into the saucer, you must ask your partner to check it for you and report its condition. However, you and your partner recently had a fight, and you suspect there is lingering bitterness-a bitter partner may wish to ruin your omelet. There are now four states to consider-egg rotten or not, partner bitter or not-and your prior over the four states will affect how you interpret your partner's report. How then are you to learn the state of the egg?
You might solicit further reports, say from a neighbor, but this compounds the problem. Perhaps your neighbor in on your partner's side. If we take seriously the possibility that any report could be false, then a new report only grows the state space. On a fundamental level, we learn nothing about the egg, and it becomes impossible to confine our attention to a "small world" of possible states. The way we resolve this difficulty in practice is through the cooperative principle: we do not take seriously that any report may be false.
States, Propositions, and Beliefs
We start with a finite collection of states Ω an agent has in mind. A state is a description of the world, including details relevant to decisions our agent might make.
2 Write ω * for the true state. Over the course of her life, our agent learns propositions. A proposition is a subset of states P ⊆ Ω. If ω * ∈ P , then P is true; otherwise it is false. Two propositions P 1 and P 2 contradict one another if P 1 ∩ P 2 = ∅. We explore how an agent might process the propositions that she learns, knowing some are false.
At any time, we represent the agent's beliefs B as a collection of propositions {P i } i∈I . The agent makes choices as if these propositions are true. Beliefs are consistent, meaning ∩ i∈I P i = ∅, and we write B for the set of consistent beliefs. The agent encounters propositions sequentially. On learning a new propositionP , the agent applies an update rule U (B,P ) : B × 2 S → B to arrive at new beliefs. We assume U (B,P ) ⊆ B ∪ {P }. Analysis centers on the agent's beliefs after encountering different information. We represent information as an ordered list of propositions L = (P 1 , P 2 , ..., P k ). We write U (B, L) for the agent's beliefs after applying U to each element of L in sequence, starting from the beliefs B. For convenience, I write U (L) for U (∅, L), and I abuse notation by writing P for a list containing the single proposition P (e.g. write U (P ) instead of U (∅, (P ))). Given beliefs
the most informative proposition B implies-if the propositions in list L are mutually consistent, define P (L) analogously. Beliefs B and B are equivalent, written B ∼ = B , if P (B) = P (B ). Equivalent beliefs permit the agent to entertain the same set of possible states. If B and B are equivalent, an agent should make the same choices under either.
Remarks
We should think of propositions as statements about the world that we can express in natural language. For instance, "Ben has a dog" or "the temperature outside is 75 degrees Fahrenheit." Viewed this way, it makes sense to remember particular propositions as opposed to their logical implications. If I later learn that Ben has a cocker spaniel, I do not forget the proposition "Ben has a dog." If I talk to someone about Ben, I may mention that he has a dog without specifying what type. Similarly, if two propositions imply another, I may not infer this without additional prompting. If I know that a lawyer has passed the bar, and that Ben is a lawyer, it may not immediately occur to me that Ben has passed the bar.
The structure of update rules embeds at least two implicit assumptions. First, the agent does not recall the order in which she learns propositions-or at least the order does not affect updating. Second, the agent forgets any propositions that she rejects as false. Once the agent accepts a proposition, there is nothing special about it relative to others that she believes, and once the agent rejects a proposition, she does not retain or communicate it to others. These assumptions exclude any middle ground where the agent can tentatively accept a proposition or entertain one she thinks is most likely false.
The question what propositions our agent believes is orthogonal to whether the agent forms a subjective prior and draws inferences according to Bayes' rule. When faced with a decision, the agent can update a prior over Ω to its conditional distribution given P (B), choosing an action to maximize expected utility with respect to the posterior. Our framework says nothing about what weights to assign different states; it asks which states to consider at all. Conversely, Bayes' rule offers no guidance on how to reconcile contradictory propositions. While the Savage axioms tell us how to work within an accepted paradigm, the present paper looks at how an agent might move between paradigms.
Learning Axioms
To find a good update rule, we first need to define what "good" means. At a basic level, to capture a meaningful notion of belief, an update rule should be stable in the following sense: if I hear a proposition that I already believe, I should not change my beliefs. Throughout the paper, I assume update rules satisfy the stability axiom.
Definition 1 (Stability Axiom). The update rule U satisfies stability if U (B, P ) = B whenever P ∈ B.
In a similar spirit, own-frame independence requires the agent to update in the same way from beliefs B and B whenever B ∼ = B . This makes belief equivalence significant for updating as well as for decisions. When I impose this axiom, I say so explicitly.
Definition 2 (Own-Frame Independence). The update rule U satisfies own-frame independence if for any beliefs B and B with B ∼ = B , we have
I divide the remaining axioms into two intuitive categories:
• Willingness-to-learn: I am willing to learn new things and can converge on the truth
• Non-manipulability: changing how information is presented does not change my beliefs Each category captures a desirable feature of belief updating: we want the ability to learn, and we want to avoid manipulation.
In the willingness-to-learn category, I include three separate axioms. Credulity is an expression of Grice's cooperative principle: if everyone communicates in good faith, we should always retain a maximal set of propositions. Openness captures the idea that we should be able to arrive at truth if we encounter the right information. Finally, a weaker version of credulity requires only that we have some non-empty belief after processing any list of propositions.
Definition 3 (Willingness-to-Learn Axioms). The rule U satisfies credulity if for any B and P , there is no consistent B ⊆ B ∪ {P } such that U (B, P ) is a strict subset of B .
The rule U satisfies openness if for any set of beliefs B and any state ω, there exists a list of propositions such that
The rule U satisfies weak credulity if U (L) = ∅ for any non-empty list L.
An agent with an open update rule is always willing to change her mind. This axiom leaves room to choose what particular sequence of propositions can change the agent's beliefs. Credulity is in some sense more restrictive. If a new proposition P is consistent with B, credulity dictates U (B, P ) = B ∪ {P }. We have more flexibility if P is inconsistent with B. One option is to reject P . If we accept P , we may have a choice which propositions we retain from B. For instance, suppose Ω = {1, 2, 3}, and B contains {1, 2} and {2, 3}. If we accept P = {1, 3}, then credulity implies we retain exactly one of the other two propositions.
The non-manipulability category includes axioms of label neutrality, order independence, and frame independence. Label neutrality means that permuting or relabeling the states does not change how the update rule processes information. Likewise, order independence means that our final beliefs are insensitive to the order in which we learn propositions. Frame independence is a bit more subtle. Given a list of consistent propositions L, frame independence says that we can replace L with any logically equivalent list and arrive at equivalent beliefs. For instance, if Ω = {1, 2, 3}, then learning {1, 2} followed by {2, 3} should be equivalent to learning the single proposition {2}. Note that frame independence implies own-frame independence, but the converse of this is not true.
If π is a permutation of the states, and P = {ω 1 , ω 2 , ..., ω k }, write P π for the proposition {π(ω 1 ), π(ω 2 ), ..., π(ω k )}. Similarly, if L = (P 1 , P 2 , ..., P k ), write L π for the list (P 1π , P 2π , ..., P kπ ). Define B π analogously for a collection of propositions B. If π is a permutation on a collection of propositions, we write π(L) for (π(P 1 ), π(P 2 ), ..., π(P k )). Finally, given two lists L and L , let L + L denote concatenation. I occasionally abuse notation by writing L + P (P + L) for the list L with proposition P appended to the end (beginning) of the list L.
Definition 4 (Non-Manipulability Axioms). The rule U satisfies label neutrality (LN) if for any permutation π of Ω, any beliefs B, and any proposition P , we have
The rule U satisfies order independence (OI) if for any permutation π of L, we have
The rule U satisfies frame independence (FI) if for any consistent list L, we have
The non-manipulability axioms only have significance in the presence of false information. If every proposition the agent hears is true, then the update rule that accepts all new propositions trivially satisfies all three axioms. If propositions can be false, each axiom imposes meaningful restrictions on our update rule.
Examples
I describe a few examples of update rules, illustrating how we can satisfy some axioms but not others.
Skeptical Updating
Some people are intensely skeptical of anything they are told. The skeptic rule U rejects all propositions, maintaining empty beliefs. This rule trivially satisfies all of the non-manipulability axioms and none of the willingness-to-learn axioms.
Wishful Thinking
Wishful thinking occurs when people believe something because they want it to be true. We can capture this idea through an update rule characterized via an ordering ≺ on the set of states. Let ω(B) denote the highest ranked state contained in P (B), and let ω(P ) denote the highest ranked state in P . A wishful thinking rule updates as follows:
• For any proposition P , we have U (∅, P ) = P
Under a wishful thinking rule, the agent has an underlying preference relation over states. The agent keeps track of the most preferred state in her beliefs and rejects any proposition that contains only less preferred states. If the agent encounters a proposition containing a more preferred state, she accepts it and discards her prior beliefs-none of the older propositions allow her to entertain the new preferred state. A wishful thinking rule is both order independent and frame independent, though it is obviously not label neutral. Of the willingness-to-learn axioms, it satisfies only weak credulity.
Stubborn Updating
People often retain their existing beliefs when faced with contradictory evidence. The stubborn update rule U accepts propositions that are consistent with current beliefs and rejects propositions that conflict with those beliefs. Formally, we have U (B, P ) = B ∪ {P } if {P } is consistent with B, and U (B, P ) = B otherwise. This can lead to belief polarization.
For instance, if one agent initially believes {2, 3} and another initially believes {1, 2}, then giving both the list ({1, 3}, {1, 2}), identifying the true state 1, eliminates their overlap: the first agent becomes sure of state 3, while the second learns the truth.
The stubborn rule is not open, but it does satisfy credulity and label neutrality. The order in which information is received clearly matters. Suppose Ω = {1, 2, 3}, and the agent encounters {1, 2}, {2, 3}, and {1, 3}. Depending on the order in which information arrives, we can convince the agent of any of the three states. For intstance, the list L = ({1, 2}, {2, 3}, {1, 3}) results in beliefs {{1, 2}, {2, 3}}, which are equivalent to {2}. Even if the agent subsequently receives the more specific proposition {1}, which is consistent with one of the other two, this information is discarded in favor of current beliefs. The rule also fails to satisfy frame independence-consider L = ({1, 2}, {2, 3}, {1, 3}) and L = ({1, 2}, {3})-but it does satisfy own-frame independence: we only add propositions consistent with P (B).
With a slight adjustment, we can satisfy openness. We say that U is stubborn with a preference for certainty (SPC) if U (B, P ) follows the stubborn rule whenever |P | ≥ 2, but it always accepts P if |P | = 1. The agent following this rule rejects new information that conflicts with her beliefs, unless that information completely pins down the state. In this case, the agent accepts the new proposition. The SPC rule is clearly open, credulous, and label neutral. It also satisfies own-frame independence. To see this, we just need to show that U (B, P ) ∼ = U (B , P ) whenever B ∼ = B . This is obvious if P is consistent with B and B . If P is inconsistent with B and B and |P | ≥ 2, then U (B, P ) = B ∼ = B = U (B , P ). If instead |P | = 1, then both updates yield beliefs equivalent to P .
(Im)possibility Theorems
This section proves two results on update rules. The first is an impossibility theorem, showing that willingness-to-learn axioms and non-manipulability axioms are generically incompatible. The second is a representation theorem that characterizes the update rules of section 2.3. Giving primacy to the credulity axiom-and hence to the cooperative principle-I make a normative case for the two stubborn rules.
Theorem 1 (Impossibility). Suppose Ω has at least 5 states.
(a) There is no update rule satisfying both openness and order independence.
(b) There is no update rule satisfying both credulity and order independence.
(c) There is no update rule satisfying both openness and frame independence.
(d) There is no update rule satisfying both credulity and frame independence.
Proof. For part (a), suppose there exists a rule U satisfying openness and order independence. Suppose a, b ∈ Ω are distinct states, and let L denote a list containing every conceivable proposition-such a list exists because Ω is finite. By openness, there exists a list
can reorder L + L a so that each proposition in L a appears right after its counterpart in L. By stability, this implies U (L) ∼ = {a}. Similarly, we arrive at U (L) ∼ = {b}, a contradiction.
For part (b), suppose there exists a rule U satisfying credulity and order independence. Suppose a, b, c, d, e ∈ Ω are distinct states, and define the propositions A = {a, b}, B = {b, c}, C = {c, d}, D = {d, e} and E = {a, e}. Without loss of generality, suppose Continuing in this manner, we find that U (B, E) = U (E, B) = {B} because otherwise we get U (E, B, D) = U (E, D) = {D, E} and U (D, B, E) = U (B, E) = {E}. However, we must also have U (E, C) = U (C, E) = {E}; the alternative leads to U (E, C, A) = U (C, A) = {A} and U (A, C, E) = U (A, E) = {A, E}. This then implies U (B, E, C) = U (B, C) = {B, C} and U (C, E, B) = U (E, B) = {B}, contradicting order independence.
For part (c), suppose there exists a rule U satisfying openness and frame independence. First, we note that U (∅, P ) = {P } for any proposition P . Let a denote any state in P , and let b denote a state not in P . By openness, there exists L a such that U (L a ) ∼ = a. By frame independence, we have U (L a ) ∼ = U ({a}) ∼ = U (P + {a, b}), which is impossible if U rejects P starting from empty beliefs. Similarly, the rule U must accept any proposition P that contradicts P . For b / ∈ P , there exists L b such that U (P + L b ) ∼ = {b} ∼ = U (P + {b}), and we can perform the same construction with P a proposition containing {b}. Now, suppose a, b, c, d ∈ Ω are distinct states, and consider the two lists L = ({b}, {c, d}) and L = ({a, b}, {c}). We then have U (L) = {c, d} and U (L ) = {c}, which are not equivalent. However, taking L * = ({a, b}, {b, c}, {c, d}), frame independence requires
A similar construction establishes part (d). Taking L and L as above, credulity implies U (L) is either {b} or {c, d}, and U (L ) is either {a, b} or {c}. We can never have U (L) ∼ = U (L ), but frame independence requires it via the intermediate list L * .
Intuitively, order independent update rules should resemble the wishful thinking rule: if U satisfies at least weak credulity, then U ({a}, {b}) = U ({b}, {a}) defines an ordering on states, which is incompatible with openness. Note that part (a) is the only part of Theorem 1 that uses the stability axiom. The proof of part (b), as the only part requiring 5 states, is more intricate. We essentially construct an ordering on propositions that contradict one another, writing P 1 P 2 if U (P 1 , P 2 ) = U (P 2 , P 1 ) = P 1 . The proof rests on the observation that if proposition Q is disjoint from both P 1 and P 2 , then order independence implies we have either Q P 1 and Q P 2 or Q ≺ P 1 and Q ≺ P 2 . Applying this rule within a cycle of overlapping propositions yields a contradiction.
Frame independence is also highly restrictive. The counterexample highlights that it matters how we group propositions together. A proposition consistent with two others can narrow the conclusions we draw from each. If those two propositions contradict one another, then we can only narrow the conclusion from one of them. Own-frame independence is easier to satisfy because it commits to one way of grouping propositions-it groups propositions in the agent's current beliefs. Collectively, these results show that we cannot avoid manipulation if our update rule allows learning: beliefs depend on the order and framing of information.
The examples in section 2.3 show that we can satisfy some combinations of axioms. A representation theorem shows that these update rules are special in this regard.
Theorem 2 (Possibility). We have the following axiomatic characterizations of update rules.
(a) If U satisfies label neutrality, order independence, and frame independence, then U is the skeptic rule.
(b) If U satisfies order independence, frame independence, and weak credulity, then U is a wishful thinking rule for some preference ordering on states.
(c) If U satisfies credulity, own-frame independence, and label neutrality, then U is either the stubborn rule or the SPC rule. If U also satisfies openness, then U is the SPC rule.
Proof. For part (a), suppose there exists a proposition P such that U (∅, P ) = {P }. By label neutrality, we have U (∅, P ) = {P } for any P such that |P | = |P |. Let L denote a list containing all such P . Label neutrality implies that for any permutation π of S, we have
which can only be true for any π if U (L) = ∅. However, this means that U (L + P ) = P and U (L + P ) = P . Since P and P both appear in L, we can reorder the lists L + P and L + P so that duplicate propositions appear consequtively. Stability then implies that U (L + P ) ∼ = U (L + P ), a contradiciton. Hence, the skeptic rule is the only update rule satisfying all three non-manipulability axioms. For part (b), consider a list L * containing every singleton proposition. By weak credulity, we have U (L * ) = {ω} for some ω ∈ Ω. By order independence the update rule must yield beliefs {ω} from any list of singletons that contains {ω}. First, I claim that whenever the agent holds beliefs inconsistent with {ω}, the agent accepts any proposition that contains ω. Suppose there exists a list L = (P 1 , P 2 , ..., P k ) in which no proposition contains ω and a proposition P / ∈ L * such that P / ∈ U (L * + P ), and ω ∈ P . We can construct a proposition P = {ω, ω } such that P ∩ P = {ω}. We can similarly construct non-singleton propositions P i for each i ∈ 1, 2, ..., k such that P i ∩ P i = {ω i } = {ω}. As long as P i does not contain every state except ω, we can do this so that P i does not contain ω as well. If P i does contain all other states, take P i = P . Let L = (P 1 , P 2 , ..., P k ). By successive applications of order and frame independence, we have
If L has no propositions containing ω, then in order to have U (L + P + P + L ) ∼ = {ω}, we must retain the proposition P . If L contains copies of P , we can remove them using order independence and stability, so again, we must retain the proposition P . Note that by order independence, this also means we can never discard a proposition containing ω after learning one that does not. Next, I show that after accepting a proposition that contains ω, the agent cannot accept a proposition that does not contain ω-the beliefs U (L +P ) cannot containP with ω / ∈P if ω is contained in one of the propositions of L. By frame independence, it is without loss to take L containing a single proposition P . If P = {ω}, the result is clear from our work above-we cannot discard {ω}, so we cannot accept a proposition that does not contain ω. If P = {ω}, letP be a proposition such that ω / ∈P . If P ∩P = ∅, then again we are done because of the previous paragraph. If the intersection is non-empty, let P = {ω, ω } for some ω / ∈P , and define P = P ∩P . If the update rule acceptsP , we have
which cannot be equivalent to {ω} since ω / ∈ P . However, our earlier work implies
a contradiction. We conclude that the update rule rejectsP . Also, note this implies (by order independence) that after accepting a proposition containing ω, we must discard all propositions that do not contain ω. Finally, note that frame independence implies the update rule must accept any proposition that both contains ω and shrinks the intersection of propositions in the agent's beliefs. To complete the proof for part (b), we iterate the above argument. We now start from a list containing all singletons except {ω}, and we consider only propositions not containing ω. This establishes the properties of the wishful thinking rule for the second highest ranked state, and we can repeat the argument for the rest of the ordering.
For part (c), note that credulity implies we accept any proposition consistent with existing beliefs. We now show that U must reject any inconsistent proposition containing at least two states. Suppose there existsP with at least two states and beliefs B inconsistent witĥ P such thatP ∈ U (B,P ). Consider two cases. First, suppose P (U (B,P )) =P , and define P * = P (B) ∪ {ω} for some ω ∈P . Using credulity, we have either U (B, P * +P ) ∼ = P (B) or U (B, P * +P ) ∼ = {ω}. Neither option is equivalent toP sinceP contains more than just ω. Alternatively, if P (U (B,P )) is a strict subset ofP , then U P (B),P is equivalent to either P (B) orP , and this contradicts own-frame independence. Therefore, we must reject P . Label neutrality implies we must treat all inconsistent singleton propositions the same: either reject all of them (the stubborn rule) or accept all of the (the SPC rule).
Theorem 2 illuminates fundamental tradeoffs between the axioms. One cannot learn without permitting some form of manipulation-the only way to avoid all manipulation is to remain skeptical of any proposition. Wishful thinking appears as a natural compromise that leans towards non-manipulability. The last part establishes a close connection between the cooperative principle, as embodied in the credulity axiom, and stubborn belief updating.
The next section explores the implications of update rules in a model of social learning. Here, I give primacy to the cooperative principle, assuming that people generally trust one another, and update rules satisfy credulity. Own-frame independence and label neutrality have a particularly strong normative appeal, demanding that our update rule is insensitive to how we describe our own beliefs and how we label the underlying states. I therefore focus on the stubborn rule and the SPC rule. While openness holds appeal as well, pointing us to the SPC rule, I do not insist on this axiom going forward. The core premise of this paper is that much of what people believe is taken on faith, but people who have learned through their own careful research are unlikely to defer to hearsay. If social learning primarily entails the exchange of unverified propositions, it seems inappropriate to rule out stubborn updating.
Social Learning and Disagreement
The literature on social learning addresses three main questions. Do agents reach a consensus in the long-run? Who most influences the consensus belief? Do agents effectively aggregate dispersed information? Broadly the answers are, almost always, the most central agents in the network (for an appropriate centrality measure), and yes as long as no one is too influential. I ask how the model in this paper changes our answers to these core questions.
A population of n agents interacts in a network, which we represent as a directed graph G. I assume the network is strongly connected and write G i for the set of neighbors of i. The state space is Ω = {1, 2, ..., z}, and we assume n ≥ z. Without loss of generality, suppose {1} is true. At time zero, each agent i is endowed with an initial set of beliefs B i (0) drawn independently according to a distribution µ ∈ ∆(B). We write µ(B) for the probability of initial belief B, and µ(B ) for the probability of realizing some belief B ∈ B ⊆ B. For convenience, define B 1 = {B ∈ B | 1 ∈ P (B)}, the set of beliefs consistent with the true state. Define also S as the set of beliefs B that contain a singleton proposition, and S * as the set of beliefs B that contain only a singleton proposition. I refer to the belief endowment as the agent's signal, and I assume signals are both informative and conditionally symmetric.
Definition 5. A signal distribution µ ∈ ∆(B) is informative if µ(∅) < 1, and for any permutation π of the states, we have
The signal distribution µ is conditionally symmetric if µ(B) = µ(B π ) whenever both 1 ∈ B and 1 ∈ B π or both 1 / ∈ B and 1 / ∈ B π .
An informative signal means that P (B) tends to include the true state-a statistician who observes the belief endowments could identify the true state. This is important for how we interpret results on information aggregation. Conditional symmetry is not a substantive assumption, but it simplifies statements.
Each agent i has an update rule U i . Unless otherwise stated, I assume U i satisfies credulity, own-frame independence, and label neutrality. In each discrete period, exactly one edge ij is chosen from G uniformly at random. Agent i communicates a single propositionP in her beliefs, drawn uniformly at random, to agent j. Writing B j for agent j's current belief, agent j then updates to the new belief U j (B j ,P ). The population achieves consensus if at some time, there exists a proposition P * such that P (B i ) = P * for all agents i.
Lack of Consensus
Our first theorem shows that lack of consensus is a generic outcome in this model. Proof. If µ(B 1 ) = 1, then the true state is contained in all agents' belief endowments, and in particular, the true state is contained in any proposition that is ever shared. Agents trivially accept every proposition they hear, and since the network is connected they reach a consensus on the intersection of the initial beliefs. Alternatively, suppose n − 1 agents follow the SPC rule and µ(S) = 1. Beliefs evolve according to an irreducible Markov chain for which a state is absorbing if and only if it entails consensus-hence we reach consensus with probability one. If the remaining agent is stubborn, then the only possible consensus is consensus on the stubborn agent's belief. If all agents follow the SPC rule, any consensus is possible.
If neither (a) nor (b) hold, then the following event occurs with positive probability: no agent's initial belief contains a singleton proposition, and for each ω ∈ Ω there exists an agent i such that ω / ∈ P (B i ).
3 Since no agent's initial belief contains a singleton proposition, all agents follow the stubborn update rule. The intersection of the initial beliefs is empty, so consensus is impossible.
Theorem 3 presents a stark constrast with standard results. We need strong conditions to ensure consensus. Condition (a) requires that belief endowments only include true propositions-this is the case in typical learning models. Condition (b) requires both that almost all agents follow the SPC rule and that all belief endowments include a singleton. Once we exclude these possibilities-allowing false initial beliefs and multiple stubborn agentsdisagreement is possible. Under slightly stronger assumptions, disagreement becomes almost certain in large networks-it gets harder to obtain consensus as the network grows.
Let {G n } n∈N denote a sequence of networks, and let s n denote the number of stubborn agents in G n . For any signal distribution µ and network G, let C µ (G) denote the probability of reaching consensus. The next result shows that generically in a large network, long-run disagreement is not just possible but inevitable.
Proof. Note that if µ(S) = 0, we can treat all agents as stubborn agents. For each ω ∈ Ω, there is some positive probability that a stubborn agent's belief endowment excludes the state ω. If the number of stubborn agents grows without bound, then with probability approaching one, for each state ω ∈ Ω, there exists a stubborn agent whose belief endowment excludes ω. In this event, consensus is impossible.
Influence and Steady-State Beliefs
Lack of consensus complicates the concept of influence. In standard settings, everyone converges on the same belief, and we can ask how that consensus depends on each individual's initial belief. Here, we need to address who influences whose beliefs. Further complicating matters, the long-run outcome is typically path-dependent: with stubborn updating, early chance events determine key features of the long-run steady state.
We say that beliefs harden in the population if after some period t, no agent changes her beliefs. Given a network G and a signal distribution µ, we write H µ (G) for the probability that beliefs harden-the first result of this subsection characterizes when this occurs. As in the statement of Proposition 1 in the last subsection, we let {G n } n∈N denote a sequence of networks and s n the number of stubborn agents in G n .
Proposition 2. Beliefs harden with probability one if and only if one of the following conditions holds:
(a) We have µ(S) = 0 (b) The only singleton proposition in the support of µ is {1} (c) At least n − 1 agents follow the SPC rule Suppose µ puts positive probability on beliefs containing two distinct singleton propositions.
Proof. I first note that conditions (a) -(c) each imply that beliefs harden. If µ(S) = 0, this is obvious because SPC agents must stop updating if there are no singleton propositions. If there is only one singleton proposition in the belief endowments, informativeness implies it must be {1}. Any SPC agent who gets exposed to this proposition ceases to update, and it is clear that agents must cease updating eventually. If all agents follow the SPC rule and at least one singleton proposition is in the belief endowments, then all absorbing states feature consensus. Suppose there are n − 1 agents following the SPC rule. If the stubborn agent ever learns a singleton proposition, consensus on this belief becomes a unique absorbing state. Otherwise, the SPC agents reach consensus on one of the singleton propositions as they would without a stubborn agent present. Conversely, if there exist two or or more stubborn agents and two or more singleton propositions in the signal support, then with positive probability, two stubborn agents have belief endowments featuring different singleton propositions. SPC agents with paths to both must oscillate between these two beliefs in perpetuity. The last part follows from noting that as s n grows, the probability that there exist two stubborn agents who believe distinct singleton propositions approaches one.
Belief hardening requires either the absence of multiple stubborn agents or the absence of multiple singleton propositions in the belief endowments. Under mild assumptions, the probability H µ (G n ) converges to zero for large n. We generically reach a steady state in which some stubborn agents disagree with one another, and those following the SPC rule continually change their minds.
In the generic case, stubborn agents who refuse to update exert influence on others. Although beliefs continually change, and there is never consensus, we reach a steady-state distribution that depends on both the update rules and the network structure. The belief evolution process is a complex object, and we cannot in general specify what this steady-state distribution is. However, under simplifying assumptions we can give a precise characterization, one that offers intuition for the general case.
Given a network G, write A for the set of stubborn agents, and recall S * is the set of belief endowments that contain only singleton propositions. Going forward, we assume µ(S * ) = 1. Let d i = |G i | denote the degree of agent i, and define m = n i=1 d i as the number of directed edges in G. The direct influence networkG is a weighted graph that we define as follows:
• For each i ∈ A, we haveg ii = 1 andg ij = 0 for all j = i
When beliefs contain only singletons, the stubborn agents never update, and agents following the SPC rule simply copy the beliefs of the last person with whom they speak. The entryg ij represents the probability in any period that agent i replaces her belief with that of agent j. The powers ofG therefore describe the probabilities with which different agents adopt others' initial beliefs after some time: the ijth entry ofG t is the probability that agent i adopts agent j's initial belief at time t. The matrixG is a stochastic matrixwe recognize it as the transition matrix for an n state Markov chain in which each i ∈ A corresponds to an absorbing state-so there exists a limit M ≡ lim t→∞G t that describes the steady-state distribution of beliefs. The following theorem restates a standard result about the Markov chain, which we can reinterpret in light of the social learning model. Proof. See a standard text on random processes, such as Gallager (2013) .
At steady state, the value m ji is the probability that agent j adopts the initial belief of agent i-note this can be positive only if i ∈ A. The ith column of M is the eigenvector ν (i) for i ∈ A, and this vector represents the influence of agent i's initial belief on the population steady state. Unlike in a DeGroot model, we cannot reduce an agent's influence to a single number since there is no consensus. The entries of ν (i) capture the distinct influence of i on each other agent j. The L 1 norm of ν (i) measures i's overall influence. Similarly, the jth row of M tells us the sources that influence agent j and how much. Agents following the SPC rule exert no influence on steady-state beliefs. Theorem 4 makes it straightforward to compute steady-state beliefs once we specify the initial beliefs of the stubborn agents.
Another important difference relative to the DeGroot model is that an agent's influence depends both on the network G and on who else is stubborn. As one example, consider the diamond network of Figure 1 . If agents 1 and 4 are stubborn, then symmetry implies they each exert the same influence on agent 4. This drop occurs because agent 2 has more direct contact with agent 4, and agent 4's contact with agent 3 reinforces the influence of 2 on 3.
We can gain additional intuition about influential agents based on techniques used to study voter models (e.g. Yildiz et al., 2013) . The learning process is closely related to an unbiased random walk on the graph G. The influence ν (i) j of the stubborn agent i on agent j is equal to the probability that a simple random walk initiated at j hits agent i before hitting any other stubborn agent. With this connection to random walks, it becomes clear that influential agents are those with many short paths to other agents-provided these paths are not blocked by other stubborn agents.
In the general case where µ(S * ) < 1, difficulty arises because SPC agents need not accept every proposition they hear. The steady state depends not just on the network and who the stubborn agents are, but also on what propositions stubborn agents come to believe. Intuitively, having many short paths to others still correlates with influence, but believing non-singleton propositions reduces this influence. How we frame information matters, and this has implications for belief manipulation strategies that I highlight in the next section.
Lack of Aggregation
As a corollary to Theorem 4, we see that generically there is no information aggregation. Without some way for agents to differentiate between true and false, there is no reliable way to spread the truth, even if most agents start with correct beliefs. Corollary 1. Suppose µ(S * ) = 1. We have
for all i and all t.
Proof. In each period, the probability that an agent believes the truth is a linear weighted average of the initial probabilities. The result follows since the initial beliefs are i.i.d. draws from µ.
Discussion
This section began with three questions about social learning. Do agents reach consensus? Who is influential? Can we aggregate dispersed information? Compared with earlier work, our model yields fundamentally different answers. Disagreement, not consensus, is generic. Influence is multifaceted. Aggregation is unachievable. These differences arise because our agents confront falsehoods that are indistinguishable from the truth.
Beyond these basic questions, our results highlight the role of language in social learning. Our update rules privilege propositions that eliminate all uncertainty-we can view this as an expression of what psychologists call the need for cognitive closure, that people dislike uncertainty and ambiguity. One consequence is that less precise communication is less persuasive: the possibility of communicating non-singleton propositions can reduce an agent's influence. Even if the way information is framed has no affect on any individual's choices, it nonetheless affects how that information spreads through a society.
I have prioritized the credulity axiom in the analysis of this section, but one might ask how different learning rules affect outcomes. The skeptic rule is an easy case: a skeptic agent may as well not exist. Since skeptics never accept any proposition, they never communicate any proposition, and they exert no influence. As I discuss in the next section, inducing skepticism can be an effective way to manipulate steady-state beliefs. Wishful thinkers on the other hand behave similarly to stubborn agents. After arriving at the preferred belief, a wishful thinker ceases to update. While Corollary 1 highlights that learning with stubborn agents never affects the probability of holding correct beliefs, wishful thinking changes this result. If we add wishful thinkers to the network, their implicit preference orderings over states, and not their signals, will influence the steady state. This suggests another normative argument in favor of the stubborn rule and the SPC rule: these rules at least maintain the overall quality of information in a society, while wishful thinking can worsen it.
Echo Chambers and Belief Manipulation
I highlight two applications of the learning model in this section. First, I study the phenomenon of echo chambers, illustrating how repetition of certain proposition can drive beliefs within insular groups. Second, I study strategies to manipulate beliefs. The framework helps us assess a wide range of interventions, including changes to the network, sowing doubt, fact-checking, and obfuscation.
Echo Chambers
A large empirical literature documents communities that share and reinforce particular beliefs.
4 There are several questions to ask from a theoretical perspective. Why do echo chambers form? Are they driven more by network structure or the idiosyncratic views of individuals? What types of communities are prone to form echo chambers? How can we avoid developing echo chambers? An example sheds light on these questions.
Consider a network containing two cliques-a clique is a complete subgraph-one of size n and the other of size m. Suppose the state space is Ω = {1, 2}, and each of the two cliques contains one stubborn agent who never updates. Assume the stubborn agent believes {1} in the first clique and {2} in the second, and all other agents follow the SPC rule. There is exactly one link between the two cliques. Figure 2 depicts the case with n = 5 and m = 4.
Taking advantage of symmetries, we can compute the steady-state beliefs in this networkwe can represent a belief at steady state as the probability that an agent believes the proposition {1}. Let x 1 and x 2 denote the steady-state beliefs of SPC agents inside the two cliques, and let x 1 and x 2 denote the steady-state beliefs for the two agents who are linked across the cliques. We have
Solving these equations yields
, with x 1 = 2x 1 − 1 and x 2 = 2x 2 . Increasing both n and m together leads to increased polarization between the groupsthe belief x 1 converges to one, and x 2 converges to zero. The reason is exactly the echo chamber effect. Even though each clique only contains one stubborn agent, the frequent repetition of this belief by other members of the clique reinforces the influence of this agent. The narrow bottleneck connecting the two cliques cannot counterbalance the effect. Notice that increasing n while leaving m fixed does increase the steady-state belief of the second group x 2 , but there is a limit: we always have x 2 < 1 m+2
. Small close-knit groups can largely sustain their views, even if the other group is far larger.
This example broadly suggests that echo chambers emerge because of highly clustered networks. If individuals cannot or do not directly verify the veracity of statements themselves, instead relying on what they hear from friends and neighbors, then the mere repetition of statements can influence beliefs. Network structure is more important for this effect than having many stubborn agents in a group-in our example, adding stubborn agents to the cliques, particularly when the cliques are large, has minimal impact on steady-state beliefs.
Belief Manipulation
There are many potential ways to manipulate beliefs. Most obviously, we can broadcast information to the agents. To represent this in the model, we might add stubborn agents to the network or convert SPC agents to stubborn ones with particular beliefs. Alternatively, sowing doubt is a time-honored manipulation strategy.
5 To capture this, we might induce agents to adopt the skeptic update rule, which effectively removes them from the network. In some cases, altering the link structure is feasible, changing who effectively communicates with whom. For instance, Facebook can change whose posts appear on an individual's news feed. We might also urge people to check information with reliable sources, or inundate them with redundant information. Our model allows us to assess the effects of each of these interventions-under the simplifying assumptions of Theorem 4, we can exactly compute the effects; otherwise, we can simulate the model.
Adding Stubborn Agents
Changing an open agent into a stubborn one clearly affects steady-state beliefs, and Theorem 4 offers a straightforward way to assess the impact. As in the previous subsection, suppose Ω = {1, 2}. Consider the network in figure 3 with two connected 3-cliques, each containing a single stubborn agent. Steady-state beliefs are
Suppose we want to convince more agents of the true state 1. What happens if we convert the upper right agent into a stubborn agent with beliefs {1}? The steady-state equations become
Solving yields
The average belief increases modestly from 1 2 to 7 13
. Suppose instead that we convert the boundary agent with belief x 2 in the figure. We then get x 2 = 1 2
, and x 1 = x 1 = 1, raising the average belief from , a far larger effect. Targeting clearly matters. In the first intervention, we reinforce the existing bias in x 1 , which then weakly influences the other agents. In the second intervention, we more directly Figure 3 : Connected 3-Cliques influence x 2 and we cut off the right clique from the other stubborn agent's influence. In practice, converting some agents may be easier than others, and this should play a role in any targeting strategy. As agents do not distinguish the true state in their update rules, the analysis applies equally well if we interpret the new stubborn agent as an expert or as an adversary.
Sowing Doubt
A skeptic neither accepts propositions nor communicates them, so sowing doubt is formally equivalent to removing agents from the network. Returning to the example in Figure  3 , suppose we eliminate the upper left agent with belief x 2 . The steady-state equations become
Solving gives
If we interpret the skeptical agent as having average belief . Notice the change is larger than when we made the upper right agent stubborn. This highlights that sowing doubt among the opposition can prove more effective than reinforcing existing beliefs within one's own group. By reducing repetition of the proposition {2}, we increase the relative influence of the group on the right.
Changing the Network
Introducing people to one another, or blocking contact, also affects belief evolution. Suppose we add a link in Figure 3 between the upper right agent and the agent with belief x 2 . The steady-state equations become x 1 = x 1 = 1 + x 1 + x 2 3 , x 2 = x 2 2 , x 2 = x 2 + x 1 + x 1 4 .
Solving gives x 1 = x 1 = 7 10 , x 2 = 1 5 , x 2 = 2 5 .
Relative to the original network, we have increased beliefs in the left clique and slightly decreased them in the right-integrating the two groups brings beliefs closer together. Disrupting links in the network has an effect similar to sowing doubt. Suppose instead that we delete the link between the upper left agent and the stubborn agent with belief {2}. The resulting steady-state beliefs are x 1 = 3 4 , x 1 = 7 8 , x 2 = x 2 = 3 8 .
Removing the direct link to the stubborn agent reduces the echo chamber effect. The upper left agent no longer reinforces the belief of the group on the left.
Fact-Checking
Fact-checking was a prominent part of efforts to counter misinformation during the 2016 United States national elections. News organizations published numerous articles debunking common misconceptions, and independent websites emerged to keep track of false stories and encourage people to check what they hear with a reliable source. Our framework can help evaluate the efficacy of these interventions.
Suppose that when a SPC agent hears a singleton proposition from a friend, with probability γ ∈ (0, 1) she checks a reliable source before updating. Assume the reliable source is always correct, and conditional on checking, the agent updates to the correct belief. True and false beliefs can still coexist in steady state, but this biases updating towards the truth.
To study the evolution of beliefs under the assumptions of Theorem 4, we need to adjust the transition matrixG. As before, a stubborn agent i ∈ A never revises her beliefs. If i / ∈ A, then with probability m−d i m she does not hear anything and does not update. For each neighbor j ∈ G i , with probability 1−γ m , agent i hears from j, fails to fact-check, and adopts j's belief. Finally, with probability γd i m , agent i hears from a neighbor, decides to fact-check, and adopts the correct belief.
Hence, we can represent transitions using an (n + 1) × (n + 1) row-stochastic matrixG γ . We add a dummy agent n + 1 who holds correct beliefs and never updates. The upper left n × n submatrix looks likeG from before. For agents i / ∈ A we takeg ij = 1−γ m for j ∈ G i , and g i,n+1 = γd i m . Theorem 4 applies, and we can interpret the eigenvector ν (n+1) as the expected impact of fact-checking.
Obfuscation
Let Ω = {1, 2, 3}, and suppose there are three agents in a complete graph. Two agents are stubborn, starting with beliefs {1} and {2} respectively. Assume the third agent follows the SPC rule: she maintains her current beliefs unless the proposition she hears is a singleton, in which case she accepts it. At the steady state, the third agent is equally likely to believe {1} or {2}. Now suppose the stubborn agent who believes {1} learns the additional proposition {1, 3}. Now, in half of her interactions with the third agent, she communicates {1, 3} instead of {1}. If the third agent believes {2} when this happens, she rejects the new proposition. At the steady state, the third agent now believes {2} with probability . Adding another proposition with multiple states crowds out the proposition that the third agent is willing to accept. Staying "on message" is valuable.
Final Remarks
Once we allow that some statements we hear are false, it becomes far less clear how an individual should update her beliefs. By axiomatizing update rules in this setting, we clarify the inherent tradeoffs in how we process information obtained from others. Being receptive to new information entails being vulnerable to belief manipulation. The only way to avoid this is to abandon the cooperative principle and refuse to believe what others tell us.
On bringing this framework into a model of social learning, persistent disagreement is no longer such a puzzle. If some individuals are stubborn-whether because they have convincing direct observations or because they have a separate agenda-then communication of beliefs between agents generically fails to bring consensus. Relative to standard approaches, we also get different answers to questions about influence and information aggregation. Both network position and the update rules that others use are important determinants of influence. We not only are unable to eliminate false beliefs, but we cannot achieve any meaningful aggregation of information. Moreover, the model naturally captures echo chambers and provides a way to assess the efficacy of many interventions.
An important missing feature is any distinction between information sources. We typically do not place the same amount of trust in everyone with whom we speak-our trust that others act in accordance with the cooperative principle may depend on attributes like status and group identity. One way to incorporate this in future work is to have agents apply different update rules depending on the identity of the neighbor with whom they communicate. Such a model would allow us to explore how varying levels of trust within and between communities affects social learning and examine the special influence of those who span multiple communities.
