In stereoscopic PIV mapping and warping algorithms are used to backproject the image information on the object plane. The mapping algorithm back-projects each pixel, whereas the warping algorithm back-projects the 2D displacement vectors. In this paper, both algorithms and the misalignment of the laser sheet regarding the object plane are considered. Then, a new algorithm using both mapping and warping algorithms is described for a 2D3C angular stereoscopic PIV set-up with standard lenses and the so-called Scheimpflug condition. The accuracy of the new algorithm, that takes into account laser sheet misalignment, is compared to the previous algorithm on the same sets of images. These sets are recorded from a paper pattern mounted on a 3D translation and rotation stage and from a turbulent pipe flow. The tests show that the accuracy benefit is one order of magnitude on these sets. The accuracy gain depends on the laser sheet misalignment magnitude, which can be measured using the mapping algorithm.
Introduction
A stereoscopic PIV set-up utilizes simultaneous viewing with two cameras to reconstruct all three components (3C) of the velocity in a planar (2D) cross section of the observed flow. There are two basic stereoscopic configurations: the translation method and the angular (displacement) method (Gauthier and Riethmuller 1988) . In the translation method the optical axes of the camera lenses are parallel, so the image magnification is constant. A disadvantage is that the stereoscopic viewing angle must remain small (less than 30 degrees) to avoid image distortion. The angular method can be used with much larger stereoscopic viewing angles (up to the 90 degree maximum angle). Thus it can achieve a higher precision, and is generally preferred over the displacement method. For the angular method the image magnification is no longer constant, i.e. the images have a perspective distortion, and the image plane has to be tilted with respect to the optical axis to match the so-called Scheimpflug condition (Prasad and Jensen 1995) , which achieves an optimal focus over the full image.
For the reconstruction of the three velocity components in angular stereoscopic PIV it is necessary to back-project the data from the image plane to the object plane. The conventional approach is to use geometric back-projection (see e.g. Prasad and Adrian 1993) . This requires a very accurate set-up and it is very sensitive to minor flaws such as camera misalignment (see e.g. Westerweel and Van Oord 2000) . A more flexible approach is to use a calibration grid, and then use a generalized function to project the data from the image plane onto the object plane. Different methods have been proposed (see e.g. Soloff et al 1997 , Van Oord 1997 , Willert 1997 . These methods can be applied in two ways: back-projection of the image pixel data, here referred to as mapping, or back-projection of the displacement vector data, here referred to as warping. An important aspect of calibration-based back-projection methods is the correspondence between the location of the calibration grid and the location of the light sheet. It was pointed out by Prasad (2000) that errors due to misalignment are inherent to these methods, and that the problem has been neglected so far.
This paper considers the performance of mapping versus warping as applied to 2D3C angular stereoscopic PIV with standard lenses in a Scheimpflug arrangement. Also the effect due to a misalignment between the calibration grid and the light sheet is described. Section 2 recalls the different tools used in back-projection algorithms. Then considerations from these tools lie in section 3. A new processing algorithm using both mapping and warping, and which includes a misalignment correction, is proposed in section 4. Section 5 describes the experimental configuration that was used for investigation of the algorithm performance. Results using this new processing are compared with the results using the previous algorithm in section 6. Section 7 contains a discussion and the final conclusions lie in the last section.
Warping and mapping methods
In 2D3C stereoscopic PIV the three-component displacement vector field is computed in two steps. First a two-component displacement field is computed for each camera. In the second step, the three-component displacement field is reconstructed from the two two-component vector fields. The remainder of this section explains the back-projection methods, the common area and the mapping and warping algorithms.
Back-projection
The back-projection connects the image plane with the object plane, and is the inverse of (forward) projection, which connects the object plane with the image plane.
Geometric back-projection.
The geometric backprojection is based on ray tracing assuming geometric optics. It should take into account all media between the object and image planes (Prasad and Adrian 1993, Prasad and Jensen 1995) . The simplest optical geometry is represented by the Scheimpflug configuration in a single medium (viz., air).
Generalized back-projection.
An alternative approach to back-projection is to use a generalized function that describes the connection of a point in the image plane with a point in the object plane (and vice versa) . Several projection functions have been proposed in the literature: second-order polynomial (Van Oord 1997) and second-order rational polynomial (Willert 1997 ) for a 2D calibration scheme, cubic and quadratic polynomial (Soloff et al 1997) and bicubic splines (Lawson and Wu 1997) for a 3D calibration scheme.
These methods do not involve explicitly the geometric parameters of the set-up, but deviations from the ideal geometry, e.g. minor optical distortions, are implicitly accounted for.
In this paper we consider only the second-order polynomial in a 2D calibration scheme. Indeed, a secondorder polynomial and the second-order rational polynomial back-projection have the same accuracy as shown by Coudert and Westerweel (2000) . In this paper, the second-order polynomial back-projection function is referred to as SOP, and its pseudo-inverse second-order polynomial projection function as SOP −1 .
Common area
As the cameras observe the object plane at an angle, the images have a perspective distortion (e.g. top images of figure 1). The common area in the object plane can be determined to help the back-projection functions. For each camera the image corners are back-projected onto the object plane. The maximum rectangular area, which is covered by both images, is taken as the common area in the object plane (e.g. figure 1 ).
Mapping and warping algorithms
For both the mapping and the warping algorithms, a field of 2D vectors is determined using standard PIV processing. The algorithms differ mainly in the origin of the images that are being processed. In the warping algorithm, the recorded PIV images are directly processed, whereas in the mapping algorithm the recorded images are first mapped onto the object plane and then processed. For both algorithms, the 3D vectors are then determined by means of stereoscopic reconstruction.
Warping algorithm.
In the image plane, the field of 2D vectors (see the left-hand side of figure 2) is obtained using standard PIV processing on the recorded PIV images. Each vector is then back-projected, or 'warped', from the image plane onto the object plane (see the right-hand side of figure 2).
Mapping algorithm.
The recorded PIV images are back-projected, or 'mapped', to the object plane (e.g. the middle images of figure 1 ). For each new image the 2D-vector field is computed using standard PIV processing, and the vectors are scaled to match the dimensions of the object plane.
Stereoscopic reconstruction.
The final step of both mapping and warping algorithms is the stereoscopic reconstruction, which requires the geometric parameters of the set-up (i.e. the aiming angle θ of the lens, the nominal image magnification M n and the lens focal length f ). A 3D vector is triangulated from the two homologous 2D vectors of the left and right cameras. The three components (U, V , W ) of the displacement vector are computed by means of the following set of equations:
where (U l , V l ) and (U r , V r ) are the in-plane components of the displacement observed by the left camera and right camera respectively. A derivation of these equations is given by Van Oord (1997). 
Considerations

Mapping versus warping
As shown by Coudert and Westerweel (2000) , both methods can be used on the same set-up and the same set of recorded images. So, either mapping or warping can be used to compute 3D vectors.
Using the warping method, the processing of the vector data does not consume much computation time in comparison to mapping. The computing is mainly consumed by the PIV interrogation (which generally includes two passes) for the mapping and warping algorithms. We need to add the image mapping time for the mapping algorithm. Also, the computing time ratio between the mapping and warping algorithm depends mainly in the number of subpixel points that is used for the image mapping. Using 4 × 4 subpixel mapping this time ratio is 2. Using warping, the field of 2D warped vectors is smoothed, as the vectors are interpolated from their neighbours on a regular grid in the object plane before the stereoscopic reconstruction. This can be avoided by projecting a regular grid from the object plane to the image using forward-projection functions.
As explained in section 3.3, mapping can solve misalignment problems.
Stereoscopic reconstruction considerations
As the reconstruction of 3D vectors is based on the geometry of the set-up, the mechanical and also optical parameters need to be accurately known. Determining the distance between the middle of the lens and the laser sheet plane, is difficult when passing through many interfaces, but, considering the set-up (e.g. section 5.1), if the measurement of the distance between the lens and the object plane has an error of 40 mm, the resulting error for the 3D vector is only in the order of 1 µm (i.e. 0.01 pixel) on the origin and only in the order of 0.1% on the length.
The critical parameters in the stereoscopic reconstruction are the angles of both cameras. It would be nice to have an automatic process that computed the aiming angles of both cameras quite accurately. Such a process is described and implemented in section 4.1. It was announced in Coudert and Westerweel (2000) . Adjustment errors can be accounted for by optimizing the parameters using the calibration grid in the object plane and a non-linear least-mean-square optimization procedure. For example, it was found that a 30 degrees nominal observation angle was effectively 31.5 degrees, and using the optimized angle improved the stereoscopic evaluation.
Laser sheet misalignment
In practice it is difficult to avoid a (small) misalignment between the light-sheet plane and the object plane.
3.3.1. Misalignment. Considering a misalignment, which is a uniform translation in the out-of-plane direction, as shown in figure 3(a), two principal errors can be laid out.
(i) The first error relates to the vector origin that is computed (e.g. figure 3 (a)). For example, in the case of a 90
• stereoscopic angle, this error is at least twice the misalignment distance, and it corresponds to an offset in the order of 1 mm (i.e. 10 pixels) between 'corresponding' interrogation regions. Such large errors cannot be neglected. (ii) The second error concerns the vector length, and is illustrated in figure 4 . After the first correction, this error is usually negligible, and it completely vanishes in a paraxial approximation where the back-projection ray is parallel to the optical axis.
Misalignment errors.
The following theoretical error orders have been computed on the typical set-up used at the laboratory and for this paper. A misalignment of 0.5 mm along the Z-axis and 0.5
• rotation around the Y -axis is considered. This gives an error for the position of the vector in the order of 1 mm (i.e. 16 pixels). It means that the 3D vector is computed using a back-projected vector of two different physical zones of the fluid (e.g. figure 5 ). These zones are separated from each other by a distance of 1 mm. Now, we consider the error for the vector length in two kinds of displacement.
Considering a uniform displacement, the relative error is in the order of 0.1%. This small error is due to uniform displacement that gives about the same 2D-vector length in a neighbourhood of the 2D-vector field.
Considering a typical turbulent pipe flow, relative errors between the measured 3D vector and the actual 3D vector are computed, using the same 16 pixel origin difference and 1 pixel length difference. The relative error for basic algorithm is in the order of 10%, whereas using origin correction the relative error is in the order of 0.1%. Consequently, using stereoscopic PIV on a turbulent flow, the 3D-vector origin error due to misalignment has to be taken into account. Also in theory, for actual experiments, as it depends of the misalignment magnitude, the gain is about two orders of magnitude.
Misalignment corrections.
The misalignment is measurable using the mapping algorithm, as outlined by Willert (1997) . On mapped images, an object in the object plane is seen at the same pixel on both left and right mapped images (e.g. bottom image of figure 1). If a misalignment exist, an object in the laser sheet no longer appears at the same pixel on the mapped image. Consequently, the mapping can measure the misalignment between the laser sheet and the object plane. Origin correction due to misalignment: cross-correlating the two PIV mapped images gives us the opportunity to correct the error on the 3D vector origin, as outlined by Willert (1997) . The cross-correlation vector measured lies on the object plane. The laser sheet plane is misaligned both in translation and in rotation.
It is easy to determine a possible misalignment by recording simultaneously a single-exposure PIV image on each camera. These two images are mapped on the object plane, using the mapping algorithm, and then cross-correlated using standard PIV interrogation. The resulting vector field gives at least a qualitative idea of the misalignment. Using this 2D-vector field to shift the windows in both mapped images permits us to compute vectors of the same physical zone (e.g. section 4). In these conditions, 2D vectors from the same physical zone are used to compute a 3D vector.
Misalignment reconstruction.
A misalignment along the Z-axis is simulated to understand the possibility of using the mapping method to solve a misalignment. To measure the value of the misalignment, displacements along the outof-plane axis are reconstructed at each node of the crosscorrelation vector field. The shift vector U x is used to compute local out-of-plane misalignment W (e.g. figure 3(b) ) using the stereoscopic geometry so that
with H and B as defined in (1). This yields a field of 3D vectors that represent the misalignment of the laser sheet with respect to the object plane.
Sum-up
A new processing algorithm needs to take into account the correction of the vector origin and not necessarily the correction for the vector length, as it is only in the order of 0.1 pixels, which is around the correlation peak detection accuracy. second-order polynomial back-projection (SOP) and projection (SOP −1 ) functions are computed using linear least mean squares. Geometry is optimized using geometric back-projection functions. This optimization is done using non-linear least mean squares.
Besides, a process that optimizes all geometric parameters of the set-up could give more accurate values to be used in the stereoscopic reconstruction procedure.
New processing
As both mapping and warping methods can be used on the same set-up, the combination of both methods has a real advantage. Indeed using mapping will solve the 3D-origin error due to misalignment, and using warping images are processed efficiently.
Also, the new processing algorithm includes correction of the error induced by the laser sheet misalignment and fast processing algorithm. This correction concerns the computation of a vector in the same physical area. The previous algorithm uses the warping method only (e.g. Van Oord 1997) .
The following steps have been drawn up taking into account the considerations of the previous section.
Connecting functions
For each camera (e.g. figure 6 ), SOP (back-projection) and SOP −1 (forward-projection) connecting functions are computed using the recorded images of the dot grid and a least mean squares routine.
For each camera, geometric connecting function are also optimized using the recorded images of the dot grid and a nonlinear least mean squares routine. This will help to achieve a finer parameter for stereoscopic reconstruction of the 3D vector.
Common area of both camera and common regular grid
The corners of both left and right images are back-projected, using the back-projection functions, and then the common area, which is covered by both cameras, is computed (e.g. figure 1 ).
Then, this common area is split into a regular grid (e.g. figure 7 ). On each node of this grid stand the origins of the 3D vectors that will be computed. In the following, this regular grid will be called the common grid.
Correction of the misalignment error using mapping
This correction is processed on special images. It uses two PIV mapped images recorded at the same instant with both cameras. Also, if working in multi-exposed images, a particular configuration of the set-up needs to be configured. Indeed, these special images need to be singly exposed to achieve the best results.
At each origin node of the common grid, these two special images are cross-correlated using a standard PIV processing pipeline. Each vector length, converted to world units, gives the forward projection of the origin error due to misalignment. The resulting vector field is used as a correction vector field (e.g. figure 8 ) in order to obtain the same physical vector origin (e.g. figure 5 ).
For one camera, the common grid is modified taking into account the corrections. Each common origin is corrected by the vector of the correcting vector field (e.g. figure 8 ). At this stage, one camera has an irregular grid, and the other have the regular common grid (e.g. figure 9 ). Of course, these corrections can be reported on both cameras, by modifying the origin by half the vector of the correcting vector field. For each camera, its grid is projected to the image, using its own projection function. This gives an irregular grid, where to process the PIV pipeline (e.g. figure 9 ).
Computation of the 3D displacement vector
The computation of the 3D vector is illustrated in figure 4 and represented in figure 10 . As the PIV pipeline is done on the nodes of the irregular grid for both cameras, it includes corrections of the origin vector due to misalignment between the object plane and the laser sheet. The algorithm consists of the following steps.
• Computation of 2D vectors on recorded image. Using the irregular grid as a window centre, the 2D vectors are computed on the recorded image.
• Back-projection of 2D vectors using warping. The vectors are back-projected using warping (back-projection function). Preserving the same order in the vector list for both cameras, homologous vectors are still connected.
• Reconstruction of 3D vector.
The 3D vector is triangulated from the two homologous 2D vectors of the left and right cameras, using the stereoscopic reconstruction.
Set-up and experiments
Set-up
The 2D3C stereoscopic PIV set-up is composed of two 1000 × 1016 pixel CCD cameras (Texas Instruments) equipped with 55 mm macro lenses (Nikkor) that are mounted on a flat plate. The CCD sensors can be adjusted in order to satisfy the Scheimpflug condition. Van Oord (1997) gives a detailed description of the mechanical system. The opening angle for the cameras was 90
• , and symmetric with respect to the lightsheet plane normal.
The Scheimpflug angle for each camera is optimized using the live display of the images of each camera and with lowest numerical aperture of the lens (i.e. small focal depth). For this set-up, the Scheimpflug angle can be reached with a precision of about 1
• . The transformation coefficients are determined for both cameras from a pair of images of a calibration target that consists of dots on a rectangular grid (see the images of figure 1). The geometric parameters are optimized by applying a non-linear least-mean-squares routine to the dot positions of the calibration target. With this procedure it was found that the actual viewing angles for the left camera and the right camera are 43
• and 47
• respectively. The total angle of 90
• remains unaffected, because the relative locations of the cameras on the mounting plate are accurately fixed.
For the test measurements, we use a random dot pattern (e.g. figure 11 ). This pattern is printed out on regular paper with a resolution of 600 dpi. It is taped to a flat plate mounted on a 3D translation and rotation stage. The precision of the remote translation stage is 1 µm for each axis. The read-out precision of the rotation stage is 10 m
• .
Experiments
For the evaluation, a set of images from the random test pattern is recorded. First, a pair of images for the (X, Y, Z) = (0, 0, 1.56) position is recorded to simulate the misaligned laser sheet. Then different displacements are carried out.
• Uniform displacements. The 3D translation stage translates the random test pattern along the X, Y and Z axes. Typical values for the displacement are 0.090 mm.
• Rotational displacements. The rotation stage rotates the pattern around Y and Z axes. The typical step for rotation is 0.5
The actual values of the displacement, which may differ from the nominally set displacements, were determined from the recorded images.
Processing
The images of the random test pattern are analysed with standard PIV processing, which uses cross-correlation computed by means of the FFT algorithm and a second pass with window shifting (Westerweel et al 1997) . Since the 3D displacements are uniform, the statistics of the measured displacements can be readily computed.
Results
The accuracy of the new algorithm is tested firstly on the same set of images recorded on a paper pattern, and secondly on a turbulent flow.
It is compared to the previous algorithm on uniform and rotational displacements and turbulent displacements.
Uniform displacements
The measured displacements of the SPIV system using no correction and correction for misalignment of the laser sheet regarding to the object plane are plotted in figure 12 for the set of displacements along the Z axis. The accuracy is the same with more or less 2 µm of difference on each U , V and W component. The standard deviation is around 12 µm. The relative error between not taking and taking into account corrections is in the order of 0.01%.
For uniform displacements, no corrections are needed to achieve good results. Indeed, as every vector in a uniform vector field has the same value, stereoscopic reconstruction works well even if 2D vectors are not homologous vectors (i.e. from the same physical origin).
Rotational displacements
The measured errors between actual and measured rotation are plotted in figure 13 for the set of rotations around the Y -axis. The differences between the minimum and maximum errors are all within six times the measured standard deviation values, which is consistent with normally distributed random errors for a sample size of 1000. Only errors on the U component are plotted. A bias of 30 µm/deg appears using the old algorithm (e.g. + plot). This bias is due to misalignment of the laser sheet regarding to the object plane. Besides, a bias also exists for the W component, but it is seven times smaller.
In contrast, no bias exists using the new algorithm (e.g. × plot).
In theory, for the particular point at (7.0, Y, 1.56) for a rotation of 2.00
• , the relative error using the old algorithm is 22% for the W component. In practice, we found it to be around 20%. For the U component it should be 1250%, and the reached percentage is around 2000%. The values are large, as the displacement is quite small. Using the new algorithm, the relative error is 20% for W and 180% for U . This corresponds to the peak detection algorithm accuracy, which is about 0.1 pixels.
Also, using the new algorithm, the gain of performance in relative error is one order of magnitude.
Turbulent displacements
The stereoscopic PIV system is set on a turbulent jet. Both previous and new processing are used on a set of real PIV recorded images. Two fields of 3D-displacement vector are obtained. In figure 14 , both fields are shown at the same point in the object plane. The vectors represent only inplane components. The black vector field represents the previous algorithm (no corrections), and the white one the new algorithm, which integrates misalignment corrections. Both 3D-vector fields look nice and smooth. The grey levels represent the relative differences between black and white 3D vectors. The black grey level is no error and white is more than 100% error. The relative errors are large even if the vector length is long, because without using corrections for misalignment two vectors of two different physical zones are taken to compute the 3D vector, whereas with corrections homologue vectors (i.e. the same physical zone vectors) are used to compute the 3D vector.
Using the misalignment reconstruction algorithm (e.g. section 3.3.4), the laser sheet is found to be misaligned by an amount of 1.8 mm along the Z-axis and rotated by an amount of 0.7
• and 1.3
• around X-and Y -axes respectively. The relative error with the previous algorithm is now in the order of 10%. For turbulent flows, misalignment corrections are necessary, in order to measure the true displacement.
Discussion
As both mapping and warping methods can be used on the same set-up, the combination of both methods has a real advantage. Indeed, the misalignment of the object plane and the laser sheet plane can be quantitatively reached using the mapping method. At each node of the grid on mapped image, a misalignment in the out-of-plane direction can be computed (e.g. section 3.3). From this field, the translation and rotation of the laser sheet plane regarding to the object plane can be computed. Then, the warping is used to process faster than mapping, the 2D vectors of both cameras.
Laser sheet misalignment
From the results, the misalignment between the object plane and the laser sheet induces a measurement error in the order of 0.01% for uniform displacements and in the order of 10% (not to say in the order of 100%) for rotation and turbulent displacements. The relative gain of accuracy depends on the misalignment magnitude and the local vorticity in the flow. Using the standard algorithm (labelled 'misaligned'), a bias is measured on the U component of the displacement. Whereas using the new algorithm (labelled 'corrected'), no bias appears.
As we first did, one may think that having a good accuracy on uniform displacement (for example using translation stages) is sufficient to say that the SPIV system reach a good accuracy, but in fact it does not take into account laser sheet misalignment, which makes the algorithm take two vectors from a different physical region. Even in 3D calibration schemes, it seems that the misalignment of the laser sheet is not taken into account and it should yield the same order of error. At least, the 3D calibration scheme (e.g. Riou et al 1999) used in LTSI needs to take into account misalignment of the laser sheet. In the reminder, the gain magnitude depends on the misalignment magnitude and local vorticity of the flow.
Stereoscopic reconstruction
In the 2D-calibration scheme, it is normally assumed that the stereoscopic reconstruction is based on the position of the lenses that is known. The distances can be measured by hand, Figure 14 . Laser sheet misalignment corrections using the mapping method in a typical turbulent jet flow: displacement vectors both with and without misalignment correction are represented. The error on 3D-vector length due to misalignment is represented in grey levels from 0% up to more than 100%. Not taking the misalignment correction into account in a turbulent flow induces a large error on the 3D-vector length. It can be in the order of 10%.
or some optical tricks can be used to determine the dimension of the set-up. For example, the visual assistance to reach the Scheimpflug imaging criterion permits us to determine the distances between the different components of the setup quite accurately, even if there are many interfaces. This is true using a set-up with high angle of view, such as 45
• angle, whereas for low angle of view, such as 15
• angle, the error can be very large, in the order of 3
• . The value of the distance between the lens and the object plane should be used instead. A better accuracy is reached help to the recorded images. Using geometric connecting function minimization (e.g. section 2.1.1), slightly different values of the parameters are found. The stereoscopic reconstruction gives in this case better results (e.g. section 5.1).
To sum up, an automatic process using the relative positions of the calibration pattern dots gives finer values of the mechanical positions of the set-up components. This process determines the geometric parameters of the set-up. In the future, newer parameters could be added such as distortions.
SPIV advice
When testing a SPIV system, one needs to follow the following advice. In a first step, known displacements have to be measured. The more precise one can get is uniform displacements using translation stages. This can be done either on a paper pattern or better on a 3D PIV resin block partially lit by a laser sheet. Then, the next step is to measure none uniform known displacement. A slight misalignment between the laser sheet plane and the object plane must exist, so the processing should be robust regarding to this misalignment. For example, rotation of a resin block or a Poiseuil flow can be used, but the main flow direction should not be aligned with the X or Y axes.
To sum up, the accuracy of a SPIV system cannot be known using uniform displacements.
Conclusions
The new algorithm uses both mapping and warping method. Using mapping solves error due to misalignment of the laser sheet regarding to the object plane (where the back-projection functions are computed). Using the warping method, a large number of images are processed more quickly than using mapping.
Regarding fluid mechanics, the most important thing is to take into account the misalignment between object plane and laser sheet plane, in order to compute a 3D vector in the same physical zone. This misalignment can be measured with the help of the mapping method. Even in 3D calibration schemes, this misalignment needs to be taken into account.
In order to have a more accurate stereoscopic reconstruction in the 2D-calibration scheme, finer dimensional parameters of the set-up are determined using an automatic optimization process.
Talking into account all these corrections and optimizations in the new algorithm presented in this paper, the performance benefit is one order of magnitude on the relative error.
