An old and important problem in the field of nonlinear time-series analysis entails the distinction between chaotic and stochastic dynamics. Recently, ε-recurrence networks have been proposed as a tool to analyse the structural properties of a time series. In this paper, we propose the applicability of local and global ε-recurrence network measures to distinguish between chaotic and stochastic dynamics using paradigmatic model systems such as the Lorenz system, and the chaotic and hyper-chaotic Rössler system. We also demonstrate the effect of increasing levels of noise on these network measures and provide a real-world application of analysing electroencephalographic data comprising epileptic seizures. Our results show that both local and global ε-recurrence network measures are sensitive to the presence of unstable periodic orbits and other structural features associated with chaotic dynamics that are otherwise absent in stochastic dynamics. These network measures are still robust at high noise levels and short data lengths. Furthermore, ε-recurrence network analysis of the real-world epileptic data revealed the capability of these network measures in capturing dynamical transitions using short window sizes. ε-recurrence network analysis is a powerful method in uncovering the signatures of chaotic and stochastic dynamics based on the geometrical properties of time series.
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Introduction
Distinguishing chaotic from stochastic processes is an important problem arising in many fields ranging from biology and physics to ecology and finance. In this paper, we propose an approach based on ε-recurrence networks [1] , obtained by transforming time series into complex networks, to distinguish between chaotic and stochastic dynamics. Numerous approaches have been proposed to solve this critical issue of distinguishing between stochastic and chaotic dynamics, which is laced with several challenges, because both chaotic and stochastic processes share some common properties, for example, a broadband power spectrum, delta-like autocorrelation function and long-term irregular behaviour [2, 3] . It may even be practically impossible to distinguish high-dimensional chaos from a stochastic process. Because in a chaotic system, the time evolution of two nearby trajectories will diverge exponentially fast compared with a stochastic system where the separation is randomly distributed [4] , methods based on short-term predictability have been applied to distinguish chaos from noise [5, 6] . Thus, for a chaotic time series, the accuracy of forecast should decrease with increasing predictiontime interval and for a stochastic time series this accuracy should be independent of the prediction-time interval [6] . Kaplan & Glass [7, 8] proposed a test for determinism based on the measurement of average directional vectors in a coarse-grained phase space. This test is based on the observation that the tangents to the trajectories of a deterministic system, passing through a small region in phase space, will be well aligned, that is, oriented in the same direction, a behaviour not observed in stochastic dynamics [7, 8] . Another line of approach borrows from the concept that a chaotic attractor should have finite, non-integer values for fractal dimensions, whereas stochastic processes must theoretically exhibit infinite dimensions. This traditional view was challenged by Osborne & Provenzale [9] , when they demonstrated that finite correlation dimension could be obtained from a simple class of coloured random noise characterized by power-law spectra. Recently, quantifiers from information theory have been used to address the issue of distinguishing between chaotic and stochastic dynamics, leading to some interesting results [10] . Rosso et al. [3] introduced the complexity-entropy (C-E) causality plane, a two-dimensional representation space that relates the two information theoretic quantities namely entropy and complexity, to distinguish between stochastic and chaotic dynamics. By explicitly including the time-scale notion, Zunino et al. [2] proposed the multiscale C-E plane to identify the time scales at which stochastic and chaotic components govern the system's dynamics. The classification of the stochastic or chaotic character of a given time series at different resolution scale using entropic analysis was first proposed by Cencini et al. [11] . Olivares et al. [12, 13] also proposed a combination of two information theoretic quantities, the Shannon entropy and the Fisher information, to obtain the Shannon-Fisher causality (S × F ) plane and showed that stochastic and chaotic dynamics map to different locations on this two-dimensional plane.
By bridging the gap between nonlinear time-series analysis and complex network theory, methods to transform a time series into a complex network comprising nodes which represent the state vectors in phase space and edges that are defined based on some criteria such as mutual closeness or transition probabilities, have emerged [14, 15] . Different classes of such time-series-based complex networks exist such as proximity networks [1, 14, [16] [17] [18] , transition networks [19] or visibility graphs [20, 21] . A comprehensive review on these network types is given elsewhere [14] . The underlying principle in this approach is to characterize the topology of the resultant network using tools from graph theory to gain insights into the dynamics underlying the time series. Complex network-based univariate and multivariate time-series analysis has been successfully applied in different fields, including climatology [1, 15, 22] fluid dynamics [23] [24] [25] [26] and neuroscience [27] [28] [29] [30] , to cite a few.
Lacasa & Toral [4] used horizontal visibility graphs (HVGs) [31] , a geometrically simpler version of the visibility graph algorithm, to distinguish between chaotic and stochastic (correlated and uncorrelated) dynamics based on the node degree distribution (specifically the slope of the logarithm of the degree distribution) of the resultant networks. Recently, Ravetti et al. [10] . showed that the HVG approach is sensitive to the scaling zone and combined the HVG approach with information theory quantifiers (the S × F plane) that leads to a better characterization of deterministic and stochastic dynamics.
Recurrence is a fundamental property of dynamical systems [32] and using the recurrence matrix derived from a time series, one can define a recurrence network by reinterpreting the recurrence matrix as an adjacency matrix of a complex, undirected network [1, 14] . Xu et al. [33] first proposed the concept of transforming a time series into an undirected complex network. Such networks, known as recurrence networks, belong to the class of proximity networks where the existence of an edge in the network is defined based on the mutual closeness between two state vectors (nodes). Because such a recurrence matrix can be defined in many ways, depending on the chosen neighbourhood criteria, there are different types of recurrence networks [14] , namely knearest neighbour recurrence networks [18, 34] , adaptive nearest neighbour recurrence networks [33] and ε-recurrence networks [1, 14] . Specifically, the neighbourhood can be defined in terms of either a fixed number of edges (k-nearest or adaptive nearest neighbour recurrence networks) [18, [33] [34] [35] or fixed phase space distance (ε-recurrence networks) centred around a node i (i.e. a state vector in phase space) [1] . All the nodes that fall within this volume are connected to the node i by forming an edge. ε-recurrence networks are both symmetric and undirected. In this work, we will be dealing only with ε-recurrence networks.
Over recent years, ε-recurrence networks have gained much popularity and they have been thoroughly analysed and applied using data from simulated as well as real-world systems. Using model systems, Donner et al. [14] studied the ε-dependence of local and global network properties. Donges et al. [36] provided a thorough analytical framework for ε-recurrence network analysis of periodic/quasi-periodic dynamics, chaotic maps, stochastic processes and higherdimensional symmetric sets. Zou et al. [37] showed that global network measures such as global clustering coefficient C and average path length L derived from ε-recurrence networks can be used to distinguish between periodic and chaotic dynamics in both discrete and continuoustime dynamical systems. Furthermore, using the Rössler system, they showed that these network measures can reliably identify complex periodic windows in parameter space. Because a ε-recurrence network can be considered as a random geometric graph, the distribution of the nodes in the space where the network is embedded is determined by the probability density function of the system's invariant measure [36] . Furthermore, the edges are formed only between those nodes that are spatially close to each other as determined by some distance threshold. Thus, based on the theory of random geometric graphs [38] , Donner et al. [39] provided the relationship between geometric properties of a dynamical system and the transitivity properties such as the local clustering coefficient and transitivity of the associated ε-recurrence networks. Specifically, it was shown that these transitivity measures can be considered as an alternative notion of fractal dimension of the dynamical system under study [39] . Also, it has been demonstrated that the ε-recurrence networks display power-law degree distributions and the scaling exponent of the degree distribution is related to system's invariant density [37] . It has also been demonstrated that the transitivity properties can reliably detect unstable periodic orbits (UPOs) in model systems [14] .
Because transitivity properties can be understood as some notion of fractal dimension, the associated transitivity dimension should exhibit non-integer values for dissipative chaotic systems. This feature could be particularly useful in distinguishing whether the observed dynamics is chaotic or stochastic. Thus, in the case of a stochastic process (which theoretically exhibits infinite dimensions), the estimated dimension should be limited by the phase space dimension. Characterizing and differentiating a chaotic process from a stochastic process based on the transitivity dimension has not been studied so far. It was shown by Donges et al. [36] that ε-recurrence network measures cannot distinguish between stochastic and deterministic process if both have identical invariant density distribution in phase space. This observation was based on the analytical computation of continuous ε-recurrence network measures-transitivity, clustering coefficient, average path length and betweenness for the one-dimensional Bernoulli map and uniform noise. This observation, as mentioned by the authors themselves, holds true when embedding is not used and it has been proposed that an additional embedding can overcome this shortcoming [14] . One reason for this could be the difference in the structure of chaotic attractors, primarily owing to the presence of densely packed UPOs, compared with time-delay embedded stochastic processes which fail to recover this structure. However, this has not been studied or tested elaborately using well-known model systems. Thus, we hypothesize that the transitivity dimension of the chaotic attractors should be lower than that of stochastic dynamics, which should have a transitivity dimension close to the embedding dimension. Previously, we have shown that by combining ε-recurrence network measures with iterative amplitude adjusted Fourier transform (iAAFT) surrogates [40] which represent stationary, linearly correlated, stochastic processes (coloured Gaussian), different classes of electroencephalography (EEG) data can be distinguished [28] . Particularly, we observed that the rejection rate of the null hypothesis based on iAAFT surrogates for the network measures global clustering coefficient C and average path length L was higher for pathological EEG compared with normal EEG [28] . However, a rigorous evaluation of the ability of ε-recurrence network measures to particularly distinguish deterministic from stochastic processes and of how embedding alters the phase space distribution of these processes is missing. Also, a careful consideration of the effects of noise on the recurrence networks to distinguish between stochastic and chaotic processes and the impact of data length on such distinction has not been addressed so far. In particular, detecting and distinguishing chaotic from stochastic processes could pose great challenges when the data is short and noisy. Because an important advantage of network-based time-series analysis is that network measures can be reliably estimated from rather short time series with high confidence, we hypothesize that such an approach could be particularly useful in addressing this challenge compared with other classical approaches of nonlinear time-series analysis.
Using ε-recurrence networks constructed from stochastic and chaotic dynamics, we investigate the applicability of global measures-transitivity dimension, assortativity, average path length and the vertex-based measures-local clustering coefficient, betweenness centrality, closeness centrality and degree centrality in distinguishing deterministic (chaos) processes from stochastic processes. As an example of low and high dimensional chaotic systems, we use Lorenz, chaotic Rössler and four-dimensional Rössler systems, respectively. Specifically, we use the x-component of these systems and the corresponding iAAFT surrogates (stochastic, linearly correlated process, sharing the power spectrum and amplitude distribution with the original chaotic time series) derived from the x-component to construct ε-recurrence networks representing chaotic and stochastic dynamics, respectively. We construct the ε-recurrence networks representing chaotic and stochastic dynamics for varying embedding dimensions and recurrence rates (related to the threshold ε). Additionally, we also investigate the effect of increasing noise levels and data length on the network measures and their distributions (in the case of vertex-based measures) for ε-recurrence networks derived from chaotic dynamics. We compare our results with the C-E plane approach proposed in reference [3] . In addition to the above-described theoretical simulation, we also present the results from the application of ε-recurrence network analysis to epileptic EEG data, which contains pre-seizure, seizure and post-seizure segments. Here, we investigate if ε-recurrence network measures, when applied to rather short window-sizes can track dynamical changes underlying such real-world, noisy biological signals.
Recurrence networks and measures (a) Recurrence networks
Given a phase space vector, a recurrence matrix can be defined as [32] embedding [41] ,
Here, m is the embedding dimension and τ is the optimal time lag that can be determined using standard methods such as false nearest neighbour and first minimum of automutual information function, respectively [42] . One can define an adjacency matrix A of a recurrence network using the recurrence matrix defined above as follows [1] A
where δ(i, j) is the Kronecker delta, introduced to avoid artificial self-loops [32] . Each vertex i of a recurrence network represents a state vector x i and the edges between the nodes are formed based on their mutual closeness as defined by euclidean or Manhattan or maximum norm. Note that owing to the way recurrence networks are formed, they can be considered as random geometric graphs [36] . In this work, we use the maximum norm as the distance norm. Furthermore, instead of fixing ε, we fix the recurrence rate RR = (1/N 2 )
where N is the number of state vectors, because we are essentially interested in comparing the properties of systems (chaotic and stochastic) with different phase space diameters [14] . Thus, we vary RR from 0.01 to 0.05 in steps of 0.01. Additionally, we also vary the embedding dimension m from 1 to 5. 
This measure can be normalized to yield the local connectivity, which describes the local phase space density [14] , that is, the local recurrence rate 4) where N is the data length (or the number of embedded state vectors).
(ii) Closeness centrality
Closeness centrality can be defined as the inverse of the average geodesic distance (i.e. the length of the shortest path ) between a vertex i and all other vertices in a network. According to this definition, a vertex is considered central, if it is close to all the other vertices in the network. Let d(i, j) be the shortest-path length between two vertices i and j. The closeness centrality of the vertex i is then defined as [43] 
Other definitions for the closeness centrality exist. For instance, in reference [44] , c i is simply defined as the inverse of N j=1 d(i, j), without the factor N − 1 and sometimes, it is also defined as the mean geodesic distance between a vertex i and all other vertices in a network. In this work, we adapt the definition given in equation (2.5) . For a recurrence network, closeness centrality gives the local centeredness of a state in the phase space and with a small number of ε-jumps, most of the vertices are reachable from a vertex with high centrality [14] .
(iii) Betweenness centrality
Betweenness centrality, like other centrality measures, also describes the importance of a vertex in a network and was first introduced in references [45, 46] . The betweenness centrality of a vertex i is defined as the total number of the fraction of shortest paths between all pairs of vertices that pass through i. Let σ jk be the total number of shortest paths from a vertex j to k in a network and σ jk (i) be the number of short paths (from a total of σ jk ) that pass through vertex i. The betweenness centrality for a vertex i can be defined as [47] 
When this measure is applied to a recurrence network, where the vertices represent the states of a dynamical system, a high value of betweenness is acquired by those vertices belonging to a sparse region in phase space that separates different high-density clusters [14] .
(iv) Local clustering coefficient
The local clustering coefficient for a vertex i gives the probability that two randomly drawn neighbours j and q are themselves neighbours. In an undirected graph, because the maximum possible number of connections between the neighbours of a vertex i is given as k i (k i − 1)/2, the local clustering coefficient can be given by the ratio
Network transitivity measures the fraction of the connected triples in a network that form triangles, where a connected triple is defined as a single vertex connected to an unordered pair of vertices [48] . It was first introduced in reference [49] . It can be given by the following ratio
Essentially, T also measures the probability that if two vertices are neighbours of another vertex, then the two vertices themselves are neighbours. This definition is similar to the notion of clustering coefficient, but there is a slight difference between these two measures. While the averaged network clustering coefficient is the mean, computed over all vertices, of the ratio given in equation (2.7), the network transitivity is the ratio of the mean number of edges between the neighbours of a vertex and the mean number of possible edges between neighbours of a vertex [49] . Also, network transitivity gives equal weight to all triangles in a network. In reference [39] , a new measure of global dimensionality of a set of points known as transitivity dimension was introduced, which can be considered as some notion of fractal dimension. The transitivity dimension at a single-scale ε is given as [39] 
For the sake of simplicity, in the remainder of this paper, we always refer to single-scale transitivity dimension as transitivity dimension, D T .
(vi) Assortativity
A network is said to be assortative if vertices of similar degrees tend to link up with each other. The measure assortativity can be defined as a Pearson product-moment correlation of the vertex degrees on either ends of all the edges [50] 
A recurrence network show assortative mixing implies that the density of states change more slowly and continuously and, hence, R can be considered as a measure of the fragmentation of the attractor [14] . 
(vii) Average path length
The average path length L for a graph can be defined as the mean value of geodesic lengths over all pairs of nodes. It is given as
The disconnected pairs of nodes are not included in computing the average [1, 51] . Dynamical transitions in complex systems can be identified by changes in the values of L [1, 22, 52, 53] . For example, a continuous dynamical system with periodic trajectory has a higher L compared with a system exhibiting chaotic dynamics for comparable ε [37] .
Simulations and results (a) Model systems
In this study, we consider the Lorenz system [54] ,
and the chaotic Rössler system [55] ,
as examples for three-dimensional chaotic oscillators. We also consider the hyper-chaotic Rössler system [56] ,ẋ
In each case, we consider the x-component of the system and reconstruct the dynamics for varying embedding dimension using the method of delays. The optimal embedding lag in each case was found using the auto mutual information criterion [57] . We obtained τ = 3, 28, and 107 for the x-component of the Lorenz, chaotic Rössler and hyper-chaotic Rössler systems, respectively. For the (hyper-) chaotic systems, we generated N = 100 000 data points (after discarding initial 50 000 points as transients) with step size of 0.05 (for Lorenz and chaotic Rössler) and 0.015 (for hyper-chaotic Rössler). We then randomly choose N = 200, 500, 1000, 5000 and 10 000 points as a sample of state vectors from the chaotic attractor [58] . In the case of the hyperchaotic attractor, we used N = 10 000, 15 000 and 20 000. Furthermore, to study the effect of noise, we generated 100 realizations from the above-described chaotic systems, for various data lengths. We added observational noise to the x-component of each system
where η(t) ∼ WN (0, σ 2 ). Here, W is defined as the level of noise, which is given as a percentage of the standard deviation of the noise-free data x(t). We added Gaussian noise at levels 10%, 20%, 40%, 60% and 100%. We also generated 99 iAAFT surrogates in each case using the x-component. UPOs are the skeleton of chaotic dynamics, and there are infinitely many densely packed UPOs in such a system [60] , whereas stochastic dynamics are not characterized by the presence of UPOs. Because D T is essentially a measure of the global dimension of the system [39] , presence of UPOs (especially low-periodic ones) should result in values of D T < m for increasing values of m, whereas in the case of stochastic dynamics, D T should continue to increase with m. Our results reflect this behaviour and show how D T can be used to distinguish between chaotic and stochastic dynamics. Note that at m = 1, D T of both chaotic and stochastic dynamics is the same, i.e. ≈ 1, and as m is increased, the difference in the D T emerges between these two systems. This due to the fact that at m = 1, both the x-component of the Lorenz system and its corresponding iAAFT surrogate share the same invariant density [15, 36] . Regarding the behaviour of L, we can see from figure 2 that the ε-recurrence networks derived from iAAFT surrogates exhibit lower values of L compared with that of the Lorenz system and this difference increases with m. These observations for L are also expected as more shortcuts are introduced in the phase space (owing to homogeneous filling of the phase space) for the stochastic data leading to lower average number of hops between two vertices in phase space. Thus, L for the stochastic dynamics decreases with increasing m, whereas L for chaotic dynamics slightly increases with increasing m. Note that, in a chaotic system, there exist such shortcuts as well leading to lower values of L compared with periodic systems, again owing to relatively more homogeneous filling of the phase space, for a comparable attractor diameter and threshold ε [37] . However, compared with stochastic dynamics, the L of chaotic dynamics is still higher as evident from our results. Similar results were obtained for D T and L in the case of the chaotic Rössler system. increasing m and for m > 3, the value of R for stochastic dynamics drops below that of chaotic dynamics. As a network measure, R measures the correlation of the degrees of the vertices on either ends of an edge. In a chaotic system, owing to the presence of UPOs, there exists a highdensity clusters comprising vertices that roughly have the same degree and at an appropriately chosen threshold, this clustering property of the chaotic systems in the phase space is maintained, and the recurrence networks representing such systems should exhibit assortative mixing leading to high values of R [61] . In our results, we consistently observe high values of R (>0.7) for all values of RR and m for the Lorenz system, explaining the presence of densely packed UPOs, that form clusters. In the case of stochastic dynamics, the behaviour of R is a bit ambiguous and difficult to interpret for m ≤ 3. For higher values of m, we observe that the ε-recurrence networks representing the stochastic dynamics exhibits lower values of R (0.68 < R < 0.52) for m = 5 at various RR. Also, it can be seen that with the increase in RR, the value of R drops. Following Donner et al. [14] , this behaviour can be attributed to the larger coverage of the phase space owing to increasing RR leading to much stronger variation in phase space density, thus less similar degrees for neighbouring vertices. The behaviour of R also seems to be system specific as in the case of the chaotic Rössler system (figure 4) it can be seen that at low values of RR(<0.04), R can distinguish between chaotic and stochastic dynamics for m > 2. However, from our results, it is clear that R can distinguish successfully between chaotic and stochastic dynamics at a sufficiently high embedding dimension, with ε-recurrence networks derived from chaotic dynamics exhibiting more assortative mixing compared with stochastic dynamics. In the case of the hyper-chaotic Rössler system, it was observed that the difference between the (chaotic) deterministic and stochastic dynamics particularly improved as the number of data points was increased. We observed that, for low values of RR (<0.03) and m (≤3), there is an overlapping of D T for hyper-chaos and stochastic processes (see electronic supplementary material, figure S1 ). Similar observations were made for the network measures L and R (electronic supplementary material, figures S2 and S3). From figure 5, it can be seen that L distinguishes between hyper-chaotic and stochastic dynamics quite well for increasing m. As N is increased, L for the hyper-chaotic system begins to decrease as the spread of the attractor increases in the phase space (hyper-chaos is better characterized geometrically with increasing data length) and this creates shortcuts between distant attractor points [60] . Also, in the case of network measures D T and R (figure 5), the distinction between hyper-chaotic and stochastic dynamics improved with increasing N and m. These results are expected as a higher number of data points leads to a better characterization of the underlying hyper-chaotic dynamics.
(b) Global network measures
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(c) Vertex-based network measures
The results for the vertex-based measures C i , c i , k i and b i for the Lorenz system, chaotic Rössler system, hyper-chaotic Rössler system and their corresponding iAAFT surrogates are presented and discussed in this section. In order to compare the distribution of the local measures for the (hyper)chaotic attractor and the corresponding iAAFT surrogate, we used the two-sample Kolmogorov-Smirnov (KS-2) test. The result from the KS-2 test for the vertex-based measures is shown in figure 6 for the Lorenz system. For the Lorenz system, it can be seen that the KS-statistic, which gives the maximum of the absolute difference between the cumulative distribution functions of the two samples (e. Figure 7 shows the relationship between b i and C i for the reconstructed chaotic attractors (Lorenz and Rössler) and their corresponding iAAFT surrogates. As a vertex-based measure, C i reflects for a given vertex, the density of the links between its neighbours. In the context of an ε-recurrence network, the measure C i is related to the geometric alignment of the vertices in the phase space [14] . For instance, the vertices along the stable manifold of a UPO are characterized by high values of C i and because UPOs are the backbone of chaotic attractors, the measure C i is particularly important for the geometric characterization of chaos. Furthermore, the vertices belonging to a sparse region (that separate high-density clusters like the vertices belonging to the stable manifold of a UPO) in the phase space acquire high values of b i as they act as transfer vertices or hubs between two high-density clusters on the either side of the sparse region [14, 62] . Also, these vertices exhibit low values of C i as they belong to sparse region in phase space and the relative number of shortest paths that pass through i. It can be seen from figure 8 that in the case of chaotic dynamics (Lorenz and Rössler), the vertices that exhibit low value for b i (< 10 3 shortest paths) also exhibit low value for k i . These are specifically the vertices in the vicinity of the outer boundaries of the attractors. This effect is enhanced in the case of Lorenz attractor, where we observe more vertices exhibiting low values for b i and k i simultaneously compared with the Rössler attractor as in the case of the Lorenz system the outer parts of the attractor that are not involved in the shortest paths, exhibit low phase space density [63] . In the case of stochastic dynamics, we see this trend as well where vertices with low b i also acquire low k i . However, owing to the presence of UPOs, an interesting region is observed in the b i versus k i graph in the case of chaotic dynamics which is missing in stochastic dynamics. The vertices that are in the vicinity of UPOs acquire somewhat low values for b i owing to the accumulation of states leading to increased shortest paths [63] . But, these vertices in the vicinity of the UPOs, acquire relatively high values for k i owing to the very same reason of accumulation of states. This fact is clearly reflected in figure 8a ,c, where vertices with 10 4 ≤ b i ≤ 10 6 acquire 200 < k i < 300. This middle region of the graph is completely missing in the case of the corresponding iAAFT surrogates ( figure 8b,d) . Furthermore, in the case of chaotic dynamics, it can be seen that some of the vertices that acquire high values of b i (>10 4 ) have a broad range of k i (50-400) as these vertices reside in the sparse region of phase space and mostly have vertices in the high-density clusters as their neighbours. In the case of the stochastic dynamics, we can see that the range for b i for a given value of k i is much narrower compared with chaotic dynamics. The reason for this can be that in the case of stochastic dynamics, the sparse regions between two high-density clusters do not exist as in the case of chaotic dynamics, but rather the space is uniformly filled with vertices. This increases the total number of shortcuts between pairs of vertices thus reducing the b i for a vertex i through which some of the shortcuts pass. Furthermore, few of the vertices (which would otherwise been a part of sparse region) tend to have more neighbours owing to homogeneous filling of the phase space increasing the value of k i (up to 800). However, most of the vertices in the case of stochastic dynamics tend to have low degree that display b i between 10 3 and 10 5 .
The 0.1 and 0.11, these vertices particularly belong to the centre of gravity of the chaotic attractors [14] . In the case of stochastic dynamics, owing to the existence of many shortcuts, a relatively broad range of c i (between 0.23 and 0.3) is acquired by the vertices. Because c i used in this work follows the definition in reference [43] , where c i is essentially defined as the inverse of average shortest path length of a vertex to all other vertices in a network (see equation (2.5)), the vertices of ε-recurrence networks constructed from iAAFT surrogates tend to have larger values owing to increased shortcuts, compared with the networks representing chaotic dynamics. The distribution of k i has multiple peaks owing to many UPOs embedded in chaotic attractors [61] (e.g. at 100, 200 and 400 in electronic supplementary material, figure S13), whereas the distribution of k i in the case of stochastic dynamics is skewed and most of the vertices have a low degree of around 150-200.
In the case of the hyper-chaotic Rössler system, the value of the KS-statistic increased as the data length was increased (electronic supplementary material, figures S5-S7), specifically in the case of the vertex-based measures C i and b i . Looking at the distributions of b i and C i for the hyper-chaotic Rössler attractor and the corresponding surrogate at N = 10 000 and 20 000 (electronic supplementary material, figures S14 and S16), it is clear that the nodes acquiring high values of b i and C i in ε-recurrence networks constructed from the hyper-chaotic Rössler system increases compared with the networks constructed from the corresponding iAAFT surrogates as data length is increased. Also, looking at the distributions of c i and k i (electronic supplementary material, figures S15 and S17 for N = 10 000 and 20 000, respectively), we again observe that vertices of the ε-recurrence networks representing hyper-chaotic dynamics tend to acquire lower values of c i compared with their stochastic counterparts for the same reason as outlined above for the chaotic case. On similar lines, the distribution of k i again shows multiple peaks in the case of hyper-chaotic dynamics, which is missing in the case of its stochastic counterpart. Figure 9 shows the impact of noise on the global measures D T , L and R. In the case of D T , it can be seen that at 0% noise (i.e. noise-free case) the value of D T is less than 2 for increasing dimension for various RR. More specifically, as RR is increased, the value of D T drops. For instance, at RR = 0.05, D T is around 1.7 to 1.8, whereas at RR = 0.01, D T is around 1.4 to 1.5, and these values remain approximately at the same level for m > 2. In the following, we will only discuss results pertaining to m > 2, because m = 3 is the minimum dimension needed to unfold the dynamics of the Lorenz system. As the level of noise is increased, the value of D T increases above 2 at noise level of 10% for RR = 0.01. As the RR is further increased to 0.03, the value of D T remains under 2 at 10% noise level. On further increasing the RR to 0.05, even at the noise level of 20%, we can observed that D T < 2 for m > 3.
(d) Effect of noise
At noise levels greater than 20%, irrespective of RR, the value of D T becomes greater than 2 and continues to increase with noise. For example, at the noise level of 40%, D T = 2.38 at RR = 0.05 and m = 3. This is due to the homogeneous filling of the phase space owing to the addition of the noise which makes the dynamics more stochastic, thus leading to an increase in the fractal dimension. In other words, as noise level increases, the local microscopic fine structure of the chaotic attractors, namely the densely packed UPOs, is destroyed. Because T essentially measures the clustering property, the distortion of the clustering property owing to the presence of UPOs results in lower values for T (equivalently a higher value for D T ) for noise levels greater than 20%. Regarding the behaviour of L under noise, it can be seen from figure 9 that as noise increases, L expectedly decreases, because more shortcuts are introduced with increasing noise levels in phase space leading to shorter paths. We can observe a drop of about 40-50% in the value of L at noise level of 40% for m > 2. Also, the drop is sharper at low values of RR. Previously, we have shown that the global clustering coefficient (different from T but still related to the triangles in a network) and L cannot distinguish between noisy periodic dynamics and noisefree chaotic dynamics at noise level greater than 20% and the influence of noise on the global clustering coefficient can be minimized by increasing the RR [28] . By increasing the RR and thus the ε, larger scales are captured owing to which the impact of noise amplitudes on measures like T and the global clustering coefficient is reduced. With respect to the behaviour of R under noise, it can be seen from figure 9 that for m > 2, the value of R decreases as noise levels increase, however, this behaviour is modulated by the choice of RR. For low values of RR such as 0.01, it can be seen that R decreases up to noise level of 20%. Interestingly, as the noise level is increased beyond 20%, R starts to increase. However, the increase in R is further constrained by the embedding dimension m and we observe that very high noise levels (>20%), R m=5 < R m=4 < R m=3 . We see this trend at other values of RR as well, however, as RR increases, at m = 5, R continues to decrease with increase in noise levels up to 60%. Thus, at m = 5, R shows expected behaviour with the addition of noise, where R decreases with the addition of noise and drops to a value less than 0.4 at 60% noise. As mentioned previously (see §3b), sufficiently higher m (m = 5 in the case of Lorenz attractor) is required for a reliable structural characterization of chaotic attractors with R. Next, we investigated the influence of noise on the vertex-based measures C i , b i , c i and k i . In the case of C i and b i , as noise is increased the number of vertices acquiring high values for both these measures decrease compared with the noise-free case as shown in the first two columns of figure 10 where it is evident that the distributions shift left with increasing noise. In the case of b i , in the noise-free case, there are ≈3000 vertices with approximately 10 4 shortest paths and this drops to approximately 2000 at 40% noise. In the case of C i , there are ≈3000 vertices with C i ≈ 0.6 and this drops to ≈500 vertices at 40% noise. The reason for this is again related to the distortion of the clustering structure as noise is added to chaotic dynamics, which impacts both these measures. In the case of c i , we see that the number of vertices acquiring high values of c i increase with the addition of noise (third column from left, figure 10 ). As noise is added, there are more shortcuts in the phase space owing to homogeneous filling which reduces the length of shortest paths, which is inversely related to c i (equation (2.5)). In the case of k i , where one can observe multiple peaks in noise-free case (owing to many UPOs) [64] , addition of noise makes the distribution more skewed (and long tailed) and the number of vertices with low degree increases (i) Effect of data length and comparison with complexity-entropy method Table 1 shows the number of rejections (out of 100 realizations) of null hypothesis H 0 of a linear, Gaussian-correlated noise undergoing a nonlinear static transformation [40] , for various noise levels and data lengths using global network measure T at RR = 0.05 for the Lorenz system. Results using the C-E causality plane method described in references [3, 65] to distinguish between chaos and noise is also shown for comparison, where we set m = 3 and τ = 3. The C-E method uses two quantifiers-the Shannon entropy [66] and the MPR statistical complexity measure proposed by Lamberti et al. [67] . Before estimating quantifiers based on information theory like entropy or the statistical complexity measure, a probability distribution associated with the time series must be provided. As described in reference [3] , we use Bandt-Pompe methodology [68] to estimate the probability distribution P using the details of attractor reconstruction procedure (Taken's theorem) and causal information is incorporated in the construction process yielding P ∈ Ω, where Ω is the probability space. The entropy estimates the uncertainty associated with the processes described by P, whereas the MPR complexity measure is capable of distinguishing different degrees of periodicity and chaos. The details of the C-E method and computation of the probability distribution using Bandt-Pompe methodology is explained in detail elsewhere [3, 65] . We provide freely downloadable MATLAB code based on [3, 65] to compute the C-E causality plane.
Two exemplary plots (see electronic supplementary material, figures S18 and S19) are shown using the C-E method to distinguish between chaotic time series and the corresponding iAAFT surrogates under varying noise levels for data length N = 200 and 1000, respectively. It is evident from these figures that under noise-free condition, the position of the chaotic signal maps on to a different position on the C-E plane compared with the surrogates (stochastic signal). The complexity of the chaotic signal is higher than that of the surrogates, whereas the entropy of the chaotic signal is lower than that of the surrogates. As the chaotic signal is corrupted with noise, we can see that at short data length (see electronic supplementary material, figure S18), at noise levels greater than 10%, the location of the noisy chaotic signal on the C-E plane falls within that of the 99 surrogates and is no longer distinct. When the data length is increased to N = 1000 (see electronic supplementary material, figure S19), we can see that a clear distinction between noisy chaotic signal and its corresponding iAAFT surrogates can be made up to a noise level of 40%.
Without making any assumption about the distribution of the test statistic, we use the non-parametric approach (based on rank ordering) to test the null hypothesis H 0 [42] (We obtained qualitatively similar results when the parametric approach using the mean and standard deviation of surrogates was used). Because a chaotic time series should produce high values of complexity compared with a stochastic signal and a stochastic signal displays higher entropy values compared with deterministic (chaotic) signal [3] , the null hypothesis of a linear, Gaussian, stochastic process can be rejected if the complexity of the signal is greater than the maximum of the surrogates and the entropy of the signal is lesser than the minimum of the surrogates. In the case of ε-recurrence network measures such as T , L and R, the null hypothesis H 0 is rejected if the ε-recurrence network measure of the signal under test is greater than the maximum of the ε-recurrence network measures of the surrogates [28, 69] . Because we are using 99 surrogates, the probability with which a false rejection will occur is 1 100 (i.e. α = 0.01). We can see that at N = 200, compared with the C-E method, T gives comparatively higher rejections of H 0 , even when the noise level is 40% (table 1). Even at 60% noise level, T gives a significant number of rejections (=16), whereas the C-E method fails to reject H 0 for all the 100 realizations. Thus, the recurrence network measure T is still able to reject H 0 with high confidence for short time series Table 1 . Number of rejections of the H 0 from 100 realizations of the Lorenz system for various data lengths and noise levels using C-E method and ε-recurrence network measure T . For each realization, 99 iAAFT surrogates were generated. The embedding dimension m = 3, embedding delay τ = 3 and the recurrence rate RR = 0.05. Table 2 . Number of rejections of H 0 from 100 realizations of the Lorenz system for various data lengths and noise levels using the ε-recurrence network measure L and R. For each realization, 99 iAAFT surrogates were generated. The embedding delay τ = 3 and the recurrence rate RR = 0.05. In the case of R, the embedding dimension m was set to 5 instead of 3. corrupted with noise as high as 40% and 60%. As N is increased, the performance of the C-E method improves and it can be seen that at larger values of N (>1000), both the C-E method and ε-recurrence network measure T reject H 0 (almost 100 rejections) even at a noise level of 60%. We also computed ε-recurrence network measures L and R (table 2). In the case of L, we can again see that at short data lengths, the number of rejections are still considerably high for noise levels up to 60%. We can see almost 100% rejections at N > 500 for noise levels as high as 40%. At N = 5000 and 10 000, even at noise levels of 60%, we can see that all the 100 realizations reject H 0 . Even at 100% noise, we can see about 40 rejections of H 0 for N = 10 000. However, in the case of R, at m = 3, none of the realizations of the Lorenz system rejected the null hypothesis H 0 (results not shown here). As we demonstrated earlier (figure 3), in the case of the network measure R, a higher embedding dimension is required to distinguish chaotic from stochastic dynamics. When m was set to 5, we observed that the number of rejections of H 0 increased and reached 100% for N > 200 (table 2). As noise is increased beyond 20%, the network measure R can no longer distinguish between chaos and noise even when when N = 10 000.
Thus, both T and L outperform the C-E method to distinguish between noisy chaotic time series and noise at very short data length (N = 200). Particularly, L seems to be a very effective metric in this regard giving up to 94 rejections for N = 1000 and 60% noise compared with T and C-E methods, both of which manage about 50% rejections. However as N is increased (≥5000), C-E method, ε-recurrence network measures T and L, give equally high rejections of H 0 even at We also observed that as the noise level is increased, the topology of the ε-recurrence network changes and it tends to fill the phase space (see electronic supplementary material, figures S20-S22). However, the topology of the ε-recurrence network, which is reflective of the topology of the embedded attractor (Lorenz attractor in this case) is not completely destroyed even at short data length of N = 200 and considerably high noise levels up to 40%. As noise level is increased (60% and 100%), we see that the topology of the ε-recurrence network does not resemble the shape of the Lorenz attractor and the network tends to fill the phase space.
Electronic supplementary material, Figures S23 and S24 show the colour-coded representation of the local clustering coefficient and log betweenness centrality, respectively, for the ε-recurrence networks under increasing levels of noise for the Lorenz system. Under noise-free condition, most of the vertices have high values for C i , but as the level of noise increases, many vertices start displaying low values for C i and the topology of the ε-recurrence network changes as well owing to the addition of noise. As mentioned earlier (also see figure 10 ), owing to the addition of noise, the clustering structure associated with ε-recurrence networks derived from chaotic systems gets distorted leading to lower values of C i for many vertices. Similarly, as the noise level is increased, a higher number of vertices acquire lower values of log betweenness centrality (figure 10). Electronic supplementary material, figure S25 shows the colour-coded representation of the local recurrence rate, which is proportional to degree centrality, for the Lorenz attractor under increasing levels of noise. It is clear from the figure that as the noise level increases, the local recurrence rate for most of the vertices decreases and at very high noise levels most of the vertices tend to have similar values for the local recurrence rate. This effect can also be seen from figure 10 where the shape of the degree distribution changes from having multiple peaks (owing to the presence of UPOs) under a noise-free case to approaching a Poisson distribution with the addition of noise.
Experimental electroencephalography data with seizures (a) Electroencephalography data
Here, we demonstrate the ability of ε-network measures to capture dynamical transitions in noisy biological signals such as EEG data using rather short window sizes. Epilepsy affects nearly 1% of the world's population and epileptic seizures arise owing to unpredictable and irregular interruptions in the neuronal activity [70] . The EEG data used in this work were originally published by Quiroga et al. [71] and are available for free download at https://vis.caltech.edu/∼rodri/data.htm. Basically, the data comprise tonic-clonic seizures of two subjects recorded using scalp EEG with right central electrode (channel C4 according to 10-20 system [72] ). The EEG data have been filtered between 1 and 50 Hz and sampled at 102.4 Hz. Figure 12a shows 3 min of EEG data from one of the two patients. The beginning of the seizure is marked with a solid red line (approx. at 80 s). The seizure discharge lasts for about 8 s, and the clonic phase begins at 123 s (marked with dashed red line) [71] . The seizure ends approximately around 155 s (marked with solid black line). Also at around 140 s (not shown in the figure), the clonic discharge begins to separate [71] .
(b) Moving window ε-recurrence network analysis
We used moving window ε-recurrence network analysis to compute global measures such as D T , L and R for each window. We divided the time series into 5 (≈500 samples) and 10 s window (≈1000 samples) with 90% overlap. In order to get the temporal profile of global network measures, we assigned the global measure to the mid-point of each window. Based on the first local minimum of the auto mutual information function, we set τ = 18. The embedding dimension 13d ).
We make the following crucial observations based on the application of ε-recurrence network analysis to the EEG data. figure 13a with the point when the global network measures start increasing (or decreasing in the case of D T ) in figure 13b-d) . This feature represents the possibility of using these measures to predict the seizure in advance. However, note that, in the dataset used, the clinical onset of the seizure occurs just 80 s into the data. Having a longer segment of data before the seizure onset could also reveal interesting shifts in dynamics much prior to the onset of the seizure. Recent studies have shown that it is possible to detect interesting changes in EEG tens of minutes before the actual seizure occurrence [73, 74] . However, most of these measures require long window sizes, of the order of 10 min, which is related to our next observation. (iii) The global network measures are able to capture the rapidly changing dynamics using short windows of 5 (512) and 10 s (1024) samples, which is one of the key advantages of ε-RNA compared with other methods. It is well known that the epileptic seizures exhibit high nonlinearity compared with the normal background EEG activity [75] as demonstrated in references [76, 77] . Previously, we have also demonstrated that ε-recurrence networks derived from EEG recorded during the seizures display high values for the global clustering coefficient and average path length compared with networks derived from normal and interictal (EEG between seizures) activity, thus capturing the increase in nonlinearity and the associated structural complexity of the data [28] . However, the results in reference [28] were obtained with EEG data of length 20 s (2560 samples) which is still long compared with the window size of 5 (512 samples) and 10 s (1024 samples) chosen in this study (iv) In the case of patient 1, the clonic phase begins around 123 s, and we observe that all the three global measures, display shift in their dynamics around this time point ( figure 13b-d) . Also, we observed an increase in D T and decrease in L and R, before these measures stabilize in the post-seizure period, which can be considered as a surrogate marker. This shift in dynamics is also consistent with the analysis in reference [71] using Gabor transform and could represent decrement in neural firing along with increase in inhibitory mechanisms, that could be responsible for seizure termination [71] . However, further research is needed to relate the variation of global ε-recurrence network measures towards the transition to postictal activity. (v) The results based on these global measures suggest that the EEG signals before and after the seizure are more consistent with stochastic dynamics and during the seizure, the dynamics is more deterministic.
Qualitatively, similar results were found for patient 2 (electronic supplementary material, figure S26 ) and with window size of 5 s (electronic supplementary material, figure S27 ). These are novel and interesting results for the application of ε-recurrence network analysis to epileptic EEG data. However, these observations are based on the dataset from only two patients and would need an extensive further study involving data from a large number of patients and different types of epilepsies to draw a more substantiated conclusion. Also, we have considered data from only one channel. Recent studies have shown evidence of seizure onset within networks of brain regions known as epileptic networks [78, 79] . Hence, an approach taking into account functionally connected brain regions [80] is more advantageous. The possibility of using cross and joint recurrence network measures [58, 81] to derive functional networks using multivariate epileptic EEG data will be considered in the future.
Conclusion
In summary, we have shown that ε-network measures, both global and vertex-based, can be used to distinguish between (hyper-)chaotic and stochastic dynamics. We also demonstrated the effect of noise on these network measures. As a real-world application, we have shown that moving window ε-recurrence network analysis can detect dynamical shifts in epileptic EEG data.
We have shown that measures such as transitivity T (or the related global dimension measure, the transitivity dimension D T ), local clustering coefficient C i , degree centrality k i and betweenness centrality b i are particularly sensitive to the presence of UPOs, which are the geometric backbone of the chaotic attractors. Additionally, other global measures such as average path length L and assortativity R were also able to distinguish between (hyper-)chaotic and stochastic dynamics. With assortativity R, we particularly observed that the difference between chaotic and stochastic dynamics increased with embedding dimension and generally a large embedding dimension (e.g. m = 5 in the case of Lorenz system) is required for successful characterization of chaos. The vertexbased measure closeness centrality c i is also sensitive to the geometry of chaos leading to small values for chaotic dynamics compared with stochastic dynamics. of knowledge, we have demonstrated that the topological statistics derived from ε-recurrence networks can distinguish between chaotic and stochastic dynamics. In the case of hyper-chaotic dynamics, we further find that the distinction between chaotic and stochastic dynamics increases with data length. We have also shown in this study that, addition of noise impacts both global and vertex-based measures. Influence of noise levels on the clustering property of the ε-recurrence networks and the presence of unstable periodic orbits was evident with the increase in transitivity dimension D T , decrease in number of vertices with high values for local clustering coefficient C i and betweenness centrality b i and disappearance of peaks (which is related to the UPOs) in the distribution of degree centrality k i . The influence of noise on these measures can be minimized to some extent by increasing the recurrence rate RR, but a large recurrence rate RR can present additional issues [39] . We also demonstrated that global ε-recurrence network measures such as transitivity T and the average path length L are more robust at short data lengths compared with other approaches such as the C-E method [3] to distinguish chaos from noise.
We also demonstrated the applicability of the ε-recurrence network measures to the realworld EEG data containing epileptic seizures. Using a small window size (≈500 or 1000 samples) and global network measures such as transitivity dimension D T , assortativity R and average path length L, we were able to capture the rapidly changing dynamics representing pre-seizure, seizure and post-seizure states. The drop in the transitivity dimension D T and increase in assortativity R and average path length L during the seizure is possibly an indication of a deterministic dynamics and is correlated with increased nonlinearity associated with the seizure activity. These results from observational data provide a useful conclusion that ε-recurrence network measures can successfully detect different states associated with epileptic EEG using rather short window sizes, that can potentially open up some interesting future possibilities in the field of seizure prediction.
Data accessibility. The computations involving recurrence networks were performed using the python packagepyunicorn [82] (available at https://github.com/pik-copan/pyunicorn). All the other codes to generate simulated data, iAAFT surrogate data, compute C-E plane and recurrence network measures are available at https://github.com/narayan83/RSPA_Codes.
