I. INTRODUCTION
The brittle vs ductile response of crystalline materials is mainly controlled by the competition between crack growth and the mobility of dislocations near the crack tip. In materials that have a low initial dislocation density, the emission of a dislocation from the crack tip is a critical event. The modeling of dislocation emission vs crack propagation was initiated with a two-dimensional analysis ͑2D͒ analysis based on the Peierls concept by Rice, 1,2 and later extended to 3D. 3, 4 Xu et al. 5 have determined that for ␣-Fe and Si the activation energy to emit dislocations in any direction from a straight crack front is higher than that for crack propagation. They propose a ledge configuration to allow for dislocation emission. 6 The advantages of this type of modeling are that it gives direct insight into competing forces and produces activation energies for dislocation nucleation. However, it is questionable if a continuum approach is valid for a system where the saddle-point structure is of the size of only a few atoms. To avoid this problem one has to revert to atomistic simulations.
Atomistic simulations of materials containing a mode-I crack can be carried out with two types of boundary conditions: planar extension or coupled to a continuum solution. Due to the high computational demands on atomic systems, their size is limited to about 1 m 3 . As specimens used in experiments are usually much larger, the atomistically described part of the system must be restricted to a small region around the crack tip. For this reason, the planar-extension boundary condition corresponds to a situation where the material outside the simulated sample does not feel the response of the sample. This is only possible when a shock wave passes through the material. When loading is sufficiently slow, the boundaries of the atomic part can be coupled to the well-known continuum quasistatic solution ͑asymptotically͒ close to the crack tip. This ensures full communication between the crack tip region and the remote material. Shockwave simulations have the advantage that dislocation nucleation and motion happen on a very short time scale, which makes large systems feasible; see, for instance, Zhou et al. 7 who have used Morse and embedded atom model ͑EAM͒ potentials on systems with many millions of atoms at nearly zero temperature. A very large system, one billion atoms, has been simulated by Abraham et al., 8 but starting from a block with two small cuts at 0 K, which has been prestrained in mode-I loading ͑such a setup is impossible to achieve experimentally͒. The first atomistic calculation coupled to a continuum was performed by Gehlen et al. 9, 10 in 2D using K I -continuum boundary conditions on the atomic region. Quasi-3D calculations ͑using a minimal periodic spacing͒ with a finite element grid in between the continuum boundary and the atomistic part have been performed by Gumbsch, 11 while Miller et al. 12 have used a quasicontinuum approach. All these studies are quasistatic, involving a number of static energy minimizations at different load levels.
As the above summary shows, most atomistic studies have been performed quasistatically or at near-zero temperature. However, temperature is an essential factor, as is evident from the existence of a brittle-ductile transition temperature. Temperature influences the response of the system in two ways. The stiffness of most materials decreases with increasing temperature. But a more important effect is that a higher thermal energy makes it easier to overcome energy barriers. This will facilitate both crack propagation and dislocation nucleation. At finite temperatures the loading rate also becomes important. Beside these, crack propagation and dislocation nucleation are determined by geometric features, including crystal orientation, crack height, crack front profile, and the smoothness of the crack surface.
In this paper we present a systematic molecular dynamics ͑MD͒ study of the effect of temperature and loading rate on the emission of dislocations from a crack tip for three crystal orientations, with a flat crack surface and a sharp or slightly blunt crack tip with a straight crack front. We use a LennardJones ͑LJ͒ potential, a similar Morse potential and an EAM potential for nickel. Although the LJ and Morse potentials do not model metals as well as the EAM potential, we do not expect the general trends to be vastly different. An important indicator of this is that the generalized stacking fault energy-one of the most important properties for dislocation nucleation-is the same for the LJ potential and more advanced potentials for nickel and copper. 13 We compare the results of planar-extension boundary conditions and boundary conditions based on the K I -continuum solution.
II. METHODS
The first of the two pair potentials we consider is the LJ potential
where r is the distance between two particles, ⑀ is the depth of the energy minimum, and is the distance at which the potential is zero. The second is a Morse potential
where r m is the position of the minimum. When =2 −1/6 r m the position and depth of the minima of both potentials are equal, and so is the second derivative at the minimum. The main difference between the two potentials is that the LJ potential is longer ranged than the Morse potential.
For efficiency reasons we use a cutoff for the pair interactions: all interactions beyond a distance of r c are neglected. An abrupt cutoff of the interactions introduces artifacts as pairs move in and out of the cutoff distance. This introduces fluctuations which very slowly induce phonon modes that can lead to dislocation nucleation. Under the conditions as described later on, but with a plain cutoff, we have observed the growth of phonon modes leading to dislocation nucleation on time scales ranging from 10 ps to as long as 3000 ps. To avoid these artifacts we apply a switch function in combination with a shift by replacing the pair potential V p by
The constants A, B, and C are chosen such that potential and its first and second derivatives are zero at r c . Thus the forces are unaltered up to distance r s . The shift C is 0.006⑀ and 0.001⑀ for the LJ and Morse potentials respectively, with the cutoffs as listed in Table I . The shifted potential produces a smooth and accurate stress-strain curve. With an abrupt cutoff there are jumps in the stress when the increasing distance between atoms exceeds the cutoff. A switch function ͑with-out shift͒ may also smooth these jumps, but it will enlarge the forces near the cutoff, which also introduces irregularities in the stress-strain curve. All LJ and Morse simulations have been performed in reduced units with the GROMACS simulation software. 14, 15 The EAM potential has a density term as well as a pair term. The parameters were taken for nickel from Oh and Johnson. 16 To compare the results with the EAM potential, we have fitted the length scale using the lattice spacing and the energy scale using the elastic constants. The parameters for the LJ potential thus become = 0.226 nm, ⑀ = 2.90 ϫ 10 −20 J and for the Morse potential r m = 0.256 nm, ⑀ = 3.45ϫ 10 −20 J. All LJ and Morse simulations to be presented here have used a time step of 0.004 ps and a neighbor list that is updated every 20 integration steps. The neighbor list is built with a cutoff that is 0.011 nm larger than r c , in order to ensure that no atom pairs outside the list will come within interaction range between updates. To keep the system at constant temperature it is coupled to a heat bath using a Berendsen thermostat 17 with a coupling time of 0.1 ps. On a single 2.6 GHz Pentium 4 processor, Morse and LJ systems of 96 000 atoms run at 13 000 and 19 000 steps ͑54 and 73 ps͒ per CPU hour, respectively. The times for the larger systems scale linearly with the number of atoms. For the EAM simulations the time step is 0.005 ps and the neighbor list is updated using a displacement criterion. On the same processor the system of 96 000 atoms runs at 2200 steps ͑i.e., 11 ps͒ per CPU hour.
To determine the lattice spacing and the energy of perfect fcc crystals at zero pressure, we have performed simulations with Berendsen pressure coupling. 17 The results for the three potentials at 0 and 300 K are listed in Table I . The three elastic moduli of the fcc crystals are determined from simulations of uniform straining by 0.001 in the ͓100͔ and ͓110͔ directions. The moduli for the LJ crystal are 5% smaller than without a cutoff, while the cutoff effect for the Morse crystal is less than the accuracy of the simulations. These differences are negligible compared to the strong nonlinearity of the elastic response. All elastic constants are reduced by 50% at uniaxial strains in the range from 0.05 to 0.1, with the reduction being largest for the LJ potential.
III. PLANAR-EXTENSION BOUNDARY CONDITIONS
With the planar-extension boundary conditions we aim to simulate a shock wave passing through a crack tip region in a monocrystal which is much larger than the simulated system in all three spatial directions. The wave front is chosen to be parallel to the crack plane. It travels with the speed of sound, which is 5.0 nm ps −1 , experimentally as well as for the three potentials.
First we describe the geometry of the system. We adopt the same orientation as Zhou et al.:
7 the crack is on the ͑100͒ plane and the crack front is in the ͓011͔ direction. This corresponds to crystal orientation II in Fig. 1͑a͒ . The coordinate system at the crack tip is defined in Fig. 1͑b͒ . The crack length is a third of the size ᐉ of the system in the x direction.
To mimic a large system the y direction is made periodic. Atoms on the z = ±h / 2 plane boundaries are fixed in all three directions using harmonic springs. The spring constant is chosen such that the boundary atoms vibrate with the same frequency as in the bulk. The atoms on the x =−ᐉ / 3 and x =2ᐉ / 3 plane boundaries are fixed with springs in the x and y directions, but free in the z direction, which allows the shock wave to pass through undistortedly. By contrast, free boundaries on these planes would allow them to move inward due to the high stresses and such a setup thus would simulate a specimen of only a few nanometers. The size of the system limits the scales, both in time and in length, that can be simulated. When the shock wave has reached the crack it will reflect and travel back to the boundary. After this wave has reached the boundary, an artifact will move into the system. This holds for all four nonperiodic boundary planes. The periodic direction is less critical, as the shock wave produces a relatively uniform response in this direction. Considering this we choose the dimensions as ᐉ ϫ w ϫ h = 100ϫ 60ϫ 160= 960 000 atoms, which gives a size of 25ϫ 15ϫ 28 nm 3 . Because we want to start from an unstressed starting configuration, we need to remove one or more atomic planes to create a crack. We choose to remove four atomic planes, which ensures that the two crack faces will not attract each other. The crack tip was chosen somewhat rounded, since a rectangular crack tip is not very stable under loading due to the stress concentrations at the corners.
We performed simulations with the LJ potential at 21, 210, and 420 K and with the Morse potential at 25, 250, and 500 K. Each of the six systems was equilibrated using stochastic dynamics with a friction constant of 2.5 ps −1 . This ensures a proper potential and kinetic energy distribution. The friction also damps waves that are generated by the slight mismatch of the initially perfect crystal with the boundary conditions and with the free surface at the crack.
Subsequently, shock-wave simulations were performed by pulling the z = h / 2 plane in the +z direction with a constant velocity of 0.28 or 0.42 nm ps −1 while fixing the z =−h /2 plane ͑at a higher velocity of 0.56 nm ps −1 the stress is too high and the top layer of atoms dissociates from the rest of the system͒. The simulations were performed without temperature coupling; this is permitted since the energy drift within the simulation time of 8 ps is negligible. With the chosen pulling rates, a straight wave front propagates through the system. The initial block wave is smeared out over a length of 6 nm when it reaches the crack. As the shock wave passes through the crack, the crack tip is stretched to such an extent that locally the crystal structure is lost. In all simulations Shockley partial dislocations are then emitted on the ͑111͒ and ͑111͒ slip planes that pass through the crack tip. First, two dislocations are emitted in the two forward ͑i.e., positive x͒ directions. At an extension velocity of 0.42 nm ps −1 backward dislocations are observed in all cases, except for the Morse potential at the highest temperature. At the lowest velocity only the systems with the LJ potential at the two lowest temperatures emit backward dislocations. As the strain increases, more Shockley partial dislocations are emitted on the same slip planes or on adjacent ones. Under the same conditions, more dislocations are observed with the LJ potential than with the Morse potential. After a time of 6.8 ps the reflected shock wave reaches the upper boundary, which limits the simulation time to a few picoseconds after this. Figure 2 shows the stress field at 7.0 ps for the simulation with the LJ potential at the lowest temperature with an extension velocity of 0.42 nm ps −1 .
IV. CONTINUUM-SOLUTION BOUNDARY CONDITIONS
When no fast processes take place close to the crack tip and there are no crystal defects in its vicinity, the crack tip region can be treated as an elastic continuum. A static solution can be derived analytically, which can then be used as a boundary condition for the atomic simulation. Since a fcc crystal is a cubic material, an anisotropic continuum solution ͑Sih and Leibowitz 19 ͒ is required, which for mode-I loading is given in the Appendix. As long as the atomic part responds linearly, the continuum solution can also be used quasistatically, i.e., with increasing load level K I . At a certain stress level, the near-crack-tip region will exhibit a nonlinear response. This is not problematic as long as this region is small compared to the size of the atomic box so that the boundary is not affected by nonlinearity. Even when a dislocation has nucleated, this so-called small-scale yielding condition can be satisfied when it does not travel too close to the boundary.
In fcc metals the dominant slip systems are associated with ͕111͖ planes; therefore we place the crack front in a ͕111͖ plane along the ͓011͔ direction. We choose the three orientations for the crack plane that give the smoothest crack surfaces: ͑011͒, ͑111͒, and ͑100͒, which we call orientations I, V, and II, respectively ͑adopting the numbering suggested by Crone et al. 20 ͒; see Fig. 1͑a͒ . Orientations V and II differ from orientation I by a 35.3°and 90°rotation about the y axis, respectively. With the same crack front, along ͓011͔, one could choose any of the orientations in between I and II, but all of these except V have stepped crack surfaces. We will see later that with two of these three orientations one can cover the most relevant types of behavior with a ͗011͘ crack front.
In choosing the size there are several aspects that need to be considered. The size along the y direction of the crack front should be larger than the width of a nucleating disloca- tion. In the other two directions the boundary of the system should be far enough from the crack tip that small-scale yielding is satisfied. Increasing the system size increases the range, both in space and in time, over which events can be observed. We will show later that dislocation nucleation is associated with the correlated displacement of a row of 10 to 20 atoms. To avoid artifacts, we use a minimum size along the crack of 40 atoms. We choose one or two system sizes for each of the three orientations; all dimensions are listed in Table II . The load levels will be reported in dimensionless strain, K I / ͱ r 1 , where r 1 is the fcc nearest neighbor distance.
A. Orientation I
First we tried an atomically sharp crack. Because the two crack surfaces attract each other at short range, we need to start from a sufficiently strained conformation. We transformed a perfect crystal using the continuum solution at various strain levels. These conformations were then energy minimized while the border atoms were fixed to the continuum solution using springs. At strain levels up to K I / ͱ r 1 = 0.47 for the LJ potential and 0.43 for the Morse potential, where = C 44 , the ͓011͔ rows of atoms on the top and bottom crack surfaces closest to the crack tip attract each other and the crack closes over a length of several rows. These rows are relatively close due to the alternating z positions of the rows on the ͑011͒ surface. At higher strain levels the crack does not close and a minimized conformation can be obtained. As a next equilibration step we performed stochastic dynamics at 20 K with a friction constant of 2.5 ps −1 , starting with zero velocities. Within a time span of a few picoseconds Shockley partial dislocations appear on one or both of the forward ͕111͖ slip planes at = ± 35.3°. These partials are relatively easy to nucleate since the Burgers vector is in the x-z plane; see Fig. 3 . From these results we conclude that an atomically-sharp crack in this orientation is not stable.
Second we studied a blunt crack tip, which was obtained by removing four layers of atoms. Starting from perfect crystals at K I / ͱ r 1 = 0 and 0.38 we equilibrated conformations for 4 ps for the LJ potential at 21 and 210 K, the Morse potential at 25 and 250 K, and the EAM potential at 300 K. From these conformations we ran MD simulations at four loading rates ranging from K I / ͱ r 1 = 2.5ϫ 10 −2 to 1.0 ϫ 10 −3 ps −1 . In all 22 simulations the first event is the nucleation of a Shockley partial at the crack tip with the Burgers vector pointing forward and upward ͑see Fig. 3͒ . This happens at a load level of around 0.42 for all three potentials. The load levels are given in Table III, The strain between the top and bottom boundaries is roughly 10%. The origin of the coordinate system is at the original position of the crack tip in the unloaded starting configuration; the y axis is along the crack front pointing into the picture; cf. Fig. 1͑b͒ . The coordinates and the stress have been averaged over the 60 atoms along the crack front direction. The atomic positions at the crack tip differ too much to give a meaningful average. Slip planes with dislocations can be seen above and below the center of the picture as sharp green/red demarcations and on the left as sharp blue/green demarcations. The blue region in the upper left-hand corner indicates the shock wave which has traveled to the crack and back and has just reflected off the top boundary. the original and the fully dislocated positions. The preference for the upward direction is caused by the asymmetry of the crack tip due to the removal of an even number of atomic planes. In most cases a row of roughly ten atoms crosses simultaneously, after which the dislocation bows out at a speed of, 2 nm ps −1 . This leads to a decrease in potential energy as well as in the stresses near the crack tip. The dislocation stops near the corner at the x =2ᐉ / 3 and z = h /2 boundaries which causes a local stress concentration. Although at this point the boundary conditions have lost validity, the stress profiles near the crack tip have not changed drastically. The second dislocation is nucleated at a load level that is 0.06 higher than that of the first one. This dislocation behaves similarly to the first one, except that its slip plane and Burgers vector point downward instead of upward.
B. Orientation V
Orientation V is an asymmetric orientation, because the crack plane does not coincide with a symmetry plane of the crystal. Since the crack is now on the ͑111͒ plane, there is only one ͕111͖ slip-plane orientation left that is parallel to the crack front: the ͑111͒ plane with = −70.5°in Fig. 1 . As in orientation I, we minimized perfect crystals with an atomically sharp crack tip, starting from conformations that were prestrained using the continuum solution. At load levels up to K I / ͱ r 1 = 0.38 for the LJ potential and 0.36 for the Morse potential the two crack faces attract each other and the crack closes. At higher strain levels a Shockley partial dislocation on the slip plane oriented at Ϫ70.5°is nucleated during minimization. Thus an atomically sharp crack is even more unstable in orientation V than in orientation I.
So we switched to a blunt crack tip, again created by removing four planes of atoms. Simulations were performed using the same procedure as used for orientation I, except for the initial load level which is K I / ͱ r 1 = 0.19. In all simulations the first event is the nucleation of a Shockley partial dislocation on the ͑111͒ slip plane. The load levels at which this happens are listed in Table III . The process is almost identical to that for orientation I: a row of roughly ten atoms crosses the barrier, after which the dislocation bows out with a speed of 2 nm ps −1 . The behavior is virtually independent of the potential type, the temperature, and the loading rate. The only difference from orientation I is that the nucleation occurs at a lower level of K I / ͱ r 1 = 0.37.
C. Orientation II
Unlike for orientations I and V, it is possible to create a stable atomically sharp crack for orientation II. However, this state is stable only over a small range of loading levels around K I / ͱ r 1 = 0.42, for the LJ, Morse, as well as the EAM potentials. We have equilibrated conformations at this level and a range of temperatures for 4 ps using stochastic dynamics. The results of simulations at a range of temperatures and a range of relatively low loading rates are summarized in Table IV . At temperatures below 600 K the crack always propagates. The position of the crack tip is directly related to the strain level, independent of the strain rate. At temperatures above 600 K parts of both crack faces near the crack tip become disordered. This is also visible in the potential energy which shows a noisy decrease over the first nanosecond instead of a steady increase ͑not shown͒. During this disordering process a dislocation is nucleated from the crack tip. From the times shown in Table IV one can see that nucleation is not related to the value of K I , as the times do not scale with the inverse of the loading rate. A probable explanation is that dislocations can only nucleate when a sufficient amount of disorder is present at the crack tip.
As for the other orientations, we have also performed simulations with a blunt crack tip that was created by removing four planes of atoms. To get a feeling for the statistical accuracy, an additional equilibration was performed for the LJ potential at 210 K, the Morse potential at 500 K, and the EAM potential at 10 K, using a different random seed for the initial velocities and for the stochastic dynamics. A total of 53 simulations at six loading rates between K I / ͱ r 1 = 1.0 ϫ 10 −2 and 2.5ϫ 10 −5 ps −1 have been carried out. Most simulations were started at a load level of K I / ͱ r 1 = 0.38, but those at the lowest two strain rates were started at K I / ͱ r 1 = 0.42. From the results given in Table V we can see that the crack always propagates with the LJ potential at 21 K and with the Morse potential at 250 K. Contrary to behavior with a sharp tip, the crack propagates rapidly over a significant distance, immediately invalidating the boundary conditions. At higher temperatures the first event is always the nucleation at the crack tip of a pair of forward Shockley partials on adjacent ͑111͒ slip planes. An example of the stress state just before nucleation is given in Fig. 4 ; a schematic picture of the geometry of the pair of partial dislocations is given in Fig. 5 . In one Morse simulation and three EAM simulations two pairs of forward Shockley partial dislocations are nucleated simultaneously on ͑111͒ and ͑111͒ slip planes. At high loading rates crack propagation can occur simultaneously with the emission of the first dislocation. In all simulations the first pair of partial dislocations quickly expands in the y direction and becomes periodic, before it moves away from the crack tip. This results in a stable situation where the dislocations have passed several rows of atoms enclosed between the two slip planes; an example of such a conformation is shown in Fig. 6 . For the LJ and Morse potentials the number of rows is 3, 4, or 5; for the EAM potential 7, 8, or 9. The load levels of the first events exhibit some consistent features. For the LJ and Morse potentials crack propagation at the lowest temperature always occurs at a lower strain level than dislocation nucleation at the intermediate temperature. For all three potentials the strain level for dislocation TABLE IV. Events at the crack tip for an atomically sharp crack in the 96 000-atom system in crystal orientation II. "c" indicates gradual crack propagation; "u" and "d" indicate dislocation nucleation on slip planes away from the crack tilted upward and downward, respectively, with the time ͑in picoseconds͒ at which the nucleation takes place. nucleation decreases with increasing temperature. Thus, the strain level at which dislocation nucleation occurs goes down as the temperature goes up, whereas the strain level for crack propagation increases with temperature. Both results are explained by the decrease of the elastic constants with increasing temperature. Lower elastic constants allow for more strain before bonds break, as well as shorter distances between atoms during dislocation nucleation.
In all LJ simulations at 210 K the second event is the nucleation of two forward Shockley partial dislocations at the position of the first two dislocations but on adjacent ͑111͒ slip planes. This happens between K I / ͱ r 1 = 0.52 and 0.54. The pair of dislocations stops after it has moved along the slip planes over a distance of six rows of atoms. At this point the stress concentration has shifted from the crack tip to the last pair of dislocations; this invalidates the boundary conditions. With all three potentials at 300 K or above the same process occurs in most simulations, but between K I / ͱ r 1 = 0.55 and 0.58, it is accompanied by movement of the first pair of dislocations to a total of 7-10 rows. In four of the simulations with the Morse potential the second pair of dislocations does not appear. In half of the simulations with the EAM potential the second event is the nucleation of a backward Shockley partial dislocation on an ͑111͒ slip plane.
We now look in more detail at the process of the nucleation of the first pair of partial dislocations. The mechanism is the same in all simulations. First one Shockley partial is nucleated, usually on the lower slip plane, and the dislocation on the adjacent slip plane follows almost immediately. A time sequence of the nucleation on the lower slip plane is shown in Fig. 7 . Some not completely concerted motion can be observed in Fig. 7͑a͒ for a row of about 20 atoms along the crack front. The transition state has been reached in Fig.  7͑b͒ , where 12 atoms in a row cross the barrier almost simultaneously. In Fig. 7͑c͒ some atoms of the next row also cross the barrier. After that the dislocation rapidly expands sideways, i.e., in the y direction. Since the first pair of dislocations always involves the same two adjacent slip planes, we can easily look for fluctuations before the first event that did not develop into dislocations. We searched for atoms that were close to the barrier for nucleation of a Shockley partial The size of most fluctuations is around three atoms; the maximum size, which is observed several times, is 6 and 11 atoms for 210-250 and 420-500 K, respectively. Note that these numbers are not very accurate as they are dependent on the definition of a fluctuation as well as on the time resolution of the trajectories used for the analysis. The ratios between the different simulations, however, is likely to be correct.
Analysis of the fluctuations aids in explaining the behavior for orientation II. Because the Burgers vector for the Shockley partial dislocation as well as the path over the barrier point 60°out of the x-z plane, the stresses in the system do not pull the atoms in the correct direction for dislocation nucleation. Thermal fluctuations are required in which a small row of atoms moves mainly in the y direction. Such fluctuations can occur only when the crack tip is strained significantly. When the loading rate is very high there is not enough time for fluctuations to develop and the crack will propagate. At low loading rates, fluctuations occur and one of these could develop into a dislocation when the conditions are right. The probability for a fluctuation to occur is proportional to the length of the crack front and should be strongly dependent on the temperature. This is consistent with the observed number of fluctuations and the results given in Table V . It should be noted, though, that the fluctuations alone are not enough: in some simulations, as many as 70 fluctuations occur before a dislocation appears. This emphasizes that the strain at the crack tip needs to be high enough before the fluctuations can overcome the barrier to nucleate a dislocation.
V. CONCLUSIONS
The competition between crack propagation and dislocation nucleation is quite sensitive to the type and rate of loading. In the shock-wave simulations, where we used planarextension boundary conditions, dislocations appear independently of the temperature, the potential, and the applied extension rates. When the shock wave reaches the crack, the crack-tip region becomes disordered and dislocations are emitted, even at low temperatures. The disorder lowers the stress at the crack tip to such an extent that crack propagation becomes essentially impossible. In the regime with quasistatic K I boundary conditions, more subtle effects come into play. In crystal orientations I and V, dislocations are emitted under all conditions, whereas for orientation II crack propagation occurs for an atomically sharp crack, and for a blunt crack tip at low temperatures or high strain rates.
The crystal orientation is the most important factor in the competition between crack propagation and dislocation nucleation. Stress at the crack tip can be released by emitting dislocations in forward directions at an angle with the crack plane. In all three studied crystal orientations, ͕111͖ slip planes are available at such angles. However, the directions of the Burgers vector of the first Shockley partial dislocation differ significantly. In orientations I and V the Burgers vector is in the x-z plane. Therefore dislocations nucleate when the strain is so high that the row at the center of the crack tip is lifted over the row of atoms on the other side of the slip FIG. 7 . ͑Color͒ Four snapshots of the system described in Fig. 4 , at times 6.6 ͑a͒, 7.0 ͑b͒, 7.4 ͑c͒ and 7.8 ps ͑d͒ later in the simulation. The snapshots are taken perpendicular to the ͑111͒ slip plane of the nucleating Shockley partial dislocation. The crack front is located between the fourth and the fifth horizontal rows of blue atoms. Due to the dislocation the colored atoms move up and to the right with respect to the layer below ͑gray atoms͒ and the layer above ͑not shown͒. The atoms are colored according to their displacement in the horizontal direction; blue is the original position, green is at the transition state, and red is the final state after the partial dislocation has passed.
plane. This has always been found to happen before crack propagation can occur. In orientation II the Burgers vector of the first Shockley partial dislocation makes an angle of 60°w
ith the x-z plane. In this case, dislocation nucleation requires a sideways motion, which is not driven by the stresses in the system. The sideways motion needs to come from random thermal fluctuations which are temperature dependent. This explains why dislocations are observed only at higher temperatures. At lower temperatures no significant fluctuations occur and no dislocations are emitted. Thus the stresses at the crack tip rise until the crack propagates. Contrary to orientations I and V the first nucleation event in orientation II involves a pair of Shockley partial dislocations on adjacent slip planes. The length along the crack front of the nucleating dislocations is always around 12 atoms. It should be noted that for orientation II a quasi-2D simulation would underestimate the stress level at which the first dislocation is nucleated, as the sideways motion of a single atom along the crack front is not hindered by neighboring atoms present in the full 3D case.
The dislocation mechanism observed in orientation II requires thermal fluctuations to localize and thereby nucleate partial dislocations. Rice and Beltz 3 have carried out a continuum analysis of this process, which involves solving for a slip displacement field that can precipitate into a dislocation loop. The shape of their incipient loop is quite similar to what we predict in Fig. 7͑d͒ . The incipient slip field in their Fig. 8, 3 however, is more localized than what our atomistic results give.
We have not observed significant qualitative differences in the behavior with the LJ, Morse and EAM potentials. For crystal orientations I and V even the quantitative differences are negligible, which suggests that the behavior is determined only by the fcc crystal conformation. The only quantitative differences occur in crystal orientation II. In the shock-wave simulations with the LJ potential more dislocations are emitted than with the Morse potential. In the simulations with quasistatic K I boundary conditions the transition from crack propagation to dislocation emission happens at a lower temperature for the LJ potential than for the Morse potential and for the EAM potential dislocations can even nucleate at 10 K. In this orientation fluctuations of a single line of atoms along the crack front play an important role. Such fluctuations are energetically more favorable with the more shallow, long-ranged LJ potential than with the Morse potential. Due to the sublinear dependence of the EAM potential on the number of neighbors, the displacement of one row of atoms costs less energy than for the pair potentials. We would like to emphasize that insufficient equilibration, an incorrect treatment of cutoff effects, or a small error in the anisotropic continuum solution can have drastic effects on the results.
We conclude that at the atomic scale the crystal orientation is the most important factor in the competition between crack growth and dislocation emission. Only when the Burgers vector of partial dislocations is not aligned with the maximum resolved shear stress is this competition sensitive to temperature and type of potential. We expect that this applies not only when the crack front follows a ͗011͘ direction, as studied here, but in any direction.
Finally, we should point out that the competition between crack growth and dislocation emission in a single crystal is not necessarily decisive in the brittle-to-ductile transition of materials. 21 First of all, dislocation emission is not always a necessary condition, for instance because of the presence of preexisting dislocations, which are unavoidable in metals. On the other hand, emission is not a sufficient condition, because the dislocation may be hindered, for example, by lattice friction or other dislocations, to move away from the crack tip in order to shield it. u x = K I ͱ 
