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Resumen—Para acortar los ciclos de disen˜o y desarrollo
de criptoprocesadores se propone utilizar LISA, un lenguaje
de descripcio´n de arquitecturas programables. LISA, adema´s,
permite minimizar el coste hardware del procesador criptogra´fico
ası´ como su consumo. Como caso de estudio se propone un
operador que da soporte al co´digo operacio´n de la exponenciacio´n
modular. Desde el punto de vista del hardware, el operador
de exponenciacio´n se implementa mediante cauces multifuncio´n
aptos para el procesamiento vectorial. Como caracterı´stica ma´s
sobresaliente, las operaciones se podra´n efectuar sobre operandos
de taman˜o arbitrario, es decir, la longitud k de la representacio´n
binaria de los operandos no estara´ limitada por el taman˜o n de
los registros del operador y se pasara´ como un operando ma´s
del co´digo de operacio´n.
Palabras clave—ASIP, Criptografı´a (Cryptography), Cripto-
procesador (Cryptoprocessor), Exponenciacio´n modular (Modu-
lar exponentiation), RSA, M2M, Montgomery, LISA.
I. INTRODUCCIO´N
En los u´ltimos an˜os, el mercado de la conectividad ma´quina
a ma´quina (M2M) ha aumentado notablemente. La necesidad
de incluir mayor seguridad en los sistemas crece dı´a a dı´a.
Se preve´ que a nivel global la demanda de dispositivos con
seguridad an˜adida se eleve hasta los 529 millones de unidades
en 2017 [1] especialmente en sistemas empotrados y en
sistemas que gestionan el Internet de las Cosas (IoT).
Los criptosistemas esta´n disen˜ados para proporcionar los
servicios de confidencialidad, autenticacio´n e integridad de
datos. En este escenario los procesadores criptogra´ficos se
esta´n haciendo imprescindibles.
En este trabajo se propone LISA como herramienta de
disen˜o. Su uso favorece minimizar el tiempo de desarrollo, el
coste hardware y el consumo energe´tico. LISA es un lenguaje
de descripcio´n de arquitecturas programables y repertorios de
instrucciones, unificado en una sola herramienta y centrado en
facilitar el disen˜o y desarrollo de procesadores de propo´sito
especı´fico como son los criptoprocesadores. Los requisitos
del procesador se describen sobre 6 modelos arquitecturales.
Como caso de estudio se propone un ejemplo de instruccio´n
de un criptoprocesador implementada sobre un operador que
calcula la exponenciacio´n modular mediante Montgomery.
La arquitectura del operador esta´ basada en 3 cauces multi-
funcio´n configurables. El co´digo de operacio´n ejemplo utiliza
dichos cauces para computar el algoritmo de Montgomery
sobre una longitud de operandos de k-bits parametrizable. Evi-
dentemente, los 3 cauces multifuncio´n son capaces de realizar
otras muchas operaciones (sumas, desplazamientos, ca´lculos
modulares, etc.) asociadas a otros tantos co´digos de operacio´n
del repertorio de instrucciones. Esta caracterı´stica contribuye
a la minimizacio´n del coste hardware y del consumo.
El artı´culo esta´ estructurado de la siguiente manera: En la
Seccio´n II se hace una somera revisio´n del estado del arte
de los criptosistemas. En la Seccio´n III se describe LISA
mostrando el flujo de trabajo y las mejoras que aporta al
desarrollo de criptoprocesadores. La Seccio´n IV muestra un
caso de estudio referente a la implementacio´n de un co´digo de
operacio´n para efectuar la exponenciacio´n modular mediante
un operador implementado con cauces multifuncio´n. Y ya por
u´ltimo, en la Seccio´n V se ofrecen algunas conclusiones.
II. TRABAJOS RELACIONADOS
Los distintos sistemas hardware destinados a dar servicios
criptogra´ficos se disen˜an en base a primitivas, algoritmos y
protocolos criptogra´ficos. E´stos pueden clasificarse en distintos
tipos en funcio´n de las necesidades: procesadores de propo´sito
general modificados, criptocoprocesadores, criptoprocesadores
y criptoarrays.
Los procesadores de propo´sito general (PPG) ofrecen una
gran flexibilidad pero no son apropiados para aplicaciones de
alto rendimiento. Las amenazas de seguridad pueden apare-
cer asociadas a cualquiera de los niveles de abstraccio´n del
dispositivo.
Los procesadores de propo´sito general modificados con-
tienen unidades funcionales para ejecutar operaciones crip-
togra´ficas tales como Data Encryption Standard (DES) o
Advanced Encryption Standard (AES). Estas unidades esta´n
asociadas a un conjunto de instrucciones especı´ficas. Esta
solucio´n aumenta el rendimiento aunque el disen˜o del reper-
torio de instrucciones adicional presenta una gran dificultad.
Un ejemplo claro de ello es el procesador CryptoBlaze [3]
basado en el soft-core de Xilinx Picoblaze. Cryptoblaze ofrece
una serie de funciones y co´digos de operacio´n enfocados a
funciones criptogra´ficas. Recientemente los procesadores Intel
[4] comercializados a partir de 2010 incluyen en sus reper-
torios 6 nuevas instrucciones especı´ficas para trabajar con un
operador criptogra´fico AES implementado en la arquitectura
del procesador.
El te´rmino criptocoprocesador hace referencia a un dispo-
sitivo hardware dedicado a la ejecucio´n de funciones crip-
togra´ficas. Estos dispositivos no son programables pero puede
ser controlados y configurados utilizando un procesador host.
Un ejemplo de este concepto es la arquitectura SAFES [5]
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que propone un sistema que utiliza monitores para detectar
distintos tipos de ataques. Ası´, la contra-medida del sistema de
seguridad depende del ataque perpetrado. Pueden existir una
contra-medida individual o una contra-medida global cuando
se intenta una modificacio´n del sistema. Esta arquitectura
posee una parte reconfigurable en lo´gica programable donde
se implementan las primitivas de seguridad. Por el contrario,
los criptoprocesadores son dispositivos hardware programables
con un conjunto de instrucciones especializado en funciones
criptogra´ficas que incorporan uno o varios operadores dedica-
dos a la computacio´n criptogra´fica.
El procesador Criptonita [6] posee un repertorio especı´fico
enfocado a operaciones tales como permutacio´n, rotacio´n
y XOR. La propuesta HCrypt [7] es segura ante ataques
software ya que la ruta de datos se divide en dos zonas: una
zona protegida (claves y su almacenamiento) y una zona no
protegida (almacenamiento de datos y proceso). Las claves
almacenadas nunca pueden pasar sin cifrar a los registros de
datos. Los criptoprocesadores esta´n disen˜ados para ser empo-
trados en entornos multiprocesador system-on-chip (MP-SoC)
o en procesadores dedicados (como los DSP) representando
una eficiente solucio´n en te´rminos de flexibilidad, prestacio-
nes y rendimiento. Los sistemas multi-nu´cleo aumentan el
rendimiento y proporcionan soluciones para aplicaciones con
necesidades de ca´lculos criptogra´ficos heteroge´neos siendo
posible la configuracio´n al vuelo en lo´gica programable.
Otro tipo de dispositivo seguro es el criptoarray. La investi-
gacio´n ha demostrado que las arquitecturas reconfigurables son
altamente eficientes para computacio´n intensiva en sistemas
empotrados y para seguridad en los datos. La arquitectura
Celator [8] es un ejemplo de ello. Esta´ compuesta de una
matriz de elementos de proceso optimizada para computar
paralelamente el algoritmo AES y otros cifradores sime´tricos
como DES. El encaminamiento de las unidades de proceso
de Celator es configurable, siendo la lo´gica de control la que
determina la arquitectura y los elementos de proceso.
Los procesadores criptogra´ficos citados trabajan con opera-
dores de un taman˜o k fijo, es decir, con longitudes de 64, 512
o 1024 bits como ma´ximo.
III. FLUJO DE DISEN˜O LISA
Actualmente las te´cnicas de disen˜o de procesadores de
propo´sito especifico (ASIP) tales como los criptoprocesadores,
implican un disen˜o manual de las herramientas de desarrollo.
El flujo de disen˜o de los ASIP cuenta primariamente con
un disen˜o de la arquitectura, un disen˜o de las herramientas
software (compilador, enlazador, etc.) y, por u´ltimo, una fase
de integracio´n y validacio´n del conjunto. Esta metodologı´a
conlleva una separacio´n de los grupos de trabajo de ingenierı´a
y fa´cilmente supone aumentar el tiempo del desarrollo en el
caso que uno de los grupos se demore en sus tareas.
En este artı´culo se propone LISA (Language for Instruction-
Set Architecture) como un lenguaje, una metodologı´a y un
entorno de trabajo adecuado para desarrollar un criptopro-
cesador de manera eficiente. LISA es, principalmente, un
lenguaje enfocado a describir repertorios de instrucciones y
comportamientos de arquitecturas ASIP. La estructura del
lenguaje esta basada en la declaracio´n de recursos y de las
operaciones que se van a realizar. El flujo de trabajo de
LISA se desarrolla en cuatro fases principales [9]. Primera:
exploracio´n de la arquitectura. Se realiza el co-disen˜o del
sistema decidiendo que´ tareas se hara´n por hardware y cua´les
se hara´n por software. Tambie´n se lleva a cabo el disen˜o del
repertorio de instrucciones. Por u´ltimo se disen˜a la micro-
arquitectura que dara´ soporte a ese repertorio. Segunda: im-
plementacio´n de la arquitectura. Se genera un modelo HDL
del ASIP donde, con herramientas de sı´ntesis y a nivel de
puertas, se analiza el taman˜o ocupado en silicio, velocidad
del sistema y consumo de potencia. Si algunos de estos
para´metros no son los esperados sera´ necesario iterar de nuevo
sobre la primera fase. Tercera: generacio´n de las herramientas
software para el desarrollo de aplicaciones. Es pra´cticamente
automa´tica dando lugar al compilador-C, linkador y debugger
para la arquitectura disen˜ada. Por u´ltimo, la cuarta: integracio´n
y verificacio´n. Se generan los simuladores para verificar el
correcto funcionamiento de las herramientas software con la
arquitectura hardware.
Para que LISA pueda generar arquitectura y herramientas
de desarrollo son necesarios una serie de requisitos agrupados
en 6 modelos [9]. En primer lugar, un modelo de memoria
donde se definen los registros de la arquitectura y los rangos
de la memoria de datos y de la memoria de programa. En
el segundo modelo se describen los recursos requeridos y
unidades funcionales utilizados por las operaciones que se van
a ofrecer. El tercer modelo describe el comportamiento de las
estructuras del hardware y se utiliza u´nicamente para fines de
simulacio´n. El cuarto modelo, uno de los ma´s importantes,
describe el repertorio de instrucciones, expresando la sintaxis,
la codificacio´n y los operandos de una manera muy ra´pida e
intuitiva. El quinto, es el modelo temporal que especifica la ac-
tivacio´n secuencial de los distintas operaciones en el hardware.
Se describe, por ejemplo, la secuencia de funcionamiento de
los cauces. Y por u´ltimo, el sexto modelo (micro-arquitectural)
define las operaciones que se van a realizar en cada una de
las unidades funcionales.
Como se ha dicho anteriormente, el cuarto modelo describe
el repertorio de instrucciones. Este modelo es responsable
de la definicio´n de los recursos lo´gicos que dara´n soporte a
las instrucciones. Es importante realizar un disen˜o ajustado
del repertorio de instrucciones. Si un procesador posee un
repertorio de instrucciones I y, por otro lado, tiene un conjunto
de recursos hardware R para dar soporte al conjunto I de
instrucciones, se puede declarar un conjunto RI de recursos
hardware que da soporte a todo el repertorio de instrucciones
I [10]. Dada una instruccio´n i del repertorio de instrucciones
I , diremos que el subconjunto de recursos hardware Ri es el
responsable de dar soporte a esa u´nica instruccio´n i Ri ⊂ R
siendo N el nu´mero de subconjuntos.
RI =
N⋃
i=1
Ri (1)
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Si aumenta el conjunto I de instrucciones soportadas por el
procesador irremediablemente el hardware RI se incremen-
tara´ tambie´n. No obstante, dentro del conjunto R de recursos
hardware, algunos son comunes a todas las instrucciones del
repertorio I . Lo ideal serı´a que el hardware comu´n fuera usado
por muchas instrucciones con el fin de minimizar el coste de
implementacio´n.
Un problema especı´fico puede usar un conjunto determinado
de instrucciones A cuyos recursos RA esta´n contenidos en
los recursos R del procesador RA ⊂ RI . Si el conjunto A
esta´ contenido en I se reducira´ el conjunto de recursos RA.
|RA|  |RI | (2)
En definitiva, la adecuada sintonizacio´n del repertorio de
instrucciones y de los recursos hardware puede optimizar el
coste y el consumo.
IV. OPERADOR DE EXPONENCIACIO´N MODULAR
Como caso de estudio que ilustre el ciclo de desarrollo con
LISA, se describira´ el hardware requerido para implementar
el opcode de la exponenciacio´n modular segu´n el algoritmo
de Montgomery (mnemonico EXMODMT opA, opE, opM,
opK). tal que:
C ≡ AEmodM (3)
Siendo C,A, E y M cuatro enteros representados en binario
sobre k-bits donde C,A y E pertenecen a ZM .
Para calcular la exponenciacio´n modular utilizaremos el
algoritmo expuesto a continuacio´n:
Exponenc i ac ionModu la r (A, E ,M, k )
{
/∗ Fase 1 . ∗ /
A1 = Represen tac ionMontgomery ( 1 , k ,M) ;
A2 = Represen tac ionMontgomery (A, k ,M) ;
whi le E != 0
{
/∗ Fase 2 . ∗ /
A3 = Algori tmoMontgomery ( A1 , A2 ,M) ;
A2 = Algori tmoMontgomery ( A2 , A2 ,M) ;
i f E ( 0 ) == 1
{
A1 = A3 ;
}
E = E >> 1 ;
}
re turn ( Algori tmoMontgomery ( A1 , 1 ,M) ) ;
}
La representacio´n de Montgomery de un numero binario se
computa a trave´s de operaciones ba´sicas de desplazamiento y
resta. Por otro lado, el algoritmo de Montgomery se computa
en base a dos sumas y un desplazamiento. A priori es necesario
utilizar dos entidades RM ide´nticas trabajando en paralelo
para que resuelvan estas dos representaciones de Montgomery
y generen el resultado A1 y A2. Posteriormente es necesario
realizar dos entidades AM para operar en paralelo de nuevo
y resolver la exponenciacio´n gracias al algoritmo de Montgo-
mery. Para controlar la ejecucio´n del bucle principal, desplazar
y analizar el exponente es necesario una quinta entidad que
trabaje de manera concurrente con respecto a las otras cuatro
entidades operativas.
Cada entidad se implementa arquitecturalmente mediante
segmentacio´n aritme´tica encauzada. A continuacio´n se muestra
un ejemplo de especificacio´n de recursos y declaracio´n de
etapas en LISA haciendo uso del hardware propuesto:
RESOURCE
{
PIPELINE p p u c a u c e m u l t i f u n c i o n = {LD; EXE1 ;
EXE2 ; EXE3 ; ST} ;
PIPELINE REGISTER IN p p u c a u c e m u l t i f u n c i o n {
b i t [ 6 ] OpCode ;
S32 ∗opA , ∗opE , ∗opM , ∗opK ;} ;}
OPERATION EXMODMT{
DECLARE { . . }
CODING { OpCode opA opE opM opK }
SYNTAX { ”EXMODMT” opA” , ”opE” , ”opM” , ”opK }
BEHAVIOR{ Exponenc i ac ionModu la r ( ) ; }}
OPERATION EXE1{
DECLARE { ENUM op= ADD, SUB;}
SWITCH( op ) {
CASE ADD: BEHAVIOR { R [ . . ] += R [ . . ] ; }
CASE SUB: BEHAVIOR { R [ . . ] −= R [ . . ] ; } } }
OPERATION EXE2{ . . }
OPERATION EXE3{
DECLARE { ENUM op= SHIFT R , SHIFT L ;}
SWITCH( op ) {
CASE SHIFT R : BEHAVIOR { R [ . . ] = R [ . . ] >> R
[ . . ] ; }
CASE SHIFT L : BEHAVIOR { R [ . . ] = R [ . . ] << R
[ . . ] ; } } }
El objetivo principal al encauzar la resolucio´n de estas ope-
raciones, es conseguir un alto nivel de paralelismo y alcanzar
un esquema de ejecucio´n vectorial que permita realizar ca´lcu-
los sobre operandos de k-bits. Si los registros del operador
tienen una anchura de n-bits, siendo k > n, sera´ necesario
un total de kn iteraciones sobre dicho operando para conseguir
computarlo en su totalidad.
Otro objetivo importante en el disen˜o de este criptosiste-
ma es conseguir optimizar el uso de los recursos hardware
favoreciendo que puedan ser utilizados por muchos co´digos
de operacio´n. Ası´, es posible disen˜ar un u´nico tipo de entidad
encauzada multifuncio´n (configurable) para que pueda resolver
la operacio´n presentada como caso de estudio y otras adicio-
nales. Los cauces multifuncio´n [11] pueden efectuar diferentes
operaciones variando adecuadamente la interconexio´n de sus
etapas a la vez que pueden iterar sobre los operandos para
resolver esquemas de ejecucio´n vectorial. En la Figura 1 se
muestra la arquitectura del operador.
Como se ve en la Figura, se establecen dos tipos de etapas:
etapas sumadoras-restadoras y etapas de desplazamiento. Cada
una de ellas necesita configurarse para establecer la operacio´n
a resolver. Dado el cara´cter vectorial del procesamiento de
nu´meros arbitrariamente grandes, cada una de las etapas posee
una bandera de cero y otra de acarreo para propagar dicha
informacio´n de estado al siguiente paso de co´mputo.
Para disen˜ar una u´nica entidad que pueda resolver la re-
presentacio´n de Montgomery, el algoritmo de Montgomery y
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Figura 1. Arquitectura del operador
el desplazamiento del exponente, es necesario disponer de 2
bloques con operadores de suma/resta y un bloque desplazador.
Cada una de estas etapas va a estar conectada entre sı´ mediante
multiplexores M que obtienen y vuelcan los datos en 4
buses A B C y D diferentes para ası´ variar el camino de
los datos segu´n se necesite. A su vez cada etapa tiene una
lı´nea de configuracio´n donde se puede elegir la operacio´n
exacta a realizar (suma o resta, desplazamiento a derecha
o izquierda). La etapa de load tiene como funcio´n obtener
los operandos desde la memoria y la etapa store se encarga
de volcar los resultados en memoria. Este cauce aritme´tico
segmentado se puede utilizar para computar otras operaciones
correspondientes a otros opcodes disen˜ados con LISA. En la
Figura 2 se muestra la arquitectura del cauce multifuncio´n.
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Figura 2. Arquitectura del cauce multifuncio´n
De acuerdo al algoritmo propuesto, en la primera fase dos
cauces multifuncio´n se configuran para resolver la represen-
tacio´n de Montgomery. Posteriormente y una vez resueltas
ambas representaciones de Montgomery, se realiza el cambio
de funcio´n en los cauces para que puedan resolver el algoritmo
de Montgomery mientras el tercer cauce computa el desplaza-
miento de exponente para controlar el bucle de ejecucio´n del
algoritmo. Una vez desplazado todo el exponente se calcula
una u´ltima iteracio´n del algoritmo de Montgomery en uno de
los cauces.
V. CONCLUSIO´N
Los criptoprocesadores cubren necesidades de ca´lculo cada
vez ma´s demandadas. Hemos visto que el lenguaje LISA
unifica en un solo entorno el flujo de disen˜o de procesadores
de propo´sito especı´fico (ASIP), acortando el tiempo disen˜o y
disminuyendo los costes hardware y el consumo. La curva de
aprendizaje que deben experimentar los ingenieros implicados
es inicialmente abrupta pero el esfuerzo queda compensado a
corto plazo por la reduccio´n de los tiempos de desarrollo. Todo
apunta a que el empleo de LISA traera´ innegables beneficios
al a´rea de los criptoprocesadores.
Como caso de estudio se ha propuesto la implementacio´n
de una instruccio´n que calcula la exponenciacio´n modular. El
hardware asociado esta´ basado en cauces multifuncio´n con
capacidad de procesamiento vectorial. Aunque dicho hardware
da soporte al co´digo de operacio´n objeto del caso de estudio,
tambie´n da soporte a operaciones de suma, resta y desplaza-
miento sobre nu´meros de taman˜o arbitrario. Esta caracterı´stica
permite la reutilizacio´n del hardware para varios co´digos de
operacio´n abaratando el coste y disminuyendo el consumo.
Adema´s, el taman˜o k de los operandos es arbitrario.
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