In this paper we have suggested a family of estimators of the population mean using auxiliary information in sample surveys. The bias and mean squared error of the proposed class of estimators have been obtained under large sample approximation. We have derived the conditions for the parameters under which the proposed class of estimators has smaller mean squared error than the sample mean, ratio, product, regression estimator and the two parameter ratio-product-ratio estimators envisaged by Chami et al (2012) . An empirical study is carried out to demonstrate the performance of the proposed class of estimators over other existing estimators.
INTRODUCTION
Survey statisticians are always seeking to estimate the population parameters such as mean or total with greater precision. The precision of an estimate can be enhanced by using auxiliary information at the estimation stage. The ratio and regression methods of estimation are two classical methods of estimation in survey sampling which use information about auxiliary variable. A large number of modifications of ratio method of estimation is available in the literature, for instance see Singh, H.P. (1986) , Singh, S. (2003) and the references cited therein. We have also made an effort to develop an efficient class of estimators for population mean using auxiliary information at the estimation stage along with its properties. respectively. It is assumed that the population mean X of the auxiliary variable x is known. It is desired to estimate the population mean Y of the study variable y using the information on the population mean X of the auxiliary variable x and on the basis of a random sample selected from the population U For estimating the population mean Y of the study variable y a simple random sample of size n is drawn without replacement from U Let   Murthy (1964) and Sahai and Ray (1980) respectively. In other words, when there is positive (high) correlation between the study variable y and the auxiliary variable x, the ratio estimator R y can be employed. On the other hand, if the correlation between y and x is negative (high) the product method of estimation is employed quite effectively. When the variables (y,x) show a weak correlation only, then the sample mean y is to be used in practice. Several authors have given the modified versions of ratio and product estimators along with their properties under large sample approximation, for instance, see Srivastava (1967) , Reddy (1973 Reddy ( , 1974 Reddy ( , 1978 , Sahai and Ray (1980) , Gupta (1971) , Singh and Ruiz Espejo (2003) , Chami et al (2012) , Singh H.P. (1986) , Singh, S. (2003) and references cited there in.
In this paper we have made an effort to suggest a class of estimators for population mean Y using known population mean X of the auxiliary variable x. The properties of the proposed class of estimators re studied to the first degree of approximation. Theoretical and empirical comparisons are carried out to show the superiority of the suggested class of estimators over existing estimators.
THE SUGGESTED FAMILY OF ESTIMATORS
For estimating the population mean Y of the study variable y, we proposed the following family of estimators:
where (α 1 ,α 2 ) are suitably chosen weights whose sum need not be unity ; and (ß, δ) are real constants and ß may also take the values of the known parameters such as C x (Coefficient of variation), ß 1 (x) (coefficient of skewness), ß 2 (x) (coefficient of kurtosis) and S x (Standard deviation) associated with the auxiliary variable x and the value of ρ the correlation coefficient between y and x. We note that for different
a large number of estimators can be identified as a member of the suggested family of estimators.
Some members of the suggested family of estimators T are presented in Table 2 .1. . We get up to  ,
We assume that the sample size n is large enough to make |e 1 | so small that contributions from powers of e 1 degree higher than two are negligible. By powers retaining up to 2 1 e , we get 
Taking expectation of both sides of (2.4) we get the bias of T to the first degree of approximation as
The bias of T would be zero if the sample size n is sufficiently large and α 1 +α 2 =1.
The bias of the estimators belonging to the proposed class of estimators can be easily obtained from (2.5) just by putting the suitable values of the constants (α 1 ,α 2 ,α,ß,δ).
Squaring both sides of (2.4) and neglecting terms of s e , having power greater than two we have 
Taking expectation of both sides of (2.5) we get the mean squared error of the suggested class of estimators T to the first degree of approximation as
Differentiating (2.7) with respect to α 1 and α 2 and equating them to zero we have 
(2.11)
From (2.10), the relative minimum MSE of T is given by
From (2.11), the absolute relative resulting bias of T is given by
Thus it follows from (2.12) and (2.13) that
(2.14)
which follows that at the optimum condition the MSE of T is least as well as absolute relative resulting bias is reduced.
The Sub Class of Estimators of T
If we set α 2 = 0 in (2.1) we get a subclass of estimators of the class of Srivastava (1974) 
Putting α 2 = 0, in(2.5) and (2.7) we get the bias and MSE of T 1 to the first degree of approximation respectively as 
respectively to the first degree of approximation, as 
A THREE PARAMETER RATIO-PRODUCT-RATIO ESTIMATOR
If we set α 1 = α (a constant, say) and α 2 = (1 -α) [i.e. when the sum of weights in (2.1) is unity  α 1 + α 2 = 1] in (2.1) we get a three parameter ratio-product-ratio estimator for population mean 
T
to the first degree of approximation, respectively, as
Putting (3.4) to zero to obtain the critical points, we obtain the following solutions:
We now calculate the minimal value of the MSE. Putting Thus, we arrive at the mean squared error of the sample mean:
Inserting (3.6) into the estimator, an asymptotically optimum estimator (AOE)
To the first degree of approximation, the MSE of the AOE    
That is, the same mean squared error as found in Srivastava (1967) , Pandey (1980) , Singh and Ruiz Espejo (2003) and Chami et al (2012) . In fact, Srivastava (1971, 
EFFICIENCY COMPARISONS
Inserting α 1 = α (say, a constant) and α 2 = (1 -α) in (2.5) 
(4.7)
It follows from (4.5) to ( Then from (1.2) and (3.3) we have
which is positive if
Therefore, either 
T is more efficient than the sample mean y as long as either of the conditions (i) to (iv) is satisfied. Taking the difference of (1.5) and (3.3), we have
Comparing the MSE of the ratio estimator
which is non-negative if
Hence, from solution (i), where C > 1, we have the following
Further, from solution (ii), where
, we obtain the following. 
We obtain following two cases:
(if both factors in (4.14) are non-negative)
(ii)
(if both factors in (4.14) are negative)
Observing that
We note that this implies 2 1 1     C and the range for α and ß where these inequalities hold are explicitly given by the following two cases:
In case (ii), where C < -1 (and hence 2 1   C ), the following range for α and ß can be obtained. 
, we have the following :
Also, from solution (ii), where 1 2 1   C , we obtain the following: 
From (3.3) and (4.18) we have T to the first degree of approximation as
Let (α,ß) be preassigned constants. Then from (3.3) and (4.22) we have 
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