ALEXEY CHERVONENKIS
Research Institute of Control Problems, Russian Academy of Science in Moscow, and Computer Learning Research Centre, Royal Holloway, University of London, London, UK. Email: chervnks@ipu.rssi.ru A large variety of machine-learning algorithms are now developed and applied in different areas of science and industry. This new technique has a typical drawback, that there is no confidence measure for the prediction of output value for particular new objects. The main idea of the article is to look over all possible labeling of a new object and evaluate strangeness of each labeling in comparison with labeling of objects presented in the training set. The problem is to find appropriate measure of strangeness. Initially, authors try to apply the ideas of Kolmogogov complexity to estimate the strangeness of labeling. But firstly this complexity is not computable, then it is defined up to a constant factor and finally it is applied to the total sequence of objects, but not to one particular object. So the authors came to another idea (still induced by Kolmogorov complexity). Based on particular machinelearning algorithm it is possible to find reasonable measure of an object (with its labeling) strangeness. For regression (or ridge regression) it could be absolute difference between regression result and real output value: the larger the difference, the more strange is the object. In SVM approach to pattern recognition it could be weights of support vector: the larger is the weight of a vector, the more doubtful seems its labeling, and similar measures of strangeness may be proposed for other algorithms. So the protocol is as follows: look through all possible labeling of a new object. For each labeling add the object to the training set. Apply the machine-learning algorithm and rank the objects by their measure of strangeness. Estimate credibility of this labeling as one minus the ratio of the number of objects in the set more strange than the new one to the total number of objects in the set. This approach seems to be new and powerful. Its main advantage is that it is non-parametric and based only on i.i.d. assumption. In comparison with Bayesian approach, no prior distribution is used. The main theoretical result is the proof of validity of proposed conformal predictors. It means that in average, conformal predictors never over-rate the accuracy and reliability of their predictions. The second result is that asymptotically the relative number of cases when the real output value is within confidence interval converges to the average value of conformal predictors. Software implementing the proposed technique is now applied to a large variety of practical problems.
Still I can mention two drawbacks of the article.
(1) There is no theoretical discussion on the problem of how far proposed confidence intervals are optimal for particular objects. In general, it is possible that for some objects the interval is two large, for others it is too small, but in average validity in terms of the article is true. Optimality can be proved for Bayesian approach, though it needs prior distribution. Experimental results of comparison of the proposed conformal predictors with Bayesian approach for particular problem are presented in the paper, and it shows that the results are quite close to the optimal ones, but some theoretical discussion seems to be useful. (2) In pattern recognition problem it is proposed to measure confidence as 'one minus the second largest randomness level detected'. It seems better to use, as the measure, the difference between the largest and the second largest value. For instance, in line 3 of Table 1 , we see that for true label 6, credibility is 1.43%, while confidence is 98.93%. If we take the difference between the largest and the second largest value, confidence becomes very low, and really in this case prediction is false.
In total the article summarizes the whole cycle of work by the authors on conformal predictors and its presentation to the Computer Journal can be only greeted.
PHILIP M. LONG
Google Inc., 1600 Amphitheatre Parkway, Mountain View, CA 94043, USA. Email: plong@google.com Conformal prediction is a beautiful and powerful idea. It enables the design of useful methods for assigning confidence to the predictions made by machine-learning algorithms, and also enables clean and relevant theoretical analyses.
It appears that conformal prediction may have a role to play in reinforcement learning, where an agent must learn from the THE COMPUTER JOURNAL, 2007 # The Author 2007. Published by Oxford University Press on behalf of The British Computer Society. All rights reserved.
For Permissions, please email: journals.permissions@oxfordjournals.org doi:10.1093/comjnl/bxl066 consequences of its actions. In reinforcement learning settings, the behavior of the learner affects the information its receives, so there is a tension between taking actions to gather useful information (exploration), and taking actions that are profitable right now (exploitation). When an agent can be confident about how to behave, exploration is less advisable. A formalization of this idea has already been exploited to strengthen theoretical guarantees for some reinforcement learning problems [1] ; it seems that conformal prediction might be a useful tool for analyses like this. The authors advanced a view of conformal prediction methods as randomness tests. On the one hand, there is a proof that some conformal predictors are randomness tests. On the other hand, a procedure that satisfies the formal requirement of what is termed a randomness test might return scores that are most closely associated with some other property of the distribution governing all of the examples.
For example, suppose that Equation (5) from the article is applied with support vector machines with the linear kernel, and the features are uniform random boolean variables. If the class designation is the parity of the features, the values of Equation (5) should be expected to be less than if the class designation is the value of the first feature, even if the data is i.i.d. for both sources.
Very roughly speaking, in many applications, one expects randomness between examples and structure within them. A randomness test only detects the randomness between examples. It seems that much of the power of the conformal predictors is derived from their ability to exploit structure in the distribution generating the examples.
On the other hand, when a prospective class assignment is at odds with structure found in earlier examples, one possibility is to blame the apparent contradiction on the assertion the training examples were not representative.
Still, the parity example above suggests that effective conformal predictors must be more than good randomness tests, even if the formal notion of what has been termed a randomness test is useful for their analysis.
Whatever the source of the power, one thing that does seem clear is that conformal prediction is a powerful tool.
XIAOHUI LIU
Brunel University, Uxbridge Middlesex UB8 3PH, UK. Email: xiaohui.liu@brunel.ac.uk Impact of hedging predictions on applications with highdimensional data The authors are to be congratulated on their excellent discussions of the background in the area, their clear exposure of the inadequacies of current approaches to analysing highdimensional data and their introduction of ground-breaking methods for 'hedging' the predictions produced by existing machine-learning methods. In this response, I would like to argue that one of the key issues for widening the use of hedging predictions would be how to assist users with careful interpretation and utilisation of the two confidence measures in the predictions. I shall use the classification of high-dimensional DNA microarray data as an example.
There has been a lot of work over the past few years on the use of various supervised learning methods to build systems that could classify subjects with or without a particular disease, or categorise genes exhibiting similar biological functions, using the expression levels of genes which are typically in the range of hundreds or thousands. Since algorithms for producing hedging predictions are capable of giving an indication of not only how accurate but also how reliable individual classifications are, they could provide biomedical scientists with a nice way of quickly homing in on a small set of genes with sufficiently high accuracy and reliability for further study.
But how should biologists choose the cut-off values for the two new measures to make that decision? If the values are set too high, we risk many false-negatives-interesting genes may escape our attentions. If they are too low, we may see many false-positives-biologists may have to study many more genes than necessary, which can be costly since such a study may involve examining things such as the sequences of suspect genes, transcription factors, protein-protein interactions, related structural and functional information etc., or even conducting further biological experiments [2] . Of course it is also challenging to address how to minimise the false positives and false negatives for any existing statistical confidence measure, but it would be crucial for practitioners to gain as much help as possible when any new measures are introduced.
Recently, we have suggested a method for identifying highly predictive genes from a large number of prostate cancer and B-cell genes using a simple classifier coupled with a feature selection and global search method as well as applying data perturbation and cross validation [3] . We will be keen to extend that approach using the proposed methods to produce hedging predictions, and then study the effects of using the two confidence measures for the same applications.
In short, the proposed methods for hedging predictions should provide practitioners with further information and confidence. Key issues in exploiting their full potentials in real-world applications include how one should effectively interpret the confidence measures and utilise them for decision-making in a given situation, and how to build different types of conformal predicting tools to facilitate their use in diverse practical settings.
SALLY MCCLEAN
University of Ulster, Coleraine, UK I would like to congratulate the authors on providing a very clear and insightful discussion of their approach to providing Page 2 of 9 A. GAMMERMAN AND V. VOVK measures of reliability and accuracy for prediction in machine learning. This is undoubtedly an important area and the tools developed here should prove invaluable in a variety of contexts. I was intrigued by the authors' concept of 'strangeness', as measured by the a i s. The examples given in the article seem very intuitive and also to perform well. However, I wondered if there were a more principled way of designing good measures of strangeness or should we just look for measures that are high performing in terms of efficiency and computational complexity.
ZHIYUAN LUO AND TONY BELLOTTI
Computer Learning Research Centre, Royal Holloway, University of London, London, UK This is a very stimulating article about the very important issue of making reliable decisions under uncertainty. We would like to discuss some applications of conformal predictors to microarray gene expression classification for cancer diagnosis and prognosis in our collaboration with Cancer Research UK Children's Cancer Group. Microarray technology allows us to take a sample of cells and measure the abundance of mRNA associated with each gene, giving a level of activity (expression) for each gene, expressed on a numeric scale. From the analysis of the microarray data, we can get insights into various diseases such as cancer. Typically, machine-learning methods are used for microarray gene expression classification.
Most machine-learning algorithms such as the support vector machine [4] provide only bare predictions, in their basic form. However, not knowing the confidence of predictions makes it difficult to measure and control the risk of error using a decision rule. This issue has been discussed by several authors. Dawid [5] argues that many decisions can only be taken rationally when the uncertain nature of the problem domain is taken into consideration. An example of this is weather forecasting where probability of precipitation forecasts are commonly used, instead of simple bare predictions of rain or no rain. Korb [6] argues that machine learning has traditionally emphasized performance measures that evaluate the amount of knowledge acquired, ignoring issues about confidence in decisions. It is important that decision rules also provide meta-knowledge regarding the limits of domain knowledge in order for us to use them effectively with an understanding of risk of outcome. This is possible if we provide a measure of confidence with predictions.
In the medical domain, it is important to be able to measure the risk of misdiagnosis or disease misclassification, and if possible, to ensure low risk of error. Machine-learning algorithms have been used to make predictions from microarrays, but without information about the confidence in predictions. Confidence intervals can be given to estimate true accuracy, using classical statistical methods, but in practice the computed intervals are often too broad to be clear that the classification method is reliable. This is due to the typically low sample size and high-dimensionality of microarray data available for any one experiment. In particular, a study of cross-validation for microarray classification using bare prediction has shown high variance of results leading to inaccurate conclusions for small sample size [7] . The problem of sample size is exacerbated in the case of leukaemia by the large number of subtypes, which may mean that only a few samples are available for training for some subtypes. In such circumstances, bare predictions made by conventional algorithms must understandably be treated with caution. Therefore there is a need for a theoretical framework that will allow us to determine more accurately the reliability of classification based on microarray data.
The conformal predictors provide a framework for constructing learning algorithms that predict with confidence. Conformal predictors allow us to supplement such predictions with a confidence level, assuring reliability, even for small sample size. This approach is therefore particularly suitable for the classification of gene expression data. For traditional learning algorithms, usually given as simple predictors, the focus has naturally been on improved accuracy. For these algorithms, efficiency is fixed as all predictions are of one single class label. In contrast, with conformal predictors, accuracy is controlled by a preset confidence level and efficiency is variable and needs to be optimized. When evaluating the performance of a learning algorithm, it is important to measure error calibration as well as its accuracy. This has been a somewhat neglected aspect of evaluation. The main benefit of conformal predictors is that calibration is controlled by the a priori confidence level. The challenge is to design non-conformity measures for the underlying learning algorithms to maximize efficiency.
Another benefit of conformal predictors is that they can give a level of uncertainty regarding each individual prediction in the form of a hedged region prediction. In contrast, the confidence interval supplies only a general estimate for true accuracy for single class label predictions, therefore supplying no information regarding uncertainty for individual predictions. For many learning problems, this may be important to distinguish those patients that are easier to diagnose from others, in order to control risk for individual patients. Neither description is particularly flattering. Some abstract analysts looking for understanding and explanation tend to the first extreme, and some practical problem solvers looking for pay-offs are towards the other end of the spectrum.
In data mining exchanges of ideas between the two types are common. For example, Kolmogorov complexity is noncomputable, and some practitioners see it as conceptually so rarefied that it is of little use. However, due not least to the efforts of authors such as Alex Gammerman and Volodya Vovk, practical value can accrue from the concept. More muddle-headed activity can also be useful. Aeronautics has matured to a degree not yet registered in the emergence of machine learning. Its pioneers had an interesting, muddleheaded way of working. In the early days, brash enthusiasts made 'wings' and jumped off cliffs. If something worked, the analysis/understanding/insights often came later, and led to real progress. The BCS Machine Intelligence Prize is in this spirit. It is awarded annually for a live demonstration of Progress Towards Machine Intelligence-'can-do' system building by competitors-who might, incidentally, understand 'hedging' as something entirely more practical than its sense in our article, or at least something to do with programming language theory or XML. Full understanding often lags behind, but it would be better to have a nice balance between the simple-minded and muddle-headed inputs.
Using the words of P. Dawid, experimentalist AI researchers who aim to produce programs with learning behaviour like that of animals make '. . . valuable contributions going beyond those likely to occur to a mindset constrained by probability theory or coding theory' [8] , but progress will be held up if the foundations are not attended to. Things are moving ahead in DM. The simple-minded approach is becoming less simple. Increased scope is being introduced; e.g. in the training/learning sequences, test labels can be explicitly related, and dependent prediction can be beneficial even on i.i.d. data. Furthermore, Gell-Mann suggests using 'the length of the shortest message that will describe a system . . . employing language, knowledge, and understanding that both parties share' instead of Kolmogorov complexity [9] . Now some scientists resist, and 'share . . . a degree of embarrassment' at, including consciousness at the most fundamental levelsbut, for example, it 'remains a logical possibility that it is the act of consciousness which is ultimately responsible for the reduction of the wave packet' in quantum mechanics [10] . In muddle-headed games of prediction, muddiness as defined by Weng [11] is prevalent, and they often have in-built structure. There are many parallels between the authors' approach (to prediction) and the minimum message length (MML) approach (to inference) of Wallace et al. [13 -16] and also some apparent distinctions.
The authors mention randomness tests and that 'Martin-Löf (developing Kolmogorov's earlier ideas) proved that there exists a smallest, to within a constant factor, randomness test'. This parallels the formal relationship between Kolmogorov complexity, (universal) TMs and (Strict) MML [16] and the choice (within a small constant) [13, Section 2.3.12] of a simplest UTM as a way of modelling prior ignorance.
In Section 2, the confidence in the prediction is one minus the second largest randomness level detected by t. For nonbinary problems, this confidence seems too large-if all of the randomness levels were close in value to one another, the confidence should presumably be close to 1 divided by the number of classes. In Figure 6 , perhaps relatedly, the three lines appear to have slightly larger gradients than their confidence levels should permit.
At the end of Section 2, because their universal confidence predictor is not computable, the authors set their goal to find computable approximations. In this case, there are both frequentist [15 13] ), so in Section 4 when the authors find an improvement over the 'Bayes-optimal predictor' and talk of a conformal predictor being 'asymptotically as good as the Bayes-optimal', this might be because their underlying TM is more expressive than the original Bayesian prior and so has it as a special case.
In Table 1 and Section 4, which (non-universal) test is being used?
I would welcome log-loss scores reported with the error counts of Figures 6 and 7 .
MML has dealt with problems where the amount of data per continuous-valued parameter is bounded above [13, Section 6.9] and with 'inverse learning' problems where the best way to model the target attribute might be to model it jointly or to model other attributes in terms of it [17 -19] [20, Section 5].
Vapnik [21, Section 4.6, 1995 edition] discusses using MDL (or MML) to model SVMs. For a hybrid of both decision trees and SVMs using MML and allowing non-binary classifications (without requiring 'one-against-the-rest' procedures), see [20] .
Inference and prediction are closely related [16, Section 8], and we endorse the TM approach to both problems. Today's paper [22] has been a useful advance in this direction.
GLENN SHAFER
Royal Holloway, University of London, Surrey, UK and Rutgers University, New Brunswick, NJ 08901 -1281, USA This article provides an excellent explanation of the fundamentals of conformal prediction. I have already begun recommending it to those who want to master the method without wading into the more comprehensive and intricate exposition in [23] .
Like all good ideas, conformal prediction has a complex ancestry. As Gammerman and Vovk explain, they invented the method as a result of their study of work by Chervonenkis, Vapnik, Kolmogorov and Martin-Löf. But they subsequently discovered related ideas in earlier work by mathematical statisticians. As we explain on pp. 256-257 of [23] , Sam Wilks, Abraham Wald and John Tukey developed nonparametric tolerance regions based on permutation arguments in the 1940s, and Donald Fraser and Kemperman used the same idea to construct prediction regions in the 1950s. From our viewpoint, Fraser and Kemperman were doing conformal prediction in the special case where ys are predicted without the use of xs. It is easy (once you see it) to extend the method to the case where xs are used, and K. Takeuchi has told us that he explained this in the early 1970s, first in lectures at Stanford and then in a book that appeared in Japanese in 1975 [24] . Takeuchi's idea was not taken up by others, however, and the rediscovery, thorough analysis and extensions by Gammerman and Vovk are remarkable achievements.
Because it brings together methods well known to mathematical statisticians (permutation methods in non-parametrics) and a topic now central to machine learning (statistical learning theory), the article prompts me to ask how these two communities can be further unified. How can we make sure the next generation of mathematical statisticians and computer scientists will have full access to each other's experience and traditions?
Statistical learning theory is limited in one very important respect: it considers only the case where examples are independent and identically distributed, or at least exchangeable. The i.i.d. case has also been central to statistics ever since Jacob Bernoulli proved the law of large numbers at the end of the 17th century, but its inadequacy was always obvious. Leibniz made the point in his letters to Bernoulli: the world is in constant flux; causes do not remain constant, and so probabilities do not remain constant. Perhaps, Leibniz's point is a counterexample to itself, for it is as topical in 2006 as it was in the 1690s. In the most recent issue of Statistical Science, David Hand gives as one of his reasons for skepticism about apparent progress in classifier technology the fact that 'in many, perhaps most, real classification problems the data points in the design set are not, in fact, randomly drawn from the same distribution as the data points to which the classifier will be applied' [25] .
It is revealing that Hand finds it necessary to say this three centuries after Leibniz. We can cite methods that have been developed to deal with non-i.i.d. data:
(1) Starting at the end of the 18th century, probabilists used models in which the ys are independent only given the xs. To get results, they then made strong assumptions about the distribution of the ys. If we assume the ys are Gaussian with constant variance and means linear in the xs, we get the Gauss linear model, so-called because Gauss used it to prove the optimality of least squares [23] . (2) Starting with Markov at the end of the 19th century, probabilists have studied stochastic process modelsprobability models for successive examples that are not necessarily i.i.d. (3) Statisticians often take differences between successive observations, perhaps even higher-order differences, in an attempt to get something that looks i.i.d. (4) A major topic in machine learning, prediction with expert advice, avoids making any probability assumptions at all. Instead, one specifies a class of prediction procedures that one is competing with [26] . course in statistical inference usually still studies the i.i.d. case, leaving each alternative to be taken up as something distinct, often in some specialized discipline, such as psychometrics, econometrics or machine learning, whose special terminology makes its results inaccessible to others. Except perhaps in a course in 'consulting', we seldom ponder or teach how to compare and choose among the alternatives. Reinforcing the centrality of the i.i.d. picture is the centrality of the Cartesian product as the central structure for relational databases. Neither in statistics nor in computer science have we built on Art Dempster's now classic (but unfortunately not seminal) article on alternatives to the Cartesian product as a data structure [27] .
More than 15 years ago I urged that statistics departments embrace the insights of specialized disciplines such as econometrics and machine learning in order to regain the unifying educational role that they held in the mid-20th century [28] . It is now clear that this will not happen. Statistics is genetically imprinted with the Bernoulli code [29] . Perhaps the machine learning community, which has had the imagination to break out of the probabilistic mode altogether with its concept of prediction with expert advice, should pick up this leadership mantle. Surrogate model-assisted optimization algorithms may be divided into two main categories [30] : two-stage and onestage varieties. Two-stage algorithms involve fitting a surface to the observed examples, and then selecting the next design vector (object, in machine-learning terminology) to evaluate based on this prediction [the idea in optimization being to evaluate the design vector (object) with the lowest valued objective function value (label)]. Usually it is just the object with the lowest-valued label which is evaluated, but sometimes uncertainty considerations are taken into account too, e.g. [31] .
One-stage algorithms differ significantly-they make a hypothesis about the position of the global minimum, both its position in design variable space (its object value), and its objective function value (its label-hypothesized to be lower than the current minimum label), and then calculate the credibility of the surface which passes through the hypothesized point and the observed points. The credibility of the surface is related to its 'bumpiness', with bumpier surfaces being deemed less credible. The design vector which is evaluated next is the one which has the most credible surface passing through it (i.e. the object which has its label observed next is the object which has the most credible surface passing through it, having hypothesized its label to be lower than the lowest-valued label observed so far).
So, it appears that, in machine-learning terminology, 'inductive inference' is completely analogous to 'two-stage algorithms' and 'transductive inference' is completely analogous to 'one-stage algorithms'. The interesting thing for optimization is that there has only been one one-stage algorithm proposed so far in the literature: an algorithm known as rbfsolve [32] , which uses radial basis functions to interpolate the points, and is one of the best performing (single-objective) optimization algorithms around. It would appear that the work done by Gammerman and Vovk allows the one-stage technique of selecting points to evaluate to be applied to a wider range of surrogate models (and in particular, support vector machines), as it proposes a quantitative measure of the reliability of a hypothesized prediction. I suspect that a greater range of one-stage optimization algorithm will appear as a result of this work, and in the light of the results of [32] , that they will perform extremely well.
VLADIMIR VAPNIK
AT&T Bell Laboratories, Holmdel, NJ, and Computer Learning Research Centre, Royal Holloway, University of London, UK. Email: Vladimir.Vapnik@rhul.ac.uk I would like to congratulate the authors with their interesting article and stimulating research that opens several new directions in predictive learning. The authors present a new methodology of hedging predictions, and have removed some of the ad hoc procedures that are often used in calculating the bounds and confidence of prediction. In fact they introduced a new paradigm in pattern recognition research based on the Kolmogorov concept of randomness and therefore have opened a way for many new methods and algorithms in classification and regression estimation. This new methodology makes reliable predictions and it is impressive to see its comparison with the Bayesian approach, where the conformal predictors give correct results while Bayesian predictions are wrong. The article is interesting also since it allows us to see how the conformal predictors have been applied to several real-world examples. The results can also be applied to the vast majority of well-known machine-learning algorithms and demonstrate the importance of the transductive mode of inference. In the late 1960s, in order to overcome the curse of dimensionality for pattern recognition problems, Alexey Chervonenkis and I introduced a different approach (the VC theory) called Predictive Statistics. The VC theory for constructing predictive models was a continuation of the Glivenko -Cantelli -Kolmogorov line of analysis of induction. At the heart of this theory are new concepts that define the capacity of the set of functions (characterization of the diversity of the set of functions defined by a given number of points): the VC entropy of the set of functions, the growth function and the VC dimension. Until now, the traditional method of inference was the inductive -deductive method, where using available information one defines a general rule first, and then using this rule deduces the answer one needs. That is, first one goes from particular to general and then from general to particular. In the transductive mode one provides direct inference from particular to particular, avoiding the ill-posed part of the inference problem (inference from particular to general). The goal of transductive inference is to estimate the values of an unknown predictive function at a given point of interest (but not in the whole domain of its definition). By solving less demanding problems, one can achieve more accurate solutions. A general theory of transduction was developed where it was shown that the bounds of generalization for transductive inference are better than the corresponding bounds for inductive inference. Transductive inference, in many respects, contradicts the main stream of the classical philosophy of science. The problem of the discovery of the general laws of nature was considered in the philosophy of science to be only a scientific problem of inference because the discovered laws allow for objective verification. In transductive inference, objective verification is not straightforward. It would be interesting to know the authors' point of view on this subject.
HARRIS PAPADOPOULOS
Frederick Institute of Technology, Nicosia, Cyprus. Email: harrispa@cytanet.com.cy I would like to congratulate the authors on this clearly written and detailed article. This article presents an excellent new technique for complementing the predictions produced by machine-learning algorithms with measures of confidence, which are provably valid under the general i.i.d. assumption. One can easily appreciate the desirability of such measures in many real-world applications, as they can be used to determine the way in which each prediction should be treated. For instance, a filtering mechanism can be employed so that only predictions that satisfy a certain level of confidence will be taken into account, while the rest can be discarded or passed on to a human for judgment.
The most appealing feature of conformal prediction is that it can be applied to virtually any machine-learning method designed to work under the i.i.d. assumption without the need of any modification in order to achieve validity of the resulting confidence measures. Experimental results on a variety of conformal predictors (based on many different algorithms mentioned in the article) have shown that conformal predictors give high quality confidence measures that are useful in practice, while their accuracy is, in almost all cases, exactly the same as that of their underlying algorithm. Consequently, conformal prediction does not have any undesirable effect on the accuracy of its base method, while it adds valuable information to its predictions.
The only drawback one can say that conformal predictors have, is their relative computational inefficiency, as they perform a much larger amount of computations than their underlying algorithms. Because of this, inductive conformal prediction (ICP), described in Section 8 of this article, was suggested in [33] for regression and in [34] for pattern recognition.
We have successfully applied ICP to four widely used machine-learning techniques, namely ridge regression (described in [33] ), nearest neighbours regression, nearest neighbours for pattern recognition (described in [34] ) and neural networks for pattern recognition. The results obtained by applying these methods to benchmark data sets were almost as good as those produced by CPs. Undoubtedly ICPs suffer a small loss both in terms of accuracy and in terms of quality of their confidence measures, however this loss is very small and tends to become even smaller as we go to larger data sets. In fact, for very large sets, such as the NIST and Shuttle data sets, this loss does not exist at all.
Furthermore, in the case of regression we have shown that by including additional information, than just the error of our prediction rule
for each example i, in our non-conformity measure we can make it more precise. In [33] (for ridge regression), we have defined the non-conformity measure
where s i is an estimate of the accuracy of the decision rule f on x i . More specifically, we take s i :¼ e m i , where m i is the RR prediction of the value ln(jy i -f(x i )j) for the example x i . The effect of using this non-conformity measure is that the predictive regions produced by ICP are smaller for points where the RR prediction is good and larger for points where it is bad.
ALAN HUTCHINSON
Department of Computer Science, King's College London, UK The article by Gammerman and Vovk [22] , presented to the BCS on Monday 12 June, is both novel and valuable. It outlines an approach for estimating the reliability of predictions made by machine-learning algorithms. Here are three short notes on it.
(1) Intuitive interpretation The approach to learning via computability might be thought of as an attempt to discover a computable probability distribution P which seems to fit the training set well. (Professor Vovk points out that it isn't. It is designed to find the predictions which such a P might allow one to make, but it does so by means of a 'randomness test' t rather than directly through any P.)
Randomness seems to be a very strange approach. In machine learning, a seemingly random training set is the worst possible starting point. Learning is only practical if there is some non-randomness in the training set.
The answer to this quandary is that the training set should indeed have some non-random aspect, as viewed from the perspective of anyone living in ordinary space with its usual Euclidean metric and measure. The distribution P which might be learned is one according to which the training set is random. The more nearly the training data appear to be random according to P, the better P fits them. For instance, if the training set is a constant sequence (z, z, . . . , z), then the probability distribution which one might try to learn from it is the Dirac measure d z .
(2) What is 'randomness'?
The method depends on a function t: Z* ! [0,1] which is called a randomness test. The first condition on t is that 8e , 1 8n 8P P n fs [ Z n : tðsÞ eg ð Þ e:
Here, P ranges over all computable probability distributions on Z. When P is the Dirac d measure at z, this implies that tðz; z; . . . ; zÞ ¼ 1 for any z [ Z:
My first reaction was that any such sequence (z, z, . . . , z) appears to be as non-random as any training set could be, and perhaps t should be called a non-randomness test. However this is not the right interpretation. The point is, the condition on t is independent of any particular choice of P. According to such a test t, a sequence s should be random if there is any probability distribution P on Z under which s appears to be random. In this case, the constant sequence (z, z, . . . , z) really is random under the distribution d z .
There are genuinely non-random sequences. Vovk gave the example '101010. . .10'.
(3) Future research After the lecture by Gammerman and Vovk, I wondered if there may be learning situations in which there is a computable universal randomness test. In general, there are always universal randomness tests, and they are all not very different from each other, but all are only upper semi-computable. The class of machine-learning tasks with computable universal randomness tests may be interesting, unless it is empty.
Professor Vovk, who knows much more about it than me, says that any such machine-learning task must be exceedingly simple.
The subject can be developed in other directions, e.g. as by Peter Gács [35] and Vladimir Vovk [36] .
