Recently there has been growing interest in modeling sets with exchangeability such as point clouds. A shortcoming of current approaches is that they restrict the cardinality of the sets considered or can only express limited forms of distribution over unobserved data. To overcome these limitations, we introduce Energy-Based Processes (EBPs), which extend energy based models to exchangeable data while allowing neural network parameterizations of the energy function. A key advantage of these models is the ability to express more flexible distributions over sets without restricting their cardinality. We develop an efficient training procedure for EBPs that demonstrates state-of-the-art performance on a variety of tasks such as point cloud generation, classification, denoising, and image completion 1 . * indicates equal contribution.
Introduction
Many machine learning problems consider data where each instance is, itself, an unordered set of elements; i.e., such that each observation is a set. Data of this kind arises in a variety of applications, ranging from document modeling (Blei et al., 2003; Garnelo et al., 2018a) and multi-task learning (Zaheer et al., 2017; Edwards & Storkey, 2016; Liu et al., 2019) to 3D point cloud modeling Yang et al., 2019) . In unsupervised settings, a dataset typically consists of a set of such sets, while in supervised learning, it consists of a set of (set, label) pairs.
Modeling a distribution over a space of instances, where each instance is, itself, an unordered set of elements involves two key considerations: (1) the elements within a single instance are exchangeable, i.e., the elements are order invariant; and (2) the cardinalities of the instances (sets) vary, i.e., instances need not exhibit the same cardinality. Modeling both unconditional and conditional distributions over instances (sets) are relevant to consider, since these support unsupervised and supervised tasks respectively.
For unconditional distribution modeling, there has been significant prior work on modeling set distributions, which has sought to balance competing needs to expand model flexibility and preserve tractability on the one hand, with respecting exchangeability and varying instance cardinalities on the other hand. However, managing these trade-offs has proved to be quite difficult, and current approaches remain limited in different respects.
For example, a particularly straightforward strategy for modeling distributions over instances x = {x 1 , ..., x n } without assuming fixed cardinality is simply to use a recurrent neural network (RNNs) to encode instance probability auto-regressively via p (x) = n i=1 p (x i |x 1:i−1 ) for a permutation of its elements. Such an approach allows the full flexibility of RNNs to be applied, and has been empirically successful (Larochelle & Murray, 2011; Bahdanau et al., 2015) , but does not respect exchangeability nor is it clear how to tractably enforce exchangeability with RNNs.
To explicitly ensure exchangeability, a natural idea has been to exploit De Finetti's theorem, which assures us that for any distribution over exchangeable elements x = {x 1 , ..., x n } the instance probability can be decomposed as
for some latent variable θ. In other words, there always exists a latent variable θ such that conditioning on θ renders the instance elements {x i } n i=1 i.i.d.. Latent variable models are therefore a natural choice for expressing an exchangeable distribution. Bayesian sets (Ghahramani & Heller, 2005) , latent Dirichlet allocation (Blei et al., 2003) , and related variants (Blei & Lafferty, 2007; Teh et al., 2006) are classical examples of this kind of approach, where the likelihood and prior in (1) are expressed by simple known distributions. Although the restriction to simple distributions severely limits the expressiveness of these models, neural network parameterizations have recently been introduced (Edwards & Storkey, 2016; Korshunova et al., 2018; Yang et al., 2019) . These approaches still exhibit limited expressiveness however: Edwards & Storkey (2016) restrict the model to known distributions parameterized by neural networks, while Korshunova et al. (2018) ; Yang et al. (2019) only consider normalizing flow models that require invertible neural networks.
If we consider conditional rather than unconditional distributions over sets, an extensive literature has considered stochastic process representations, which exploits their natural exchangeability and consistency properties. For example, Gaussian processes (GPs) (Rasmussen & Williams, 2006) and extensions like Student-t processes (T Ps) (Shah et al., 2014) , are well known models that, despite their scalability challenges, afford significant modeling flexibility via kernels. Unfortunately, they also restrict the conditional likelihoods to simple known distributions. Damianou & Lawrence (2012) ; Salimbeni & Deisenroth (2017) enrich the expressiveness of GPs by stacking GP-layers, but at the cost of increasing inference intractability with increasing depth. Neural processes (N Ps) (Garnelo et al., 2018b) and subsequent variants (Garnelo et al., 2018a; Kim et al., 2019) attempt to construct neural network to mimic GPs, but these too rely on known distributions for the conditional likelihood, which inherently limits expressiveness.
In this paper, we propose Energy-Based Processes (EBPs), and their extension to unconditional distributions, to increase the flexibility of set distribution modeling while retaining exchangeability and varyingcardinality. After establishing necessary background on EBMs and stochastic processes in Section 2, we provide a new stochastic process representation theorem in Section 3. This result allows us to then generalize EBMs to Energy-Based Processes (EBPs), which provably obtain the exchangeability and varying-cardinality properties. Interestingly, the stochastic process representation we introduce also covers classical stochastic processes as simple special cases. We further extend EBP to the unconditional setting, unifying the previously separate stochastic process and latent variable model perspectives in a common framework. To address the challenge of training EBPs, we introduce an efficient new Neural Collapsed Inference (NCI) procedure in Section 4. Finally, we evaluate the effectiveness of EBPs with NCI training on a set of supervised (e.g., 1D regression and image completion) and unsupervised tasks (e.g., point-cloud feature extraction, generation and denoising), demonstrating state-of-the-art performance across a range of scenarios.
Background
We provide a brief introducton to energy-based models and stochastic processes, which provide the essential building blocks for our subsequent development.
Energy-Based Models
Energy-based models are attractive due to their flexibility (LeCun et al., 2006; Wu et al., 2018) and appealing statistical properties (Brown, 1986) . In particular, an EBM over Ω ⊂ R d with fixed dimension d is defined as
The flexibility of EBMs is well known. For example, classical exponential family distributions can be recovered from (2) by instantiating specific forms for Ω and f (·). Introducing additional structure to the energy function allows both Markov random fields (Kinderman & Snell, 1980) and conditional random fields (Lafferty et al., 2001) to be recovered from (2). More recently, the introduction of deep neural energy functions (Xie et al., 2016; Du & Mordatch, 2019; Dai et al., 2019) , has led to many successful applications of EBMs to modeling complex distributions in practice.
Although maximum likelihood estimation estimation (MLE) of general EBMs is notoriously difficult, recent techniques such as adversarial dynamics embedding (ADE) appear able to practically train a broader class of such models (Dai et al., 2019) . In particular, ADE approximates MLE for EBMs by formulating a saddle-point version of the problem:
where p (x, v) is parametrized via a learnable Hamiltonian/Langevin sampler. Since we make use of some of the techniques in our main development, we provide some further details of ADE in Appendix A.
Although these recent advances are promising, EBMs remain fundamentally limited for our purposes, in that they are only defined for fixed-dimensional data. The question of extending such models to express distributions over exchangeable data with arbitrary cardinality has not yet been well explored.
Stochastic Processes
Stochastic processes are usually defined in terms of their finite-dimensional marginal distributions. In particular, consider a stochastic process given by a collection of random variables {X t ; t ∈ T } indexed by t, where the marginal distribution for any finite set of indices {t 1 , . . . , t n } in T (without order) is specified i.e., p (x t1:tn ) := p (x t1 , . . . , x tn | {t i } n i=1 ). For example, Gaussian processes (GPs) are defined in this way using Gaussians for the marginal distributions (Rasmussen & Williams, 2006) , while Student-t processes (T Ps) are similarly defined using multivariate Student-t distributions for the marginals (Shah et al., 2014) .
The Kolmogrov extension theorem Øksendal (2003) provides the sufficient conditions for designing a valid stochastic processes, namely:
• Exchangeability The marginal distribution for any finite set of random variables is invariant to permutation order. Formally, for all n and all permutations π, this means
, where p (π (x t1:tn )) := p x π(t1) , . . . , x π(tn) .
• Consistency The partial mariginal distribution, obtained by marginalizing additional variables in the finite sequence, is the same as the one obtained from the original infinite sequence. Formally, if n m 1, this means
Obviously, these conditions also justify stochastic processes as a valid tool for modeling exchangeable data. However, existing classical models, such as GPs and T Ps, restrict the marginal distributions to simple forms while requiring huge memory and computational cost, which prevents convenient application to large-scale complex data.
Energy-Based Processes
We now develop our main modeling approach, which combines a stochastic process representation of exchangeable data with energy-based models. The result is a generalization of Gaussian processes and Student-t processes that exploits EBMs for greater flexibility. We follow this development with an extension to unconditional modeling.
Representation of Stochastic Processes
Although finite marginal distributions provide a way to parametrize stochastic processes, it is not obvious how to use flexible EBMs to represent marginals while still maintaining exchangeability and consistency. Therefore, instead of such a direct parametrization, we exploit the deeper structure of a stochastic process, based on the following representation theorem.
Theorem 1 For any stochastic process (x t1 , x t2 , . . .) ∼ SP that can be constructed via Kolmogrov extension theorem, the process can be equivalently represented by a latent variable model
where θ can be finite or infinite dimensional.
Notice that θ can be either finite or infinite dimensional. We use p (θ) to denote either the distribution or stochastic process for the finite or infinite dimenstional random variable θ respectively. This is a straightforward corollary of De Finetti's Theorem. Proof Since the process SP is constructed via the Kolmogrov Extension Theorem, it must satisfy exchangeability and consistency. Therefore, the sequence x t(1) , . . . , x t(n) is exchangeable ∀n. This implies, by the conditional version of De Finetti's Theorem, that any marginal distribution can be represented as a mixture of i.i.d.processes:
Meanwhile, it is also easy to verify that such a model satisfies the consistency condition.
Given such a representation of a stochastic processes, it is now easy to see how to generalize Gaussian, Student-t, and other processes with EBMs.
EBP Construction
To enhance the flexibility of a stochastic process representation of exchangeable data, we use EBMs to model the likelihood term in (4), by letting
where Z (f w , t; θ) = exp (f w (x, t; θ)) dx and we let w denote the parameters of f , which can be learned. Substituting this into the latent variable representation of stochastic processes (4), leads to the definition of energy-based processes on arbitrary finite marginals as
given a prior p (θ) on the finite or infinite latent variable θ. We refer to the resulting process as an energy-based process (EBP).
Compared to using restricted distributions, such as Gaussian or Student-t, the use of an EBM in an EBP allows much more flexible energy models f w , for example in the form of a deep neural network, to represent the complex dependency between x and t. To rigoriously verify that the outcome is strictly more general than standard processes, observe that classical process models can be recovered exactly simply by instantiating (7) with specific choices of f w (x, t; θ) and p (θ).
• Gaussian Processes Consider the weight-space view of GPs (Rasmussen & Williams, 2006) , which allows the GP for regression to be re-written as
where w = {σ, φ (·)}, with φ (·) denoting feature mappings that can be finite or infinite dimensional. If we now let k (t, t ) = φ (t) φ (t ) denote the kernel function and K (t 1:n ) = [k (t i , t j )] n i,j , the marginalized distribution can be recovered as
which shows that X t ∼ GP 0, k (·, ·) + σ 2 I n ; see Appendix B.1.
• Student-t Processes Denote θ = (α, β) and consider
where w = {ν, γ, σ, φ (·)} with ν > 0 and γ > 0. These substitutions lead to the marginal distribution
which shows that X t ∼ T P ν, 0, , K (t 1:n ) + σ 2 I n ; see Appendix B.2.
• Neural Processes Neural processes (N Ps) are explicitly defined by a latent variable model in (Garnelo et al., 2018b) 
where h w (·; θ) is a neural network. Clearly, N Ps share similarity to EBPs in that both processes use deep neural networks to enhance modeling flexibility. However, there remain critical differences. In fact, the likelihood function p (x|t, θ) in N Ps is still restricted to known simple distributions, with parameterization given by a neural network. By contrast, EBPs directly use EBMs with deep neural energy functions to model the likelihood. In this sense, EBPs are a strict generalization of N Ps: if one fixes the last layer of f w in EBPs to be a simple function, such as quadratic, then an EBP reduces to a N P. 
Unconditional EBPs Extension
Stochastic processes, such as EBPs, express the conditional distribution over {X t } conditioned on an index variable t, which makes this approach naturally applicable to supervised learning tasks on exchangeable data. However, we would also like to tackle unsupervised learning problems given exchangeable observations, so an unconditional formulation of the EBP is required.
To develop an unconditional EBP, we start with the distribution of an arbitrary finite marginal,
). Note that when the indices {t i } i=1 n are not observed, we can simply marginalize them out to obtain
Here we can introduce parameters to the p ({t i } n i=1 ), which can also be learned. It can be verified the resulting distribution p w (x 1:n ) is provably exchangeable and consistent under mild conditions.
Theorem 2 If n m 1, and the prior is exchangeable and consistent, then the marginal distribution p (x 1:n ) will be exchangeable and consistent.
The proof can be found in Appendix C. We refer to this result as the unconditional EBP. This understanding allows connections to be established with some existing models.
• GP-Latent Variable Model The GP-latent variable model (GPLVM) (Lawrence, 2004) considers the estimation of the latent index variables by maximizing the log-marginal likelihood of GP, i.e.,
This can be understood as using a point estimator with GPs and an improper uniform prior p
• Bayesian Recurrent Neural Model Korshunova et al. (2018) propose a model BRUNO for modeling exchangeable data. This model actually uses degenerate kernels to eliminate {t i } n i=1 in (12). In particular, BRUNO defines a T P for each latent variable dimension, with the same constant feature mapping φ (t) = 1, ∀t. That is, for the d-th dimension in x, ∀d ∈ {0, . . . , D},
since the kernel is K d (t 1:n ) = 11 + (σ d ) 2 I n . The observations are then transformed via an invertible function, i.e., x = ψ (x) with det ∂ψ(x) ∂x invertible.
• Neural Statistician Edwards & Storkey (2016) essentially generalize latent Dirichlet allocation (Blei et al., 2003) with neural networks. The model follows (12) with a sophisticated hierarchical prior. However, by comparison with EBPs, the likelihood function used in neural statistician is still restricted in known simple distributions. Meanwhile, it follows vanilla amortized inference. We will show how EBPs can work with a more efficient inference scheme in the next section. We provide more instantiations in Appendix B and the related work in Appendix G.
Neural Collapsed Inference for Deep EBPs
By incorporating EBMs in the latent variable representation of a stochastic process, we obtain a family of flexible models that can capture complex structure in exchangeable data for both conditional and unconditional distributions. We can exploit deep neural networks in parametrizing the energy function as in Xie et al. (2016) 
Neural Collapsed Reparametrization
We first carefully analyze the difficulties in inference and learning through the empirical log-marginal distribution of the general EBPs on given samples
where p w (x 1:n ) is defined in (12).
There are several integrations that are not tractable in (15) given a general neural network parameterized
will be intractable for p (x 1:n ). One can of course use vanilla amortized inference with the neural network reparameterization trick (Kingma & Welling, 2013; Rezende et al., 2014) for each intractable component, as in (Edwards & Storkey, 2016) , but this leads to an optimization over the approximate posteriors q (x|t, θ) and q (θ, {t i } n i=1 ). The latter distribution requires a complex neural network architecture to capture the dependence in {t i } n i=1 , which is usually a significant challenge. Meanwhile, in most unsuperivsed learning tasks, such as point cloud generation and denoising, one is only interested in
is only an intermediate step, we develop the following Neural Collapsed Inference strategy (NCI).
Collapsed inference and sampling strategies have previously been proposed for removing nuisance latent variables that can be tractably eliminated, to reduce computational cost and accelerate inference (Teh et al., 2007; Porteous et al., 2008) . Due to the intractability of
standard collapsed inference cannot be applied. However, since deep EBMs are very flexible, p w (x 1:n |θ) can be directly reparameterized with another EBM:
where the last step follows because the result of the integration in the second step is a distribution p (x) over Ω, and we are using another learnable EBM to approximate this distribution. Therefore, we consider the collapsed model:
which still satisfies exchangeability and consistency. In fact, with the i.i.d. prior on {t i } n i=1 , we will obtain a latent variable model based on De Finetti's theorem. With such an approximate collapsed model, the log-marginal distribution can be used as a surrogate:
We refer to the variational inference in such a task-oriented neural reparametrization model as Neural Collapsed Inference, which reduces the computational cost and memory of inferring the posterior compared to using vanilla variational amortized inference. We can further use the neural collapsing trick for θ; see Appendix D.1.
Amortized Inference
As discussed, {t i } n i=1 can be eliminated by neural collapsed reparameterization. We now discuss variational techniques for integrating over θ and x respectively in the partition function of (18) ELBO for integration on θ We apply vanilla ELBO to handle the intractability of integration over θ. Specifically, since
we can apply the standard reparameterization trick (Kingma & Welling, 2013; Rezende et al., 2014) for q (θ|x 1:n ).
Primal-Dual form for partition function For the term log p w (x 1:n |θ) in (19), which is
we apply an adversarial dynamics embedding technique (Dai et al., 2019) for the log Z (f w , θ) as introduced in Section 2. This leads to an equivalent optimization of the form
By combining (19) and (20) into (18), we obtain max w ,q(θ|x1:n) min q(x1:n,v|θ)
Algorithm 1 Neural Collapsed Inference from dataset D.
4:
Sample θ j ∼ q α (θ|x 1:n ), ∀j = 1, . . . , b.
5:
Samplex j 1:n ,ṽ j ∼ q β (x 1:n , v|θ), ∀j = 1, . . . , b.
6:
Parametrization Finally, we describe some concrete parameterizations for f w (x; θ), q (θ|x 1:n ) and q (x 1:n , v|θ).
The energy function f w (x; θ) is parametrized as a MLP that takes input x ti concatenated with θ. We use the same energy function parameterization for both conditional and unconditional EBPs.
For q (θ|x 1:n ) we use a simple Gaussian with mean function parameterized via deepsets (Zaheer et al., 2017) :
where mlp α (x 1:n ) := n i=1 φ (x i ) and α denoting the parameters in φ (·). For q (x 1:n , v|θ) we consider dynamics embedding with an RNN or flow-model as the initial distribution; see Appendix A.1 for parameterization and Appendix E for implementation details. We denote the parameters in q (x 1:n , v|θ) as β. We also denote the objective in (21) as L (α, β; w ). Then, we can use stochastic gradient descent for (21) to optimize W = (α, β, w ), as illustrated in Algorithm 1.
Applications
We test conditional EBPs on two supervised learning tasks: 1D regression and image completion, and unconditional EBPs on three unsupervised tasks: point cloud generation, representation learning, and denoising. Details of each experiment can be found in Appendix E.
Supervised Tasks
1D regression. In order to show that EBPs are more flexible than GPs, N Ps and VIPs in modeling complex distributions, we construct a two-mode synthetic dataset of i.i.d. points whose means form two sine waves with a phase offset. In this setting, t i corresponds to the horizontal axis of the sine wave and x ti corresponds to the values on the vertical axis. At every training step, we randomly select a subset of the points as observations and estimate the marginal distribution of the observed and unobserved points similar to Garnelo et al. (2018b) . We visualize the ground truth and learned energy functions of GP, N P, VIP and EBP in Figure 1 . Clearly, EBP succeeds as GP and N P fail to capture the multi-modality of the underlying data distribution. More comparisons can be found in Appendix F.1. Image completion. An image can be represented as a set of n pixels {(t i , x ti )} n i=1 , where t i ∈ R 2 corresponds to the Cartesian coordinates of each pixel and x ti corresponds to the channel-wise intensity of that pixel (x ti ∈ R for grayscale images and x ti ∈ R 3 for RGB images). Conditional EBPs perform image completion by maximizing p(x ti:tn | {t i } n i=1 ). We separately train two conditional EBPs on the MNIST (LeCun, 1998) and the CelebA dataset (Liu et al., 2015) . Examples of completion results are shown in Figure 2 and Figure 3 . When a random or consecutive subset of pixels are observed, our method discovers different data modes and generates different MNIST digits, as shown in Figure 2 . When a varying number of pixels are observed as in Figure 3 , completion with fewer observed pixels (column 2) can lead to a face that is much different from the original face than completion with more observed pixels (column 5), revealing high variance when the number of observations is small (similar to GPs). More examples of image completion can be found in Appendix F.
Unsupervised Tasks on Point Clouds
Next, we apply unconditional EBPs to a set of unsupervised learning tasks for point clouds. A point cloud represents a 3D object as the Cartesian coordinates of the set of exchangeable points {x i } n i=1 ⊂ R 3 , where n is the number of points in a point cloud and can therefore be arbitrarily large. Since the point cloud data does not depend on index t i , they are modeled by unconditional EBPs which integrate over {t i } n i=1 , leading to the unconditional objective p (x 1:
as first introduced in (12). Related work. Earlier work on point cloud generation and representation learning simply treats point clouds as matrices with a fixed dimension (Achlioptas et al., 2017; Gadelha et al., 2018; Zamorski et al., 2018; Sun et al., 2018) , leading to suboptimal parameterizations as permutation invariance and arbitrary cardrinality of exchangeable data are violated by this representation. Some of the more recent work tries to overcome the cardinality constraint by trading off flexibility of the model. For instance, Yang et al. (2019) uses normalizing flow to transform an arbitrary number of points sampled from the initial distribution, but requires the transformations to be invertible. Yang et al. (2018) , as another example, transforms 2D distributions to 3D targets, but assumes that the topology of the generated shape is genus-zero or of a disk topology. Li et al. (2018) demonstrate the straightforward extension of GAN is not valid for exchangeable data, and then, provide some strategies to make up such deficiency. However, the generator in the proposed PC-GAN is conditional on observations, which restricts the usages of the model. Among all generative models for point clouds considered here, EBPs are the most flexible in handling permutation-invariant data with arbitrary cardinality.
Point cloud generation. We train one unconditional EBP per category on airplane, chair, and car from the ShapeNet dataset (Wu et al., 2015) . Figure 4 shows the accumulative output of the model (see more generated examples in Appendix F). We plot the energy distributions of all real and generated samples for each object category in Figure 5 . EBPs have successfully learned the desired distributions as the energies of real and generated point clouds show significant overlap.
We compare the generation quality of EBPs with the previous state-of-the-art generative models for point clouds including l-GAN (Achlioptas et al., 2017) , PC-GAN , and PointFlow (Yang et al., 2019) . Following these prior work, we uniformly sample 2048 points per point cloud from the mesh surface of ShapeNet, use both Chamfer distance (CD) and earth mover's distance (EMD) to measure similarity between point clouds, and use Jensen-Shannon Divergence (JSD), Minimum matching distance (MMD), and Coverage (COV) as evaluation metrics. Table 1 shows that EBP achieves the best COV for all three categories under both CD and EMD, demonstrating EBPs advantage in expressing complex distributions and avoiding mode collapse. EBP also achieves the lowest JSD for two out of three categories. More examples of point cloud generation can be found in Appendix F. Table 1 : Generation results. ↑: the higher the better. ↓: the lower the better. The best scores are highlighted in bold. JSD is scaled by 10 2 , MMD-CD by 10 3 , and MMD-EMD by 10 2 . Each number for l-GAN is from the model trained using either CD or EMD loss, whichever one is better. Unsupervised representation learning. Next, we evaluate the representation learning ability of EBPs.
Following the convention of previous work, we first train one EBP on all 55 object categories of ShapeNet. We then extract the Deep Sets output (θ in our model) for each point cloud in ModelNet40 (Wu et al., 2015) using the pre-trained model, and train a linear SVM using the extracted features. Table 2 shows that our method achieves the second highest classification accuracy among the seven state-of-the-art unsupervised representation learning methods, and is only 0.1% lower in accuracy than the best performing method. Since categories in ShapeNet and ModelNet40 only partially overlap, the representation learning ability of EBPs can generalize to unseen categories.
Point cloud denoising. Lastly, we apply EBPs to point cloud denoising by running MCMC sampling using noisy point clouds as initial samples. To create noisy point clouds, we perturb samples from the initial distribution by selecting a random point from the set and add Gaussian perturbations to points within a small radius r of the selected point. We then perform 20 steps of Langevin dynamics with a fixed step size while keeping the unperturbed points fixed. Results in Figure 6 show that the gradient of our learned energy function is capable of guiding the MCMC sampling to recover the original point clouds. More examples of denoising can be found in Appendix F. 
Model Accuracy
VConv-DAE (Sharma et al., 2016) 75.5 3D-GAN 83.3 l-GAN (EMD) (Achlioptas et al., 2017) 84.0 l-GAN (CD) (Achlioptas et al., 2017) 84.5 PointGrow (Sun et al., 2018) 85.7 MRTNet-VAE (Gadelha et al., 2018) 86.4 PointFlow (Yang et al., 2019) 86.8 PC-GAN 87.8 FoldingNet (Yang et al., 2018) 88.4 EBP (ours) 88.3 Figure 6 : Examples of point cloud denoising using MCMC sampling. From left to right: original, perturbed, and denoised point clouds.
Conclusion
We have introduced a new energy based process representation, EBPs, that unifies the stochastic process and latent variable modeling perspectives for set distributions. The proposed framework enhances the flexibility of current process and latent variable approaches, with provably exchangeabiity and consistency, in the conditional and unconditional settings respectively. We have also introduced a new neural collapsed inference procedure for practical training of EBPs, and demonstrated strong empirical results across a range of problems that involve conditional and unconditional set distribution modeling. Extending the approach to distributions over sets of discrete elements remains an interesting direction for future research.
Appendix

A Adversarial Dynamics Embedding
The details of ADE derivations were originally provided in (Dai et al., 2019) . We include relevant details here for completeness, since we make explicit use of these techniques in our training methods. Given the EBM with p f (x) ∝ exp (f (x)), ADE considers the augmented model
where v is the auxiliary momentum variable. It has been proved in Dai et al. (2019) that the MLE of (A.1) is the same as the original model, i.e.,
We then apply the primal-dual view of the MLE to the augmented model, leading to
where q (x, v) is the dual sampler in the exponential family of distributions.
To ensure that the dual sampler q (x, v) is flexible and tractable, ADE utilizes the dynamics embedding parametrization. Specifically, we consider the Hamiltonian dynamics embedding as an example. In this setting, the sample first comes from an initial distribution x 0 , v 0 ∼ q 0 ω (x, v), and then moves according to
where η is defined as the leapfrog stepsize. After T iterations, we obtain
where L f,η can be one layer of the neural network. Together with the initial distribution q 0 ω , we obtain the parametrization of q (x, v) with learnable parameters (η, ω). As justified in Dai et al. (2019) , this parametrization is flexible and has a tractable density,
By plugging this parametrization into (A.3) , we obtain the final objective, Dai et al. (2019) also introduces the Langevin and generalized Hamiltonian dynamics embedding for dual density parametrization in ADE. For more details, please refer to Dai et al. (2019) .
A.1 Dynamics Embedding Distribution Parametrization
We now present the concrete implementation of the dual sampler q (x 1:n , v|θ) used in our paper. Following the ADE technique introduced above, parametrization of q (x 1:n , v|θ) is separated into parameterizing the initial distribution and the dynamics embedding. In our real-data experiment, we use the block RNN to parametrize q 0 ω (x 1:n , v|θ), as introduced in Appendix E.1. Block RNN is simply a design choice; other alterantives such as normalizing flows can also parametrize q 0 ω (x 1:n , v|θ), as shown in our synthetic-data experiment. The output of the RNN is then treated as the starting sample to which T Hamiltonian/Langevin dynamics updates are applied, i.e.,
where L can be either a Hamiltonian layer or a Langevin layer as specalized below,
Langevin layer:
. Finally, following Theorem 4 in Dai et al. (2019) , we obtain the parametrized dual sampler with tractable density as
Hamiltonian embedding:
Langevin embedding:
By plugging this into the primal-dual view objective (21), we are able to learn the paramters in EBPs and dual samplers.
B Derivation of Special Cases of EBPs
In this section, we provide the details for instantiating (un)conditional EBPs to other specific models.
B.1 Latent Variable Representation of Gaussian Processes
We consider the latent variable model specified in (8), i.e.,
To show that the marginal distribution follows
we integrate out of θ, i.e.,
where the last equation come from the integration of Gaussians. This shows that GPs under the latent variable parametrization are a special case of EBPs.
B.2 Latent Variable Representation of Student-t Processes
We consider the latent variable model specified in (10), i.e.,
To show the marginal distribution follows p (x t1:tn | {t i } n i=1 ) = T (ν, 0, K (t 1:n ) + βI n ) , we integrate out of θ = (α, β). By integrating over α, we have
and by integrating over β, we have
This shows that T Ps under the latent variable parametrization are a special case of EBPs.
B.3 Topic Models
The topic models, including Bayesian sets (Ghahramani & Heller, 2005) , probabilistic latent semantic index (Hofmann, 1999) , latent Dirichlet allocation (LDA) family (Blei et al., 2003; Blei & Lafferty, 2007; Blei & McAuliffe, 2007) , and replicated softmax (Hinton & Salakhutdinov, 2009) , are also special cases of the unconditional EBPs.
Here we consider the original LDA and replicated softmax as examples of directed and undirected topic models respectively. Other models follow a similar consideration.
Latent Dirichlet Allocation LDA is a representative of the directed topic model, which treats a document as a set of words. The model defines each component in (12) as
where t i ∈ {1, . . . , d} denotes the topic of each word and follows the Dirichlet-Multinomial distribution. The x i is a k-dimensional one-hot encoding for each word in the vocabulary. Φ is a d × k matrix where each row denotes the distribution of words in one topic.
Replicated Softmax
The replicated softmax (Hinton & Salakhutdinov, 2009 ) is proposed as an undirected topic model, which defines the joint distribution in (12) as a restricted Boltzmann machine with a linear potential function, i.e.,
where θ ∈ {0, 1} d can be seen as the latent topic assignment. Each x i is a k-dimensional indication vector with only one element equals to 1 and the rest equal to 0. Together {x i } n i=1 denote the one-hot encodings for the observed words in the document.
As a result, LDA and replicated softmax are special realizations of uncondtional EBPs, where the index variables are either explicit defined or integrated out.
C Proof Details of Theorem 2
Theorem 2 If n m 1, and prior is exchangeable and consistent, then the marginal distribution p (x 1:n ) will be exchangeable and consistent. Proof We simply verify the consistency of p (x 1:n ) under the consistency of p
The exchangeability of p (x 1:n ) directly comes from the exchangeablity of p (x t1:tn ) and p ({t i } n i=1 ),
= p (π (x t1:tn )) D More Details of Inference
D.1 Further Neural Collapsed Inference for Unconditional EBPs
In the main text, we introduce the neural collapsed inference for EBPs to eliminate the posterior inference of
. We can further exploit the neural collapsed inference idea to eliminate θ.
Recall the model with {t
We further consider p (θ) ∝ exp (g u (θ)), then we have
where we denote w = {w , u }. The last approximation comes from the fact that 1) the integration over θ leads to a distribution over x 1:n ∈ ⊗ n Ω;
2) since p (x 1:n ) is an integration of latent variable model, it should be exchangeable.
Therefore, we consider deepsets (Zaheer et al., 2017) in the reparametrized EBM as a special choice of (D.1), which satifies these two conditions in order to approximate the integrated model. The attention mechanism is another choice for the reparametrized EBM, i.e.,
where attn w (x; x 1:n ) = n i=1
exp(φ(x) φ(xi))h(xi) n j=1 exp(φ(x) φ(xj )) with w denoting the parameters in φ (·) and h (·). We can apply ADE to such neural collapsed reparametrization if the task only concerns set generation (i.e., does not use θ). We take the deepsets parametrization (D.1) as an example (the attention parametrization follows similarly). Specifically, we learn the parameters in w via
Following the ADE technique, we can parametrize the initialization distribution q 0
, v 0 using an RNN and refine q ({x i } n i=1 , v) with learnable Hamiltonian/Langevin dynamics as introduced in Section A.
D.2 Inference for Conditional EBP
In the conditional EBP setting where the indices {t i } n i=1 are given for any cardinality n, we are modeling:
For simplicity, we use capital letters to denote the set. We denote T train , X train as the observed sets of points, and T test , X test as the un-observed inputs and targets. For the rest of this section, we denote T = T train ∪ T test and X = X train ∪ X test . Then the predictive model is to infer
where the last equal sign is due to the consistency condition of stochastic processes. Below we briefly review several existing conditional neural processes.
D.2.1 Review of conditional neural processes
The learning of processes is generally done via maximizing the marginal likelihood p(X|T ). The following neural processes, however, perform learning by maximizing the predictive distribution p(X|T, X train ) directly.
Conditional Neural Processes (Garnelo et al., 2018a) directly parametrize the conditional distribution p(X|T, X train ) as:
where µ ti and σ ti are outputs of some neural network g(t i , T train , X train ) with permutation invariance. Neural Processes (Garnelo et al., 2018b) model the distribution of p(X|T ) as
where g(t i , θ) can be learned using ELBO:
During learning, however, Garnelo et al. (2018b) again performs MLE on the predictive model:
log p(X pred |T, X context ) E q(θ|T,X) xt j ∈X pred log N (x tj |g(t j , θ), σ)+log p(θ|T context , X context )−log q(θ|T, X) , (D.8) where X context denotes a subset of X train and X pred = X train \ X context , that are randomly splitted from X train . The p(θ|T context , X context ) is the true posterior after observing T context , X context . This posterior then serves as the prior of the predictive model according to Bayes' rule. However, since p(θ|T context , X context ) is not tractable in general, Garnelo et al. (2018b) uses q(θ|T context , X context ) to approximate this term instead. Attentive Neural Processes (Kim et al., 2019) is an extension to Neural Processes (Garnelo et al., 2018b) by using self-attention to parametrize the variational posterior. Besides θ from the variational posterior, their model also adds the deterministic context embedding r computed using attention, together with location x ti , into the mean function g(x ti , r, θ). Other than these differences, the training procedure is the same as Garnelo et al. (2018b) , which still uses Gaussian for observation modeling.
D.2.2 Learning conditional EBP
The proposed EBPs exploits flexible energy-based model, intead of Gaussian distributions in N Ps and theirs variants:
(D.9)
The ELBO then becomes:
where A(θ, t) = log exp(f (x, t; θ))dx is the log partition function.
Using the ADE technique, we have A(θ, t) = max q (x|θ,t) E q (x|θ,t) [f (x, t; θ)] + H(q ). By plugging this into the ELBO, we arrive at the learning objective which tries to maximize the marginal likelihood w.r.t.
Different from the family of neural processes, we are able to directly optimize for p(X|T ) using the above objective. We can easily learn the predictive distribution p(X|T, X train ) similar to other neural processes by replacing the prior with the variational posterior from the observed set T train , X train .
D.2.3 Prediction using EBPs
Without loss of generality, we illustrate the prediction of a single point (t, x) given the training set, namely p(x|t, X train , T train ).
As is pointed out in Eq (D.4), p(x|t, X train , T train ) ∝ p(x, X train |t, T train ). We use the variational posterior (denoted as q(θ) below for simplicity) to approximate the lower bound:
In practice, we use q(θ|X train |T train ) to replace the above p(θ), which results in the predictive distribution approximated by: ; θ) , is the average energy of all inputs in the set. To obtain the ADE initialization distribution q 0 x 0 1:n |θ on synthetic data, we first use a 2-layer hypernetwork (Ha et al., 2017) with 256 hidden neurons each to output the parameters for a 10-layer normalizing planar flow model (Rezende & Mohamed, 2015) . The planar flow then takes both θ (learned from T train and X train ) and the target indices T test as inputs to produce q 0 x 0 t1:tn |θ . For the synthetic experiments, we directly use q 0 x 0 1:n |θ as the sampler output without performing additional Hamiltonian/Langevin dynamics, which is sufficient to capture the synthetic data distributions.
To obtain q (x 1:n , v|θ) for image completion and point-cloud generation, we first parametrize the initialization distribution q 0 x 0 1:n |θ using an RNN where each recurrent LSTM block consists of an MLP with {64, 128, 512} hidden neurons interleaved with ReLU. Each LSTM block outputs the mean and variance of a diagonal Gaussian of dimension k times d, where k (block size) is the number of elements generated at once, and d is the dimension of each element. For image completion, k equals the number of pixels in a row of an image (e.g., 28 for MNIST and 32 for CelebA), and d equals the number of channels of a pixel (1 for MNIST and 3 for CelebA). For point-cloud generation, we have k = 512 and d = 3. We considered a range of k values from 32 to 2048, and selected k based on the best completion/generation performance. The number of recurrent RNN blocks equals the total number of elements in the final generated set (784 for MNIST, 1024 for CelebA, and 2048 for point clouds) divided by k. Using the RNN output as the initialization distribution q 0 x 0 1:n |θ , we then perform T = 20 steps of Langevin dynamics with step size η = 0.1 and ξ i ∼ N (0, 0.05) while clipping ∇ x f to 0.1.
We use spectral normalization in training the energy function and batch normalization in training the sampler. We use Adam with learning rate 10 −4 to optimize all of our models. We set β 1 = 0.5 for image completion and β 1 = 0.0 for the synthetic experiments and for point-cloud generation. The coefficient of H(q (x 1:n , v|θ)) in (1) is set to 10 −5 . All tasks are trained until convergence using batch size 64 on a single NVIDIA V100 GPU with 32 GB memory.
E.2 Point-Cloud Preprocessing
Following Achlioptas et al. (2017) , we use shapes from ShapeNet (Wu et al., 2015) that are axis aligned and centered into the unit sphere. For the point-cloud classification task, we apply random rotations along the gravity axis following Achlioptas et al. (2017) ; Yang et al. (2019) , and also normalize shapes from ModelNet40 (Wu et al., 2015) the same way. For generation, the model is trained on the official training split and evaluated on the test split of ShapeNet (where the train-validation-test splits are 70%-20%-10%) similar to Yang et al. (2019) .
E.3 Point-Cloud Model Selection
We follow the model selection protocol of Achlioptas et al. (2017) , namely select the model with the smallest JSD and reports other measurements of this model. Measurements are created every 100 epochs. We noticed that the measurement of JSD and COV are relatively robust across different evaluation runs, whereas the MMD measurement (due to its small magnitude, e.g., 10 −4 ) is less robust. Similarly, we use Jensen-Shannon Divergence (JSD), Minimum matching distance (MMD), and Coverage (COV) defined below to evaluate generation quallity.
E.4 Point-Cloud Generation Metrics
• JSD is computed between the marginal distribution of the entire reference set (p r ) and the marginal distribution of the entire generated set (p g ) of point clouds, specifically, JSD(p g , p r ) = 1 2 D KL (p r ||p m ) + 1 2 D KL (p g ||p m ) , (E.3)
where p m = 1 2 (p r + p g ) and D KL stands for the KullbackLeibler divergence. JSD only measures similarity at the marginal distribution level, and does not provide insights on the generation quality of each individual point cloud.
• MMD measures the average distance between a point-cloud in the reference set S r and its closest neighbor in the generated set S g , namely MMD(S g , S r ) = 1 |S r | X∈Sr min X ∈Sg d(X, X ), (E.4) where d(X, X ) is the distance between two point clouds according to either CD or EMD.
• COV measures the ratio of point clouds in the reference set S r that are matched to a distinct closest neighbor in the the generated set S g :
COV(S g , S r ) = 1 |S r | |{arg min X∈Sr d(X, X )|X ∈ S g }|.
(E.5)
where d(X, X ) can again be based on CD or EMD. COV reflects the generation diversity.
F More Experimental Results
F.1 Additional Comparisons on Synthetic Data
We comapre the proposed EBPs with Gaussian processes (GPs), neural processes (N Ps) 4 , and variational implicit processes (VIPs) 5 . Figure 7 shows the ground truth data and the normalized probability heatmap for each process. To generate data given an index t i , we randomly select one of the two modes (e.g., one of the sine waves) as the mean and adds ∼ N (0, 0.1) noise to produce x ti . We plot the heatmap of the learned predictive distribution of each process. For EBP, we use (D.14) to approximate p(x ti |t i ). Figure 8 shows additional image completion results on MNIST when only the upper-half of an image is given. Figure 9 shows MNIST completion results when 10, 100, and 1000 randomly selected pixels are given. Figure 10 shows additional completion results on CelebA where 10, 100, 500, 800, 1000 randomly selected pixels are given and when a 16x16 square is removed from the original 32x32 image. 
F.3 Additional Image Completion Results on CelebA
F.4 Additional Point-Cloud Generation Restuls
