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ABSTRACT
In this paper, we introduce a novel community detection algorithm
in graphs, called SCoDA (Streaming Community Detection Algo-
rithm), based on an edge streaming seing. is algorithm has an
extremely low memory footprint and a lightning-fast execution
time as it only stores two integers per node and processes each edge
strictly once. e approach is based on the following simple obser-
vation: if we pick an edge uniformly at random in the network, this
edge is more likely to connect two nodes of the same community
than two nodes of distinct communities. We exploit this idea to
build communities by local changes at each edge arrival. Using
theoretical arguments, we relate the ability of SCoDA to detect
communities to usual quality metrics of these communities like the
conductance. Experimental results performed on massive real-life
networks ranging from one million to more than one billion edges
shows that SCoDA runs more than ten times faster than existing
algorithms and leads to similar or beer detection scores on the
largest graphs.
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1 INTRODUCTION
1.1 Motivations
Networks arise in a wide range of elds from biology [27] to social
media [23] or web analysis [12][29]. In most of these networks,
we observe groups of nodes that are densely connected between
each other and sparsely connected to the rest of the graph. One
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of the most fundamental problems in the study of such networks
consists in identifying these dense clusters of nodes. is problem
is commonly referred to as community detection.
A major challenge for community detection algorithms is their
ability to process very large networks that are commonly observed
in numerous elds. For instance, social networks have typically
millions of nodes and billions of edges (e.g. Friendster [23]). Many
algorithms have been proposed during the last ten years, using
various techniques ranging from combinatorial optimization to
spectral analysis [17]. Most of them fail to scale to such large
real-life networks [31].
1.2 Contributions
In this paper, we introduce a novel approach to detect communities
in very large graphs. is approach is based on edge streams where
network edges are streamed in a random order. e algorithm pro-
cesses each edge strictly once. Moreover, the algorithm only stores
two integers for each node: its current community index and the
number of adjacent edges that have already been processed. Hence,
the time complexity of the algorithm is linear in the number of
edges and its space complexity is linear in the number of nodes.
In the experimental evaluation of the algorithm we show that this
streaming algorithm, called SCoDA (Streaming Community Detec-
tion Algorithm), is able to handle massive graphs [40] with low
execution time and memory consumption.
1.3 Related work
A number of algorithms have been developed for detecting commu-
nities in networks or graphs1 [13]. Many rely on the optimization
of some objective function that measures the quality of the detected
communities. e most popular quality metric is the modularity
[25], which is based on the comparison between the number of
edges that are observed in each cluster and the number of edges that
would be observed if the edges were randomly distributed. Other
metrics have been used with success, like the conductance, the out-
degree fraction and the clustering coecient [40]. Another popular
class of algorithms uses random walks [30][37]. ese methods
are based on the fact that random walks tend to get “trapped” in
the dense zones of the graph. ese techniques have proved to
be ecient but are oen time-consuming and fail to scale to large
1In the rest of the paper, we use the terms networks and graphs interchangeably.
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graphs [31]. Other popular methods include spectral clustering
[34][36], clique percolation [27], statistical inference [19], or matrix
factorization [39].
e streaming approach has drawn considerable interest in net-
work analysis over the last decade. Within the data stream model,
massive graphs with potentially billions of edges can be processed
without being stored in memory [22]. A lot of algorithm have
been proposed for dierent problems that arise in large networks,
such as counting subgraphs [3][7], computing matchings [16][10],
nding the minimum spanning tree [8][35] or graph sparsication
[4]. Dierent types of data streams can be considered: insert-only
streams, where the stream is the unordered sequence of the network
edges, or dynamic graph streams, where edges can both be added or
deleted. Many streaming algorithms rely on graph sketches which
store the input in a memory-ecient way and are updated at each
step [1].
In this paper, we use the streaming seing to dene a novel
community detection algorithm. We use randomized insert-only
edge streams and dene a minimal sketch, by storing only two
integers per node.
1.4 Paper outline
e rest of the paper is organized as follows. We rst describe our
streaming algorithm, SCoDA, in Section 2. In Section 3, we evaluate
experimentally the performance of SCoDA on real-life networks
and compare it to state-of-the-art algorithms. A theoretical analysis
of SCoDA is presented in Section 4. e choice of the only parameter
of SCoDA, as used in the experiments, is justied in Section 5.
Section 6 concludes the paper.
2 A STREAMING ALGORITHM FOR
COMMUNITY DETECTION
In this section, we dene SCoDA, a streaming algorithm for com-
munity detection in graphs.
2.1 Notations
We are given an unweighted and undirected graph G(V ,E) where
V is the set of vertices and E the set of edges. We use n to denote
the number of nodes andm the number of edges. Without loss of
generality, we consider that V = {1, ...,n}.
Let A and B be two subsets ofV . We use the following notations:
e(A) = {(u,v) ∈ E : u ∈ A or v ∈ A}
e(A,B) = {(u,v) ∈ E : u ∈ A and v ∈ B}
dA(u) = |{v ∈ A : (u,v) ∈ E}|
∂A = {u ∈ A : ∃v ∈ V \A, (u,v) ∈ E}
A = V \A
Note that we have e(A,A) ⊂ e(A).
2.2 Motivation
Although there is no universal denition of what a community is,
most existing algorithms rely on the principle that nodes tend to
be more connected within a community than across communities.
Hence, if we pick uniformly at random an edge e in E, this edge
is more likely to link nodes of the same community (i.e., e is an
intra-community edge), than nodes from distinct communities (i.e.,
e is an inter-community edge). Equivalently, if the edges of E are
processed in a random order, we expect many intra-community
edges to arrive before the inter-community edges.
More formally, letC ⊂ V be a community that we want to detect.
If the edges of E are randomly drawn without replacement, we
can consider the event where the rst k edges drawn in e(C) are
intra-community edges, i.e. in e(C,C):
Intrak (C) =the rst k edges that are drawn
from e(C) are in e(C,C)
e probability of this event is:
P[Intrak (C)] =
k−1∏
l=0
|e(C,C)| − l
|e(C)| − l =
k−1∏
l=0
(1 − ϕl (C)),
where
ϕl (C) =
|e(C,C)|
|e(C,C)| + |e(C,C)| − l ,
for all l = 0, . . . ,k − 1. Observe that the denition of ϕ0(C) is very
close to that of the conductance φ(C) of C ,
φ(C) = |e(C,C)|
2|e(C,C)| + |e(C,C)| .
In particular, ϕ0(C) = 2φ(C)1+φ(C) ≈ 2φ(C) for small values of the
conductance. We refer to ϕ0(C) as the pseudo-conductance in the
rest of the paper. It is well known that good communities are subsets
of V with low conductance [33]. We then expect ϕl (C) to be low
for small values of l if C is a good community and the probability
of picking an inter-community edge within the rst k edges picked
at random in e(C) to be low for small values of k .
2.3 A streaming approach
is observation is used to design an algorithm that streams the
edges of the network in a random order. For each arriving edge
(u,v), the algorithm places u and v in the same community if the
edge arrives early (intra-community edge) and splits the nodes in
distinct communities otherwise (inter-community edge). In this
formulation, the notion of an early edge is of course critical. In the
proposed algorithm, we consider that an edge (u,v) arrives early
if the current degrees of nodes u and v , accounting for previously
arrived edges only, is low.
More formally, the rst step of the algorithm consists in shuing
the list of edges E, i.e., in generating a random permutation of the
list of edges. e algorithm then considers edges in this particular
order, say e1, e2, . . . , em . Each node is initally in its own community.
For each new edge ej = (u,v), the algorithm performs one of the
following actions:
• u joins the community of v ;
• v joins the community of u;
• no action.
e choice of the action depends on the updated degrees d(u)
and d(v) of nodesu andv , i.e., the degree computed using the edges
e1, ..., ej . If d(u) or d(v) is greater than a given threshold D, then
we do nothing; otherwise, the node with the lowest degree joins
the community of the other node.
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2.4 Algorithm
e algorithm SCoDA is dened in Algorithm 1. It takes the list of
edges of the graph and one integer parameter D ≥ 1. e algorithm
builds two arrays d and c of size n. At the end of the algorithm,
di is the degree of node i , and ci the community of node i . When
the algorithm starts, each node has degree zero and is in its own
community (di = 0 and ci = i for all i). en, the list of edges is
shued and the main loop iterates over the edges in this random
order. For each new edge ej = (u,v), the degrees of u and v are
updated. en, if these degrees are both lower than the threshold
parameter D, the node with the lower degree joins the community
of the other node. Otherwise, the communities remain unchanged.
Algorithm 1 SCoDA
Require: List of edges E between nodes {1, ...,n} and parameter
D ≥ 1
1: For all i = 1, ...,n, di ← 0 and ci ← i
2: Shue the list of edges E
3: for j = 1, ..., |E | do
4: (u,v) ← jth edge of E
5: du ← du + 1 and dv ← dv + 1
6: if du ≤ D and dv ≤ D then
7: if du ≤ dv then cu ← cv
8: else cv ← cu
9: end if
10: end if
11: end for
12: return (ci )i=1, ...,n
Observe that, in case of equality du = dv ≤ D, v joins the
community ofu. Of course, this choice is arbitrary and can be made
random (e.g., u joins the community of v with probability 1/2 and
v joins the community of u with probability 1/2). Equivalently, the
random shuing of the list of edges may include for each edge
e = (u,v) a random choice between (u,v) and (v,u).
An example of execution of the algorithm on a toy network of
13 nodes and 25 edges is shown in Figure 1. Observe that this
execution of SCoDA is able to perfectly recover the two underlying
communities. is depends on the random shuing of the edges,
however, and another instance may give a dierent output. In the
next section, we analyse the ability of SCoDA to detect communities
in real-life graphs, as well as the variance of the results provided
by dierent executions of the algorithm.
Note that when an edge (u,v) arrives, only the community mem-
berships of u and v are modied. In particular there is no propaga-
tion of a community change to the neighbors of u or v . In Figure
1, we see for instance that, when edge 20 is streamed, only node 7
is transferred to community C9. A consequence of this absence of
propagation is that SCoDA is embarrassingly parallel: the execution
of the algorithm can be split into tasks, each processing a subset of
the edges2, with d and c stored in a shared memory.
2e choice of these subsets does not maer since edges are considered in random
order.
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Step 1 C9 = [9, 10]
Step 2 C6 = [2, 6], C9 = [9, 10]
Step 3 C6 = [2, 5, 6], C9 = [9, 10]
Step 4 C6 = [2, 5, 6], C8 = [8, 13], C9 = [9, 10]
Step 5 C6 = [1, 2, 5, 6], C8 = [8, 13], C9 = [9, 10]
Step 6 C6 = [1, 2, 3, 5, 6], C8 = [8, 13], C9 = [9, 10]
Step 7 C6 = [1, 2, 3, 5, 6], C7 = [4, 7], C8 = [8, 13],
C9 = [9, 10]
Step 8 C12 = [11, 12], C6 = [1, 2, 3, 5, 6], C7 = [4, 7],
C8 = [8, 13], C9 = [9, 10]
Step 9 C12 = [11, 12], C6 = [1, 2, 3, 4, 5, 6], C8 = [8, 13],
C9 = [9, 10]
Step 10 C12 = [11, 12], C6 = [1, 2, 3, 4, 5, 6], C8 = [8, 10, 13]
Step 11 C12 = [11, 12], C6 = [1, 2, 3, 4, 5, 6], C8 = [8, 10, 13]
Step 12 C12 = [11, 12], C6 = [1, 2, 3, 4, 5, 6], C8 = [8, 10],
C9 = [9, 13]
Step 13 C12 = [11, 12], C6 = [1, 2, 3, 4, 5, 6], C8 = [8, 10],
C9 = [9, 13]
Step 14 C6 = [1, 2, 3, 4, 5, 6], C8 = [8, 10], C9 = [9, 11, 13]
Step 15 C6 = [1, 2, 3, 4, 5, 6], C8 = [8, 10], C9 = [9, 11, 13]
Step 16 C6 = [1, 2, 3, 4, 5, 6], C8 = [8, 10]
C9 = [9, 11, 12, 13]
Step 17 C6 = [1, 2, 3, 4, 5, 6], C9 = [8, 9, 11, 12, 13]
Step 18 C6 = [1, 2, 3, 4, 5, 6], C9 = [8, 9, 11, 12, 13]
Step 19 C6 = [1, 2, 3, 4, 5, 6], C9 = [8, 9, 11, 12, 13]
Step 20 C6 = [1, 2, 3, 4, 5, 6], C9 = [7, 8, 9, 11, 12, 13]
Steps 21→ 22 C6 = [1, 2, 3, 4, 5, 6, 7], C9 = [8, 9, 11, 12, 13]
Steps 23→ 25 C6 = [1, 2, 3, 4, 5, 6, 7], C9 = [8, 9, 10, 11, 12, 13]
Figure 1: Example of SCoDA execution on a small network:
e order of arrival of the edges is indicated as a label on each edge.
e table lists the communities with more than two nodes for each
step of the algorithm. It shows the execution of SCoDA for D = 4.
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We also remark that the algorithm easily extends to weighted
graph. Indeed, we can consider that each edge is drawn with a prob-
ability proportional to its weight instead of considering uniform
probabilities.
2.5 Complexity
e algorithm contains three parts: the initialization of the vectors
d and c , which is linear in n, the shuing of the list of edges, which
is linear in m with the Fisher-Yates algorithm [11], and the main
loop which is also linear in m. us, the time complexity of the
algorithm is linear inm (assuming thatm is larger than n, which is
the case in practice).
Concerning the space complexity, we only use two arrays of
integers of size n, d and c . Note that the algorithm does not need to
store the list of edges in memory, but can simply read it in a random
order, which is the main benet of the streaming approach. Hence,
the space complexity of the algorithm is 2n · sizeOf(int) = O(n).
2.6 Degree threshold
In the rest of the paper, the only parameter of SCoDA,D, is set to the
mode of the degree distribution of the network, i.e., the degree that
appears most oen in the graph, excluding the leaf nodes. Hence
we take D = dmode with
dmode = arg max
d>1
|{u ∈ V : d(u) = d}|. (1)
is choice is justied in Section 5.
Note that the computation of dmode for a given graph is linear
in the number of edgesm and can be done in a streaming way like
SCoDA (but before the execution of SCoDA). Indeed, it is sucient
to know the degree of each node; computing dmode then requires n
comparisons.
3 EXPERIMENTAL RESULTS
3.1 Datasets
We use real-life networks provided by the Stanford Social Network
Analysis Project (SNAP [40]) for the experimental evaluation of
SCoDA. ese datasets include ground-truth community member-
ships that we use to measure the quality of the detection. We
consider datasets of dierent natures:
• Social networks: e YouTube, LiveJournal, Orkut and
Friendster datasets correspond to social networks [2][23]
where nodes represent users and edges connect users who
have a friendship relation. In all these networks, users can
create groups that are used as ground-truth communities
in the dataset denitions.
• Co-purchasing network: e Amazon dataset corresponds
to a product co-purchasing network [21]. e nodes of the
graph represent Amazon products and the edges corre-
spond to frequently co-purchased products. e ground-
truth communities are dened as the product categories.
• Co-citation network: e DBLP dataset corresponds to a
scientic collaboration network [2]. e nodes of the graph
represent the authors and the edges the co-authorship
relations. e scientic conferences are used as ground-
truth communities.
e size of these networks ranges from approximately one mil-
lion edges to more than one billion edges. It enables us to test the
ability of SCoDA to scale to very large networks. e characteristics
of these datasets can be found in Table 1.
|V | |E | # communities
Amazon 334,863 925,872 311,782
DBLP 317,080 1,049,866 1,449,666
YouTube 1,134,890 2,987,624 8,455,253
LiveJournal 3,997,962 3,4681,189 137,177
Orkut 3,072,441 117,185,083 49,732
Friendster 65,608,366 1,806,067,135 2,547
Table 1: SNAP datasets used for the benchmark on real net-
works
3.2 Benchmark algorithms
For assessing the performance of SCoDA we use a wide range of
state-of-the-art algorithms that are based on various approaches:
• SCD (S) partitions the graph by maximizing the WCC,
which is a community quality metric based on triangle
counting [31].
• Louvain (L) is based on the optimization of the well-known
modularity metric [5].
• Infomap (I) splits the network into modules by compress-
ing the information ow generated by random walks [32].
• Walktrap (W) uses random walks to estimate the simi-
larity between nodes, which is then used to cluster the
network [30].
• OSLOM (O) partitions the network by locally optimizing a
tness function which measures the statistical signicance
of a community [20].
3.3 Performance metrics
We use two metrics for the performance evaluation of the selected
algorithms. e rst is the average F1-score [39][31]. Given an
estimate Cˆ of a true community C , the precision and recall of this
estimation, that respectively penalize false positive and false nega-
tive, are dened as:
Precision(Cˆ,C) = |Cˆ ∩C ||Cˆ | , Recall(Cˆ,C) =
|Cˆ ∩C |
|C | .
e F1-Score of the estimation Cˆ ofC is then dened as the harmonic
mean of precision and recall:
F1(Cˆ,C) = 2 Precision(Cˆ,C) · Recall(Cˆ,C)
Precision(Cˆ,C) + Recall(Cˆ,C) .
Now consider some partition of the graph into K communities,
C = {C1, ...,CK }. e F1-Score of the partition Cˆ = {Cˆ1, ..., CˆL}
with respect to C is dened by:
F1(Cˆ,C) = 1
K
K∑
k=1
max
1≤l ≤L
F1(Cˆl ,Ck ).
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Finally, the average F1-Score between the set of detected communi-
ties Cˆ and the set of ground-truth communities C is:
F1(Cˆ,C) = F1(Cˆ,C) + F1(C, Cˆ)2
e second metric we use is the Normalized Mutual Information
(NMI), which is based on the mutual entropy between indicator
functions for the communities [18].
3.4 Benchmark setup
e experiments were performed on EC2 instances provided by
Amazon Web Services of type m4.4xlarge with 64 GB of RAM,
100 GB of disk space, 16 virtual CPU with Intel Xeon Broadwell or
Haswell and Ubuntu Linux 14.04 LTS.
SCoDA is implemented in C++ and the source code can be found
on GitHub3. For the other algorithms, we used the C++ implementa-
tions provided by the authors, that can be found on their respective
websites. Finally, all the scoring functions were implemented in
C++. We used the implementation provided by the authors of [18]
for the NMI and the implementation provided by the authors of
SCD [31] for the F1-Score.
3.5 Benchmark results
Execution time. We compare the execution times of the dierent
algorithms on SNAP networks in Table 2. e entries that are
not reported in the table corresponds to algorithms that returned
execution errors or algorithms with execution times exceeding 6
hours. In our experiments, only SCD, except from SCoDA, was able
to run on all datasets. e fastest algorithms in our benchmarks
are SCD and Louvain and we observe that they run more than ten
times slower than our streaming algorithm. More precisely, SCoDA
runs in less than 50ms on the Amazon and DBLP networks, which
contain millions of edges, and in 5 minutes on the largest network,
Friendster, that has more than one billion edges. In comparison, it
takes seconds for SCD and Louvain to detect communities on the
smallest networks, and several hours to run on Friendster. Figure 2
shows the execution times of all the algorithms with respect to the
number of edges in the network. We remark that there is more than
one order of magnitude between SCoDA and the other algorithms.
In order to compare the execution time of SCoDA with a minimal
algorithm that only reads the list of edges without doing any addi-
tional operation, we measured the run time of the Unix command
cat on the largest dataset, Friendster. cat reads the edge le se-
quentially and writes each line corresponding to an edge to standard
output. In our expermiments, the command cat takes 152 seconds
to read the list of edges of the Friendster dataset, whereas SCoDA
processes this network in 314 seconds. at is to say, reading the
edge stream is only twice faster than the execution of SCoDA.
Memory consumption. We measured the memory consumption
of SCoDA and compared it to the memory that is needed to store
the list of the edges for each network, which is a lower bound of
the memory consumption of the other algorithms. We use 64-bit
integers to store the node indices. e memory needed to represent
the list of edges is 14,8 MB for the smallest network, Amazon, and
3hps://github.com/ahollocou/scoda
S L I W O SCoDA
Amazon 1.84 2.85 31.8 261 1038 0.04
DBLP 1.48 5.52 27.6 1785 1717 0.04
YouTube 9.96 11.5 150 - - 0.13
LiveJournal 85.7 206 - - - 2.58
Orkut 466 348 - - - 9.26
Friendster 13464 - - - - 314
Table 2: Execution times in seconds
106 107 108 109
102
103
104
105
106
107
Number of edgesm
Ru
n
tim
e
(m
s)
SCD Louvain Infomap
Walktrap OSLOM SCoDA
Figure 2: Run times in milliseconds with respect to the num-
ber of edges for SNAP networks
28,9 GB for the largest one, Friendster. In comparison, SCoDA
consumes 5,4 MB on Amazon and only 1,1 GB on Friendster.
Detection scores. Tables 3 and 4 show the Average F1-score and
NMI of the algorithms on the SNAP datasets. Note that the NMI
on the Friendster dataset is not reported in the table because the
scoring program used for its computation [18] cannot handle the
size of the output on this dataset. While Louvain and OSLOM clearly
outperform SCoDA on Amazon and DBLP (at the expense of longer
execution times), SCoDA shows similar performance as SCD on
YouTube and much beer performance than SCD and Louvain on
LiveJournal, Orkut and Friendster (the other algorithms do not run
these datasets). us SCoDA does not only run much faster than
the existing algorithms but the quality of the detected communities
is also beer than that of the state-of-the-art algorithms for very
large networks.
3.6 Variance of the algorithm
SCoDA is not a deterministic algorithm as it depends on a random
permutation of the list of the edges. We study its variance over
multiple runs by computing the standard deviation of the F1-Score
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S L I W O SCoDA
Amazon 0.39 0.47 0.30 0.39 0.47 0.37
DBLP 0.30 0.32 0.10 0.22 0.35 0.23
YouTube 0.23 0.11 0.02 - - 0.24
LiveJournal 0.19 0.08 - - - 0.27
Orkut 0.22 0.19 - - - 0.42
Friendster 0.10 - - - - 0.20
Table 3: Average F1 Scores
S L I W O SCoDA
Amazon 0.16 0.24 0.16 0.26 0.23 0.12
DBLP 0.15 0.14 0.01 0.10 0.15 0.03
YouTube 0.10 0.04 0.00 - - 0.10
LiveJournal 0.05 0.02 - - - 0.09
Orkut 0.11 0.05 - - - 0.22
Table 4: NMI
Average F1-Score Nb of communities
Amazon 3.7 × 10−1 ± 5 × 10−4 1.0 × 105 ± 1 × 102
DBLP 2.3 × 10−1 ± 4 × 10−4 1.9 × 105 ± 2 × 102
YouTube 2.4 × 10−1 ± 6 × 10−4 8.8 × 105 ± 2 × 102
LiveJournal 2.7 × 10−1 ± 2 × 10−4 2.7 × 106 ± 6 × 102
Table 5: Variance analysis of SCoDA on SNAP (average value
± standard deviation)
and of the number of communities over 1000 independent runs. e
results are collected in Table 5. We see that the standard deviation is
100 times lower than the average value of these metrics. Note that
these experiments were only run on the smaller datasets because
the run times on bigger networks were prohibitive.
4 THEORETICAL ANALYSIS
In this section, we provide a theoretical analysis of SCoDA explain-
ing its good performance. We consider successively the precision
and recall of the algorithm.
4.1 Notation
Observe that, as far as the analysis is concerned, we can assume that
the algorithm performs at each step a random sampling without
replacement of the edges, instead of the initial random shuing.
When an edge e = (u,v) is drawn, there are two cases depending
on the degrees du and dv .
• If du ≤ D and dv ≤ D then u joins the community of v
or conversely, v joins the community of u. In this case we
say that e is a transfer edge and we use t(e) to denote this
event.
• Otherwise, u and v remain in their communities. We say
that e is a blank edge.
4.2 Precision
In this part of the analysis, we are interested in the false positives
detected by SCoDA.
Let C ⊂ V be the community that we want to detect. Let S
be a community returned by SCoDA such that S ∩ C , ∅. Note
that there is necessarily such a S because the algorithm performs a
partition of the set of nodes V . We say that node u ∈ V is a false
positive in S with respect to community C if u ∈ S \C . Note that
if SCoDA returns a false positive, then one of the edges between
C and C = V \C is necessarily a transfer edge. Here, we study the
quantity of such edges that can lead to false positives, that we call
false-positive edges. We use FPE(C) to denote their number:
FPE(C) = |e ∈ e(C,C) : t(e)|
Let (u,v) be an edge of e(C,C). In what follows, we consider
by convention that, for such edges, u ∈ C and v ∈ C . We observe
that if the rst D edges that are drawn in e({u}) (i.e., edges with an
end equal to u) are in e(C,C) (intra-community edges), then (u,v)
cannot be a transfer edge because du > D when (u,v) is streamed.
e probability for the kth edge in e(u) to be in e(C,C) knowing
that the previous edges were in e(C,C) is:
1 − dC (u)
d(u) − k
erefore, the expected value of FPE(C) satises:
E[FPE(C)] =
∑
e ∈e(C,C)
P[t(e)]
≤
∑
(u,v)∈e(C,C)
[
1 −
D−1∏
k=0
(
1 − dC (u)
d(u) − k
)]
e quantity dC (u)/d(u) is known as the Out Degree Fraction (ODF)
of node u for the community C . We use ODF(u,C) to denote this
quantity. Observe that a good community corresponds to low values
of ODF(u,C) for u ∈ C .
e ratio of the expected number of false positive edges to the
total number of edges in the community satises:
E[FPE(C)]
|e(C)| ≤ ϕ0(C)
1 −
∑
(u,v)∈e(C,C)
∏D−1
k=0
(
1 − ODF(u,C)
1− kd (u)
)
|e(C,C)|
 ,
where ϕ0(C) is the pseudo-conductance dened in Section 2. Note
that the term
∏D−1
k=0
(
1 − ODF(u,C)1−k/d (u)
)
is null ifD > dC (u). We remark
that the lower the pseudo-conductance ϕ0(C) and the Out Degree
Fraction ODF(u,C) for u ∈ ∂C , the less false-positive edges are
observed. For good communities C , these quantities are typically
small, leading to a good precision.
4.3 Recall
Now we analyze the performance of SCoDA in terms of recall, i.e.,
its ability to recover all the nodes of a given community C .
Intuition. We would like to have a low probability of spliing
a community C into several sub-communities. We remark that
SCoDA may split a community C into two sub-communitites C1
and C2 if the edges (u,v) ∈ e(C1,C2) (u ∈ C1 and v ∈ C2) satisfy
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dC1 (u) > D or dC2 (v) > D. In this case, when (u,v) ∈ e(C1,C2) is
processed, we can potentially have du > D or dv > D.
Now if the community C is homogeneous, we have typically
dC1 (u) ' d¯ |C1 ||C | and dC2 (u) ' d¯
|C2 |
|C | , where d¯ corresponds to the
average intra-community degree in C . erefore, our community
C is potentially split into C1 and C2 if:
d¯
|C1 |
|C | > D or d¯
|C2 |
|C | > D
In particular, if the parameter D is close or larger than d¯ , then these
inequalities are not satised and the probability of spliing C into
sub-clusters is low.
Analysis on random graphs. e previous argument is not rigor-
ous and only provides an insight into the behavior of SCoDA. In
order to study the ability of SCoDA to recover an entire community,
we study its results on a random graph model. We represent a com-
munity as a small, homogeneous and well-connected random graph.
For such a random graph, we expect SCoDA to return the entire
graph as a community. Hence, we measure the average value of the
relative size of the largest community returned by the algorithm:
max
Cˆ ∈Cˆ
|Cˆ |
n
We choose the simplest random graph model, the Erdo˝s Re´nyi
graph [15] (other experiments, not reported here, showed the same
type of results on the conguration model [24][26]). Recall that
this model has two parameters n and p: n is the number of nodes,
and each edge (u,v) is included in the graph with probability p
independently of every other edge. Although this model is inap-
propriate for modelling entire real-life networks, it is reasonable
for representing small communities.
We experimentally generate graphs using this model for dierent
values of n and p. We plot the average value of the relative size of
the largest community returned by the algorithm in Figure 3. For
each value of (n,p), 1000 graphs were generated and SCoDA was
run once on each graph. e degree threshold D was set to dmode
as in previous experiments.
We see that the relative size of the largest community is close
to 1 when the parameter p tends to 1. e case p = 1 corresponds
to the situation where the graph is complete and where we want
to recover the densest possible community, the clique. We see
that SCoDA is able to recover almost the entire community in this
situation. Besides, as soon as p > 0.5, SCoDA recovers more than
75% of the nodes in its largest community.
5 SETTING THE DEGREE THRESHOLD
In this section, we give a deeper insight into the choice of the only
parameter of SCoDA, the degree threshold D.
5.1 Some strategies
Consider the dynamic graph H having the same nodes as G and
whose edges are those successively considered by SCoDA. Note
that D corresponds to the maximum updated degree in this graph
until a change in the communities occurs. Indeed, when an edge
(u,v) is streamed, there is a change in the communitites if and only
if both du and dv are lower than D.
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Figure 3: Average relative size of the largest community re-
turned by SCoDA on a Erdo˝s-Re´nyi random graph of param-
eters (n,p)
As observed before, with high probability, intra-community edges
are streamed before inter-community edges. If D is too low, SCoDA
might not take some intra-community edges into account and can
potentially split communities into sub-clusters. Remark that, if
D = 1, then the algorithm only outputs communities with at most
two nodes. On the contrary, if D is too high, community transfers
due to inter-community edges will occur and deteriorate the quality
of the detected communities.
Hence, D is intuitively related to the degree distribution of the
graph G(V ,E). We can consider several options for the choice of
this parameter:
• Average degree: D = davg, the average value of the degree
d(u) over the network;
• Median degree: D = dmed, the median value of the degree
d(u) over the network;
• Mode of the degree distribution: D = dmode, the most
common degree in the network excluding leaf nodes, as
dened by (1).
Recall that we have chosen D = dmode until now. We justify this
choice below both experimentally on SNAP datasets and theoreti-
cally using the previous analysis.
5.2 Experimental analysis
We evaluate the performance of SCoDA as a function of D on real-
life networks. For this purpose, we perform experiments on the
SNAP datasets introduced above and we use the Average F1 Score
to measure the quality of the detected communities. In order to
evaluate the accuracy of the dierent choices of D, we consider the
relative quality ratio Q between the F1-score obtained for a given
D, noted F1(D), and the maximum of this score observed for any
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Figure 4: Average F1 Score with respect to D for SNAP net-
works
value of D:
Q(D) = F1(D)
maxD′ F1(D ′)
In Figure 4, we plot the Average F1-Score of SCoDA with respect
to D. Note that, the singletons returned by SCoDA were excluded
from the computation of the F1-Score in order to boost the execution
time of this scoring metric for dierent values of D, which explains
why the scores slightly dier from the ones listed in Table 3. As
expected, we observe that the F1-Score rst increases with D until
it reaches a maximum value, and then decreases as D continues to
increase.
In Figure 5, we plot the ratio Q(D) dened above for the three
choices for D listed above (average, median and mode). We see that
Q(D) > 0.9 for D = dmode whereas Q(D) shows poor values for
the other choices of D on the social networks datasets LiveJournal,
Orkut and Friendster. is justies experimentally our previous
choice.
Table 6 collects dierent statistics on the degree distribution
of the datasets, including the values of davg, dmed and dmode. We
remark that for YouTube, LiveJournal, Orkut and Friendster the
density ( m2n(n−1) ) is lower and the maximum degree dmax is higher
than for the DBLP and Amazon datasets. e dierent nature of
the networks could explain the dierences in these statistics and in
the behavior of SCoDA. On the one hand, we have social networks
where the performance of SCoDA decreases drastically when D
increases, and, on the other hand, we have a co-citation and a co-
purchasing networks for which the F1-Score decreases much more
slowly.
Note that one could ask why we do not simply use a xed value
for D (e.g. D = 2) but experiments on the random graphs dened
in §4.2 shows that it deteriorates the recall of the algorithm.
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Figure 5: Relative quality Q for dierent choices of D on
SNAP networks
davg dmax dmed dmode density
Amazon 5.5 549 4 4 1.6e-5
DBLP 6.6 343 4 2 2.1e-5
YouTube 5.3 28754 1 2 4.6e-6
LiveJournal 17.3 14815 6 2 4.3e-6
Orkut 76.2 33313 45 2 2.5e-5
Friendster 55.1 5214 9 2 8.4e-7
Table 6: Statistics on the degree distribution of SNAP net-
works
5.3 eoretical insights
In Section 4, we observed that the ODFs of nodes at the boundary
of community C need to be higher than D in order to obtain few
false positive edges. Besides, we have seen that D must be close to
the intra-community degree inC in order to decrease the likelihood
for C to be split into sub-clusters by SCoDA. ese arguments
suggest that the parameter D should be close to the typical value
of intra-community degrees in the network. Since most nodes
have few inter-community links, this is well approximated by the
most probable degree in the graph, that is the mode of the degree
distribution as chosen in our experiments. Observe that the average
and the median are not typical values of the degree of a node, which
may explain the worse performance of SCoDA in these cases.
6 CONCLUSION AND FUTURE WORK
We introduced a novel approach for community detection based
on a random stream of edges. is approach is based on simple
properties of such edge streams, that are closely related to important
concepts in network analysis such as conductance and out-degree
fraction. We designed an algorithm, named SCoDA, that stores only
two integers for each node and runs linearly in the number of edges.
In our experiments, SCoDA runs more than 10 times faster than
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state-of-the-art algorithms such as Louvain and SCD and shows
beer detection scores on the largest networks. us SCoDA would
be useful in many applications where massive graphs arise. For
example, the web graph contains around 1010 nodes which is much
more than in the Friendster dataset.
While we evaluated the performance of the algorithm on static
graphs only, it would be interesting for future work to measure
the ability of SCoDA to handle evolving networks by conducting
benchmarks on dynamic datasets [28] with existing approaches
[14][9]. Note that modications to the algorithm design could be
made to handle events such as edge deletions.
Another interesting research direction would be to exploit the
fact that, between two runs of SCoDA, the transfer-edges and the
blank-edges can change. For each edge of the network, we could
count how many times it corresponds to a transfer-edge over several
runs and use this result to rene the community detection with, for
instance, a boostrap aggregating approach [6].
Furthermore, we remark that the condition du ≤ D and dv ≤ D
plays an important role in the denition of the algorithm. Future
works could explore dierent ways to dene when an edge arrives
early or late. For instance, the general condition f (du ,dv ) ≤ D,
could lead to dierent results for certain choices of f .
Finally, SCoDA only returns disjoint communities, whereas, in
many real networks, overlaps between communities can be ob-
served [18]. An important research direction would consist in
adapting SCoDA to overlapping community detection and compare
it to existing approaches [38][39].
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