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where L is a linear deterministic second-order differential operator. The coefftcients in L are not stochastic nor nonlinear (the general case of nonlinear stochastic operators [1] is considered in the next section). Appropriate smoothness conditions for coefficients are assumed and L is assumed invertible. (If it is not, the operator L in (1) is taken to be the sum of the highest ordered derivative only-which we have called L in the decomposition-with the remainder being called R. This modification has been discussed elsewhere [ 11; we assume for now that R = 0.) We require that the eigenvalue problem Lu= jbu be solvable and that, if 9= 0, then V(X) =0 and, if the operator L is replaced by L + 9 then 2 becomes i( 1 + v](x)).
Assume the boundary conditions (at zero and one) are also deterministic. This problem has been considered by others, but we depart immediately from conventional treatments in that no restrictive assumption of "smalfness" is made for q so limiting perturbative methods and/or (equivalently) hierarchy methods and closure approximations are not used and no special nature (white noise, etc.) will be assumed for the stochastic process q. Clearly, of course, if the fluctuations are small, the same results will be obtained as in the perturbation case [3, 4] .
Suppose, as an example, Lu is given by -u", i.e., L = -d'/dx' and we have simple boundary conditions u(0) = U(R) = 0. Now 1 + q could symbolize a stochastic density for a taut string fixed at endpoints 0, a. If n = 0, the equation reduces to U" + Au=0 which is solved for solutions u(n) Having solved Lu = Au we have the eigenvalues ;1 for q = 0. When q # 0 we have (1) . Using the decomposition method [3, 4] , assume u = C,"=, u,, where u,,~ represents the solutions for q = 0.
The solutions uk for k = 1,2,..., for the deterministic problem (q = 0) or UI, %,..., will become randomized when we consider the r]. The uk are the solutions of the homogeneous equation (L -2)~ = 0. Now we have Lu -Au = lqu and the right side is like a forcing function or inhomogeneous term. The previous solution therefore must be added to the solutions of Using the decomposition method [3, 4] , calling the homogeneous solution 
and the sum indicates the randomized eigenfunction for the first eigenvalue
a stochastic series since r] and u are stochastic.' We can now average to get (u) or get correlations, variances, etc., by taking a finite number of terms. The errors have been thoroughly discussed in [ 1 ] and the series converges [2] . Let us look at a few terms. Suppose q is zero-mean then thus the mean is not the deterministic solution. Similarly u2 is found using the uo2 = sin 2x solution, etc. If we replace A( 1 + q) by A, a stochastic eigenvalue we can decompose A into A, + A,, where A, is the deterministic part corresponding to the previous A and A, is the random part corresponding to the previous 1~. If L were not invertible we simply write L -' for the invertible portion and and proceed as before. Then u,+ I = AL ~ '( 1 + q) u, -Ru,. Now consider stochastic nonlinear eigenvalue problems. Using the notation of [ 11, write Bu = Au, ('5) ' This is nor a sample function method; the series is stochastic where 9 is a nonlinear stochastic operator [l] and the eigenvalues are random. Then with 9 a random operator and N a nonlinear operator, and n decomposed into deterministic and random parts 1, A,, Lu + Ru + Nu = (I" + n,)u.
Again assume L is invertible. If not write the invertible part as L ' and the remainder as R. Solving for Lu,
where NU = C A, as defined in [ 1 ] in terms of Adomian's polynomials for the particular nonlinearity and u,,, or generally Q is the solution of Lu = Au as before. Since generally we have a set of k eigenvalues, a subscript k is also necessary but suppressed for now. Now etc., as before, i.e., tilk in terms of the z+ so each u,, 1 k can be found in terms of the u,,~ and are therefore determinable having first found the k eigenvalues in the deterministic case.
The harmonic oscillator is a well used application in physics. A mass m attached to a fixed point by an elastic spring or pendulum is generally represented linearly with a force F= -k<, where t is the displacement. A particle moving near a point of stable equilibrium approximates these conditions since, near this point, the potential energy function k'(5), or V(x -a), where a is the equilibrium point, is a "well" of parabolic shape, and, expanding it in powers of <, the first derivative is proportional to the force and must vanish when evaluated at 5 = 0, where V is taken as zero, yielding V= k<'/2 to second-order terms. Near equilibrium points, systems are often represented as harmonic oscillators. In quantum mechanics, the time-independent Schrodinger equation is an eigenvalue equation in the form L$ = Q, where the eigenvalues 2 represent energy levels, L represents the Hamiltonian operator written as H= -(h2/2m) V* + V, and if V = kx2/2, we have
In the l-dimensional case one writes In studying mathematical models of plasma behavior for fusion research, the determination of ideal magnetohydrodynamic stability of equilibrium configurations depends on calculation of eigenvalues of linearized perturbed equations. Possibly the methods here, and in [4] , can be used for similar calculations with more realistic results.
