Использование многозадачной регрессии для анализа случайных состояний электроэнергетической системы при оценке надёжности методом Монте-Карло by D. Boyarkin A. & Д. Бояркин А.
Математика и математическое моделирование, 2021, №2 34 
Математика и математическое моделирование. 2021. 
№ 02. С. 34 – 49. 
DOI: 10.24108/mathm.0221.0000251 
 
© Д.А. Бояркин, 2021  
 
УДК 519.688 
Использование многозадачной регрессии для 
анализа случайных состояний 
электроэнергетической системы при оценке 





Институт систем энергетики им. Л.А. Мелентьева СО РАН, Иркутск, Россия 
2
Иркутский национальный исследовательский технический университет, Иркутск, Россия 
 
 
Вопрос повышения скорости расчёта надёжности электроэнергетических систем (ЭЭС) являет-
ся одним из ключевых при их оперативном управлении и долгосрочном планировании разви-
тия. Невозможность оценки надёжности ЭЭС аналитическими методами возникает из-за боль-
шой размерности задачи и, как следствие, практически единственным вариантом оценки явля-
ется применение метода Монте-Карло. При его использовании как скорость, так и точность 
расчёта напрямую зависит от количества случайно сгенерированных состояний системы и 
сложности их расчёта в модели. Методы, направленные на повышение вычислительной эффек-
тивности, могут касаться двух направлений – сокращения рассматриваемых состояний и упро-
щение расчётной модели для каждого состояния. Оба варианта выполняются с условием со-
хранения точности расчёта. 
В данной статье представлены исследования по использованию методов машинного обучения 
и, в частности, метода многозадачной регрессии для модернизации методики оценки надёжно-
сти методом Монте-Карло. Методы машинного обучения применяются для определения дефи-
цита мощности (реализации случайной величины) для каждого случайного состояния ЭЭС. 
Использование именно многозадачной регрессии позволяет комплексно определять значения 
всех искомых переменных. Экспериментальные исследования проводятся на двух тестовых 
схемах электроэнергетических систем – трёхзонной и IEEE RTS-96 с 24 зонами надёжности. 
Ключевые слова: электроэнергетическая система, надёжность, методы машинного обучения, 
многозадачная регрессия 
 
Представлена в редакцию: 02.03.2021, исправлена 16.03.2021 
 
Введение 
Надёжная поставка электроэнергии потребителям является одним из гарантов благо-
получия и развития как самих потребителей, так и экономики региона, в рамках которой 
они осуществляют свою хозяйственную деятельность. Для осуществления надёжной по-
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ставки необходимо заблаговременно реализовывать комплекс мероприятий, обеспечи-
вающих бесперебойное функционирование электроэнергетической системы (ЭЭС) при её 
перспективном развитии. Как правило, к таким мероприятиям относится резервирование 
генерирующих мощностей и пропускных способностей линий электропередачи, а также 
использование противоаварийной автоматики и интеллектуальных систем. При этом нуж-
но учитывать, что чрезмерное резервирование также влечет за собой затраты на содержа-
ние объектов избыточной инфраструктуры, а недостаток к снижению надёжности ЭЭС. 
Поэтому принимаемые меры должны быть обоснованы и экономически оптимальны. Для 
их обоснования используются показатели надёжности энергосистемы, которые можно по-
лучить при расчёте оценки надёжности. Таким образом точное и своевременное опреде-
ление показателей надёжности будущей ЭЭС является необходимым условием для её оп-
тимального функционирования и перспективного развития. Особенно важным и актуаль-
ным это становится при возросшей роли распределенной генерации, возобновляемых ис-
точников энергии в современных ЭЭС и других технологий, которые вносят новые кор-
рективы в процесс оценки надёжности ЭЭС [1]. 
Сейчас наиболее распространенным и практически единственным доступным мето-
дом для оценки надёжности ЭЭС является метод Монте-Карло [2, 3]. Методика, основан-
ная на данном методе, состоит из двух вычислительных этапов [4-6]: 
1. Многократное формирование расчётных состояний ЭЭС и расчёт их режима (опре-
деление дефицитов мощности) используя методы оптимизации;  
2. Расчёт показателей надёжности с помощью статистического анализа результатов, 
полученных на предыдущем этапе. 
При формировании расчётных состояний учитываются плановые и неплановые ре-
монты энергетического оборудования, случайные отклонения нагрузки и другие факторы, 
влияющие на работу ЭЭС.  
Наибольшую проблему при решении задачи оценки надёжности ЭЭС данным мето-
дом представляет собой необходимость расчёта большого количества случайных состоя-
ний для достижения приемлемой точности результата, так как он всегда является прибли-
женным. Для характеристики точности на практике обычно используют вероятную ошиб-
ку [7]: 
            
  
 
       
        
  
, (1) 
где N – число испытаний, ξ – искомая случайная величина, D – дисперсия случайной ве-
личины. 
Фактическая же абсолютная ошибка зависит от использованных в расчёте случайных 
чисел и других факторов и может оказаться как больше, так и меньше δвер. Так что δвер по-
казывает не границу ошибки, а её порядок [7]. С помощью этой формулы определяется 
критерий остановки расчёта в программах оценки надёжности на основании метода Мон-
те-Карло, включая нашу.  
Необходимость расчета большого числа расчётных состояний прямо влияет на затра-
ты времени. Решение задачи для крупных ЭЭС и для больших анализируемых периодов 
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требует значительного времени исходя из вероятной ошибки для Монте-Карло и из-за 
возрастающей сложности расчёта режимов на первом этапе. В свою очередь это 
препятствует решению дальнейшей задачи - задачи оптимизации (синтеза) надёжности 
ЭЭС. 
Методы машинного обучения получили широкое развитие и распространение в со-
временное время, в том числе и в энергетике, например, они используются для интеллек-
туальной оценки режимной надёжности ЭЭС [8, 9]. В данной статье рассматривается при-
менимость данных методов для ускорения расчёта оценки надёжности ЭЭС. Для этого 
предлагается использовать методы многозадачной регрессии для получения значений де-
фицитов и перетоков мощности для большей части расчётных состояний ЭЭС без необхо-
димости расчёта режимов с помощью более вычислительно затратных методов оптимиза-
ции на первом вычислительном этапе.   
1. Постановка задачи 
Как было сказано выше, методика оценки надёжности ЭЭС состоит из двух вычисли-
тельных этапов расчёта [2-6]: 
1. Итеративный этап.  
Данный этап состоит из многократного повторения двух вычислительных операций:  
а. Формирование расчётных состояний.  
На данном шаге формируется расчётное состояние ЭЭС, которое характеризуется на-
бором событий, моделируемых случайным образом. К таким событиям относятся отказы 
генерирующих агрегатов и линий электропередачи (ЛЭП), нерегулярные колебания на-
грузки потребителей и др. Математически моделирование одного случайного события Ki, 
i=1, …, n, вероятность которого равна pi, i=1, …, n, происходит при получении случайного 
числа ri, i=1, …, n, из равномерно распределенного множества на интервале [0,1]. Если 
случайное число ri, находится в интервале [0, pi], то считается, что событие наступило, в 
противном случае, что не наступило, т.е.:  
     
              
               
           (2) 
Распределенное множество представляет собой последовательность случайных чисел, 
сгенерированных с помощью генераторов псевдослучайных (ГПСЧ) [10] или квазислу-
чайных чисел. В экспериментальной части при проведении расчётов использовались ЛПτ-
последовательности [11]. 
b. Расчёт режимов.  
Для каждого, полученного расчётного состояния рассчитывается оптимальный по ми-
нимуму дефицита мощности установившийся режим. При оценке надёжности ЭЭС мате-
матическую формулировку данной задачи можно представить в следующем виде [12]: 
при оценке дефицита мощности k-го состояния ЭЭС, k = 1, …, N требуется найти: 
    
 
         (3) 
учитывая балансовые ограничения: 
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где xi – используемая мощность в зоне надёжности i,    
  – располагаемая генерирующая 
мощность в зоне надёжности i, yi – величина покрывания нагрузки в зоне надёжности i,   
  
– нагрузка в зоне надёжности i,     – поток мощности из зоны надёжности i в зону надёж-
ности j,     
  – пропускная способность ЛЭП между зонами надёжности i и j,     – заданные 
коэффициенты удельных потерь мощности при её передаче из зоны надёжности i в зону 
надёжности j, i≠j; i = 1, …, n; j = 1, …, n; k = 1, …, N. 
В результате расчёта режима для каждого состояния определяется дефицит мощности 
в системе и каждой из зон надёжности (ЗН), значения перетоков мощности в каждой ЛЭП.  
Число таких состояний определяется таким образом чтобы на третьем этапе значения по-
казателей балансовой надёжности отвечали требованиям надёжности. Для этого определя-
ется критерий останова. 
2. Этап статистического анализа.  
На третьем этапе выполняется статистический анализ совокупности данных, получен-
ных на этапе расчёта режимов. В результате анализа определяется значение показателей, 
характеризующих балансовую надёжность ЭЭС: 
 Математическое ожидание дефицита мощности в системе и каждой из ЗН; 
 Вероятность бездефицитной работы для системы и каждой ЗН;  
 Недоотпуск электроэнергии; 
 Двойственные оценки для генерации и ЛЭП; 
 Другие показатели. 
Решение оптимизационной задачи потокораспределения для моделей крупных ЭЭС 
является трудоемкой задачей и занимает продолжительное время, поэтому применение 
альтернативных методов для решения данной задачи может повысить вычислительную 
эффективность всей методики в целом. 
В данной статье предлагается изменить первый расчётный этап. Предлагается разбить 
набор расчётных состояний, получаемых при выполнении шага 1a, на меньшую и боль-
шую выборки. Расчёт режима для состояний ЭЭС из первой подвыборки будет происхо-
дить по изначальному алгоритму, описанному в шаге 1b, за исключением того, что сами 
состояния и результат их расчёта будут формировать обучающую выборку, на основе ко-
торой будет построен алгоритм многозадачной регрессии [13]. После шаг 1b подменяется 
обученным алгоритмом многозадачной регрессии и расчет режимов для большей выборки 
будет производиться уже с его помощью. Ожидается, что суммарное время, затрачиваемое 
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на формирование обучающей выборки, обучение алгоритма и предсказание режимов бу-
дет меньше, чем при обычном расчёте. 
2. Многозадачная регрессия 
Рассматриваемая задача расчёта режима методами машинного обучения является за-
дачей обучения по прецедентам (иными словами, с учителем), где требуется построить 
алгоритм, аппроксимирующий целевую зависимость между множеством объектов    и 
множеством ответов    по объектам обучения. 
В рассматриваемой задаче каждый объект данных                представляет 
собой вектор в d-мерном пространстве, описывающий состояние ЭЭС, где   количество 
признаков объекта,   число состояний ЭЭС, которые необходимо рассчитать для дости-
жения приемлемой точности в показателях балансовой надёжности. В качестве признаков 
используются такие факторы, как уровень генерации и потребления по ЗН, отказы ЛЭП. 
Особенностью постановки задачи является многомерность ответа. Задача регрессион-
ного анализа, в которой каждый ответ                представляет собой вектор в m-
мерном пространстве, описывающий искомое значение, где   количество значений, 
описывающих ответ, называется многозадачной регрессией. 
Для решения данной задачи формируется обучающая выборка S из множества объек-
тов    с соответствующими ими ответами   : 
                                                , (6) 
где      
       
             число объектов в обучающей выборке, т.е. количе-
ство разыгранных на первом этапе состояний ЭЭС. Размер обучающей выборки определя-
ется методом подбора по критерию точности предсказания на этапе многократного вос-
произведения расчётов, но не превышает 20% от  . 
В рассматриваемой задаче значениями вектора ответа являются величины покрывания 
нагрузки для каждой ЗН, значения перетоков мощности для каждой связи, таким образом 
сумма всех ЗН и связей равна размерности  . Иными словами, результатом работы мно-
гозадачной регрессии являются те же значения, которые получаются при решении задачи 
оптимизации на этапе расчета режимов при расчёте без применения многозадачной рег-
рессии. 
Многоцелевая регрессия, также известная как многозадачная регрессия, направлена 
на одновременное прогнозирование нескольких непрерывных целевых переменных на ос-
нове одного и того же набора входных переменных. Как правило, в качестве методов ре-
шения таких задач используются обычные регрессии, построенные в количестве, соответ-
ствующем количеству ответов. Здесь используется интуиция, аналогичная многоклассо-
вой классификации [14], используемой повсеместно. 
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3. Экспериментальные исследования 
Для оценки предлагаемого подхода с определением его эффективности и эффективно-
сти используемых в его основе методов машинного обучения были выполнены экспери-
ментальные исследования на основе имитационной модели работы ЭЭС для оценки ба-
лансовой надёжности, реализованной в программно-вычислительном комплексе [15,16] на 
языке Python 3.6. Характеристики среды для запуска указаны в таблице 1. 
Таблица 1. Характеристики системы, используемой для расчёта 
Операционная система Windows 10 x64 
Процессор Intel i7 8700K 
Оперативная память 16 Гб 
В расчётах применялись две тестовые ЭЭС – трёхзонная [6] и IEEE RTS-96 [17]. Ис-
пользование систем двух разных конфигураций и размеров необходимо для оценки мас-
штабируемости предлагаемого подхода. Характеристики и схема трёхзонной тестовой 
системы указаны на рисунке 1 и в таблицах 2 и 3. 
 
Рис. 1. Схема исследуемой трёхзонной ЭЭС 














50 5 0,05 
450 
100 2 0,05 
2 
50 5 0,05 
400 
100 1 0,05 
3 
50 5 0,05 
490 100 1 0,05 
200 1 0,05 






Аварийность на 100 км, о.е. Длина, км 
1 1-2 150 0,001 400 
2 1-3 150 0,001 400 
3 2-3 150 0,001 400 
4 2-3 150 0,001 400 
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На первом этапе экспериментальных исследований был произведен расчёт оценки ба-
лансовой надёжности обоих тестовых схем ЭЭС с использованием стандартной методики, 
основанной на методе Монте-Карло. Так как система характеризуется высокой надёжно-
стью, для расчёта был выбран режим системы для 17 декабря 18:00 – один из наиболее 
дефицитных часов года. В рамках эксперимента определялось общее время расчёта, дефи-
цит мощности системы и зон, переток мощности. Полученные значения использовались 
как эталонные для второго этапа эксперимента. Всего на первом этапе было произведено 
по 5 расчётов для каждой системы, результат по общесистемному дефициту представлен 
на рисунках 2,3 и таблицах 4, 5 для двух тестовых систем соответственно. Построение 
графиков происходит по срезам – каждые 50 случайных состояний ЭЭС обновляется ма-
тематическое ожидание дефицита мощности. 
 
Рис. 2. Динамика стабилизации математического ожидания дефицита мощности в трёхзонной системе 
 
Рис. 3. Динамика стабилизации математического ожидания дефицита мощности в системе RTS-96 
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Таблица 4. Время расчёта и получившиеся результаты в трёхзонной системе 
Номер расчёта Математическое ожидание дефицита мощности (МВт) Время расчёта (сек.) 
1 68.112 29.452 
2 68.19 28.052 
3 68.127 29.846 
4 68.177 27.957 
5 68.138 29.23 
Среднее 68.149 28.9074 
Таблица 5. Время расчёта и получившиеся результаты в системе RTS-96 
Номер расчёта Математическое ожидание дефицита мощности (МВт) Время расчёта (сек.) 
1 31.5 205.5653 
2 32.24 221.586 
3 31.48 216.7663 
4 30.97 223.7009 
5 32.1 224.7529 
Среднее 31.658 218.4743 
На втором этапе экспериментальных исследований был применен предлагаемый ва-
риант модификации стандартной методики оценки балансовой надёжности методом Мон-
те-Карло с помощью машинного обучения. В силу концепции многозадачной регрессии, 
где в основе лежит многократное построение алгоритмов других методов машинного обу-
чения (по количеству искомых значений), в рамках расчёта были рассмотрены несколько 
алгоритмов машинного обучения со сравнением эффективности при применении в мето-
дике. Были использованы линейный метод [18], метод случайного леса [19], градиентный 
бустинг [20]. Подбор параметров моделей осуществлялся при отслеживании значения 
метрики AUC ROC [21] при проведении пятикратной кросс-валидации. В рамках экспе-
римента помимо общего времени расчёта, дефицита мощности системы и зон, перетоков 
мощности, определялись также метрики: средняя доля правильных ответов и F1-метрика 
[22] для оценки точности применяемых методов машинного обучения. Условия расчёта и 
аппаратные мощности сохранялись аналогичные первому этапу. Результаты для трёхзон-
ной системы представлены на рисунке 4 и таблице 6 для системы RTS-96 на рисунке 5 и 
таблице 7. На графиках представлен общесистемный дефицит, который складывается из 
множества предсказанных значений по зонным дефицитам, тем самым отражается эффек-
тивность именно многозадачной регрессии. 
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Рис. 4. Математическое ожидание дефицита мощности в трёхзонной системе (графики синего цвета – 
Линейная регрессия, красного – Случайный лес, зелёного – Gradient Boosting) 
Таблица 6. Результаты для трёхузловой ЭЭС (М.о. деф. – математическое ожидание дефицита мощности; 
tрасч – время расчёта) 
Номер 
расчёта 










1 68.2 23.769 68.35 30.29 70.7 27,265 
2 69.147 24.52 67.962 31.623 68.45 26,732 
3 69.76 24.396 68.47 32.088 70.17 26,489 
4 68.401 25.01 68.762 30.55 70 27,3 
5 68.728 24.086 69.549 31.705 67.369 25,981 
Среднее 68.845 24.3562 68.618 31.2512 69.338 26,7534 
Дисперсия 0.39 - 0.353 - 1.915 - 
 
Как видно из результата, отклонение получаемых результатов в обоих ЭЭС сохраня-
ется в пределах 6% от эталонных, полученных при обычном расчёте, что является доста-
точным. Точность расчёта возможно повысить путем подбора гиперпараметров (что осо-
бенно критично для бустинга) с помощью кросс-валидации, однако на практике это при-
водит к замедлению времени расчёта, достаточному чтобы методика оказывалась менее 
эффективной по сравнению с обычным расчётом. Дисперсия получаемых значений дефи-
цита мощности говорит о более качественном прогнозировании методом случайного леса. 
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Рис. 5. Математическое ожидание дефицита мощности в системе RTS-96 (графики синего цвета – Линейная 
регрессия, красного – Случайный лес, зелёного – Gradient Boosting) 
Таблица 7. Результаты для ЭЭС RTS-96 (М.о. деф. – математическое ожидание дефицита мощности; 
tрасч – время расчёта) 
Номер 
расчёта 










1 31.7 88.1375 32.55 334.2501 29.7 129.59 
2 30.18 86.236 31.36 322.5014 31.4 120.6702 
3 33.13 92.6741 30.96 329.634 32.83 133.0106 
4 32.73 90.5421 31.47 335.3561 32.26 137.324 
5 31.46 89.015 31.71 330.05 30.36 128.7325 
Среднее 31.84 89.32 31.61 330.3583 31.31 129.86 
Дисперсия 1.34 - 0.3495 - 1.67 - 
В таблице 8 приводится сравнительный анализ метрик для методов машинного обуче-
ния. Невысокие показатели для градиентного бустинга подтверждают необходимость на-
стройки гиперпараметров, которая, однако, нецелесообразна в виду повышения времен-
ных затрат на работу метода.  
Таблица 8. Значения метрик оценки для методов машинного обучения для ЭЭС RTS-96 
Метод машинного обучения Accuracy F1-метрика 
Линейный метод 0.7439 0.8531 
Случайный лес 0.9482 0.9650 
Время же расчёта оказывается сильно зависимым от метода машинного обучения. 
Так, наиболее быстрым оказывается самый простой с точки зрения реализации метод Ли-
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нейной регрессии. Скорость его работы выше примерно в 2 раза по сравнению с обычным 
расчётом в системе RTS-96, однако, экономия времени в трёхзонной схеме более скром-
ная. Это может говорить о повышении эффективности с ростом сложности рассматривае-
мой ЭЭС. Ансамблевые методы оказываются более медленными. Прирост скорости неве-
лик, а применение случайного леса приводит, наоборот, к замедлению расчёта.  
Таким образом, подводя итоги, использование многозадачной регрессии позволяет 
сократить временные затраты на расчёт показателей надёжности в целом, однако, это свя-
зано с некоторыми ограничениями. Во-первых, ощутимое повышение эффективности дос-
тигается с ростом сложности анализируемой ЭЭС, использование метода на небольших 
схемах эффективно лишь в незначительной степени. Во-вторых, запрос на быструю рабо-
ту метода ограничивает настройку гиперпараметров, т.к. она требует временных затрат, 
что, в свою очередь, влияет на точность получаемого результата. Таким образом подхо-
дящий для методики метод машинного обучения должен быть достаточно быстродейст-
венным, обладать приемлемой точностью работы, наименьшим образом зависеть от на-
стройки. В работе сравнивалось три метода машинного обучения, результат показал, что 
для работы методики наилучшим образом подходит линейный метод. Его использование 
позволило повысить эффективность расчёта при допустимом изменении точности. В 
дальнейшем целесообразно расширить число методов машинного обучения для анализа, в 
текущей статье определяется скорее работоспособность методики в целом и её масштаби-
руемость. 
Заключение 
Вычислительная эффективность программных средств для оценки надёжности ЭЭС 
является одним из критериев эффективного их применения в практических задачах. При 
оценке надёжности ЭЭС методом Монте-Карло наиболее вычислительно затратной опе-
рацией является этап расчёта режима, выполнение которого сопряжено с необходимостью 
расчёта нелинейной задачи оптимизации с большим количеством неизвестных парамет-
ров. Поэтому применение альтернативной, более эффективной методики для решения 
данной задачи позволило бы повысить скорость решения задачи оценки балансовой на-
дёжности в целом. 
Был поставлен вычислительный эксперимент с применением предлагаемой методики 
модификации существующего способа оценки балансовой надёжности, состоящий из двух 
этапов.  
На первом этапе была произведена серия расчётов оценки балансовой надёжности для 
двух ЭЭС - трёхзонной системы и системы IEEE RTS-96 для определения времени выпол-
нения расчёта и значений показателей надёжности. Далее данные результаты рассматри-
вались как эталонные.  
На втором этапе были применен предлагаемый вариант модификации стандартной 
методики оценки балансовой надёжности методом Монте-Карло с помощью многозадач-
ной регрессии. В её основе были использованы линейный метод, метод случайного леса, 
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градиентный бустинг, проанализирована эффективность их применения. Результат этого 
анализа показал, что многозадачная регрессия позволяет добиться более высокой скорости 
расчёта, чем при использовании обычной методики. Прирост для наиболее эффективного 
метода составил в среднем 2-2.5 раза для крупной схемы, для малой удалость добиться 
прироста примерно на 10%. Отклонение получаемых результатов при этом сохраняется в 
пределах 5-7% от эталонных, однако дисперсионный анализ говорит о более точной рабо-
те случайного леса. Полученные результаты говорят об эффективности применения новой 
методики, которая позволяет добиться более высокой вычислительной эффективности. В 
дальнейшем требуется расширение числа экспериментов с вариацией рассматриваемых 
ЭЭС и методов машинного обучения для определения наиболее оптимальных параметров 
расчёта предлагаемой методикой. 
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Increasing calculation speed of the electric power system (EPS) reliability of is one of the 
key issues in their operational management and long-term development planning. Analytical 
methods to assess the EPS reliability seem to be impossible due to large size of the problem and, 
as a consequence, essentially the only option for assessing is to use the Monte Carlo method. 
When it is used both the speed and the accuracy of calculation directly depend on the number of 
randomly generated system states and the complexity of their calculation in the model. Methods 
aimed at increasing computational efficiency can relate to two directions - reducing the states 
under consideration and simplifying the computational model for each state. Both options are 
performed provided that calculation accuracy is retained. 
The article presents research on using the machine learning methods and, in particular, the 
multi-output regression method to modernize the reliability assessment technique via the Monte 
Carlo method. Machine learning methods are used to determine the power deficit (realization of 
a random variable) for each random EPS state.  
The use of multi-output regression enables comprehensive determining of values of all the 
required variables. The experimental studies are based on the two test circuits of electric power 
systems: three-zone and IEEE RTS-96 with 24 zones of reliability. 
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