The author proposes an alternative estimation technique for latent variable interactions and quadraties. Available techniques for specifying these variables in structural equation models require adding variables or constraint equations that can produce specification tedium and errors or estimation difficulties. The proposed technique avoids these difficulties and may be useful for EQS, LISREL 7, and LISREL 8 users. First, measurement parameters for indicator Ioadings and errors of linear latent variables are estimated in a measurement model that excludes the interaction and quadratic variables. Next, these estimates are used to calculate values for the indicator loadings and error variances ofthe interaction and quadratic latent variables. Then, these calculated values are specified as constants in the structural model containing the interaction and quadratic variables.
The author proposes an alternative estimation technique for latent variable interactions and quadraties. Available techniques for specifying these variables in structural equation models require adding variables or constraint equations that can produce specification tedium and errors or estimation difficulties. The proposed technique avoids these difficulties and may be useful for EQS, LISREL 7, and LISREL 8 users. First, measurement parameters for indicator Ioadings and errors of linear latent variables are estimated in a measurement model that excludes the interaction and quadratic variables. Next, these estimates are used to calculate values for the indicator loadings and error variances ofthe interaction and quadratic latent variables. Then, these calculated values are specified as constants in the structural model containing the interaction and quadratic variables.
Interaction and quadratic effects are routinely reported for categorical independent variables (i.e., in analysis of variance) frequently to aid in the interpretation of significant main effects. However, interaction and quadratic effects are less frequently reported for continuous independent variables.
Researchers have called for the inclusion of interaction and quadratic variables in models with continuous independent variables (Aiken & West, 1991; Cohen & Cohen, 1975 Jaccard, Turrisi, & Wan, 1990) . However until recently there has been no adequate method of estimating interaction and quadratic effects among latent variables in structural equation models. Kenny and Judd (1984) proposed that interaction and quadratic latent variables could be adequately specified using products of indicators, under certain conditions. They demonstrated their proposed technique using COSAN (McDonald, 1978 ; now available in the SAS procedure CALLS) because it accommodates nonlinear constraints. Hayduk (1987) subsequently implemented the Kenny and Judd (1984) technique using LISREL. However, the Hayduk approach required the specification of many additional latent variables to account for the loadings and error variances of the nonlinear indicators. The Kenny and Judd technique also required the creation of many additional variables, although fewer than the Hayduk approach.
Recently, LISREL 8 provided a nonlinear capability that can be used to implement the Kenny and Judd (1984) technique. However, this nonlinear capability may require the specification of many constraint equations, and it may create many COSAN-like variables using partial derivatives of the constraint equations.
As a result, the available techniques may produce specifica-
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Objective and Overview
This article proposes an alternative to the Hayduk (1987) and the Kenny and Judd (1984) techniques. Because it creates no additional variables or equations, the proposed technique may be useful to LISREL 8 users with larger structural equation models or models with many indicators. Because it uses constants for the indicator loadings and error variances of interaction and quadratic latent variables, it may be appropriate for EQS and LISREL 7, which do not directly model these latent variables)
The proposed technique is implemented in two steps. For indicators in mean deviation form, loading# and error variances for the indicators of linear latent variables are estimated in a first-step measurement model. 2 Then, the nonlinear indicators of interaction and quadratic latent variables are created as products of the indicators of linear latent variables, as Kenny and Judd (1984) suggested. Next, the loading# and error variances for these product indicators are calculated using the firststep measurement model estimates, plus equations derived from Kenny and Judd's results. Finally, the relations among the linear, interaction, and quadratic latent variables are estimated, using a second-step structural model in which these calculated loadings and error variances are specified as constants. The balance of the article describes this technique. LISREL 8 is currently available for IBM-compatible personal computers only. When this article was written, Scientific Software International and SPSS, Inc. had no release date for a mainframe version of LISREL 8. As a result, LISREL 7 is still in use.
2 An indicator in mean deviation form is the result of subtracting the mean of the indicator from the value of that indicator in each case. The resulting indicator has a mean of zero ( see Aiken & West, 1991; Bollen, 1989, p. 13; Jaccard, Turrisi, & Wan, 1990, p. 28; Kenny & Judd, 1984) . 
Quadratic and Interaction Effect Estimation
For latent variables X and Z with indicators x,, x2, z,, and z2, Kenny and Judd (1984) proposed the interaction latent variable XZ could be specified with the product indicators XtZl, XlZ2, X2Zl, and x2z2. They also showed that the variance of product indicators such as XlZ 1 del~=~lds on measurement parameters associated with X and Z. Assuming that each of the latent variables X and Z is normally distributed and independent of the errors (~,, ~, ¢~,, and ca; X and Z may be correlated), that the errors are mutually independent, and that the indicators and the errors are normally distributed and in mean deviation form (i.e., have a mean of zero), the variance of the product indicator x,z, is given by 
for xl and z, with expected values of zero. In Equations 1 and 2, hx, and X~, are the loadings of x, and zt on X and Z; ~, and ezt are the error terms for x, and z~; Var(X ), Var(Z), Var(x,z, ), Var(e~,), and Var(e~) are the variances of X, Z, x,z~, ~,, and e~,, respectively; and Cov(X,Z) is the covariance of X and Z.
In the quadratic case (where X = Z), the variance of the product indicator x,x, is given by These additional variables were then specified (constrained) to equal their respective Equation 2 terms for COSAN estimation. Some creativity is required, however, to estimate Equations I and 3 with EQS and LISREL 7 because these software products are not able to specify the nonlinear (product) terms in Equation 1 or 3. 3 Hayduk's (1987) contribution was to provide a LISREL implementation of the Kenny and Judd (1984) technique. Hayduk's approach was to create additional latent variables to specify, for example, the right-hand side of Equation 2. It is difficult to do justice to Hayduk's approach in a few sentences, so the interested reader is directed to Hayduk's chapter 7 for details. In summary, to specify the first term of Equation 2, Hayduk "created a chain of additional latent variables that affected the indicator x~z~. Using three additional chains of latent variables, the remaining three terms in Equation 2 can be specified. For a latent variable with many indicators, or for a model with several interaction or quadratic latent variables, the Hayduk (1987) approach of adding variables is arduous. For example, the single interaction model shown in Figure 1 requires an additional 30 latent variables to specify the loadings and error variances of the indicators for XZ.
As a result, researchers may find the specification of the additional variables or constraint equations required by the Hayduk (1987) and Kenny and Judd (1984) techniques difficult. 4 The number of additional variables required or generated by these techniques may also lead to estimation difficulties produced by the large matrices required to specify these additional variables.
The next section proposes a technique that requires the specification of no additional variables or constraint equations.
A Proposed Estimation Technique
In estimating structural equation models, J. C. Anderson and Gerbing (1988) proposed that the measurement specification of the model should be assessed separately from its structural specification to ensure the unidimensionality of each of the latent variables in the model. This, the authors argued, avoids interpretational confounding (Burt, 1976) , the interaction of the measurement and structural models. Interpretational confounding produces marked changes in the estimates of the measurement parameters when alternative structural models are estimated. They also noted that when a latent variable is unidimensional, the measurement parameter estimates for that latent variable should change trivially, if at all, between the measurement and structural model estimations (J. C. Anderson & Gerbing, 1988, p. 418) .
As a result, ifX and Z are each unidimensional--that is, their indicators have only one underlying construct each (Aker & Bagozzi, 1979 ; J. C. Burt, 1973; Hattie, 1985; J6reskog, 1970 , 1971 McDonald, 1981) unaffected by the presence or absence of other latent variables in a structural model. Consequently, other latent varial~les can be added or deleted from a measurement or structuraI model containing a unidimensional latent variable with no effect on the measurement parameter estimates for that latent variable. Thus, if X and Z are unidimensional, the parameter estimates for Equation l or 3 could be obtained from a measurement model that excludes XX and XZ. Similarly, the addition of XX, XZ, or both to a structural model does not affect the measurement parameter estimates of X or Z in this structural model if X and Z are unidimensional. Thus, Equations l and 3 loadings and error variances for product indicators such as xlz~ and X~Xl could be calculated using parameter estimates from a measurement model that excludes XX and XZ. Because these measurement parameter estimates should change trivially, if at all, between the measurement and structural model estimations (J. C. , these calculated loadings and error variances could then be used as fixed values (constants) in a structural equation model containing the interaction and quadratic latent variables XX and XZ.
In particular, for indicators in mean deviation form and under the Kenny and Judd (1984) normality assumptions stated in conjunction with Equation 1, Equations l and 3 can be simplified as follows:
contained value~ based on the Table I population characteristics for xl,  x2 , z~, z2, and Y in the Figure 3 interaction model. These data sets were generated to meet the Kenny and Judd (1984) normality and mean deviation assumptions stated in conjunction with Equation 1. The covariance matrices for these two data sets are shown in Table  2 Table 3 for the values and example calculations). Then, the structural model shown in Figure 2 Table 4 .
This process was relocated for the interaction model shown in Figure  3 , and the results shown in Tables 3 and 4 were obtained.
To obtain a basis for comparing the efficacy of the proposed technique, Kenny and Judd (1984) and Hayduk (1987) The loading and error variance of xz can subsequently be specified using these calculated values as fixed (constant) terms in a structural model involving XX, XZ, or both, instead of variables to be estimated as the Kenny and Judd technique requires.
Consequently, the Figure 1 structural model could be estimated by setting the loadings and error variances for the product indicators equal to constants that are calculated using Equation 5 and parameter estimates from a linear-latent-variableonly measurement model involving only X, Z, and Y.
To illustrate this technique, the results of two tests of the technique's recovery of known parameters are presented.
Examples

Artificial Data Sets
Method. The proposed technique was used to recover known parameters in two artificial data sets. Using a normal random number generator, two sets of 500 cases were created. One set of 500 cases conrained values based on the Table l population characteristics Results. The three estimation techniques produced essentially equivalent parameter estimates. The estimates were within a few points of the population values and each other. The squared average deviations from the population values (MSEs in Table 4 ) produced by each technique were also within a few points of each other. For the quadratic model, the overall MSE values for the three techniques (MSE-all parameters of the quadratic term model in Table 4 ) were nearly identical. The MSE for the quadratic effect coefficients produced by the proposed technique (MSE-~s) was slightly smaller than it was for the Hayduk (1987) and Kenny and Judd (1984) techniques. For the interaction model in the table, the all-parameter MSEs were also within a few points of each other. However, the all-parameter MSEs were slightly larger than they were for the quadratic model, the effect coefficient MSEs were smaller, and the Kenny and Judd technique produced the smallest effect coefficient MSE. Combining the parameter estimates for the two models (see Overall in Table 4 ), the proposed technique produced MSEs that were the same or slightly smaller than the Hayduk and Kenny and Judd techniques.
To illustrate the use of the proposed technique, a field survey data analysis involving nonlinear latent variables is presented.
A FieM Survey
Method. As part of a larger study of a social exchange view of longterm buyer-seller relationships involving business firms, data were gathered from key informants in retailing firms concerning their loyalty to their primary economic exchange partner; their primary wholesaler; their satisfaction with that economic exchange partner; and the attrac-tiveness of the best alternative wholesaler. Relationship satisfaction (SAT) and alternative attractiveness (ALT) were hypothesized to affect loyalty (LOY; see Ping, 1993; Rusbult, Zembrodt, & Gunn, 1982) .
Because this is an illustration of the use of the proposed estimation technique, the study is simply sketched. SAT, ALT, and LOY were measured using multiple-item measures. Survey responses were used to create indicators of the independent variables (i.e., SAT and ALT) in mean deviation form. The responses were then used to assess the unidimensionality of SAT, ALT, and LOY. They were also used to gauge the norreality of the linear indicators using the skewness and kurtosis tests (see, e.g~, Mardia, 1970) in LISREL 7's PRELIS.
Values for the product indicators were created for each survey response by forming all unique products of the values of the appropriate indicators of the linear latent variables, then appending these products to the response (see comments regarding the formation of these indicators at the bottom of Table 6 ). Next, the linear-latent-variable-only measurement model for the Figure 4 model (i.e., with SAT, ALT, and LOY only) was estimated. This was accomplished using the Table 5 Table  6 ). ~ Then, the loadings and error variances for the product indicators were fixed at these calculated values in the structural model, and the structural equation estimates shown in Table 7 were produced using LISREL 7 and ML. Table 7 also shows the ML estimates using the Kenny and Judd (1984) technique for comparison.
Results. The estimates produced by the Kenny and Judd (1984) technique and the proposed technique were again similar. Although some were higher and some were lower, the calculated as and Var (b) loadings and error variances of the product indicators. Similarly, the structural effect coefficients (lambdas) for the two techniques were comparable. "
Discussion
As the results in Tables 6 and 7 show, the measurement parameter estimates for the unidimensional SAT and ALT variables changed trivially between the linear-latent-variable-only measurement model and the Figure 4 structural model that contained the linear and nonlinear latent variables. Procedures for obtaining unidimensionality are suggested in articles by J. C. Anderson and Gerbing ( 1982; Gerhing & Anderson, 1988) and J6reskog (1993) . Although there is no agreement on the detailed steps, the process of obtaining unidimensionality must balance concern for the content validity of a measure with its consistency. In the field survey example, the estimation of single construct measurement models (J6reskog, 1993) with a target comparative fit index (Bentler, 1990) of 0.99 produced the desired trivial difference in measurement parameters between the measurement and structural models. 6
Had more than a trivial change been observed in the measurement parameters for the linear latent variables between the measurement and structural models (i.e., differences in the second decimal place), measurement parameter estimates for the linear latent variables taken from the structural model could have been used to recompute the as and Var(b)s and to re-estimate the structural model. As a result, an iterative process could be used with measurement parameter estimates for the linear latent variables from the previous structural model to recompute the as and Var(b)s, and thereby "converge" to the desired trivial change between structural model estimates of the measurement parameters for the linear latent variables. 7
The assumption that the error terms for linear indicators are independent can be relaxed. In 
Limitations
Just as in the Hayduk (1987) and Kenny and Judd (1984) techniques, the assumption of normality in the linear indicators can-5 See the representative calculations in Table 3 . A computer program written in BASIC is available from the author to calculate as and Var(b)s.
6 For each linear latent variable, a single construct measurement model (Jtreskog, 1993) was re-estimated until a target comparative fit index (Bentler, 1990 ) value of 0.99 was attained by serially deleting items that did not appear to degrade construct validity.
7 A reviewer suggested this procedure to deal with slight differences between the measurement parameter estimates from the linear-latentvariable-only measurement model and their estimates in the structural model. The effectiveness of this procedure for larger measurement parameter differences (i.e., in the first decimal place) is unknown. Figure 4 . A field survey model using the proposed approach. To avoid notation such as aai,aj, the as and bs are denoted by lambda and epsilon respectively, for example, ~i,,j = a~,j and ~ = b,~. SAT = relationship satisfaction; ALT = alternative attractiveness; LOY = loyalty to primary wholesaler.
SAT
~ es^r~r
not be relaxed. The derivation of the a and Var(b ) terms is based on this assumption. Bollen ( 1989, pp. 418-424 ) discussed appropriate normality tests involving indicator skewness and kurtosis. EQS and LISREUs PRELIS include several of these tests. However; for typical sample sizes used in structural equation analysis, even small deviations from normality are likely to be statistically significant (Bentlet; . In addition, there is little guidance for detexafining when statistical nonnormality becomes practical nonnormality (Bentle~ 1989). As a result, whereas the survey items were judged to be "not nonnormal," several items were statistically nonnormal using standard skewness and kurtosis tests (although the coefficients were not unreasonably large ). In addition, the Mardia (1970) coefficient of multivariate nonnormality was significant ( although not excessively so). The robustness of the proposed, Hayduk (1987) , and Kenny and Judd (1984) techniques to departures from normality is not known, and unreasonable departures from multivariate normality should be remedied. Bollen (1989) suggested transformation of the data (p. 425; see Neter, Wasserman, & Kunter, 1988 , for alternatives to the log= transformation), and Bentler (1989) discussed the deletion of eases that contribute to nonnormality (p. 228).
In the proposed, Hayduk (1987) , and Kenny and Judd (1984) techniques, the product indicators are not normally dis- tributed. This means that the customary ML and GLS estimators are formally inappropriate for these techniques because they assume multivariate normality. This presents several apparent difficulties in using these techniques: Structural model parameter estimates and the fit and significance statistics may be incorrect. However, on the basis of available evidence (e.g., T. W. Anderson & Amemiya, 1985 , 1986 Boomsma, 1983; Browne, 1987; Harlow, 1985; Sharma, Durvasula, & Dillon, 1989; Tanaka, 1984) , ML and GLS parameter estimates are robust against departures from normality (Bollen, 1989; J/ireskog & Srrbom, 1989) . The results of the present study support this: Figures 2 and 3 models were not multivariate normal (because the product indicators are not normally distributed), yet the proposed, Hayduk ( 1987 ) , and Kenny and Judd (1984) techniques reproduced the population parameters quite well using ML and GLS estimates, s
For model fit and significance statistics, however, these estimation techniques should be used with caution (Bentler, 1989; Bollen, 1989; Hu, Bentler, & Kano, 1992; Jrreskog & Srrbom, 1989) .9 Additional estimators that are less dependent on distributional assumptions should be used with these techniques to determine model fit and significance. EQS and LISREL provide asymptotic distribution-free estimation (Browne, 1982 (Browne, , 1984 .'° EQS also provides linearized distribution-free estimation (Bentler, 1983 ) and Robust statistics (Satorra & Bentler, 1988 ) . For large models, fit indices (see Bollen & Long 1993 ) may be appropriate (Hayduk, 1987; Kenny & Judd, 1984 ) . This is obviously an area where additional work is needed. SKenny and Judd (1984) and Hayduk (1987) reported similar results.
9 Results from recent investigations (see Jaccard & Wan, 1995; Ping, in press) suggest that model fit and significance statistics from ML and possibly GLS estimators are robust to the addition of a few nonlinear indicators (e.g., xlzt) involving linear indicators (e.g., xl and Zl) that are normally distributed. However, the robustness of model fit and significance statistics from these estimators to the addition of many nonlinear indicators (i.e., over four) or nonlinear indicators comprised of nonnormal linear indicators (typical of survey data) is unknown.
l0 As Aiken and West ( 1991 ) warn, and other authors suggest (see Hu, Bentler, & Kano, 1992; Jaccard & Wan, 1995) , results from asymptotic distribution-frce estimation with less than very large sample sizes also seem to require cautious interpretation. Finally, mean deviation form for the indicators cannot be relaxed. The derivation of a and Var(b) terms were based on this assumption. Further, mean deviation form is recommended to improve the interpretability of the linear effect coefficients in regression (see Aiken & West, 1991; Jaccard et al., 1990) .
PING
Conclusion
The article has proposed an alternative to the Hayduk (1987) and Kenny and Judd (1984) techniques for estimating structural equation models with interaction or quadratic latent variables. The proposed technique is limited to indicators that are in mean deviation form and multivariate normal. In addition, the linear latent variables are assumed to be unidimensional, so measurement model parameter estimates can be used in the structural model as constants. An iterative procedure is suggested to correct for slight differences in the measurement parameter estimates of linear latent variables between the measurement and structural models. The efficacy of the proposed technique is suggested by recovering known parameters in artificial data sets and by producing estimates for field survey data that are similar to Kenny and Judd estimates.
