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a b s t r a c t
A family of algorithms for the approximate solution of the bound-constrainedminimization
problem is described. These algorithms employ the standard barriermethod,with the inner
iteration based on trust region methods. Local models are conic functions rather than the
usual quadratic functions, and are required to match first and second derivatives of the
barrier function at the current iterate. The variousmembers of the family are distinguished
by the choice of a vector-valued parameter, which is the zero vector in the degenerate
case that quadratic local models are used. Computational results are used to compare the
efficiency of various members of the family on a selection of test functions.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
We are concerned with the bound-constrained minimization problem, which has the form
minimize f (x)
subject to li ≤ [x]i ≤ ui, i = 1, 2, . . . n, (1)
where li ∈ [−∞,∞), ui ∈ (−∞,∞], and li < ui for i = 1, 2, . . . n, and f : U→ R is assumed to have continuous second
derivatives on the open setU ⊇ C := {x ∈ Rn : li ≤ [x]i ≤ ui, i = 1, 2, . . . n}. When C denotes such a set, we use C0 to
denote the interior of C and ∂C to denote the boundary of C.
Here, and in the rest of the paper, we adopt the following general notation. The symbolR denotes the set of real numbers.
We use R+ for the set of nonnegative real numbers and R++ for the set of positive real numbers. The set of extended real
numbers, i.e. R ∪ {−∞} ∪ {∞}, is denoted by R¯. The set of real n× nmatrices is Rn×n and the set of real symmetric n× n
matrices is Rn∧n.
We denote the ith component of a vector x by [x]i. Similarly, the component of a matrixH in row i and column j is [H]i,j. A
subscript, as in xk, without brackets denotes a specific point as, for example, the kth iterate in an iterative algorithm. We let
ei represent the ith unit vector, i.e. the vector with [ei]i = 1 and [ei]j = 0 for j 6= i. The notation ‖x‖ indicates the L2-norm
of a vector x. The L1-norm of x is represented by ‖x‖1. Similarly the L2-norm and L1-norm of a matrix H are denoted by ‖H‖
and ‖H‖1 respectively.
If X and Y are subsets of Rn, we define dist(X, Y ) := inf{‖x− y‖ : x ∈ X, y ∈ Y }. In case X = {x¯}, we write dist(x¯, Y ).
We use the notation ∇f (x¯) for the gradient, or first derivative, of the function f evaluated at the point x¯ and ∇2f (x¯) for
the Hessian, or second derivative of f evaluated at x¯. If f is a function of two variables, x andµ, then∇xf (x¯, µ¯) and∇2xxf (x¯, µ¯)
denote the gradient and Hessian respectively taken with respect to the x variable and evaluated at x := x¯ and µ := µ¯.
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If H ∈ Rn×n, we denote the smallest and largest eigenvalues of H by λmin(H) and λmax(H) respectively. We denote the
largest and smallest singular values of H by σmin(H) and σmax(H).
Numerousmethods have been developed for the solution of (1). Some of the popular algorithms belong to the category of
barrier methods. The barrier approach was pioneered by Fiacco and McCormick [1]. It is based on constructing an auxiliary
function φ : C0 × R++ → R and a decreasing sequence of positive real numbers {µk}∞k=0, such that
φ(x, µk) := f (x)+ b(x, µk), k = 1, 2, . . . ,∞
and the function b : C0 × R++ → R satisfies the following properties:
1. the function b(·, ·) : C0 × R++ → R has continuous second derivatives on C0 × R++;
2. for fixed µ ∈ R++ the function b(·, µ) : C0 → R is strictly convex;
3. for fixed µ ∈ R++ and x¯ ∈ ∂C, if {xj}∞j=0 is a sequence in C0 which converges to x¯, then limj→∞ b(xj, µ) = ∞;
4. for fixed x ∈ C0, limµ→0 b(x, µ) = 0.
We call b the barrier term andφ the barrier function. This definition of a barrier function is somewhat different from that used
by other writers, so a few words of explanation are in order. We have generally followed the notation of Conn, Gould, and
Toint [2, pp. 493,494]. However, Conn et al. do not provide an explicit definition of a barrier function. They do provide [2, p.
494] a set of three propertieswhich they require a barrier term to satisfy, butwhich are inadequate to constitute a definition.
The first difficulty is that they fail to require the satisfaction of our fourth property,withoutwhich there is no reason to expect
convergence of the algorithm. This is a rather obvious oversight, but there is also a problemwith their third condition, which
we will discuss later. The smoothness assumption of our first condition may be relaxed to require only continuous first
derivatives for some applications, but for our purposes continuity of second derivatives is necessary. Also, our requirement
that b be strictly convex is not standard, but it holds for themost commonbarriermethods, and is useful in some convergence
proofs.
Other authors, such as Nocedal and Wright [3, p. 500], choose to define a function b¯ : C0 → R which is smooth and
satisfies our third condition, and then proceed to define the barrier function by φ(x, µk) := f (x) + µkb¯(x), thus ensuring
satisfaction of our fourth condition. This is not quite as general as our method, but includes all common barrier functions.
The solution process in a barrier algorithm consists of successively approximately solving a sequence of problems of the
form
minimize φ(x, µk), (2)
where the minimization is over x ∈ C0 with µk fixed. The solutions form a sequence {xk} which, under appropriate
conditions, may be expected to converge to a solution x∗ of (1). Since φ increases without bound as we approach ∂C, any
standard unconstrained minimization algorithm may be used to find the xk, provided that the appropriate steps are taken
to ensure that all iterates remain within C0.
The complete solution process thus involves a double iteration. The outer iteration produces a sequence {xk}, which, if the
process is successful, converges to a solution x∗ of (1). For each specific k, the inner iteration produces a sequence of iterates
{xk,j}∞j=1 designed to find an approximate solution xk+1 of (2).
In order to indicate specific barrier terms, we denote the set of indices i for which li > −∞ byBl, and the set of indices i
for which ui <∞ byBu. The best-known example is the log barrier term,which is defined by setting b(x, µk) := blog(x, µk),
where
blog(x, µk) := −µk
(∑
i∈Bl
log([x]i − li)+
∑
i∈Bu
log(ui − [x]i)
)
. (3)
Another commonly used barrier term is the reciprocal barrier which results from setting b(x, µk) := bR(α)(x, µk)where
bR(α)(x, µk) := µk
(∑
i∈Bl
1
α([x]i − li)α +
∑
i∈Bu
1
α(ui − [x]i)α
)
, (4)
where α ≥ 1 is a real parameter. The most common choice is α := 1. Other possible barrier methods are discussed in the
notes to Section 13.1 of Conn et al. [2]. In each case the inner iteration approximately solves a sequence of problems of the
form (2) in the hope that the sequence {xk} of approximate solutions will converge to a solution of (1).
We should note that it is inappropriate to replace the second condition in the definition of a barrier function with the
stronger condition that if limk→∞ dist(xk, ∂C) = 0, then limk→∞ b(xk, µ) = ∞ for any fixed µ > 0. The latter condition is
one of the properties listed as characterizing barrier terms by Conn, Gould, and Toint [2, p. 494], who mistakenly claim [2,
p. 494 and 512] that it is satisfied by the log barrier term. However, a simple example shows that this condition may fail
to hold for the log barrier term when the feasible region is unbounded. Let n := 2, l1 := l2 := 0, and u1 := u2 := ∞. Let
xk := (k+ 1, 1/(k+ 1)) for k = 0, 1, 2, . . .. Then dist(xk, ∂C) = 1/(k+ 1), so limk→∞ dist(xk, ∂C) = 0, but
b(xk, µk) = −µk
(
log(k+ 1)+ log
(
1
k+ 1
))
= 0, k = 0, 1, 2, . . . .
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One method which has been used successfully for the solution of (2) is a trust region approach applied to local quadratic
approximations to φ. Our method is also of the trust region type, but uses conic approximations rather than quadratic
approximations. A conic function is defined by
m(x) := m(p)+ g
T
p (x− p)
1− aTp(x− p)
+ 1
2
(x− p)TBp(x− p)
(1− aTp(x− p))2
, (5)
for all x ∈ Rn : 1− aTp(x− p) 6= 0, where p, gp, ap ∈ Rn and Bp ∈ Rn∧n. The point p is called the reference point of the conic
function.
It is easily seen that by setting ap := 0 in (5) we obtain a quadratic function. On the other hand, if ap 6= 0, then m is
undefined on the hyperplane {x ∈ Rn : 1−aTp(x−p) = 0}. We call this hyperplane the horizon ofm. It separates the domain
of m into two components. For our purposes, we are only interested in the component containing the reference point p,
which is
X+p := {x ∈ Rn : 1− aTp(x− p) > 0}.
The use of conic local models in a barrier algorithm has two potential advantages. First, because of the additional degrees
of freedom involved in the specification of a conic function, it is possible to incorporate more function-value and derivative
information from current and previous iterates in a conic model. Second, because a conic function goes to infinity along its
horizon, just as φ(·, µk) does along its bounding hyperplanes, there is a possibility that a conic may give a more accurate
approximation to φ in the vicinity of ∂C. In particular, the conic model may be constructed so that the horizon of the model
coincides with one of the bounding hyperplanes of the constraint region C. We will see in Section 2 that these two possible
advantages correspond to two distinct approaches to constructing a conic model for φ(·, µk).
At each inner iteration a local conicmodelmk,j ofφ(·, µk) at xk,j is constructed, followingwhich it is necessary to compute
an approximate solution xk,j+1 to the trust region subproblem
minimize mk,j(x)
subject to x ∈ Tk,j, (6)
where Tk,j ⊂ C0 is a compact convex connected set the interior of which includes xk,j. We will see that this approximate
minimization can be accomplished by transforming (6) to a quadratic subproblem and computing an approximate solution
to the latter. If the algorithm succeeds, this will produce a sequence {xk,j} converging to an approximate solution xk+1 of (2).
In the next three sections we discuss the algorithmic details which need to be dealt with in order to develop a viable
algorithm based on this scheme. In Section 2 we discuss the construction of a local conic model for the barrier function
φ(·, µk). In Section 3 we deal with various alternatives for defining the corresponding quadratic subproblem. In Section 4
we examine methods for solving the quadratic subproblem of (6) and look at convergence criteria. We also explain the
selection of a starting point for the inner iteration. We then present the complete algorithm in Section 5. Section 6 contains
a description of numerical results obtainedby applying various versions of our algorithm to a variety of test problems. Finally,
we summarize our findings in Section 7. In a companion paper [4] we present a convergence analysis of the algorithms
presented in this paper.
2. Constructing the conic model
Given the barrier function φ(·, µk) and a sequence of iterates {xk,i}ji=0, we wish to construct a local conic model mk,j
for φ(·, µk) based at xk,j which will incorporate as much information as possible from the current and previous iterates.
Authors of previous conic-based algorithms, such as Sorensen [5] andAriyawansa [6], have used the extra degrees of freedom
available with conic models to interpolate function and gradient values at both the current iterate and the immediately
preceding iterate, and have then chosen the matrix Bk,j of the conic in a manner very much analogous to that used in quasi-
Newton methods. We have chosen instead to emulate Newton’s method by requiring initially that
mk,j(xk,j) = φ(xk,j, µk), (7)
∇mk,j(xk,j) = ∇xφ(xk,j, µk), and (8)
∇2mk,j(xk,j) = ∇2xxφ(xk,j, µk). (9)
Conditions (7) and (8) requiremk,j to be of the form
mk,j(x) = vk,j +
gTk,j(x− xk,j)
1− aTk,j(x− xk,j)
+ 1
2
(x− xk,j)TBk,j(x− xk,j)
(1− aTk,j(x− xk,j))2
,
where vk,j := φ(xk,j, µk), gk,j := ∇xφ(xk,j, µk), Bk,j ∈ Rn×n is symmetric, and ak,j ∈ Rn. From the form of ∇2xxmk,j, as given
by Begashaw [7], we see that condition (9) leads to Bk,j = Hk,j − ak,jgTk,j − gk,jaTk,j,where Hk,j := ∇2xxφ(xk,j, µk).
Thus, we need only specify ak,j to uniquely define the model function mk,j. In view of our desire to model φ(·, µk), we
can choose from two general approaches at this point. We can attempt to choose ak,j so as to make the value ofmk,j at xk,j−1
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agree with that of φ(·, µk) at xk,j−1. We will find that when this is possible, there is still considerable latitude in the choice
of ak,j. Alternatively, we can attempt to choose ak,j so as to cause mk,j to emulate the global behavior of φ(·, µk), by forcing
the horizon ofmk,j to coincide with one of the bounding hyperplanes of C.
We begin by considering our first approach for specifying ak,j. If we wish to havemk,j also satisfy
mk,j(xk,j−1) = φ(xk,j−1, µk) (10)
we need to choose ak,j so that
vk,j−1 = vk,j +
gTk,jsˆk,j
γˆk,j
+ 1
2
sˆTk,j(Hk,j − ak,jgTk,j − gk,jaTk,j)sˆk,j
γˆ 2k,j
, (11)
where sˆk,j := xk,j−1 − xk,j is the negative of the step taken at the previous iteration and γˆk,j := 1− aTk,jsˆk,j. This simplifies to
the quadratic equation
(vk,j−1 − vk,j)γˆ 2k,j − 2(gTk,jsˆk,j)γˆk,j −
1
2
sˆTk,jHk,jsˆk,j + gTk,jsˆk,j = 0
for γˆk,j,whose solution is
γˆk,j =
gTk,jsˆk,j ±
√
(gTk,jsˆk,j)2 + (vk,j−1 − vk,j)((1/2)sˆTk,jHk,jsˆk,j − gTk,jsˆk,j)
vk,j−1 − vk,j . (12)
Hence, we can choose γˆk,j to satisfy (10) provided that the quantity under the radical sign in (12) is non-negative, in
which case we will always choose the larger of the two possible values. Since we need to have xk,j and xk,j−1 on the same
side of the horizon, we also require the entire expression (12) to be positive. We will first decide how to proceed in case
both of these conditions are satisfied, and then look at alternative procedures in case they are not.
Ifwehave determined an acceptable γˆk,j, then any ak,jwhich satisfies aTk,jsˆk,j = 1−γˆk,jwill ensure (10). The eligible vectors
constitute an affine subspace of dimension n− 1, from which we must select one. In our numerical work, we examined the
following four alternative methods for choosing ak,j:
• ak,j in the direction ∇xφ(xk,j, µk)
• ak,j in the direction ∇f (xk,j)
• ak,j in the direction of the largest component of ∇xφ(xk,j, µk)
• ak,j in the direction of the largest component of ∇f (xk,j).
The above four choices respectively lead to:
ak,j :=
[
1− γˆk,j
sˆTk,j∇φ(xk,j, µk)
]
∇φ(xk,j, µk), (13)
provided that sˆTk,j∇φ(xk,j, µk) 6= 0;
ak,j :=
[
1− γˆk,j
sˆTk,j∇f (xk,j)
]
∇f (xk,j), (14)
provided that sˆTk,j∇f (xk,j) 6= 0;
ak,j :=
[
1− γˆk,j
sˆTk,j[∇φ(xk,j, µk)]ı¯eı¯
]
[∇φ(xk,j, µk)]ı¯eı¯, (15)
where ı¯ := argmax1≤i≤n‖[∇φ(xk,j, µk)]i‖, provided that sˆk,j[∇φ(xk,j, µk)]ı¯eı¯ 6= 0; and
ak,j :=
[
1− γˆk,j
sˆTk,j[∇f (xk,j)]ı
e¯ı
]
[∇f (xk,j)]ı¯eı¯, (16)
where ı¯ := argmax1≤i≤n‖[∇f (xk,j)]i‖, provided that sˆTk,j[∇f (xk,j, µk)]ı¯eı¯ 6= 0.
The previous four methods determine ak,j directly from either ∇f (xk,j) or ∇xφ(xk,j, µk). We tried four additional
possibilities for ak,j based on our first approach. In the first of these we define ak,j as the solution to the problem
minimizea∈Rn ‖a‖2
subject to aTsˆk,j = 1− γˆk,j.
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This leads to
ak,j :=
[
1− γˆk,j
sˆTk,jsˆk,j
]
sˆk,j. (17)
Another option we considered is defining ak,j as the solution to
minimizea∈Rn ‖a− ak,j−1‖2
subject to aTsˆk,j = 1− γˆk,j.
This gives
ak,j := ak,j−1 +
[
1− γˆk,j − aTk,j−1sˆk,j
sˆTk,jsˆk,j
]
sˆk,j. (18)
The final twomethods for choosing ak,j based on the first approach resemble (17) and (18), but differ in that a nonsingular
weighting matrixWk,j is introduced. The weighted version of (17) is obtained as the solution to the problem
minimizea∈Rn ‖Wk,ja‖2
subject to aTsˆk,j = 1− γˆk,j.
This leads to
ak,j :=
[
1− γˆk,j
sˆTk,jW
−1
k,j W
−T
k,j sˆk,j
]
W−1k,j W
−T
k,j sˆk,j. (19)
A weighted version of (18) may be obtained as the solution to
minimizea∈Rn ‖Wk,j(a− ak,j−1)‖2
subject to aTsˆk,j = 1− γˆk,j.
This gives
ak,j := ak,j−1 +
[
1− γˆk,j − aTk,j−1sˆk,j
sˆTk,jW
−1
k,j W
−T
k,j sˆk,j
]
W−1k,j W
−T
k,j sˆk,j. (20)
One plausible choice isWk,j := JTk,j, where Jk,j is the scaling matrix which we will introduce in (26). Note that (17) locates
the smallest (in L2-norm) horizon vector in the denominator of h−1k,j (in (27), whose domain is in the original space (x-space),
whereas, withWk,j := JTk,j, (19) locates the smallest (in L2-norm) horizon vector in the denominator of hk,j (in (26), whose
domain is in the scaled space (w-space).
If the entire expression (12) is negative, then it is impossible to generate a conic model which satisfies (7)–(10). Note
that this difficulty can arise only when gTk,jsˆk,j < 0 and (1/2)sˆ
T
k,jHk,jsˆk,j < g
T
k,jsˆk,j. In this case it seems reasonable to at least
guarantee (7)–(9). One way we can do this is by setting ak,j = 0. This results in a quadratic modelmk,j. We have done this in
our algorithm. Other choices are certainly possible.
If the discriminant in (12) is negative, one possibility is to again set ak,j = 0, resulting in a quadratic model for this
iteration. An alternative is to take only the real part of (12), which is equivalent to replacing the discriminant with 0.
Intuitively, this seems likely to provide a better approximation than the quadratic model, since the latter may be seen as
equivalent to increasing the quantity under the radical by an appropriate non-negative quantity. There is a third option
which has some logical appeal. We can easily see that by substituting an appropriate value v˜ for vk,j−1 we can make the
quantity under the radical sign in (12) equal to 0. This is
v˜ = vk,j −
(gTk,jsˆk,j)
2
(1/2)sˆTk,jHk,jsˆk,j − gTk,jsˆk,j
.
This is equivalent to selecting the conic modelmk,j with the largest possible value formk,j(xk,j−1) consistent with satisfying
(7)–(9). Notice that this is similar to the previousmethod. Now, however, we also change the denominator in (12).We found
this method to be themost successful of the three in preliminary numerical tests, and have used it in deriving our numerical
results.
This concludes the description of our first approach for choosing ak,j. The alternative approach is to construct the model
mk,j by choosing ak,j so that the horizon of mk,j coincides with one of the hyperplanes bounding C. Here the choice of
which hyperplane to be used for this purpose is not obvious. In our numerical tests, we tried several possibilities, which
are described below. Arithmetic involving∞ and −∞ is performed in the obvious manner. For example, if uı¯ = ∞, then
eı¯/(uı¯ − [xk,j]ı¯) := 0 ∈ Rn.
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• Let ı¯ := argmin1≤i≤n{[xk,j]i − li, ui − [xk,j]i}. Set
ak,j :=
{−eı¯/([xk,j]ı¯ − lı¯) if [xk,j]ı¯ − lı¯ ≤ uı¯ − [xk,j]ı¯;
eı¯/(uı¯ − [xk,j]ı¯) if [xk,j]ı¯ − lı¯ > uı¯ − [xk,j]ı¯. (21)
which causes the horizon ofmk,j to coincide with the nearest bounding hyperplane to xk,j.
• Let ı¯ := argmax1≤i≤n{|[xk,j − xk,j−1]i¯|}. Set
ak,j :=
{
eı¯/(uı¯ − [xk,j]ı¯) if [xk,j − xk,j−1]ı¯ ≥ 0;
−eı¯/([xk,j]ı¯ − lı¯) if [xk,j − xk,j−1]ı¯ < 0. (22)
This causes the horizon of mk,j to coincide with the bounding hyperplane whose outward normal is in the direction of
the component of xk,j − xk,j−1 with largest magnitude.
• Let ı¯ := argmax1≤i≤n{|[∇xφ(xk,j, µk)]i|}. Set
ak,j :=
{−eı¯/([xk,j]ı¯ − lı¯) if [∇xφ(xk,j, µk)]ı¯ ≥ 0;
eı¯/(uı¯ − [xk,j]ı¯) if [∇xφ(xk,j, µk)]ı¯ < 0. (23)
This causes the horizon of mk,j to coincide with the bounding hyperplane whose outward normal is in the direction of
the component of ∇φ(xk,j, µk)with largest magnitude.
• Let ı¯ := argmax1≤i≤n{|[∇f (xk,j)]i|}. Set
ak,j :=
{−eı¯/([xk,j]ı¯ − lı¯) if [∇f (xk,j)]i ≥ 0;
eı¯/(uı¯ − [xk,j]ı¯) if [∇f (xk,j)]ı¯ < 0. (24)
This causes the horizon of mk,j to coincide with the bounding hyperplane whose outward normal is in the direction of
the component of ∇f (xk,j)with largest magnitude.
Of course, many other choices are possible.
One additional point needs to be mentioned. Since we wish to have a model which is continuous at least on Tk,j, it is
necessary to somehow ensure that xk,j+1 ∈ X+k,j. This requires that 1 − aTk,j(xk,j+1 − xk,j) > 0. For computational reasons, it
is advisable to require the stronger condition that 1− aTk,j(xk,j+1 − xk,j) ≥ δ for some δ satisfying 0 < δ < 1. Our handling
of this problem will be discussed in Section 3.
3. Specifying the quadratic subproblem
In the previous section we looked at the definition of the conic model function
mk,j(x) = vk,j +
gTk,j(x− xk,j)
1− aTk,j(x− xk,j)
+ 1
2
(x− xk,j)TBk,j(x− xk,j)
(1− aTk,j(x− xk,j))2
. (25)
In this section, we will look at the definition of the trust region Tk,j and the conversion of (6) to a quadratic subproblem.
We need to make use of a few basic facts about conic functions. For numerical reasons, it is advantageous to introduce a
nonsingular scaling matrix Jk,j ∈ Rn×n. Let the map hk,j be defined by
hk,j(w) := Jk,jw1+ aTk,j Jk,jw
. (26)
The inverse of hk,j satisfies
h−1k,j (xˆ) =
J−1k,j xˆ
1− aTk,jxˆ
. (27)
Then (25) can be written as
mk,j(x) = mˆk,j(h−1k,j (x− xk,j)),
where mˆk,j is the quadratic defined by
mˆk,j(w) := vk,j + gˆTk,jw +
1
2
wTBˆk,jw, (28)
and gˆk,j := JTk,jgk,j and Bˆk,j := JTk,jBk,jJk,j.
According to the terminology of Davidon [8], who first introduced such maps in the context of optimization, the map
(26) and its inverse (27) are collinear scalings.
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We now comment on the choice of Jk,j. While it is possible to choose Jk,j := I , the identity matrix in Rn×n, other choices
may be more useful. For example, if Bk,j is positive definite, we can let B−1k,j = Jk,jJTk,j be the Cholesky factorization of B−1k,j .
Then (28) becomes
mˆk,j(w) = vk,j + gˆk,jw + 12w
Tw,
a quadratic with unit Hessian. This allows us to solve the trust region subproblem by steepest descent in one step. Of
course this simplification must be weighed against the considerable computational overhead of performing the Cholesky
decomposition of B−1k,j at each iteration. In our numerical work, we used a much less expensive alternative which proved to
be extremely useful. We choose δl, δu ∈ Rwith δu > 1 > δl > 0 and set
[Jk,j]i,i := |[Bk,j]i,i|−1/2 if δu ≥ |[Bk,j]i,i| ≥ δl;
[Jk,j]i,i := δ−1/2l if |[Bk,j]i,i| < δl;[Jk,j]i,i := δ−1/2u if |[Bk,j]i,i| > δu;[Jk,j]i,p := 0 if i 6= p.
(29)
In the case that δl ≤ |[Bk,j]i,i| ≤ δu, i = 1, 2, . . . n the problem becomes one of minimizing
mk,j(x) = mˆk,j(w)
= vk,j + gˆTk,jw +
1
2
wBˆTk,jw,
where Bˆk,j = JTk,jBk,jJk,j has each diagonal entry±1. If |[Bk,j]i,i| < δl for |[Bk,j]i,i| > δu for some coordinate i, then |[Bˆk,j]i,i| 6= 1.
We found this scaling to be quite useful for barrier algorithms. This may be explained by the observation that the barrier
term often becomes extremely ill-conditioned near ∂C since ‖∇2b(x, µ)‖ → ∞, but this ill-conditioning only affects the
diagonal entries of Bk,j.
Having chosen a collinear scaling, we need to define the trust region Tk,j. Since efficientmethods have been developed for
minimizing a quadratic function over a ball inRn, it is desirable to reduce the trust region subproblem to this form. Inasmuch
as the actual numerical minimization is performed in thew-space, this requires that we choose Tˆk,j := h−1k,j (Tk,j) to be a ball
inw-space. Thus we wish to have
Tˆk,j := {w ∈ Rn : ‖w‖ ≤ ∆k,j} (30)
for some∆k,j > 0.
We must be somewhat careful in the choice of∆k,j. Since we require that Tˆk,j be connected, it is necessary to choose∆k,j
so that γ := 1+ aTk,jJk,jw > 0 for allw ∈ Tˆk,j. It follows that we must have∆k,j < 1/‖JTk,jak,j‖. Both for practical reasons and
to facilitate convergence proofs it is desirable to require the somewhat stronger condition
∆k,j ≤ 1− δ‖JTk,jak,j‖
(31)
for some fixed δ ∈ (0, 1), which guarantees that γ ≥ δ forw ∈ Tˆk,j. With∆k,j chosen so that∆k,j ≤ (1− δ)/‖JTk,jak,j‖, let
Tk,j := hk,j(Tˆk,j). (32)
Then the trust region problem that we solve in the x-space is the minimization of the conicmk,j over the trust region Tk,j.
One method for ensuring the satisfaction of (31) is to reduce∆k,j whenever the quantity ‖JTk,jak,j‖ becomes too large. For
example, we could redefine the trust region radius by∆k,j := (1− δ)/‖JTk,jak,j‖. This approach has the theoretical advantage
that the model function remains unchanged. However we found that this method performed very poorly in practice. This
may be attributed to the fact that the vector ak,j often becomes quite large, forcing a drastic reduction in∆k,j. For example,
suppose ak,j is defined by (21), and the minimizer x∗ of f occurs on ∂C. Then if limk→∞ xk = x∗, it follows that ‖ak,j‖ is
necessarily large for xk,j near x∗. A similar situation occurs quite often when other definitions for ak,j are used. As a result, it
is common for an excessive number of iterations to be needed, and the algorithm frequently tends to stall near the boundary.
An alternative is to reduce ‖ak,j‖ rather than∆k,jwhen∆k,j‖JTk,jak,j‖becomes too large. Thuswemaymake the assignment
ak,j := 1− δ
∆k,j‖JTk,jak,j‖
ak,j.
This has the theoretical disadvantage that the local model itself is modified, and hence the modeling properties on which
the definition of ak,j is based are negated to some extent. However, the direction of ak,j is unchanged, and the model mk,j
still satisfiesmk,j(xk,j) = φ(xk,j, µk), ∇mk,j(xk,j) = ∇xφ(xk,j, µk), and ∇2mk,j(xk,j) = ∇2xxφ(xk,j, µk). In view of the markedly
superior performance of this method on selected test problems, we elected to use it throughout our computational work.
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Even with the above modification, there is no guarantee that the solution to (6) will be feasible for (1). For reasons of
computational efficiency, it is certainly desirable to avoid obtaining infeasible points. Thus itwould seemplausible to arrange
that∆k,j be chosen so that Tk,j ⊂ C0. This, however, has two drawbacks. The first difficulty is that it is not easy to compute
the appropriate ∆k,j. The second is that even where possible, such strict limitation of ∆k,j tends to produce unnecessarily
small steps, resulting in slow convergence. Thus we choose to define Tk,j in a manner which permits (6) to have infeasible
solutions. Whenever an infeasible point is computed, we employ the procedure described in the following paragraph.
After Tk,j is defined by (32) with∆k,j ≤ (1− δ)/‖JTk,jak,j‖, the problem (6) is approximately solved by applying one of the
methods discussed in Section 4 to the quadratic problem
minimize mˆk,j(w)
subject to ‖w‖ ≤ ∆k,j (33)
to obtainwk,j which approximately solves (33). The tentative solution to (6) is xk,j + hk,j(wk,j). If xk,j + hk,j(wk,j) 6∈ C0, then
we reduce ∆k,j and solve (33) again. On the other hand, if xk,j + hk,j(wk,j) ∈ C0, then we evaluate φ(xk,j + hk,j(wk,j), µk)
to determine whether a sufficient reduction in φ has been accomplished. If so, we set xk,j+1 := xk,j + hk,j(wk,j); if not, then
we reduce ∆k,j and solve (33) again. This procedure is repeated as necessary until xk,j+1 ∈ C0 has been determined which
reduces φ sufficiently. The criterion for deciding whether φ has been sufficiently reduced will be discussed in Section 4.
Once an acceptable xk,j+1 is determined, we test to determine whether convergence of the inner algorithm has been
achieved. If it has not, we set j := j + 1 and repeat the process described in the previous paragraph. Otherwise, we set
xk+1 := xk,j+1 and test for convergence of the outer algorithm. If our convergence criterion for the outer algorithm is satisfied,
we terminate the algorithm with x∗ := xk+1. Otherwise we set k := k+ 1 and repeat the outer iteration.
The convergence criteria for the inner algorithm and for the outer algorithm are discussed in Section 4, as is the choice
of a starting point for the outer iteration.
4. Further algorithmic details
4.1. Quadratic minimization
We can choose from two general approaches to solving (33). One possibility is to attempt to find an exact solution. This
has the advantage of keeping the number of inner iterations to aminimum, and thus requiring far fewer function evaluations.
However, it generally requires the solution of several matrix equations, whichmaymake the total cost prohibitive for larger
systems. The second possibility is to find an approximate solution to (33). Numerous techniques have been developed for
this purpose. This choice reduces the cost of each inner iteration dramatically, but often requires that many more inner
iterations be performed.
The exact minimization method is based on the following theorem.
Theorem 1. Suppose that gˆ ∈ Rn, Bˆ ∈ Rn∧n, and∆ > 0 are given. Then a vector w∗ solves the problem
minimize fˆ (w) := gˆTw + 1
2
wTBˆw
subject to ‖w‖ ≤ ∆
(34)
if and only if
w∗ ≤ ∆
and there exists a λ∗ ≥ 0 such that
(Bˆ+ λ∗I)w∗ = −gˆ (35)
λ∗(∆− ‖w∗‖) = 0 (36)
and Bˆ+λ∗I is positive semidefinite. If Bˆ+λ∗I is positive definite andw∗ and λ∗ solve (35) and (36), thenw∗ is the unique solution
to (34).
A proof of this theorem is given by Sorensen [9]. The solution of (34) is accomplished by using an iterative method to solve
the equation 1/∆− 1/‖wα‖ = 0 for α, wherewα solves (Bˆ+ αI)w = −gˆ. This method is discussed in detail by Moré [10],
Moré and Sorensen [11], Sorensen [9], and Gay [12].
The alternative is to find an approximate solution to (33). Several choices are available. Dennis and Schnabel [13] discuss
some of the early approaches, including the dogleg and double dogleg algorithms. More recent methods are detailed by
Conn, Gould and Toint [2].
Our algorithmprovides the Steihaug–Toint truncated conjugate gradientmethod as an alternative to exactminimization.
This involves applying the standard conjugate gradient algorithm to (33)with twomodifications. In case any step crosses the
boundary of the trust region, the iteration is terminated at the pointwhere the conjugate gradient path crosses the boundary.
In addition, if at any step the search direction is a direction of negative curvature, then the algorithm is terminated at the
point where that search direction intersects the trust region boundary. This method is discussed in [2].
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4.2. Acceptance of the trial point and adjustment of the trust region radius
Once the quadratic subproblem has been approximately solved for wk,j such that xk,j + hk,j(wk,j) ∈ C0, it is necessary
to evaluate the solution point to determine whether it provides sufficient progress to be accepted as xk,j+1. In addition, an
adjustment in the trust region radiusmay bemade at this time. Themethod used here is standard in trust region algorithms.
Four additional parameters are needed, η1, η2, ξ1, and ξ2, satisfying 0 < η1 < η2 < 1 and 0 < ξ1 < 1 < ξ2. The ratio
ρk,j := φ(xk,j, µk)− φ(xk,j + hk,j(wk,j), µk)mk,j(xk,j)−mk,j(xk,j + hk,j(wk,j))
is then computed and compared toη1. Ifρk,j ≥ η1, then the computed xk,j+1 is accepted. Ifη1 ≤ ρk,j ≤ η2, then∆k,j+1 := ∆k,j.
However, if ρk,j > η2, then∆k,j+1 := ξ2∆k,j. Subsequently, convergence testing is performed, and, depending on the result
of the convergence test, either the inner iteration is terminated or the next iterate is computed. If ρk,j < η1, then the trust
region radius is reduced by∆k,j := ξ1∆k,j and a new candidate for xk,j+1 is computed.
4.3. Convergence tests
In this section, we discuss the convergence test used for the outer iteration, followed by the convergence test for the
inner iteration.
4.3.1. The outer iteration
Our convergence test for the outer iteration is based on the first-order necessary conditions for a bound-constrained
minimizer. To our knowledge this is the first time that this specific convergence criterion has been used.
Since we are considering only bound-constraints, the constraint gradients are ei and−ei for the upper and lower bounds
respectively. Thus the first order necessary conditions take the following form. If x∗ solves
minimize f (x)
subject to li ≤ [x]i ≤ ui, i = 1, 2, . . . n
where f : Rn → R is assumed to have continuous second derivatives on C = {x : li ≤ [x]i ≤ ui i = 1, 2, . . . n}, then x∗ ∈ C
and there exist vectors y∗, z∗ ∈ Rn of Lagrange multipliers such that
∇f (x∗) =
n∑
i=1
([y∗]i − [z∗]i)ei, i = 1, 2, . . . n; (37)
[y∗]i([x∗]i − li) = 0, i = 1, 2, . . . n; (38)
[z∗]i(ui − [x∗]i) = 0, i = 1, 2, . . . n; (39)
and [y∗]i, [z∗]i ≥ 0 for i = 1, 2, . . . n.
For an iterate xk we define
σi := ([xk]i − li)max{[∇f (xk)]i, 0}
τi := (ui − [xk]i)max{−[∇f (xk)]i, 0}
χ(xk) :=
n∑
i=1
σi +
n∑
i=1
τi. (40)
The following theorem shows that χ(xk) is an appropriate quantity to measure convergence.
Theorem 2. Assume that x∗ is a solution to (37). Let {xk} be a sequence of points converging to x∗ such that li < [xk]i < ui for
i = 1, 2, . . . n and for all k. Then if χ(xk) is defined by (40), we have
lim
k→∞(χ(xk)) = 0.
Proof. It suffices to show that, for each i, limk→∞ σi = 0 and limk→∞ τi = 0. There are three cases to consider.
The first case is that li < [x∗]i < ui. Then clearly y∗i = 0 and z∗i = 0, by (38), and hence [∇f (x∗)]i = 0 by
(37). By continuity we have limk→∞[∇f (xk)]i = 0. Since [xk]i − li < ui − li and ui − [xk]i < ui − li, it follows that
limk→∞ σi = limk→∞ τi = 0.
Next, consider the case where [x∗]i = li. Then limk→∞([xk]i − li) = 0 and limk→∞[∇f (xk)]i = [∇f (x∗)]i < ∞, so
limk→∞ σi = 0. Since y∗i ≥ 0, while z∗i = 0 by (38), we conclude from (37) that [∇f (xk)]i ≥ 0, so τi = 0 for k sufficiently
large.
The third case, where [x∗]i = ui is handled in an exactly symmetrical manner. 
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Accordingly, we test for convergence by requiring that χ(xk) be less than some chosen positive number C . Since this
test is based only on first-order information, it is possible for the iteration to converge to a saddle point, or even to a relative
maximizer in exceptional cases. However, because we require each iterate to satisfy a sufficient decrease condition, such a
result is quite rare in practice.
In case some of the li or ui or both are infinite, we need to modify the definition,of χ(x) slightly. In this case we define
σi := ([xk]i − li)max{[∇f (xk)]i, 0}, for i ∈ Bl
σi := max[∇f (xk)]i, 0, for i ∈ Nl
τi := (ui − [xk]i)max−[∇f (xk)]i, 0 for i ∈ Bu
τi := max{−[∇f (xk)]i, 0}, for i ∈ Nu
χ(xk) :=
n∑
i=1
σi +
n∑
i=1
τi.
(41)
The analog of Theorem 2 is then easily proven.
4.3.2. The inner iteration
We hope that the inner iteration will converge at least to a local minimizer of φ(·, µk), but the most that we can
reasonably demand, if f is not necessarily convex, is that xk be sufficiently close to satisfying the second order necessary
conditions for a minimizer of φ(·, µk), which are
• ∇φ(xk, µk) = 0 and• ∇2xxφ(xk, µk) is positive definite.
A function ψ : R+ → R+ which is continuous and satisfies ψ(0) = 0 and ψ(t) > 0 if t > 0 is called a forcing
function. Our test for the convergence of the inner iteration is as follows. We define a constant G satisfying 0 < G < 1
and a forcing function H . In order for an inner iterate xk,j to be accepted as xk+1 we require that ‖gk,j‖ ≤ G‖gk,0‖ and
λmin(∇2xxφ(xk,j, µk)) ≥ −H(µk). In our numerical work we defined H by H(µk) = µk.
4.4. Starting point for the inner iteration
While it is theoretically acceptable to begin the kth iteration with xk,0 := xk, it is computationally much more efficient,
for most problems, to choose xk,0 by linear extrapolation from xk−1 and xk. For k ≥ 2, we set
xk,0 := xk + µk − µk−1
µk−1 − µk−2 (xk − xk−1).
This, of course, makes no sense, for k := 0 and k := 1. Thus, we set x0,0 := x0 and x1,0 := x1.
Intuitively, extrapolation can be viewed asmaking an educated guess as to the location of theminimizer ofφ(·, µk) based
on the behavior of the previous two iterations. The theory behind this technique is discussed by Nash and Sofer [14].
5. Algorithm schemes
In this section we present algorithm schemes for the outer and inner iterations of our new conic model trust region
barrier algorithm. The format and notation of our algorithm schemes generally follow that used in Algorithm 13.4.1 and
Algorithm 13.2.1 of Conn et al. [2] dealing with standard quadratic model trust region barrier algorithms.
The outer iteration is performed according to the following algorithm.
Algorithm 1 (Outer Iteration).
Step 1: Initialization
An initial point x0with x0 ∈ C0 and an initial barrier parameterµ0 > 0 are given. The real numbers C > 0 and ζ ∈ (0, 1)
are also given. Set k := 0 and x0,0 := x0.
Step 2: Inner Minimization
Using Algorithm 2 with starting point xk,0, approximately minimize the barrier function
φ(x, µk) := f (x)+ b(x, µk),
over C0,where b(x, µk) is the chosen barrier term, to obtain the next iterate xk+1.
Step 3: Test for Convergence
Evaluate χ(xk+1) as defined by (40). If χ(xk+1) ≤ C , terminate the algorithm with xk+1 as the approximation to x∗.
Step 4: Update the barrier parameter
Set µk+1 := ζµk.
Set k := k+ 1.
Choose xk,0 ∈ C0 and return to Step 2.
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The inner iteration is outlined in Algorithm 2. It should be noted that the Cholesky decomposition in Step 5, as well as
all of Step 6, may be omitted when the objective function is known in advance to be convex, as in this case Hk,j+1 is always
positive definite.
Algorithm 2 (Inner Iteration).
Step 1: Initialization
An initial point xk,0 ∈ C0, an initial trust region radius∆k,0, a barrier parameter µk, and a forcing function1 H are given.
The constants η1, η2, ξ1, ξ2, l, u, δ, and G are also given and satisfy 0 < δ < 1, 0 < η1 ≤ 2 − δ, η1 < η2 < 1,
0 < ξ1 < 1 < ξ2, 0 < l < u, and 0 < G < 1. Set ak,0 := 0 ∈ Rn.
Set j := 0.
Compute gk,0 := ∇xφ(xk,0, µk).
Compute Hk,0 := ∇2xxφ(xk,0, µk).
Step 2: Model definition
Set Bk,j := Hk,j − ak,jgTk,j − gk,jaTk,j.
Choose a nonsingular (not necessarily symmetric) scaling matrix Jk,j ∈ Rn×n such that
l ≤ σmin(Jk,j) ≤ σmax(Jk,j) ≤ u.
If∆k,j‖JTk,jak,j‖ ≥ 1− δ, set ak,j := (1− δ)ak,j/‖JTk,jak,j‖.
Set gˆk,j := JTk,jgk,j.
Set Bˆk,j := JTk,jBk,jJk,j.
Define the model
mˆk,j(w) := φ(xk,j, µk)+ gˆTk,jw +
1
2
wTBˆk,jw.
Step 3: Step calculation
Findwk,j which approximately minimizes mˆk,j over {w ∈ Rn : ‖w‖ ≤ ∆k,j}. Set sk,j := Jk,jwk,j/(1+ aTk,jJk,jwk,j).
Step 4: Acceptance of the trial point
If xk,j + sk,j 6∈ C0 set∆k,j := ξ1∆k,j and go to Step 3.
Otherwise compute φ(xk,j + sk,j, µk) and compute
ρk,j := φ(xk,j, µk)− φ(xk,j + sk,j, µk)mˆk,j(0)− mˆk,j(wk,j) .
If ρk,j < η1, set∆k,j := ξ1∆k,j and go to Step 3.
Otherwise, set xk,j+1 := xk,j + sk,j and compute gk,j+1 := ∇xφ(xk,j+1, µk) and Hk,j+1 := ∇2xxφ(xk,j+1, µk).
Step 5: Test for convergence
If ‖gk,j+1‖ > G‖gk,0‖ go to Step 7.
Otherwise, attempt to perform a Cholesky decomposition ofHk,j+1+H(µk)I. If the Cholesky decomposition is successful,
set xk+1 := xk,j+1 and terminate the iteration.
Step 6: Search along a direction of negative curvature
Perform a complete eigenvector decomposition of Hk,j+1.
If λmin(Hk,j+1) ≥ −H(µk), set xk+1 := xk,j+1 and terminate.
Set u equal to a unit vector in the direction of the eigenvector corresponding to the smallest eigenvalue of Hk,j+1.
If uTgk,j+1 ≤ 0, set d := u; otherwise set d := −u.
Perform a linesearch to find α > 0 such that xk,j+1 + αd ∈ C0 and
φ(xk,j+1 + αd, µk) < φ(xk,j, µk).
Set xk,j+1 := xk,j+1 + αd.
Compute gk,j+1 := ∇xφ(xk,j+1, µk) and Hk,j+1 := ∇2xxφ(xk,j+1, µk).
Compute ak,j+1 (see Section 2).
Set j := j+ 1 and go to Step 2.
Step 7: Trust region update and choice of horizon vector
Set
∆k,j+1 := ξ2∆k,j if ρk,j ≥ η2.
∆k,j+1 := ∆k,j if η1 ≤ ρk,j < η2,
Compute ak,j+1 (see Section 2).
Set j := j+ 1 and go to Step 2.
1 A continuous function ψ : R+ → R+ satisfying ψ(0) = 0 and ψ(t) > 0 if t > 0 is called a forcing function.
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6. Numerical results
6.1. Test problems
The object of our numerical work was to answer two questions. First, we wanted to determine whether the use of
conic local models rather than the traditional quadratic local models might result in an improvement in the performance
of barrier-type algorithms. Second, we wanted to compare the effect of using various conic model definitions, hoping to
perhaps determine a ‘‘best’’ conic barrier algorithm.
Our test problems fall into two categories. The problems in the first category are randomly generated and all have dense
Hessian matrices. Those in the second set are more or less standard test problems.
Two groups of dense problemswere used. The problems in the first group are nonconvex quadratics. Those in the second
group are convex quadratics. In each case specific problem instances were constructed using the pseudo-random number
generator DLARAN, available on NETLIB. We tested both the log barrier algorithm and the reciprocal barrier algorithm (with
α = 1) on each problem. Further details are provided below.
The remaining problems are all taken from the literature. The obstacle problem, torsion problem, and journal bearing
problem are described byMoré and Toraldo [15]. They are also included in the CUTE [16] collection, although there are some
discrepancies between the CUTE codes and the problem descriptions of Moré and Toraldo [15]. We coded these algorithms
according to the problem descriptions ofMoré and Toraldo [15]. All three of these problems feature sparse Hessianmatrices.
The remaining problems are all included in the CUTE [16] collection. Two are quadratic and three non-quadratic. All were
solved using sparse matrix methods.
6.2. Methods and parameters
For each problem the number of dimensions was varied. Some problem formulations require an additional parameter,
which took on two or more values. Thirteen different algorithmic variants were used, corresponding to the quadratic model
and twelve conic model variations. Each model is characterized by the method of choosing the vector ak,j. These methods
are described below. While the methods given correspond exactly with those discussed in Section 2, the order is different.
This is due to the order in which they were included in the code.
M0 Quadratic model: ak,j := 0.
M1 Conic model: ak,j is chosen according to (22). Thus ak,j is chosen so that the horizon coincides with the bounding
hyperplane in the direction of the greatest coordinate change in the previous iteration.
M2 Conic model: ak,j is chosen according to (24). Thus ak,j is chosen so that the horizon coincides with the bounding
hyperplane in the direction of the largest component of the negative gradient of the original objective function.
M3 Conic model: ak,j is chosen according to (23). Thus ak,j is chosen so that the horizon coincides with the bounding
hyperplane in the direction of the largest component of the negative gradient of the barrier function.
M4 Conic Model: ak,j is chosen according to (13). Thus mk,j(xk,j−1) = φ(xk,j−1, µk) and ak,j is in the direction of
−∇φk(xk,j).
M5 Conic Model: ak,j is chosen according to (14). Thus mk,j(xk,j−1) = φ(xk,j−1, µk) and ak,j is in the direction of
−∇f (xk,j).
M6 Conic Model: ak,j is chosen according to (15). Thus mk,j(xk,j−1) = φ(xk,j−1, µk) and ak,j is in the direction of the
largest component of−∇φk(xk,j).
M7 Conic Model: ak,j is chosen according to (16). Thus mk,j(xk,j−1) = φ(xk,j−1, µk) and ak,j is in the direction of the
largest component of−∇f (xk,j).
M8 Conic Model: ak,j is chosen according to (17). Thus mk,j(xk,j−1) = φ(xk,j−1, µk) and ak,j is chosen to minimize ‖a‖
subject to aTsˆk,j = 1− γˆk,j.
M9 Conic Model: ak,j is chosen according to (18). Thus mk,j(xk,j−1) = φ(xk,j−1, µk) and ak,j is chosen to minimize
‖a− ak,j−1‖ subject to aTsˆk,j = 1− γˆk,j.
M10 Conic Model: ak,j is chosen according to (21). Thus ak,j is in the direction of the bounding hyperplane of C0 nearest
to xk,j.
M11 Conic Model: ak,j is chosen according to (19). Thus mk,j(xk,j−1) = φ(xk,j−1, µk) and ak,j is chosen to minimize
‖Wk,ja‖ subject to aTsˆk,j = 1− γˆk,j, whereWk,j := Jk,j as defined by (29).
M12 Conic Model: ak,j is chosen according to (20). Thus mk,j(xk,j−1) = φ(xk,j−1, µk) and ak,j is chosen to minimize
‖Wk,j(a− ak,j−1)‖ subject to aTsˆk,j = 1− γˆk,j whereWk,j := Jk,j as defined by (29).
Two changes are necessary in case one or more bounds are infinite. In M2, we set ak,j := 0 if [∇f (xk,j)]ı¯ > 0 and
lı¯ := −∞ or if [∇f (xk,j)]ı¯ < 0 and uı¯ := ∞. Similarly, in M3, we set ak,j := 0 if [∇xφk(xk,j, µk)]ı¯ > 0 and lı¯ = −∞, or if
[∇xφk(xk,j, µk)]ı¯ < 0 and uı¯ := ∞.
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6.3. Results
Several parameters required some problem-dependent adjustment. Selection of appropriate values presented a very
difficult problem. Ideally, one would like to be able to preset parameter values based on known properties of the given
objective function, or at least to have some method for automatic adjustment during execution of the algorithm. However,
in our situation, the development of any such automatic method would require extensive prior knowledge of the behavior
of the various algorithmic variants to be tested, which was, of course, not available. Thus we found that we needed to make
the required adjustments for each problem based largely on trial and error.
While it was necessary to vary certain parameters from problem to problem, we chose to fix as many as possible in order
to minimize complexity and to reduce the probability of introducing bias.
We fixed the initial trust region radius ∆0,0 := 0.5. The constants η1 and η2, which determine the acceptability of a
trial point in Algorithm 2, as well as the constants ξ1 and ξ2, which determine the amount by which the trust region radius
is increased or decreased, were also fixed. We used the values η1 := 10−4, η2 := 0.7, ξ1 := 0.7, and ξ2 := 1.5. While
there is no question that some improvement in performance could be obtained from fine-tuning these values on a problem
dependent basis, there does not seem to be any obvious reasonwhy varying any of these values would favor one algorithmic
variant over another.
The maximum number of outer iterations and the maximum number of inner iterations per outer iteration were fixed
at 100. For all the problems but one, these limits proved adequate. In the case of the problem BIGGSB1, we failed to obtain
convergence on a few algorithmic variations.
There remain four parameters which were allowed to vary. Two of these are G and C , which define convergence in the
inner algorithm and the outer algorithm respectively.
Recall that Algorithm 2 terminateswhen∇xφ(xk,j, µk) ≤ G∇xφ(xk,0, µk). If G is too small, the result is that unnecessary
iterations must be performed in Algorithm 2. On the other hand, if G is too large, the early iterates of Algorithm 1 are
imprecise, frequently resulting in a premature approachof {xk} to the boundary and consequent stalling.Weused G := 10−3
whenever possible, decreasing it by a factor of 10 if necessary.
Convergence of Algorithm 1 occurs when χ(xk) ≤ C√n. We chose to set the convergence criterion at C√n rather
than Cn or Cn2 only because doing so allowed us to obtain what appeared to be reasonable rates of convergence for all
choices of n. Since χ(xk) depends on the scaling of the original problem, we found it necessary to experiment to determine
an appropriate value for C for each problem.
The third parameter which we found it necessary to adjust is µ0, the initial value of the barrier parameter. Choosing µ0
too large may require an excessive amount of computation. For example, if ζ := 0.2 and convergence of Algorithm 2 occurs
in three iterations when µ0 := 1, then choosing µ0 := 106 is clearly inefficient. On the other hand, if µ0 is assigned a value
which is too small, the likely scenario is a premature approach to the boundary and consequent stalling of Algorithm 1. For
each problem class, a reasonable value for µ0 was determined by trial and error.
The fourth parameter which was varied is ζ , which determinesµk+1 viaµk+1 := ζµk. A value which is too large requires
an excessive number of iterations of Algorithm 1, while a value which is too small may increase the number of iterations
required by Algorithm 2, sometimes making convergence extremely difficult. This parameter was also selected by trial and
error for each class of problems.
The forcing function H was defined simply by H(µ) := µ. We implemented the Cholesky decomposition in Step 5 of
Algorithm 2 and also Step 6 of Algorithm 2 only for nonconvex objective functions, since the condition
λmin(Hk,j+1) ≥ −H(µk)
is automatically satisfied when the objective function is convex.
For each set of problems, an attempt was made to select a combination of parameters which would give a nearly optimal
convergence rate for the quadratic variant of the algorithm, when applied to the instance of the problem with smallest
dimension and, in the case of problems the specification of which involves an additional parameter, with the smallest
value of that parameter. Except for the problem BIGGSB1, these choices gave at least eventual convergence for all problem
instances and all dimensions tested. The decision to base parameter choice on the performance of the quadratic version
of the algorithm is clearly somewhat biased. However, since a principal objective was to determine whether any of the
nonquadratic variants might yield a significant improvement over the quadratic variant, it seemed reasonable to set the
standard rather high. Moreover, the amount of work necessary to optimize parameters for each method and each problem
individually would have been prohibitive.
The standard for comparison of the various methods is the total number of function evaluations required. Certainly
other criteria could have been included, such as CPU time or number of Hessian-vector products. Such additional criteria,
while they might be useful for the purpose of comparing our algorithm class with other bound-constrained minimization
algorithms, add very little information relevant to our objective of comparing the efficiency of various modeling methods
within our algorithm, since all three numbers are approximately proportional. There is some extra computational overhead
associatedwith using any of the conicmodels, rather than the quadraticmodel. In order to attempt to quantify this additional
cost,we examinedCPU-timeused andnumber of function evaluations required for each of the randomly generated quadratic
problems with dense Hessians described in 6.3.1. This collection includes six groups of twenty problems. Each problemwas
solved using both the log barriermethod and the reciprocal barriermethod, and using the quadraticmodel and eight variants
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Table 1
Ratio of cpu-time per function evaluation for conic algorithms to cpu-time for quadratic algorithms: log barrier case.
Method n
20nc 40nc 60nc 20c 40c 60c
M1 1.001 1.050 0.987 1.027 1.066 0.968
M2 1.030 1.011 1.005 1.031 1.075 1.012
M3 1.031 1.006 0.999 1.112 1.014 0.963
M4 1.042 1.029 1.059 1.053 1.034 0.978
M5 1.043 1.023 1.013 1.051 1.033 0.977
M6 1.026 0.998 0.989 1.057 1.036 0.974
M7 1.085 1.018 0.996 1.112 1.049 0.981
M8 0.968 0.944 0.943 1.017 1.000 0.952
Table 2
Ratio of cpu-time per function evaluation for conic algorithms to cpu-time for quadratic algorithms: reciprocal barrier case.
Method n
20nc 40nc 60nc 20c 40c 60c
M1 1.020 1.003 0.993 1.032 1.012 1.001
M2 1.031 1.007 1.005 1.030 1.009 0.999
M3 1.035 1.066 1.007 1.110 1.009 1.001
M4 1.043 1.021 1.013 1.064 1.033 1.025
M5 1.045 1.021 1.059 1.065 1.037 1.023
M6 1.033 1.012 1.005 1.074 1.037 1.021
M7 1.078 1.020 1.009 1.135 1.047 1.028
M8 1.010 0.983 0.969 1.039 1.011 0.998
of the conicmodel (those labeledM0 throughM8). Table 1 displays the ratio of average time per function evaluation for each
of the conic models to average time per function evaluation for the quadratic model for each group of problems, using the
log barrier method. Table 2 does the same for the reciprocal barrier method. The column headings indicate the dimension
of the set of problems and whether the objective function is nonconvex (nc) or convex (c).
Overall, the conic models required more time per function evaluation, in the most extreme case approximately 13%
more. This disadvantage for the conic-based methods clearly became less significant with increasing n. Since most practical
problems involve objective functionswhich are considerablymore expensive to evaluate than those in our test problems,we
would expect the importance of the difference in computational time per iteration attributable to algorithmic differences to
become relatively insignificant. Accordingly, it seems likely that any conic method having a significant advantage over the
quadratic method in number of function evaluations required would also be superior in terms of CPU time required. In view
of this, we decided in the interests of simplicity, to restrict our comparisons to the number of function evaluations required.
6.3.1. Randomly generated dense problems
Two groups of dense test problemswere used. All dense problems include both upper and lower bounds on the variables.
The starting point x0 for the iteration in all of these problems was chosen by [x0]i := (li + ui)/2, i = 1, 2, . . . n.
The first group of test problems consists of nonconvex quadratics. The components of ∇f (x) and ∇2f (x) were selected
using the pseudo-random number generator DLARAN, as were the constraint bounds. We used n := 20, n := 40, and
n := 60. For each n we ran 20 problem instances, computing the average number of function evaluations for each of the
thirteen modeling methods. The same set of parameters was used for our runs with the log barrier method and with the
reciprocal barrier method. The convergence criterion for the outer iteration was χ(xk) ≤ 10−1√n. The convergence criteria
for the inner iteration were ‖∇xφ(xk,j, µk)‖ ≤ 10−7‖∇xφ(xk,0, µk)‖ and λmin(∇2xxφ(xk,j, µk)) ≥ −µk. We used µ0 := 105
and ζ := 10−1. Table 3 presents our test results using the log barrier algorithm. The same problems were solved with the
reciprocal barrier algorithm. The results of those tests are shown in Table 4.
The second group of test problems consists of convex quadratics. The gradient vector and constraint boundary were
chosen pseudo-randomly as with the nonconvex quadratics. Each Hessian matrix was constructed by generating a set of
n vectors {vi}ni=1, and then setting ∇2f (x) :=
∑n
i=1 viv
T
i . In this case it was necessary to use a different set of parameters
for the reciprocal barrier runs than we used for the log barrier runs, as we were unable to find a set of parameters which
would produce a reasonable rate of convergence for both. For each barrier method and each modeling method we ran
20 problem instances and averaged the results. For the log barrier runs, the convergence criterion for the outer iteration
was χ(xk) ≤ 101√n. The convergence criterion for the inner iteration was ‖∇xφ(xk,j, µk)‖ ≤ 10−8‖∇xφ(xk,0, µk)‖. We
set µ0 := 107 and ζ := 2 × 10−1. For the reciprocal barrier runs, the convergence criterion for the outer iteration was
χ(xk) ≤ 101√n. The convergence criterion for the inner iteration was ‖∇xφ(xk,j, µk)‖ ≤ 10−7‖∇xφ(xk,0, µk)‖.We used
µ0 := 105 and ζ := 2 × 10−1. Table 5 gives the results using the log barrier algorithm. Table 6 gives the results using the
reciprocal barrier algorithm.
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Table 3
Nonconvex quadratics: log barrier method.
Method n
20 40 60
M0 190.55 262.35 300.80
M1 189.05 263.85 313.35
M2 209.05 280.15 339.45
M3 209.60 279.75 341.65
M4 190.10 259.05 302.15
M5 190.65 261.65 308.30
M6 211.20 277.40 325.75
M7 212.35 279.70 318.45
M8 189.75 261.65 302.70
M9 193.60 264.40 305.35
M10 202.00 270.45 334.45
M11 189.30 260.55 302.40
M12 189.25 261.60 297.25
Table 4
Nonconvex quadratics: reciprocal barrier method.
Method n
20 40 60
M0 239.65 296.55 343.05
M1 242.35 300.95 351.10
M2 252.75 312.70 368.05
M3 252.00 311.70 368.40
M4 236.45 293.95 335.30
M5 240.45 297.65 345.40
M6 259.55 316.75 374.40
M7 259.55 317.45 373.80
M8 259.10 317.35 362.55
M9 259.95 314.00 372.05
M10 262.65 320.25 371.95
M11 236.00 293.80 337.90
M12 235.95 293.55 335.95
Table 5
Convex quadratics: log barrier method.
Method n
20 40 60
M0 923.15 1578.35 2260.15
M1 910.90 1538.30 2230.70
M2 938.10 1614.20 2284.50
M3 938.40 1626.10 2299.70
M4 926.55 1566.05 2256.30
M5 924.15 1571.05 2267.55
M6 925.65 1570.20 2244.25
M7 923.05 1563.85 2250.25
M8 920.05 1573.60 2241.90
M9 922.45 1568.25 2255.30
M10 929.70 1556.85 2253.35
M11 928.30 1570.60 2259.40
M12 913.70 1577.40 2261.15
6.3.2. Sparse problems
We tested our algorithm on eight problems having sparse Hessian matrices. Five of these are convex and quadratic and
three are nonconvex and nonquadratic. Only the log barrier method was utilized in solving these eight problems. For each
problem several values for nwere used. In some problems an additional parameter is involved in the problem definition. For
those problems, runs were made using two or more values for the additional parameter. In the case of the three nonconvex
problems, we used H(µk) := µk to test convexity.
The torsion problem, the obstacle problem, and the journal bearing problem are sparse convex quadratic problems
resulting from finite element approximations to partial differential equations, as described by Moré and Toraldo [15]. In
each problem the variables represent the interior grid points of an (N + 2)× (N + 2) grid on the unit square (0, 1)× (0, 1).
We denote individual grid points by v(i1, i2) := (i1N/(N+1), i2N/(N+1)), and the corresponding lower and upper bounds
by li1,i2 and ui1,i2 respectively. For each problem, n := N2.
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Table 6
Convex quadratics: reciprocal barrier method.
Method n
20 40 60
M0 821.35 1535.85 2523.10
M1 793.55 1504.80 2475.40
M2 849.35 1604.90 2605.05
M3 846.15 1594.55 2573.65
M4 821.15 1539.35 2525.50
M5 833.70 1536.40 2523.40
M6 823.50 1534.25 2506.80
M7 819.65 1533.85 2516.40
M8 824.40 1529.35 2508.30
M9 831.85 1537.75 2524.00
M10 817.15 1524.05 2468.05
M11 823.00 1534.00 2517.89
M12 823.35 1533.35 2511.95
Table 7
Problem OBSTCLA.
Method n
400 900 1600
M0 195 268 269
M1 211 274 278
M2 221 249 276
M3 229 255 306
M4 237 281 256
M5 212 243 256
M6 240 302 336
M7 211 232 328
M8 223 231 244
M9 213 276 250
M10 821 1315 1668
M11 217 220 266
M12 197 242 253
The obstacle problem has two variants, distinguished by the definition of the obstacle bounds. Obstacle problem A
(OBSTCLA) has
li1,i2 := sin(3.2i1) sin(3.3i2)
and
ui1,i2 := 2000.
Obstacle problem B (OBSTCLB) has
li1,i2 := (sin(9.2i1) sin(9.3i2))3
and
ui1,i2 := (sin(9.2i1) sin(9.3i2))2 + 0.02.
For both variants, we used the convergence criteria χ(xk) ≤ 10−4√n for the outer iteration and ‖∇xφ(xk,j, µk)‖ ≤
10−4‖∇xφ(xk,0, µk)‖. for the inner iteration. We set µ0 := 10 for both. For obstacle problem A we set ζ := 0.4, and
used n := 400, n := 900, and n := 1600. For obstacle problem B we used ζ := 0.2, and n := 400, n := 900, n := 1600, and
n := 2500. For OBSTCLA, we started the iteration with [x0]i =: 1.0, i := 1, 2, . . . n. For OBSTCLB, we started the iteration at
the center of the constraint region. Runs were made with each of the thirteen modeling methods. Tables 7 and 8 display our
results for OBSTCLA and OBSTCLB respectively.
The torsion problem (TORSN) is a sparse quadratic problem the specification of which involves a parameter ct . All
variables are bounded both above and below. We began all iterations at the origin. The values assigned to ct were 5,
10, 15, 20, 25, and 30. The convergence criteria were χ(xk) ≤ 10−4√n for the outer iteration and ‖∇xφ(xk,j, µk)‖ ≤
10−4‖∇xφ(xk,0, µk)‖ for the inner iteration. We set µ0 := 10, ζ = 0.4, and used n = 900, n = 1600, and n = 2500.
Tables 9–11 display our results for TORSN.
The journal bearing problem (JRNLB) also includes a parameter b.We used the choices b := 0.1 and b := 0.5. JRNLB is a
sparse problemwith only non-negativity constraints on the variables.We began all iterations at the origin. The convergence
criteria were χ(xk) ≤ 10−4√n for the outer iteration and ‖∇xφ(xk,j, µk)‖ ≤ 10−4‖∇xφ(xk,0, µk)‖ for the inner iteration.
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Table 8
Problem OBSTCLB.
Method n
400 900 1600 2500
M0 84 77 100 94
M1 102 128 169 130
M2 145 126 208 204
M3 140 101 162 145
M4 78 103 119 95
M5 83 80 97 139
M6 166 191 217 227
M7 152 182 189 159
M8 113 85 101 144
M9 87 94 89 110
M10 156 191 222 308
M11 91 98 97 94
M12 91 106 97 112
Table 9
Problem TORSN: n := 900.
Method c
5 10 15 20 25 30
M0 108 90 96 99 97 109
M1 165 223 183 127 151 125
M2 98 105 126 151 142 131
M3 113 170 129 147 137 169
M4 140 96 92 118 94 88
M5 92 87 96 119 92 90
M6 256 163 155 122 144 148
M7 152 127 145 115 130 135
M8 93 104 121 94 108 100
M9 95 92 101 113 99 79
M10 369 250 242 180 155 168
M11 105 89 95 97 94 109
M12 103 84 95 94 85 86
Table 10
Problem TORSN: n := 1600.
Method c
5 10 15 20 25 30
M0 100 137 87 98 112 103
M1 183 301 283 226 210 200
M2 124 157 160 144 126 135
M3 135 142 125 148 171 137
M4 118 149 100 113 123 105
M5 106 124 99 121 130 146
M6 344 226 207 136 175 165
M7 174 144 147 142 150 142
M8 116 126 103 105 118 166
M9 100 147 100 115 123 97
M10 575 394 388 262 263 216
M11 100 122 87 87 127 96
M12 100 111 100 96 116 96
We set µ0 := 10, ζ := 0.2, and used n := 400, n := 1600, n := 3600, and n := 6400. Results for JRNLB are recorded in
Tables 12 and 13.
The problem PENTDI is taken from the CUTE [16] collection. It is a sparse convex quadratic problemwith a pentadiagonal
Hessian. The only bounds are non-negativity of the variables. The starting point was specified by [x0]i := 1.00, i =
1, 2, . . . n. The convergence criteria for PENTDI were χ(xk) ≤ 10−3√n for the outer iteration and ‖∇xφ(xk,j, µk)‖ ≤
10−4‖∇xφ(xk,0, µk)‖ for the inner iteration. We set µ0 := 10, ζ := 0.2, and n := 200, n := 400, n := 600, n := 800,
and n := 1000. Results from problem PENTDI are recorded in Table 14.
The problem BIGGSB1 is another sparse convex quadratic problem from the CUTE [16] collection. Its Hessian is
tridiagonal. One variable is unbounded, while all others are bounded both above and below. The starting point was specified
by [x0]i := 0.4, , i = 1, 2, . . . n. We used the same set of parameters which we used for PENTDI. We used n := 100,
n := 200, n := 300, n := 400, and n := 500. Results from problem BIGGSB1 are recorded in Table 15. An entry of
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Table 11
Problem TORSN: n := 2500.
Method c
5 10 15 20 25 30
M0 83 101 143 154 100 109
M1 186 253 267 226 248 221
M2 100 170 200 160 164 131
M3 134 196 157 191 128 184
M4 120 136 121 109 97 115
M5 93 84 97 101 95 96
M6 289 223 197 179 122 178
M7 122 191 201 169 152 191
M8 108 134 161 124 130 100
M9 105 89 110 116 96 96
M10 589 569 435 407 347 302
M11 84 88 105 91 79 98
M12 82 78 115 91 89 94
Table 12
Problem JRNLB: b := 0.1.
Method n
400 1600 3600 6400
M0 101 115 100 88
M1 113 106 103 91
M2 108 109 102 90
M3 108 109 103 90
M4 96 107 97 86
M5 101 115 100 88
M6 114 109 108 89
M7 95 109 105 99
M8 101 115 100 88
M9 100 107 97 86
M10 128 109 105 89
M11 100 107 97 86
M12 100 107 97 86
Table 13
Problem JRNLB: b := 0.5.
Method n
400 1600 3600 6400
M0 111 125 128 101
M1 120 129 132 113
M2 136 143 126 107
M3 137 125 131 108
M4 94 116 133 100
M5 113 118 128 104
M6 142 140 150 116
M7 137 145 145 143
M8 131 120 131 106
M9 111 123 128 104
M10 146 141 132 126
M11 124 132 133 99
M12 123 132 133 99
‘‘fail’’ indicates that convergence did not occur. The remaining problems are nonquadratic and nonconvex. The problem
BDEXP is a sparse exponential problem, with the only constraints being non-negativity of the variables. The starting point
was specified by [x0]i := 1.00, i = 1, 2, . . . n. The convergence criteria for BDEXP were χ(xk) ≤ 10−2√n for the outer
iteration and ‖∇xφ(xk,j, µk)‖ ≤ 10−3‖∇xφ(xk,0, µk)‖ for the inner iteration. We set µ0 := 10, ζ := 0.9, and used
n := 200, n := 400, n := 600, n := 800, and n := 1000. Our results from BDEXP are displayed in Table 16. The problem
MCCORMCK is another sparse problem with a tridiagonal Hessian. There are upper and lower bounds on all variables. All
iterations were started at the origin. The convergence criteria for MCCORMCKwere χ(xk) ≤ 10−1√n for the outer iteration
and ‖∇xφ(xk,j, µk)‖ ≤ 10−3‖∇xφ(xk,0, µk)‖ for the inner iteration. We set µ0 := 10, ζ := 0.9, and used n := 200,
n := 400, n := 600, and n := 800. The results of our runs with MCCORMCK are displayed in Table 17. The problem
SINEALI is another nonquadratic problem with tridiagonal Hessian, having upper and lower bounds on all variables. All
iterations were started at the origin. The convergence criteria for SINEALI were χ(xk) ≤ 10−2√n for the outer iteration and
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Table 14
Problem PENTDI.
Method n
200 400 600 800 1000
M0 125 144 129 135 146
M1 126 194 169 187 167
M2 165 222 224 212 221
M3 150 145 187 162 184
M4 131 133 156 134 143
M5 142 137 180 163 154
M6 213 208 219 321 280
M7 139 263 242 288 239
M8 135 178 165 164 131
M9 152 151 154 139 140
M10 227 197 227 270 333
M11 122 125 156 136 143
M12 136 133 134 153 136
Table 15
Problem BIGGSB1.
Method n
100 200 300 400 500
M0 275 572 536 725 768
M1 468 658 574 825 372
M2 289 393 450 554 466
M3 332 460 506 352 487
M4 677 720 832 791 477
M5 567 685 338 614 536
M6 419 Fail 509 753 461
M7 251 559 532 292 630
M8 592 596 Fail 683 628
M9 512 508 676 560 640
M10 681 486 405 472 518
M11 381 470 673 587 765
M12 630 577 529 525 760
Table 16
Problem BDEXP.
Method n
200 400 600 800 1000
M0 9 10 10 11 11
M1 9 10 10 11 11
M2 9 10 10 11 11
M3 9 10 10 11 11
M4 23 24 24 25 25
M5 1530 1534 1596 1534 1539
M6 5 6 12 13 7
M7 5 6 12 13 7
M8 9 8 10 12 9
M9 23 24 24 25 25
M10 9 8 13 13 13
M11 23 24 25 24 25
M12 23 24 25 24 25
‖∇xφ(xk,j, µk)‖ ≤ 010−3‖∇xφ(xk,0, µk)‖ for the inner iteration. We set µ0 := 10, ζ := 0.9, and used n := 100, n := 200,
n := 300, and n := 400. The results from our runs with SINEALI are displayed in Table 18. The entry ‘‘fail’’ indicates that
convergence was not obtained.
7. Conclusion
Of the methods tested in Section 6, none of those involving nonquadratic local models in Section 6.2 appears to perform
consistently better than M0, which utilizes the standard quadratic model. While some of the conic methods look to be
somewhat more efficient in terms of total number of function evaluations required for convergence on particular problem
classes, the difference does not appear to be enough to overcome the slight edge which the quadratic method maintains in
time per iteration. In this section, wewill examine further results fromone problem class forwhich one of the conicmethods
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Table 17
Problem MCCORMCK.
Method n
200 400 600 800
M0 473 462 503 790
M1 474 463 503 793
M2 473 463 503 790
M3 474 463 503 790
M4 448 505 734 684
M5 473 462 503 790
M6 429 483 577 699
M7 595 719 668 923
M8 407 522 463 745
M9 441 513 536 667
M10 473 463 503 792
M11 432 488 634 714
M12 487 461 483 859
Table 18
Problem SINEALI.
Method n
100 200 300 400
M0 5444 5762 6241 6210
M1 5814 5907 6152 6511
M2 6264 5694 6120 6005
M3 5229 5663 5888 6328
M4 7402 6719 6232 5769
M5 6046 10440 10747 Fail
M6 9590 Fail Fail Fail
M7 6371 Fail Fail 11127
M8 6461 6528 6921 7577
M9 5822 6119 6473 6461
M10 5710 5654 6161 6634
M11 5393 5578 5934 5798
M12 5990 6022 5625 6397
appears to be rather promising. Following that, we will explore some of the factors which seem to limit the usefulness of
our conic-based algorithms.
Since M1 appears to show a consistent improvement over M0 in minimizing our class of convex quadratic functions, we
examine this case more closely. Running M0 and M1 each on 150 instances for both the log barrier and reciprocal barrier
methods, using each of n =: 20, n := 40, and n := 60, we obtained the results listed below:
for the reciprocal-barrier method with n := 20,
M0 772.7 and M1 766.8;
for the reciprocal-barrier method with n := 40,
M0 1470.8 and M1 1462.4;
for the reciprocal-barrier method with n := 20,
M0 772.7 and M1 766.8;
for the log barrier method with n := 20,
M0 887.5 and M1 883.1;
for the log barrier method with n := 40,
M0 772.7 and M1 766.8;
for the log barrier method with n := 60,
M0 772.7 and M1 766.8.
It seems clear thatM1does reduce the number of function evaluations from that required byM0 for this class of problems.
Perhaps modifying M1 in some manner to take advantage of relevant parameters could provide a statistically significant
improvement, but it does not appear that such an improvement would carry over to more general problems.
A major dilemma in designing an optimization algorithm based on conic local models is the manner in which the vector
ak,j is to be specified. The alternatives which we investigated include several of the more obvious choices, as well as some
which may appear rather illogical. As can be seen from our computational data, none of the conic choices that we tested
provided a consistent advantage over themethodusing standard quadratic localmodels.WhileM1, for example, consistently
outperformed M0 on the random convex quadratics, it performed very poorly on TORSN and PENTDI. M11 and M12 were
probably the most impressive performers among the conic methods. Each produced comparable numbers to M0 in most
cases, and did somewhat better on TORSN.Wewould suggest that if any of our conic methods deserves further testing, M11
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and M12 are the most likely candidates. However, from our results it seems somewhat doubtful that either has a sufficient
advantage over M0 to overcome the slight additional computational overhead.
Another difficulty which arises when attempting to use conic-based models in conjunction with barrier algorithms for
constrained optimization is the necessity of ensuring that the condition aTk,j(x − xk,j) ≥ 1 − δ is satisfied at each step. This
problem has been discussed in Section 3. In general, this forces the designer of the algorithm to choose between sacrificing
some of themodeling properties of conic functions by altering the vector ak,j and consenting to slow convergence as a result
of reducing ∆k,j. This problem is more significant for barrier algorithms than for unconstrained optimization algorithms,
primarily because of the presence of the barrier. In particular, those definitions for ak,j which are designed to induce the
horizon of the model function mk,j to coincide with one of the bounding hyperplanes of C suffer from the defect that the
normof the originally computed ak,j becomes extremely largewhen dist(xk,j, ∂C) becomes small. This category includesM1,
M2,M3, andM10. It should be remembered also that these methods as implemented do not generally result in the horizon
of mk,j coinciding with a bounding hyperplane, because of the necessity of reducing ‖ak,j‖. In fact, when we ran tests in
which we used the same methods for defining ak,j, but reduced∆k,j rather than ak,j in order to satisfy aTk,j(x− xk,j) ≥ 1− δ,
we often failed to see any sign of convergence within a reasonable number of iterations. It has frequently been suggested
that one possible advantage in using conic models in optimization routines is that they might be useful modeling functions,
such as barrier functions, which approach infinity near a particular hyperplane. In view of these considerations, it seems
that this hypothesized advantage of conic models may be difficult or impossible to realize in practice.
The other justification for making use of conic models, which is that they allow more accurate modeling of objective
functions because of the additional parameters available, ismore plausible. As discussed in Section 3, we canmatch function,
gradient, and Hessian values of the objective function φ(·, µk) at the current iterate with infinitely many conic models, one
for each choice of the vector ak,j. On the other hand, only one quadraticmodel is availablewhich satisfies these requirements.
Hence, if we can specify an appropriate definition for ak,j with consistency, we definitely should be able to construct a more
accurate model in general. Our results with M11 and M12 offer some encouragement in this regard. It is certainly possible
that suitable refinements to one of these methods might lead to a computationally useful algorithm.
In conclusion, our computational results are somewhat encouraging in that we found two conic methods which seem
to hold a slight advantage over the quadratic method in terms of number of function evaluations required. It remains to
be determined whether this advantage can be translated into an advantage in total computational cost for some classes of
problems.
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