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Let X be a compact Hausdorff space. Suppose that any multivalued map F : X → Y , where
Y is a Gδ subset of a Banach space, such that the values of F are convex and closed
in Y , has a continuous single-valued selection. Then we prove that X is weakly inﬁnite-
dimensional. This provides a partial solution of Gδ-problem, posed by Ernest Michael.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In his famous paper [9] Ernest Michael proved the following theorem.
Theorem (Michael, 1956). Let F : X → B be a multivalued map of a paracompact space X to a Banach space B. If F is lower semi-
continuous (l.s.c.) and F (x) is a non-empty, closed, and convex subset of B for each x ∈ X, then F admits a continuous single-valued
selection.
Since then, many remarkable versions of this theorem were obtained by various authors. One group of these versions
was concerned with the possibility to weaken the assumption of convexity of values of F . First of all, Michael introduced
the concept of paraconvexity and obtained a selection theorem for multivalued maps with paraconvex values [10]. Semenov
proved a version of selection theorem for starlike-valued maps [15]. Uspenskij obtained the following selection theorem,
characterizing C-spaces [16]: a multivalued map F : X → Y of a paracompact space X to a Banach space Y with open graph
and non-empty contractible values has a selection if and only if X is a C-space.
The other direction of research dealt with the closedness condition. It led to the following question that turned out to
be natural and is known as the Gδ-problem (problem No. 396 from [11]):
Gδ-problem (Michael). Let F : X → Y be a l.s.c. multivalued map, where X is a paracompact space and Y is a convex Gδ-
subset of a Banach space B . Suppose that values of F are non-empty, convex, and closed in Y . Does F admit a continuous
selection?
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a strongly countably dimensional paracompact space [6]. Further, Gutev and Valov improved this result by showing that the
answer is also positive for a C-space X [7]. Moreover, they proved it for the case of not necessarily convex Y . In general,
however, the answer is negative due to an example constructed by Filippov [5]. Repovš and Semenov constructed another
example in [13] and formulated the following conjecture in [12].
Conjecture (Repovš, Semenov). Let X be a paracompact space and Y be a Gδ (not necessarily convex) subset of a Banach space. Then
any l.s.c. map F : X → Y , such that the values of F are non-empty, convex, and closed in Y , has a continuous single-valued selection if
and only if X is a C-space.
The “if” part of the conjecture follows from the result of Gutev and Valov, mentioned above. In this paper, we obtain a
weaker version of the “only if” part. Namely, we prove the following theorem.
Theorem 4.6. Let X be a compact Hausdorff space. Suppose that any l.s.c. map F : X → Y where Y is a Gδ subset of a Banach space,
such that the values of F are non-empty, convex, and closed in Y , has a continuous single-valued selection. Then X is weakly inﬁnite-
dimensional.
Note that in this theorem the set Y is nonconvex. Recall that in the original Gδ-problem, posed by Michael, the range
space Y is required to be convex. It is an open question whether a version of Theorem 4.6 can be obtained for a convex
set Y .
2. Notations and preliminaries
All spaces are assumed to be at least normal and all single-valued maps—continuous. By compactum we mean a Haus-
dorff compact space. Recall that a multivalued map F : X → Y is called lower semi-continuous (l.s.c.) if for each open subset
O of Y the set {x ∈ X | F (x)∩ O = ∅} is open in X . A single-valued map f : X → Y is called a selection for the map F : X → Y
if f (x) ∈ F (x) for all x ∈ X .
By C(X) we denote the space of all continuous real-valued functions on a space X . If A is a subset of X we denote
the closure of A in X by A. Everywhere below, Q denotes the Hilbert cube, i.e. the product of countably many closed
intervals. We will need the following characterization of the weakly inﬁnite-dimensional compacta (see [3, Chapter 6] for
more information on weakly inﬁnite-dimensional spaces).
Theorem 2.1. (See [14].) A compactum X is weakly inﬁnite-dimensional if and only if for any map f : X → Q there exists a map
g : X → Q such that f (x) = g(x) for all x ∈ X.
A space X is said to be a C-space (see [1] and [8]) if for every sequence {ωn}n1 of open covers of X there exists
a sequence {γn}n1 of open disjoint families in X such that each γn reﬁnes ωn and ⋃n1 γn is a cover of X . Let FD ,
WI D , and C denote the classes of paracompact ﬁnite-dimensional, weakly inﬁnite-dimensional, and C-spaces, respectively.
The following inclusions hold true [3, pp. 319 and 321]: FD ⊂ C ⊂ WI D . These inclusions are proper even for the class of
metrizable compacta, the last one due to the example of Borst [2].
3. Probability measures
In this section we obtain some technical results about the space of probability measures that will be used later. We
begin by stating some basic deﬁnitions and facts related to measures. More information on measures can be found in [4].
Let X be a compactum. Recall that by the set B(X) of all Borel subsets of X we understand the smallest σ -algebra
containing all closed subsets of X . A bounded countably additive non-negative measure μ deﬁned on Borel subsets of X is
called Borel if
μ(A) = sup{μ(C) ∣∣ C ⊂ A and C is closed}
for each A ∈ B(X). Applying this property to the complement of A we obtain an equivalent characterization of Borel mea-
sures:
μ(A) = inf{μ(U ) ∣∣ A ⊂ U and U is open}.
For a Borel measure μ we deﬁne its support as follows:
supp(μ) = {x ∈ X ∣∣μ(U ) > 0 ∀ open neighborhood U of x}.
It is easy to check that supp(μ) is closed in X .
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negative linear functionals on C(X). Namely, for a function f ∈ C(X) and a measure μ we let μ( f ) = ∫X f dμ. For each
x ∈ X by δx we denote Dirac measure at x, i.e. a measure such that δx( f ) = f (x) for any f ∈ C(X).
A Borel measure μ is called a probability measure if μ(X) = 1. Let P (X) denote the space of all probability measures
on X , endowed with weak topology as follows. For a measure μ ∈ P (X), ε > 0, and a collection of functions f1, f2, . . . , fn
from C(X) we let
O (μ; f1, . . . , fn, ε) =
{
ν ∈ P (X) ∣∣ ∣∣μ( f i) − ν( f i)∣∣< ε, i = 1, . . . ,n}.
The sets of type O (μ; f1, . . . , fn, ε) form the base of the weak topology on P (X). Due to the above mentioned Riesz theorem
the space P (X) can be viewed as a convex subset of a Banach space.
In what follows we consider the case X = [0,1]. For a sequence of measures {μn}n1 in P ([0,1]) notation μn → μ will
mean that {μn}n1 converges to μ in P ([0,1]). For two measures μ and ν in P ([0,1]) the notation ν 	 μ means that
ν is absolutely continuous with respect to μ, i.e. for each A ∈ B([0,1]) the condition μ(A) = 0 implies ν(A) = 0. By the
Radon–Nikodym theorem ν 	 μ if and only if there exits a Borel non-negative function g on [0,1] such that g(x) < ∞ for
all x and for each A ∈ B([0,1]) we have ν(A) = ∫A g dμ. Moreover, in this case ν( f ) = ∫[0,1] f g dμ for all f ∈ C([0,1]). Note
that the choice of such function g is unique up to the set of μ-measure zero. We will assume that g vanishes outside of
the support of μ. We adopt the notation dν = g dμ:
ν 	 μ ⇔ dν = g dμ ⇔ ν(A) =
∫
A
g dμ ∀A ∈ B([0,1]).
For a closed subset A of [0,1] and an open subset U ⊂ [0,1] containing A we say that a function f ∈ C([0,1]) is
pseudo-characteristic with respect to A and U if f (A) = 1, f ([0,1]\U ) = 0, and 0 f (x) 1 for all x in [0,1].
For each M > 0 let BM([0,1]) denote the set of all real-valued Borel functions g on [0,1] such that 0 g(x) M for all
x ∈ [0,1]. For each μ ∈ P ([0,1]) and M > 0 we let
F (μ,M) = {ν ∈ P([0,1]) ∣∣ ∃g ∈ BM([0,1]) such that dν = g dμ}.
Note that all measures in F (μ,M) are absolutely continuous with respect to μ.
Lemma 3.1. Let {λn} be a sequence in P ([0,1]) that converges to some λ ∈ P ([0,1]) and A be a closed subset of [0,1]. Then for any
ε > 0 there exists N such that λn(A) < λ(A) + ε for all n N.
Proof. There exists an open subset U in [0,1] such that λ(U\A) < ε/2. Let f be a pseudo-characteristic function for A
and U . There exists N such that |λ( f ) − λn( f )| < ε/2 for all n  N . For such n this implies λn(A) λn( f ) < λ( f ) + ε/2
(λ(A) + ε/2) + ε/2= λ(A) + ε, as required. 
Lemma 3.2. The set
⋃
μ∈P ([0,1]){μ} × F (μ,M) is closed in P ([0,1]) × P ([0,1]) for each M.
Proof. Consider two sequences {μn}n1 and {νn}n1 in P ([0,1]). Suppose that μn → μ and νn → ν . To prove the statement
of the lemma we need to show that if νn ∈ F (μn,M) for each n then ν ∈ F (μ,M).
For each n, let gn ∈ BM([0,1]) be such that dνn = gn dμn . We ﬁrst prove that ν 	 μ. Suppose that μ(A) = 0 for a Borel
set A. We may assume without loss of generality that A is closed. Pick ε > 0. There exists an open set U containing A
such that μ(U ) < ε/(4M). Let f ∈ C([0,1]) be pseudo-characteristic for A and U . By Lemma 3.1 we can ﬁnd N such that
μn(U ) < ε/(2M) for all n N . We may also assume that |ν( f ) − νn( f )| < ε/2 for all n N and hence ν( f ) < νn( f ) + ε/2.
Now for any n N we have
ν(A) < ν( f ) < νn( f ) + ε/2=
∫
[0,1]
f gn dμn + ε/2=
∫
U
f gn dμn + ε/2
 M
∫
U
f dμn + ε/2 Mμn(U ) + ε/2 < M
(
ε/(2M)
)+ ε/2 = ε.
Thus ν(A) < ε. Since ε > 0 is arbitrary, we conclude that ν(A) = 0.
Now we will show that ν ∈ F (μ,M). Since ν 	 μ, there exists a measurable non-negative function g on [0,1] such that
dν = g dμ. Suppose that g /∈ F (μ,M). Then there exists a Borel set A and d > 0 such that g(x)  M + d for all x ∈ A and
μ(A) > 0. This implies ν(A) Mμ(A) + c for some c > 0. We may also assume that A is closed. Consider ε > 0. Let U be
an open neighborhood of A such that μ(U\A) < ε and ν(U\A) < ε. Let f ∈ C([0,1]) be pseudo-characteristic for A and U .
By Lemma 3.1 there exists N such that μn(U ) < μ(U )+ε for all n N . Additionally we may assume that |ν( f )−νn( f )| < ε
for all n N and hence ν( f ) < νn( f ) + ε. For any n N we have:
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∫
U
gn dμn + ε
 Mμn(U ) + ε < M
(
μ(U ) + ε)+ ε = Mμ(U ) + (M + 1)ε
< M
(
μ(A) + ε)+ (M + 1)ε = Mμ(A) + (2M + 1)ε.
Thus we get Mμ(A) + c < Mμ(A) + (2M + 1)ε. Since ε is arbitrary the last inequality leads to a contradiction. 
4. Main result
In this section we obtain the main result of the paper. Recall that the Hilbert cube Q is homeomorphic to P ([0,1]) [17].
For any μ ∈ P ([0,1]) we let
G(μ) = P([0,1])\
∞⋃
n=1
F (μ,n). (∗)
Obviously, μ /∈ G(μ) since μ ∈ F (μ,1). Note also that if ν ∈ G(μ) then either ν is not absolutely continuous with respect
to μ or there exists a Borel function g such that dν = g dμ and g is unbounded with respect to μ. The latter means that
for each M we have μ(g−1([M,∞))) > 0.
Proposition 4.1. The set G =⋃μ∈P ([0,1]){μ} × G(μ) is Gδ in P ([0,1]) × P ([0,1]).
Proof. Note that
G = (P([0,1])× P([0,1]))\
∞⋃
n=1
( ⋃
μ∈P ([0,1])
{μ} × F (μ,n)
)
and apply Lemma 3.2. 
Lemma 4.2. For any measure μ ∈ P ([0,1]) and any non-empty open subset V of P ([0,1]) there exists ν ∈ V such that ν is not
absolutely continuous with respect to μ. Moreover, ν can be chosen to have a ﬁnite support.
Proof. We may assume that V = O (λ; f1, . . . , fn, ε) for some ε > 0, λ ∈ P ([0,1]), and continuous functions f1, f2, . . . , fn
from C([0,1]). Since measures with ﬁnite support are dense in P ([0,1]) there exists ρ =m1δx1 +m2δx2 + · · · +mkδxk such
that ρ ∈ O (λ; f1, . . . , fn, ε/2), m1 +m2 + · · · +mk = 1 and mi > 0 for all i. There exists an open neighborhood U of x1 such
that | f i(x1) − f i(y)| < ε/(2m1) for any y ∈ U and all i = 1, . . . ,n.
Since for any measure μ we can have at most countably many y ∈ [0,1] such that μ({y}) > 0 there exists y ∈ U
such that μ({y}) = 0. Let ν = m1δy +m2δx2 + · · · +mkδxk . Then μ({y}) = 0 and ν({y}) > 0, and hence ν is not absolutely
continuous with respect to μ. It is easy to check that ν ∈ V . 
Corollary 4.3. The set G(μ) is everywhere dense in P ([0,1]) for each μ ∈ P ([0,1]).
Corollary 4.3 implies the following proposition.
Proposition 4.4. The multivalued map G : P ([0,1]) → P ([0,1]) × P ([0,1]) deﬁned by G(μ) = {μ} × G(μ) is l.s.c.
Proposition 4.5. The set G(μ) is a convex subset of P ([0,1]) for any μ ∈ P ([0,1]).
Proof. Consider ν1 and ν2 in G(μ) and let ν = tν1 + (1− t)ν2, where 0 < t < 1. Consider two cases.
Case 1: ν1 or ν2 is not absolutely continuous with respect to μ. Without loss of generality we may assume that ν1 	 μ.
Then there exists A such that μ(A) = 0 but ν1(A) > 0. This implies ν(A) = tν1(A) + (1− t)ν2(A) tν1(A) > 0. Therefore ν
is not absolutely continuous with respect to μ and hence ν ∈ G(μ).
Case 2: There exist non-negative Borel functions g1 and g2 on [0,1] such that dν1 = g1 dμ and dν2 = g2 dμ, but g1 and
g2 are unbounded with respect to μ. Then for each M there exists a Borel set AM such that tg1(x) M for all x ∈ A and
μ(AM) > 0. Since g2  0 we have tg1(x) + (1− t)g2(x) M for all x ∈ AM and therefore tg1 + (1− t)g2 is also unbounded
with respect to μ. Hence ν ∈ G(μ). 
Theorem 4.6. Let X be a compact Hausdorff space. Suppose that any l.s.c. map F : X → Y where Y is a Gδ subset of a Banach space,
such that the values of F are non-empty, convex, and closed in Y , has a continuous single-valued selection. Then X is weakly inﬁnite-
dimensional.
1698 A. Karassev / Topology and its Applications 155 (2008) 1694–1698Proof. Consider a continuous map f : X → Q . By Theorem 2.1 we need to ﬁnd g : X → Q such that f (x) = g(x) for all
x ∈ X . We identify Q with the space P ([0,1]). Let G be the set deﬁned in Proposition 4.1. Consider the map F : X → G ⊂
P ([0,1]) × P ([0,1]) deﬁned by F(x) = G( f (x)), where G is the map from Proposition 4.4. By Corollary 4.3 the values of F
are non-empty, by Proposition 4.4 the map F is l.s.c., by Proposition 4.5 it has convex values, and by Proposition 4.1 the set
G is Gδ in P ([0,1]) × P ([0,1]). Note also that F(x) = G ∩ ({ f (x)} × P ([0,1])) and hence F(x) is closed in G for each x. The
condition of the theorem implies that F has a continuous single-valued selection φ. Let p : P ([0,1]) × P ([0,1]) → P ([0,1])
denote the projection on the second coordinate and g = p ◦ φ. Note that φ(x) = ( f (x), g(x)), where g(x) ∈ G( f (x)). Since
f (x) /∈ G( f (x)), where G(μ) is deﬁned by formula (∗) on p. 1697, we have f (x) = g(x). This completes the proof. 
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