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Abstract
Grid graphs are popular testbeds for planning with incomplete in-
formation. In particular, it is studied a fundamental planning prob-
lem, localization, to investigate whether gridworlds make good testbeds
for planning with incomplete information. It is found empirically that
greedy planning methods that interleave planning and plan execution
can localize robots very quickly on random gridworlds or mazes. Thus,
they may not provide adequately challenging testbeds. On the other
hand, it is showed that ﬁnding localization plans that are within a log
factor of optimal is NP-hard. Thus there are instances of gridworlds on
which all greedy planning methods perform very poorly. These theo-
retical results help empirical researchers to select appropriate planning
methods for planning with incomplete information as well as testbeds
to demonstrate them. However, for practical application of diﬃcult in-
stances we need a method for their fast decision. In this paper, we
consider an approach to solve localization problem. In particular, we
consider an explicit polynomial reduction from the decision version of
the valid deterministic localization plan problem to the 3-satisﬁability
problem.
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1 Introduction
Diﬀerent gridworlds are popular testbeds for planning with incomplete infor-
mation. A fundamental planning problem, localization, was studied in [1]
to investigate whether gridworlds make good testbeds for planning with in-
complete information. In particular, the valid deterministic localization plan
problem (VDLPP) was proposed in [1]. The authors of [1] for VDLPP found
empirically that greedy planning methods that interleave planning and plan
execution can localize robots very quickly on random gridworlds or mazes.
Thus, random gridworlds and mazes may not provide adequately challenging
testbeds. On the other hand, the authors of [1] showed that ﬁnding localiza-
tion plans that are within a log factor of optimal is NP-hard. Thus there are
instances of gridworlds on which all greedy planning methods perform very
poorly. In particular, the authors of [1] showed how to construct them. It is
clear that these theoretical results help empirical researchers to select appro-
priate planning methods for planning with incomplete information as well as
testbeds to demonstrate them. However, for practical application of diﬃcult
instances we need a method for their fast decision. Some practical applications
of VDLPP were considered in [2]. Also, the authors of [2] were proposed to
use an explicit polynomial reduction from VDLPP to satisﬁability problems
to obtain solutions for diﬃcult instances ofVDLPP. In this paper, we consider
an explicit polynomial reduction from VDLPP to the 3-satisﬁability problem
(3SAT). Also, we present experimental results for the problem.
We assume that a grid graph G is given by a matrix
(g[i, j])m×n
where 0 ≤ i ≤ m − 1, 0 ≤ j ≤ n − 1, m and n are dimensions of G. Note
that we can also assume that g[i, j] = 1 or g[i, j] = 0. In this case, g[i, j] = 1
if and only if the cell with coordinates i and j belongs to G. Following [1], a
localization plan is valid if and only if there is no matter which cell the robot
is started in, it eventually prints out its current cell or correctly determines
that localization is impossible.
The Valid Deterministic Localization Plan Problem (VDLPP):
Instance: A grid graph G, a natural number K.
Question: Is there a valid deterministic localization plan such that the
worst-case performance of this plan does not exceed K?
Let H is a grid graph. Assume that H is given by a matrix
(h[i, j])m+2K×n+2K
such that
−K ≤ i ≤ K +m− 1;
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−K ≤ j ≤ K + n− 1;
h[i, j] = 0 where i ≤ −1;
h[i, j] = 0 where i ≥ m;
h[i, j] = 0 where j ≥ m;
h[i, j] = 0 where j ≥ n;
h[i, j] = g[i, j] where 0 ≤ i ≤ m− 1 and 0 ≤ j ≤ n− 1.
Note that if we have a valid deterministic localization plan such that the
worst-case performance of this plan does not exceed K then we have some
sequence of instructions. We can assume that these instructions are deﬁned as
follows:
(0, 0) ”stop”;
(1, 0) ”east”;
(−1, 0) ”west”;
(0, 1) ”north”;
(0,−1) ”south”.
So, we can consider following sequence of instructions
(i[1], j[1]), . . . , (i[K], j[K])
such that
i[p] ∈ {−1, 0, 1} where 1 ≤ p ≤ K;
j[p] ∈ {−1, 0, 1} where 1 ≤ p ≤ K;
∧Kp=1((i[p] = −1→ j[p] = 0)∧
(i[p] = 1→ j[p] = 0)∧
(j[p] = −1→ i[p] = 0)∧
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(j[p] = 1→ i[p] = 0)).
It is easy to check that the sequence of instructions give us a valid deterministic
localization plan if and only if there is a sequence
(u(1), v(1), . . . , u(K + 1), v(K + 1))
such that
0 ≤ u[q] ≤ m− 1 where 1 ≤ q ≤ K + 1;
0 ≤ v[q] ≤ m− 1 where 1 ≤ q ≤ K + 1;
(∧K+1q=1 g[u[q], v[q]] = 1)∧
(∧Kp=1u[p] + i[p] = u[p+ 1]∧
v[p] + j[p] = v[p+ 1])∧
(∧m−1d=0 ∧n−1e=0 (∧Kp=0(s[d, p] + i[p] = s[d, p+ 1]∧
t[e, p] + j[p] = t[e, p + 1])) ∧ s[d, 1] = d ∧ t[e, 1] = e∧
(s[d, 1] = u[1] ∨ t[e, 1] = v[1]∨
(∨K−1q=1 h[s[d, q], t[e, q]] = 0))).
Using these considerations, it is not very diﬃcult to construct a Boolean
function which is true if and only if there is a valid deterministic localization
plan consisting of K actions. Note that this function can be constructed so
that, using a set of values on which the function is true, we automatically
obtain a sequence of instructions. For instance, we can assume that
i[p] = −1⇔ (x[1, p] = 1 ∧ x[2, p] = 0);
i[p] = 1⇔ (x[1, p] = 0 ∧ x[2, p] = 1);
i[p] = 0⇔ (x[1, p] = 0 ∧ x[2, p] = 0);
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j[p] = −1⇔ (y[1, p] = 1 ∧ y[2, p] = 0);
j[p] = 1⇔ (y[1, p] = 0 ∧ y[2, p] = 1);
j[p] = 0⇔ (y[1, p] = 0 ∧ y[2, p] = 0);
u[q] = a⇒ u[a, q] = 1;
u[q] = a⇒ u[b, q] = 0 where b = a;
v[q] = a⇒ v[a, q] = 1;
v[q] = a⇒ v[b, q] = 0 where b = a;
h[i, j] = 1⇒ z[a[−K], . . . , a[K +m− 1],
b[−K], . . . , b[K + n− 1]] = 1 where
a[i] = b[j] = 1,
a[p] = b[q] = 0 for any p = i, q = j;
h[i, j] = 0⇒ z[a[−K], . . . , a[K +m− 1],
b[−K], . . . , b[K + n− 1]] = 0 where a[i] = b[j] = 1,
a[p] = b[q] = 0 for any p = i, q = j.
In this case we can consider the following Boolean function:
(∧Kp=1(¬x[1, p] ∨ ¬x[2, p]))∧
(∧Kp=1(¬y[1, p] ∨ ¬y[2, p]))∧
(∧Kp=1(¬x[2, p]→ (¬y[1, p] ∧ ¬y[2, p]))∧
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(∧Kp=1(¬x[1, p]→ (¬y[1, p] ∧ ¬y[2, p]))∧
(∧Kp=1(¬y[2, p]→ (¬x[1, p] ∧ ¬x[2, p]))∧
(∧Kp=1(¬y[1, p]→ (¬x[1, p] ∧ ¬x[2, p]))∧
(∧K+1q=1 (∨mp=1u[p, q]))∧
(∧K+1q=1 (∨p[1] =p[2]
1≤p[1]≤m
1≤p[2]≤m
(¬u[p[1], q] ∨ ¬u[p[2], q])))∧
(∧K+1q=1 (∨np=1v[p, q]))∧
(∧K+1q=1 (∨p[1] =p[2]
1≤p[1]≤n
1≤p[2]≤n
(¬v[p[1], q] ∨ ¬v[p[2], q])))∧
(∧a[i]∈{0,1};
b[j]∈{0,1};
−K≤i≤K+m−1;
−K≤j≤K+n−1;
a[l]=b[r]=1;
h[l,r]=1;
a[p]=0,p=l;
−K≤l≤K+m−1;
b[q]=0,q =r;
−K≤q≤K+n−1
z[a[−K], . . . , a[K +m− 1],
b[−K], . . . , b[K + n− 1]])∧
(∧a[i]∈{0,1};
b[j]∈{0,1};
−K≤i≤K+m−1;
−K≤j≤K+n−1;
a[l]=b[r]=1;
h[l,r]=0
¬z[a[−K], . . . , a[K +m− 1],
b[−K], . . . , b[K + n− 1]])∧
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(∧a[i]∈{0,1};
b[j]∈{0,1};
−K≤i≤K+m−1;
−K≤j≤K+n−1;
∃l,r(l =r∧a[l]=a[r]=1)
¬z[a[−K], . . . , a[K +m− 1],
b[−K], . . . , b[K + n− 1]])∧
(∧a[i]∈{0,1};
b[j]∈{0,1};
−K≤i≤K+m−1;
−K≤j≤K+n−1;
∃l,r(l =r∧b[l]=b[r]=1)
¬z[a[−K], . . . , a[K +m− 1],
b[−K], . . . , b[K + n− 1]])∧
(∧a[i]∈{0,1};
b[j]∈{0,1};
−K≤i≤K+m−1;
−K≤j≤K+n−1;
∀r(a[r]=0)
¬z[a[−K], . . . , a[K +m− 1],
b[−K], . . . , b[K + n− 1]])∧
(∧a[i]∈{0,1};
b[j]∈{0,1};
−K≤i≤K+m−1;
−K≤j≤K+n−1;
∀r(b[r]=0)
¬z[a[−K], . . . , a[K +m− 1],
b[−K], . . . , b[K + n− 1]])∧
(∧1≤q≤K+1;
1≤p≤m;
1≤r≤n;
a[i]=0,i=p;
a[p]=1,
b[j]=0,j =r;
b[r]=1
u[p, q] ∧ v[r, q]→
z[a[−K], . . . , a[K +m− 1], . . . , b[K + n− 1]]∧
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(∧Kq=1 ∧mp=1 (x[1, q] ∧ u[p, q])→ u[p− 1, q + 1])∧
(∧Kq=1 ∧mp=1 (x[2, q] ∧ u[p, q])→ u[p+ 1, q + 1])∧
(∧Kq=1 ∧mp=1 (¬x[1, q] ∧ ¬x[2, q]) ∧ u[p, q])→ u[p, q + 1]∧
(∧Kq=1 ∧np=1 (y[1, q] ∧ v[p, q])→ v[p− 1, q + 1])∧
(∧Kq=1 ∧np=1 (y[2, q]∧ v[p, q])→ v[p+ 1, q + 1])∧
(∧Kq=1 ∧np=1 (¬y[1, q] ∧ ¬y[2, q]) ∧ v[p, q])→ v[p, q + 1]∧
(∧m−1d=0 s[d, d, 1])∧
(∧n−1e=0 t[e, e, 1])∧
(∧m−1d=0 ∧K+1q=1 (∨mp=1s[d, p, q]))∧
(∧m−1d=0 ∧K+1q=1 (∨p[1] =p[2]
1≤p[1]≤m;
1≤p[2]≤m
¬s[d, p[1], q]∨
¬s[d, p[2], q])))∧
(∧n−1e=0 ∧K+1q=1 (∨np=1t[e, p, q]))∧
(∧n−1e=0 ∧K+1q=1 (∨p[1] =p[2]
1≤p[1]≤n;
1≤p[2]≤n
¬t[e, p[1], q] ∨ ¬t[e, p[2], q])))∧
(∧md=1 ∧ne=1 ((∧Kq=1 ∧mp=1 (x[1, q] ∧ s[d, p, q])→ s[d, p− 1, q + 1])∧
(∧Kq=1 ∧mp=1 (x[2, q] ∧ s[d, p, q])→ s[d, p+ 1, q + 1])∧
(∧Kq=1 ∧mp=1 (¬x[1, q] ∧ ¬x[2, q] ∧ s[d, p, q])→ s[d, p, q + 1])∧
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(∧Kq=1 ∧np=1 (y[1, q]∧ t[e, p, q])→ t[e, p− 1, q − 1])∧
(∧Kq=1 ∧np=1 (y[2, q] ∧ t[e, p, q])→ t[e, p + 1, q + 1])∧
(∧Kq=1 ∧np=1 (¬y[1, q] ∧ ¬y[2, q] ∧ t[e, p, q])→ t[e, p, q + 1]))∧
((∧mp=1((s[d, p, 1] ∨ ¬u[p, 1])∧
(¬s[d, p, 1] ∨ u[p, 1]))) ∨ ((∧mp=1((t[e, p, 1] ∨ ¬v[p, 1])∧
(¬t[e, p, 1] ∨ v[p, 1])))∨
(∧1≤q≤K+1;
1≤p≤m;
1≤r≤n;
a[i]=0,i=p;
a[p]=1;
b[j]=0,j =r;
b[r]=1
s[d, p, q] ∧ t[e, r, q]→
¬z[a[−K], . . . , a[K +m− 1], . . . , b[K + n− 1]]))).
It is easy to check that this function gives us a SAT-encoding of VDLPP.
Using standard transformations (see e.g. [3]), we can obtain an explicit trans-
formation of SAT-encoding into 3SAT-encoding.
To solve VDLPP we use fgrasp and posit (see [4]). Also, we consider
A1 GSAT with adaptive score function (see [5]);
A2 genetic algorithm with exons and introns (see [6]);
A3 genetic algorithm with expansion operator (see [7]).
We use heterogeneous cluster (500 calculation nodes, Intel Core i7). We use
the generator of natural instances for VDLPP (see [2]). We consider instances
with m and n from 400 to 800. Selected experimental results for VDLPP are
given in Tables 1, 2.
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time average max best
fgrasp 1.78 h 15.52 h 11.8 min
posit 3.22 h 12.4 h 4.55 min
A1 10.37 min 21.2 min 0.41 sec
A2 9.4 sec 7.4 min 2.06 sec
A3 13.7 sec 16.2 sec 11.8 sec
Table 1: Experimental results for explicit polynomial reduction from VDLPP
to 3SAT where n = m = 400
time average max best
fgrasp 3.24 h 26.73 h 18.9 min
posit 4.61 h 19.57 h 9.44 min
A1 1.33 h 3.72 h 5.3 sec
A2 11.25 min 56.43 min 2.81 min
A3 22.5 min 37.8 min 3.4 sec
Table 2: Experimental results for explicit polynomial reduction from VDLPP
to 3SAT where n = m = 800
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