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 Successful image alignment is an essential function for many image processing 
methods.  The geometric and photometric variations between images adversely affect the 
ability for an algorithm to estimate the transformation parameters that relate the two 
images.  Local deformations, lightning conditions, object obstructions, and perspective 
differences all contribute to the challenges faced by traditional registration techniques.  In 
this work, a novel multistage registration approach is proposed that is resilient to view 
point differences, image content variations, and lighting conditions.  The proposed 
method is demonstrated to be effective for registration scenarios involving images of a 
scene or object before and after a disaster.  Robust registration is realized through the 
utilization of a novel region descriptor which couples the spatial and textural 
characteristics of invariant feature points.  Clusters of invariant feature points are shown 
to provide more discriminative features than the traditional point descriptors.  
 
The multistage method is a hierarchy of registration approaches that takes advantage 
of feature, intensity and Fourier-based techniques.  The three phases include a limited 
search window method that employs the proposed graph-based region descriptor, a 
comprehensive approach which fuses intensity and feature-based analysis, and an 
exhaustive search method which also utilizes the region descriptor.  Each successive 
stage of the registration technique is evaluated through an effective similarity metric 
which determines subsequent action.  The registration of aerial and street view images 
from pre and post disaster provide strong evidence that the proposed method estimates 
  
xii
more accurate global transformation parameters than traditional intensity and feature-
based methods.  Experimental results involving the mutual information metric confirm 
the robustness and accuracy of the proposed multistage image registration methodology. 
Moreover, experimental results show that the proposed graph-based region descriptor 
offers higher matching accuracy than SIFT, SURF and BRISK descriptors for the test set 






For many image processing tasks, such as image fusion or stitching, image 
registration is often exploited as a preprocessing step [1-3].  Registration is a necessary 
task that estimates the transformation parameters relating two images. The purpose is to 
project one image such that both images contain some region which overlaps and may 
appear to be from the same perspective.  This region of interest isolates areas of the 
images that may share common details and features.  
 
Registration requirements may vary greatly amongst different applications.  For 
instance, multi-modal medical registration will rely heavily upon shape context, while 
general object registration will necessitate the analysis of textural properties.  Two 
matched images may vary geometrically through translation, rotation, affine, and 
perspective transformations, or photometric variations from object occlusion and pixel 
dissimilarities from lighting differences.  Images of a scene before and after a disaster is 
particularly difficult to register due to many dissimilarities in geometric and photometric 
composition, however analysis of such images is an important goal for disaster 
management and risk planning [4,5].  Fig. 1.1a depicts two residential structures from 
two vastly different perspectives, while Fig. 1.1b and Fig. 1.1c illustrate scenes from 
similar perspectives but vary immensely in appearance due to a fire and natural disaster, 





Registration algorithms can be broadly classified as feature-based or area-based 
approaches.  In the former, distinct image features such as corners [6], gradient edges [7], 
or shape descriptors [8] are used to define the geometrical mapping between images.  
Feature-based approaches rely on the detected feature’s invariance to affine, rotational, 
and translational transformations. With area-based methods, pixel intensities are 
compared directly for a sub-region of an image. In such a scenario, a similarity measure 
is coupled with an optimization algorithm in an attempt to identify the closest mapping of 




a. Residential structure from different perspectives 
 




c. An aerial image with photometric and geometric differences 
Fig. 1.1 Example image sets that pose challenges for image registration techniques 
1.2. Motivation 
  
Vast amounts of data captured before and after a disaster are often collected for 
future analysis.  Effective processing of such data may include image registration of two 
images with limited mutual information.  The ability to automate this process will lead to 
faster disaster management and response. More specifically, a multi-phase image 
registration system with a novel region descriptor is proposed which can be utilized as a 
preprocessing task for Geographical Information Systems (GIS) platforms. The 
improvement of the registration stage will positively affect subsequent processing tasks, 




Traditional processing approaches are not always suited for dealing with the large 
photometric and geometric variations that exist in an image set that compares a scene 
before and after a disaster.  Thomase et al. [10] propose registration approaches that 
employ invariant feature points for disaster image alignment; however image content can 
vary tremendously where image gradients are skewed or completely different, therefore a 
particular feature point may not be suitable for many scenarios.  In [11] we proposed a 
graph-based region descriptor for accurately matching features across such image sets.  It 
is the aim of this work to improve image registration in difficult situations through an 
innovative multi-stage approach that exploits a novel region descriptor as well as area-
based analysis for a broad ability to register two images greatly affected by disasters.  
Such a method will be applicable to aerial and urban imaging where various levels of 
transformations may invalidate other approaches.  Many other applications could benefit 
from the proposed system where traditional registration methods are inaccurate due to the 
local geometric and photometric deformations.  
 
We propose a comprehensive 3-phase image registration method that takes 
advantage of feature point detection but imposes a strict method for identifying optimal 
interest points for the estimation of the homography matrix.  Invariant feature points and 
their spatial relationships are leveraged to identify the suitable control points for the 
estimation of the transformation parameters required for accurate registration.  A k-
nearest neighbor graph constructed from a collation of Speeded-up Robust Feature 
(SURF) feature points is described along with the matching criteria for the region 
descriptor and subsequent control point identification.  Previous work in [11] 
demonstrates the effectiveness of the proposed region descriptor for image feature 
matching while this work extrapolates the core concepts to image registration. Finally, 
the direct linear transform (DLT) approach is utilized for the transformation parameter 
estimation.  The proposed approach will be tested using a variety of images from disaster 






In order to achieve the desired registration goals, the proposed system must 
overcome a set of challenges. The three-phase system attempts to detect these conditions 
on-the-fly to select the optimal approach. 
1.3.1. Photometric Variations 
  
Large differences in pixel intensities or textural properties will adversely affect the 
ability to register two images as common features may be indistinguishable.  Pixel 
intensities may vary due to differences in lighting conditions, as well as damage caused 
by natural disasters, such as from a fire or a flood.  An example is provided in Fig. 1.2a 
and Fig. 1.2b, where a building is shown before and during a fire, respectively.  Although 
the viewpoints and lighting conditions are similar, a significant section of the images 
differ in pixel characteristics due to the fire and resulting smoke.  
 
 




b. Urban scene during a fire in London 2011 
Fig. 1.2 Example image set illustrating photometric variations due to a fire 
1.3.2. Geometric Variations 
 
 When studying images pre and post disaster, geometric variations are often present 
due to damage.  Buildings that sustain large amounts of destruction may be 
unrecognizable after a disaster.  Additionally, perspective differences when acquiring the 
images also add to the geometric differences between image pairs. Fig. 1.3 illustrates 
view point changes for the same scene where the geometric differences may affect 





Fig. 1.3 Residential structures from different perspectives and lighting conditions 
1.3.3. Invariance to Rotation and Scale 
 
 The proposed region descriptor should be invariant to rotational and scale variations 
in order to be robust under the most common geometric transformations. Aerial and 
satellite imagery is often acquired at different times and will therefore introduce 
rotational and scale differences.  The aerial image provided in Fig. 1.4 depicts a common 
scenario where images captured from an aircraft or UAV differ only by a small amount 
of translation and rotation.  These images can then be combined through image 




Fig. 1.4 Example of rotational differences in aerial images 
1.3.4. Robust Registration with Local Deformations 
 
 The proposed approach attempts to utilize invariant feature points and their spatial 
and textural properties to identify a novel region descriptor that will serve as the basis for 
control point identification.  Such an approach poses a unique set of challenges such as 
the structural properties of the region descriptor as well as feature matching.   
1.3.4.1. Structural Properties of a Graph-based Region Descriptor 
 
 Careful consideration must be taken in how to structurally form the proposed region 
descriptor.   Several methodologies will be outlined and compared. The fundamental 
structure of the region descriptors will ultimately affect the invariance to photometric, 
geometric, rotation, and scale variations. Furthermore the overall structure will be highly 
dependent on how feature points are grouped, therefore two suitable approaches will be 
proposed. Fig. 1.5 provides an example image where invariant feature points are 
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 A novel graph-based region descriptor is proposed for the identification of unique 
image features.  The structural elements of the region descriptor, such as 
clustering and node arrangement, will be outlined in detail.  
 
 Propose a nominal similarity metric and matching process for the graph-based 
region descriptor.  The similarity score is designed to provide a large disparity 
between matched and non-matched region descriptors. 
 




 The remainder of the thesis is organized as follows. Chapter 2 provides a review of 
pertinent literature that is directly related to the proposed methods.  Chapter 3 introduces 
a new graph-based region descriptor that acts as the basis for the proposed registration 
approach.  Chapter 4 summarizes a registration technique that identifies registration 
control points through a 2-phase process involving normalized cross-correlation template 
matching and invariant feature points.  Chapter 5 gives a thorough description of the 
proposed multi-stage registration approach.  Chapter 6 provides results and discussion 
while Chapter 7 delivers the final conclusions and future work.  
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2. LITERATURE REVIEW 
2.1. Image Registration 
 
Image registration is an important processing task that serves many purposes. In 
medical image analysis the registration from multiple types of images provide an 
effective means for diagnosis [14,15] while applications involving remote sensing can 
benefit from the fusion of registered information [16].  Similarly, computer vision tasks 
such as image stitching [17] utilize automatic registration to accomplish their goal.  
 
The process of image registration attempts to determine the homography between 
two images. By determining the geometric relationship between data sets, one image can 
be projected into the same perspective as another using the estimated transformation 
parameters. Image alignment can help determine mutual content between images or, 
conversely, identify differences which may be useful for a particular application, such as 
disaster assessment.  
 
Registration algorithms can be broadly classified as feature-based, area-based, or 
Fourier-based approaches [18].  In the feature-based methods, distinct image features 
such as corners [19], gradient edges [20], or shape descriptors [21] are used to define the 
geometrical mapping between images.  Feature-based approaches rely on the detected 
feature’s invariance to affine, rotational, and translational transformations. With area-
based methods, pixel intensities are compared directly for a sub-region of an image. In 
such a scenario, a similarity measure is coupled with an optimization algorithm in an 
attempt to identify the closest mapping of pixels [22,23].  Fourier-based registration relies 
  
13
on the signal properties in the frequency domain to recover image characteristics such as 
translation, rotation and scale. 
2.1.1. Feature-based Registration 
 
With feature-based registration approaches, image attributes such as the windows of 
a building [24], edge-map properties of satellite images [25], or the shape of an object 
[26] are utilized to construct the feature space and detect potential control points.  
Examples of feature-based approaches include the method proposed by Guo [27] which 
utilizes SURF interest points and Lin [28] where Harris corner points are identified as 
control points. Both approaches have provided excellent results but remain 
computationally challenging.  With the selection of control points, an algorithm is 
required to search the space of valid transforms. Current methods rely on some modified 
method of Particle Swarm theory, such as in [29-30]. 
2.1.1.1. Control Points from SURF and Harris Corner Interest Points 
 
In [27], Guo et al propose an algorithm for using SURF-detected interest points 
along with the Piecewise Linear Transformation (PLT) to create a network of connected 
triangles. The triangles of networks across images are compared and image registration 
parameters are calculated per matching triangle. SURF feature points are detected while 
corresponding descriptors are calculated and a dominant orientation for each point is 
derived.  The Nearest and Second-nearest Neighbor Iterative (NSNI) algorithm is applied 
to determine the two feature points in the query image which are the top two best matches 
for a feature point in the reference image. Let ݀௜௝ଵ  represent the descriptor distance for the 
top match descriptor of feature point ݅ in the reference image and feature point ݆ of the 
query image, and ݀௜௞ଵ  be the distance to the second best matching feature point ݇ of the 
query image. The matched pairs are rejected if they satisfy 
ௗ೔ೕభ
ௗ೔ೖభ
൐ 0.65.  Using the SURF 
points as vertices, triangulation is accomplished using the Delaunay Triangulation 
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algorithm.  Each triangle of the reference image contains the points ሺݔ௜, ݕ௜ሻ that match to 
the query image at points ሺ ௜ܺ, ௜ܻሻ, where ݅ ൌ 1,2,3. The relationship for the x-coordinates 
can be described with a simple affine transformation. The updated coordinates for the 
query image are computed using bilinear polynomial interpolation from the two 
transformation equations.  An example triangle map is given in Fig. 2.1. 
 
 
Fig. 2.1 Registration points identified through SURF keypoints and triangulation [27] 
The Harris corner detector is a common technique for identifying control points. In 
[28], the authors present a multi-scale Harris detector that is used in conjunction with the 
Canny edge-map to isolate control points. Initially, Harris corner feature points are 
recognized by calculating the first order gradients of each pixel, constructing a square 
matrix then analyzing the eigenvalues of the matrix. For a given scale, ߪ௜, the matrix is 
created as described in the following paragraph. 
 
For the response for all scales, local maxima and non-maximal suppression are used 
in scale-space to determine the candidate points that represent corners. Canny edge 
detection is then used to recognize edges within the image and control points are 
determined by calculating the edge correlation between the detected corner point and the 
closest edge from the edge-map. These control points are matched across the images 
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where ሺݔ, ݕሻ is the control point in the reference image and ሺݔᇱ, ݕᇱሻ is the matched point 
in the query image. The transformation between points is given as, 
 
 ൤ݔᇱݕᇱ൨ ൌ ݏ ቂ
cos ߠ െ sin ߠ 1




቉ ൅ ൤∆ݔ∆ݕ൨. 
(2.1)
 
Using the two sets of control points across both images, the four unknown quantities can 
be derived from the following equations: 
 
 ݏ ൌ ݔଶ
ᇱ െ ݔଵᇱ
cosሺߠሻሺݔଶ െ ݔଵሻ െ sinሺߠሻሺݕଶ െ ݕଵሻ (2.2)
   
 ߠ ൌ tanିଵ ቈሺݔଶ െ ݔଵሻሺݕଶ
ᇱ െ ݕଵᇱሻ െ ሺݔଶᇱ െ ݔଵᇱ ሻሺݕଶ െ ݕଵሻ
ሺݕଶ െ ݕଵሻሺݕଶᇱ െ ݕଵᇱሻ െ ሺݔଶᇱ െ ݔଵᇱሻሺݔଶ െ ݔଵሻ቉ (2.3)
   
 ∆ݔ ൌ ݔଵᇱ െ ݏሺݔଵ cos ߠ െ ݕଵ sin ߠሻ (2.4)
   
 ∆ݕ ൌ ݕଵᇱ െ ݏሺݔଵ sin ߠ െ ݕଵ cos ߠሻ (2.5)
 
Feature-based registration is limited by the properties of the given feature point.  In 
the strict sense, the Harris corner detector is not scale invariant; however additional 
research has proposed a multi-scale detector for Harris corners [31].  Furthermore, the 
Harris corner feature point is not discriminative enough to provide a strong one-to-one 
mapping between matched features of two images.  SURF feature points are limited by 
the utilized matching technique.  Several methods are proposed, but the most common 
approaches use a nearest neighbor approach [32].  The disadvantage of the nearest 
neighbor matching is the reliance upon thresholds.  The matching thresholds will vary 
across applications.  Similar to the Harris corner keypoints, the SURF feature points may 
not be discriminative enough in certain situations, such as images with many repeated 
patterns.   
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2.1.1.2. Control Point Search Algorithms 
 
Often the control-point search space is too large to justify an exhaustive search 
therefore an optimization algorithm is a common approach for the selection of points.  In 
recent literature, the most common algorithm is some variation of the Particle Swarm 
Theory by Kennedy and Eberhart [33]. In [29], Wang et al provides a registration 
technique for automatic image registration using SURF interest points and the Adapted 
Particle Swarm Optimization method. SURF feature points are calculated for 4 octaves in 
scale-space and provide the initial set of control points. In the standard Particle Swarm 
Optimization (PSO) algorithm, a random set of points is chosen as potential solutions. If 
the search space is ܦ dimensional, each particle ݅ has a velocity, ݒ௜ ∈ Թ஽ and position 
ݔ௜ ∈ Թ஽vectors. For each iteration, the position and velocity vectors are updated 
according to, 
 
 ݔ௜ௗ௧ାଵ ൌ ݔ௜ௗ௧ ൅ ௜ܸௗ௧ାଵ (2.6)
   
 ௜ܸௗ௧ାଵ ൌ ߱ ௜ܸௗ௧ ൅ ܿଵݎଵሺ݌௜ௗ െ ݔ௜ௗ௧ ሻ ൅ ܿଶݎଶ൫݌௚ௗ െ ݔ௜ௗ௧ ൯ (2.7)
 
where ܿଵ and ܿଶ are acceleration constants, ݌௜ௗ is the best solution for particle ݅, and ݌௚ௗ 
is the best solution for all particles.  As an improvement to the original PSO algorithm, 
the Elitist Learning Strategy (ELS) is applied to compute the global best,  
 
 ܲௗ ൌ ܲௗ ൅ ൫ݔ௠௔௫ௗ െ ݔ௠௜௡ௗ ൯ ∙ ܩሺߤ, ߪଶሻ, (2.8)
 
where ܩሺ∙ሻ is a Gaussian random variable with mean, ߤ, and standard deviation, ߪଶ.  
APSO is then iteratively applied along with using the Hausdorff distance as the fitness 
function. 
 
The control point search algorithms pose the challenge of converging to local 
minima or maxima. Several variations exist for the most popular approaches where local 
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convergence is mitigated, but often this is at the cost of computational efficiency and 
ultimately total execution time.  The most complicated approaches may not be suitable 
for real-time applications. 
2.1.2. Area-based Registration 
 
In contrast to feature-based approaches, intensity-based image registration directly 
exploits the pixel intensities and their distributions. The same optimization techniques 
may still apply, such as the particle swarm theory; however, a new set of similarity 
measures must be employed.  The functions attempt to relate the statistical models of the 
pixels. 
2.1.2.1. Entropy-based Approach 
 
Recent work in [34,35] provides an example of the statistical analysis required for 
medical image intensity-based registration. Given two images, ܴ and ܳ with a partial 
overlap. Let ݑ represent the set of pixels in ܴ of the overlapping region, and ݒ as the set 
of pixels in ܳ. The entropy conditional probabilities are then defined as, 
 
 






   
 






   
The modified conditional entropy is then expressed as, 
 
 ܯܥܧ ൌ ܧܥܲሺݑ|ݒሻ ൅ ܧܥܲሺݒ|ݑሻ (2.11)
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Using the MCE as an objective function for the optimization problem, the registration is 
completed on the statistical distribution of the pixel intensities.  
 
 
Fig. 2.2 Registration result using MCE [34] 
Entropy-based methods are susceptible to variations in pixel intensity.  Furthermore, 
the probabilistic pixel-wise comparisons are not rotational and scale invariant, which may 
work well for medical images, however the area-based approaches will not be appropriate 
for scenes before and after a disaster, captured from different perspectives and lighting 
conditions. 
2.1.2.2. Image Gradient Analysis 
 
Shams et al [36] formulated a gradient-intensity measure for medical images. The 
gradient intensity is defined according to, 
 
 ߁ሺ߶, ߠሻ ൌ නනන݄థሺݔሻ݄ఏሺݔሻ݂ሺݔሻ݀ݔ݀ݕ݀ݖ (2.12)
   
 ݄థ ൌ ൜1, ߶ െ Δ߶ ൑ ߶௚ ൏ ߶ ൅ Δ߶0, ݈݁ݏ݁  (2.13)
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 ݄ఏ ൌ ൜1, ߠ െ Δߠ ൑ ߠ௚ ൏ ߠ ൅ Δߠ0, ݈݁ݏ݁ (2.14)
   
While the normalized gradient intensity is expressed as, 
 
 ߁ᇱሺ߶, ߠሻ ൌ ߁ሺ߶, ߠሻ݉ܽݔሾ߁ሺ߶, ߠሻሿ (2.15)
   
Two images are registered by computing the mutual information between normalized 
gradient intensity matrices.  The resulting metric defines the directional similarity 
between the images. The mutual information comparison is invariant to translation and 
scale, while it is maximized when the two images are aligned rotationally. Rotational 
parameters are solved using the following optimization problem, 
 
 ሾߙ௧, ߚ௧, ߛ௧ሿ ൌ minఈ,ఉ,ఊ ܯܫሺܩ௛ி, ܩ௛
ெሺ்ሻሻ. (2.16)
   
Here, ߙ௧, ߚ௧, ߛ௧ are the rotation parameters, ܯܫሺ∙ሻ is the mutual information function and 
ܩ௛ி, ܩ௛ெሺ்ሻ are the gradient intensity matrices for the reference image ܨ and transformed 
query image, ܯሺܶሻ. The translational parameters are estimated in a similar optimization 
problem using image intensities for a given voxel. The proposed image gradient method 
couples gradient analysis with an entropy measure; however the approach will be greatly 
affected by noise and other variations in pixel intensity.  
2.1.3. Image Similarity Measures 
 
The ability for a registration problem to converge is dependent on the objective 
function used to evaluate the quality of the transformation.  Much work has been done to 
associate similarity measures to registration problems.   
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2.1.3.1. Color Similarities 
 
In [37], a measure based on color and structural information is proposed. First a 
structural similarity (SSIM) function is defined as, 
 
 ܵܵܫܯ ൌ ൫2ߤ௫ߤ௬ ൅ ܥଵ൯൫2ߪ௫௬ ൅ ܥଶ൯൫ߤ௫ଶ ൅ ߤ௬ଶ ൅ ܥଵ൯൫ߪ௫ଶ ൅ ߪ௬ଶ ൅ ܥଶ൯ (2.17)
   
where ܥଵ and ܥଶ are constants, ߤ௫ and ߤ௬ are the means of some defined window in each 
image,  ߪ௫ and ߪ௬ are the variances.  The result from the ܵܵܫܯ will be in the interval, 
ሾെ1,1ሿ, where 1 is the ideal case where the two windows are equal; ݓ௫ ൌ ݓ௬. Given a 




൩  in the RGB color-space, conversion to the HSI (hue/saturation/intensity) 





ۖۓ cosିଵ ቆ ሺܴ െ ܩሻ ൅ ሺܴ െ ܤሻ2ඥሺܴ െ ܩሻଶ ൅ ሺܴ െ ܤሻሺܩ െ ܤሻቇ , ܤ ൑ ܩ
2ߨ െ cosିଵ ቆ ሺܴ െ ܩሻ ൅ ሺܴ െ ܤሻ2ඥሺܴ െ ܩሻଶ ൅ ሺܴ െ ܤሻሺܩ െ ܤሻቇ , ܤ ൐ ܩ
 (2.18)
   
 ܵ ൌ 1 െ ൬ 3ܴ ൅ ܩ ൅ ܤ൰݉݅݊ሺܴ, ܩ, ܤሻ (2.19)
   
 ܫ ൌ ܴ ൅ ܩ ൅ ܤ3  (2.20)
   




൩, the Hue and Saturation properties remain 
unchanged and the intensity is scaled by ݇; ܪᇱ ൌ ܪ, ܵᇱ ൌ ܵ, and ܫᇱ ൌ ݇ܫ. The correlation 




 ݎሺ݂, ݃ሻ ൌ 〈݂, ݃〉‖݂‖‖݃‖ (2.21)
   
The intensity similarity is then defined as  
 
 ܫܵሺ݂, ݃ሻ ൌ 1 െ ห ௥݂ െ ௚݂ െ ௕݂ െ ݃௥ െ ݃௚ െ ݃௕ห765  (2.22)
   
The color similarity is derived from both the correlation coefficients, intensity similarity 
function, and two predefined weights, ߙଵ and ߙଶ. 
 
 ܥܵሺ݂, ݃ሻ ൌ ߙଵݎሺ݂, ݃ሻ ൅ ߙଶܫܵሺ݂, ݃ሻ, ߙଵ ൅ ߙଶ ൌ 1 (2.23)
 
Lastly, the color fused function is defined as, 
 
 ܥܵܯሺܣ, ܤ|ܨሻ ൌ ߣଵܥܵሺܣ, ܨሻ ൅ ߣଶܥܵሺܤ, ܨሻ (2.24)
   
 ߣଵ ൌ ܵܵܫܯሺܣ, ܨሻܵܵܫܯሺܣ, ܨሻ ൅ ܵܵܫܯሺܤ, ܨሻ (2.25)
   
 ߣଶ ൌ 1 െ ߣଵ (2.26)
   
where ܣ and ܤ are the two images and ܨ is the fused image of ܣ and ܤ. 
2.1.3.2. Entropy Similarities 
 
Lei et al, have presented a similarity measure for web images with the intent of 
computational efficiency and high accuracy [38]. The similarity between two images, ܺ 
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and ܻ, can be determined by using the HSI histograms as the probability distribution 
functions for each image. The Shannon entropy for image ܣ is defined as, 
 
 ܪሺܣሻ ൌ෍݌௜ logଶ 1݌௜௜
 (2.27)
   
where ݌௜ ൌ ܲሺܽ ൌ ݅ሻ, is the probability that pixel ݅ is the grayscale value of ܽ.  The 
proposed similarity measure based on the Shannon entropy is then expressed as, 
 
 ܫሺܣ, ܤሻ ൌ ܪሺܣሻ ൅ ܪሺܤሻ െ ܪሺܣ, ܤሻ. (2.28)
   
In 2.28, ܣ and ܤ are the images and ܪሺܣ, ܤሻ is the entropy of the joint probability, 
defined as, 
 




   
ܫሺܣ, ܤሻ will be within the interval ሾെ1,1ሿ with a value of 1 for no dissimilarity between 
images ܣ and ܤ. 
2.1.4. Fourier Transform Registration 
 
Frequency domain analysis is commonly used for determining registration 
parameters due to the Fourier Shift Property [39,40].  Given grayscale images, ݂ሺݔ, ݕሻ 
and ݃ሺݑ, ݒሻ, where the two images only differ by a translation, ݑ ൌ ݔ ൅ ∆ݔ and ݒ ൌ ݕ ൅
∆ݕ, the Fourier registration approach attempts to solve for ∆ݔ and ∆ݕ through the use of 
the cross-power spectrum which is defined as,  
 






where ࣠ሼ݂ሽ is the Fourier transform of image ݂ and ࣠ሼ݃ሽ∗ is the Fourier complex 
conjugate of image ݃, while the ∙ operator is the element-wise multiplication of the image 
pixels. The translation parameters are recovered by searching the normalized cross-
correlation matrix that is computed from the inverse Fourier transform of the cross-power 
spectrum, ܿ ൌ ࣠ିଵሼԧሽ. The peak of the cross-power spectrum is given as, 
 
 ሺ∆ݔ, ∆ݕሻ ൌ max௫,௬ ሺܿሻ. (2.31)
 
Rotational and scale differences between images can be recovered using the same 
cross-power spectrum principals, however the grayscale images must first be converted 
using the log-polar transformation. The log-polar transformation that maps Cartesian 
coordinates to log-polar coordinates, illustrated in Fig. 2.3, is defined as, 
 
 ሺߠ, ݎሻ ൌ ൬tanିଵ ݕ െ ݕ௖ݔ െ ݔ௖ , logඥሺݔ െ ݔ௖ሻ




Fig. 2.3 Polar transformation 
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The rotation and scaling parameters, ∆ݎ and ∆ߠ, are then computed using the cross-
power spectrum of the log-polar images. Let ܿ௟௣ be the resulting normalized cross-
correlation matrix using the log-polar grayscale images. Then the registration parameters 
are solved using, 
 
 ሺ∆ݎ, ∆ߠሻ ൌ max௥,ఏ ൫ܿ௟௣൯ (2.33)
   
Log-polar FFT registration is a popular approach [40-42], however the accuracy is 
affected by noise and other photometric variations such as object occlusion. To mitigate 
these deficiencies, the method is often used as a coarse registration pre-processing step 
where more modern techniques, such as feature-based registration, is used to achieve sub-
pixel registration [43].  Moreover, the Fourier-based approaches are not accurate for large 
translations and rotations.  
2.2. Image Features 
 
At the core of reliable image matching is the accurate identification of features 
within an image. The detected features should be invariant to geometric and photometric 
effects. Also, the detected features should be unique enough so that ideally there will 
exist a strict one-to-one mapping across images. In the following section, popular 
invariant feature descriptors are reviewed, followed by a section about region descriptors.  
2.2.1. Feature Point Descriptors 
 
Many feature point descriptors have been proposed, however, the most common 
include SIFT, SURF, Harris corner, and invariant moments. Each has its strengths and 




2.2.1.1. SIFT Feature Points 
 
The Scale Invariant Feature Transform (SIFT) feature point descriptor proposed by 
Lowe [44] has long been the reference metric for comparing other point descriptors.  The 
scale-space is created by using a pyramid of Gaussian-blurred images.  Let ܮሺݔ, ݕ, ߪሻ 
represent the filtered image for a given scale, ߪ. 
 
 ܮሺݔ, ݕ, ߪሻ ൌ ܫሺݔ, ݕሻ ∗ ܩሺݔ, ݕ, ߪሻ (2.34)
   
 ܩሺݔ, ݕ, ߪሻ ൌ 12ߨߪଶ ݁
ି௫మା௬మଶఙమ  (2.35)
   
where ܩሺݔ, ݕ, ߪሻ is the Gaussian function that is convolved with the original image, 
ܫሺݔ, ݕሻ.  The scale-space is constructed by iteratively increasing the size of the Gaussian 
kernels. The difference of adjacent filtered images is computed to create the Difference-
of-Gaussian (DoG) pyramid. Within this space, candidate feature points are chosen from 
a 3x3x3 neighborhood by searching the DoG pyramid. For each identified keypoint, the 




ൌ ඥሾܮሺݔ ൅ 1, ݔሻ െ ܮሺݔ െ 1, ݕሻሿଶ ൅ ሾܮሺݔ, ݕ ൅ 1ሻ െ ܮሺݔ, ݕ െ 1ሻሿଶ (2.36)
   
 ߠሺݔ. ݕሻ ൌ tanିଵ ܮሺݔ, ݕ ൅ 1ሻ െ ܮሺݔ, ݕ െ 1ሻܮሺݔ ൅ 1, ݔሻ െ ܮሺݔ െ 1, ݕሻ (2.37)
   
The resulting descriptor is a 128-dimensional vector composed of both histograms.  
Several SIFT optimizations have been proposed to overcome some of the shortcomings 
of the original algorithm. In [45], the descriptor dimensionality is reduced by employing 
Principal Component Analysis (PCA) on the image patch about each feature point, 
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To create the scale-space representation, the discrete box filters are increased in size 
while the image maintains a constant size, which is in contrast to the typical Gaussian 
pyramid scheme where the Gaussian kernel is kept constant and the image size is scaled.  
With SURF, the computational time for any filter size remains constant, thus increasing 
the efficiency over SIFT.  From the scale-space, a search is performed in a 3x3x3 
neighborhood while non-maximal suppression identifies candidate feature points.  For 











, ݀ ∈ Ը଺ସ (2.41)
   
In (2.41), Σ݀௫represents the haar response in the x-direction and Σ݀௬is the response in the 
y-direction about a 4x4 window centered at the detected keypoint. 
2.2.1.3. Invariant Moments 
 
Invariant moments are yet another popular feature often used to describe image 
content [47-49]. Similar to the SIFT and SURF descriptors, the moment descriptor is 
invariant to rotation, scale and translation deformations.  The general form for the 
descriptor is expressed as, 
 
 ݉௣௤ ൌ෍෍ݔ௣ݕ௣ܫሺݔ, ݕሻ
௫௬
 (2.42)
   
The most frequently used moments are the Zernike Moments where the moments defined 
by (2.42) are altered such that ݔ௣ݕ௣ is replaced with Zernike basis functions, resulting in 






ߨ ෍෍ ௡ܸ௠ܫሺߩ, ߠሻఘఏ
 (2.43)
   




ݏ! ൬݊ ൅ |݉|2 െ ݏ൰ ! ൬
݊ െ |݉|
2 െ ݏ൰ !
ߩ௡ିଶ௦ (2.44)
2.2.1.4. Binary Point Descriptors 
 
In recent work, binary descriptors are used as an improvement over common 
approaches such as SURF and SIFT. They often involve rotational, scale and translational 
invariance but use a binary string to represent the resulting descriptor. Traditional 
descriptors are represented by a series of floating point numbers, therefore significant 
performance increases will be realized when utilizing binary strings.  Storage 
requirements decrease, descriptors are created with lower latencies, and matching is 
performed at an efficient rate due to the use of the Hamming distance metric instead of 
the customary Euclidean distance.  
 
Binary Robust Invariant Scalable Keypoints (BRISK) is a binary point descriptor 
proposed by Leutenegger et al [50].  The proposed technique proposes the use of the 
Adaptive and Generic Accelerated Segment Test (AGAST) feature point detector which 
identifies corners utilizing a binary decision tree.  AGAST is a derivative of the FAST 
corner detector.  Similar to the SURF detector, AGAST exploits a scale-space pyramid to 
identify scale invariant keypoints.  
  
BRISK descriptors are constructed by comparing the brightness characteristics of 
neighboring patches of pixels.  Sampling is conducted along concentric circles as 
depicted in Fig. 2.5.  The sampling pattern is determined from the characteristic pattern 
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direction that is derived from gradient comparisons between the detected feature point 
and points that are at least  13.67݇ pixels apart, where ݇ is the detected scale of the 
feature point. Once the characteristic direction has been determined, points are sampled 
that are within 9.75݇ pixels of the key point. Bit ܾ of the descriptor is defined as, 
 
 ܾ ൌ ቊ1, ܫ൫݌௝
ఈ, ߪ௝൯ ൐ ܫሺ݌௜ఈ, ߪ௜ሻ
0, ݋ݐ݄݁ݎݓ݅ݏ݁ (2.45)
 
where ܫ൫݌௝ఈ, ߪ௝൯ is the Gaussian smoothed image patch for point ݆, and ܫሺ݌௜ఈ, ߪ௜ሻ is the 
image patch about the feature point.  
 
Descriptor matching is accomplished using the efficient Hamming distance that is 
defined as number of set bits from the bit-string result of a bit-wise XOR operation on 
two descriptors. Given two descriptor bit-strings, ݀௜and ௝݀, the XOR result,ݎ ൌ ݀௜ ⊗ ௝݀, 






Fig. 2.5 BRISK sampling pattern for k = 1 [50] 
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The authors in [50] show that BRISK offers accuracy that is comparable to SURF, 
however BRISK is shown in some circumstances to be an order of magnitude faster than 
its counterpart.    
2.3. Region Descriptors 
 
In certain situations, local features may not be unique enough to offer a one-to-one 
mapping to another image. Such scenarios include building detection and matching. With 
large city buildings, many patterns are repeated in terms of texture and spatial 
relationships.  Windows are often not distinctive enough for matching individual features.  
Another example would be the comparison of two images before and after a disaster. 
Post-disaster, the objects or scene may have been greatly altered and therefore the 
gradient information or haar wavelet responses of local feature points may not be suitable 
for comparison. To overcome these issues, larger areas including several image features 
are evaluated to develop region descriptors.  Region descriptors may offer more detail 
and information about an image area than local feature descriptors. 
 
Optimization algorithms are a common tool for grouping local feature points into a 
single region descriptor. In [51], Wang et al propose a new binary PSO algorithm for 
feature point clustering to identify regions of interest, while Awais and Mikolajczyk have 
proposed a region descriptor by grouping the feature points along the dominant lines of 
an image [52].  
 
Dominant lines are determined by first using an edge detector or by applying a 
segmentation method and extracting the cluster boundaries. The authors chose to use the 
watershed segmentation along with RANSAC to estimate the line parameters which best 
approximate the object boundaries. A total of 4 parameters are estimated; line mid-point, 
ሺݔ௖, ݕ௖ሻ, length of the line, ݈, the distance of the perpendicular line to the origin of the 
image, ߩ, and the orientation of the perpendicular line, ߠ. The feature points about a line 
are determined for a circular region centered at ሺݔ௖, ݕ௖ሻ with a diameter of ݈. Similar to 
SIFT, the area is encoded as a histogram of gradient orientations.  As an additional 
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feature, the authors propose the usage of the vertices connecting two dominant lines. Like 
the previous feature, an area around each of the vertices is encoded as a histogram of 
gradient orientations. The coupling of two endpoint features and midpoint are used as a 
single region feature for that boundary. 
 
In a similar approach, Liu et al have presented a method for extending the SIFT or 
GLOH feature point descriptors to line and curve descriptors [53]. First, feature points 
are detected using the standard SIFT algorithm. For the 16x16 region centered at each 
descriptor, the average gradient orientation is calculated.  If the average gradient 
orientation is the same across multiple feature points, the descriptors lay on the same line, 
otherwise the point represent either a curve or closed region. To compute a descriptor for 
a line, curve or closed region that is composed of ܰ feature points, first compute the 
average descriptor vector. 
 
 ܯ ൌ 1ܰ෍ ௜ܸ
ே
௜ୀଵ
ൌ ሾܯଵ,ܯଶ, . . , ܯேሿ ∈ Թ௡, ௜ܸ ∈ Թ௡ (2.47)
   
Next the standard deviation vector is calculated. 
 




, ݆ ൌ 1, . . , ݊ (2.48)
   
A descriptor vector is created using the normalized coupling of the mean and standard 
deviation vectors. This new vector is called the mean and standard deviation descriptor 
(MSD). 
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As an alternative to the MSD, a moment descriptor (MD) is computed using the 

































   
The MD is then created as the normalized vector of the four moments. 
 








   
In addition to the MSD and MD descriptors, a Fourier descriptor (FD) is proposed using 
the first ݊ Fourier coefficients. 
 
 ܨ௜ ൌ ሾܨ௜ଵ, ܨ௜ଶ, . . , ܨ௜௡ሿ ∈ Թ௡, ݅ ൌ 1,2,34 (2.55)
   
 ܨଵ௝ ൌ ࣠ଵ൛ ଵܸ௝, ଶܸ௝, . . , ௡ܸ௝ൟ, ݆ ൌ 1,2, . . , ݊ (2.56)
   
 ܨଶ௝ ൌ ࣠ଶ൛ ଵܸ௝, ଶܸ௝, . . , ௡ܸ௝ൟ, ݆ ൌ 1,2, . . , ݊ (2.57)
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 ܨଷ௝ ൌ ࣠ଷ൛ ଵܸ௝, ଶܸ௝, . . , ௡ܸ௝ൟ, ݆ ൌ 1,2, . . , ݊ (2.58)
   
 ܨସ௝ ൌ ࣠ସ൛ ଵܸ௝, ଶܸ௝, . . , ௡ܸ௝ൟ, ݆ ൌ 1,2, . . , ݊ (2-59)
   
Finally, the FD is defined as the normalized vector of Fourier coefficients. 
 







   
2.4. Summary 
 
This chapter has provided a broad overview of various image registration techniques 
that can be categorized into feature, area, or Fourier-based. Feature-based approaches will 
attempt to use matching image features to estimate an appropriate homography, whereas 
area-based methods compare the image pixels directly along with evaluating an objective 
function for converging onto a solution. Fourier-based approaches take advantage the 
shift properties of a signal in the frequency domain. Translation offsets can be computed 
from a Fourier-transformed image pair while rotation and scale can be determined from 
the log-polar transformed image pair.  Lastly, several image comparison metrics are 
presented.  The literature review also includes detailed explanations of common feature 
point algorithms, SIFT, SURF and BRISK.  For completeness, recently proposed region 






3. GRAPH-BASED INVARIANT REGION DESCRIPTOR 
Identification of invariant image descriptors is an integral task for many computer 
vision applications such as image registration, object recognition, and object tracking. 
The detected features should be invariant to geometric transformations such as rotation 
and translation, as well photometric variations due to differing lighting conditions. In this 
work, we propose a unique and effective region descriptor that couples invariant features 
and texture information. The descriptor relies on spatial relationships of invariant SURF 
features to create a graph-based descriptor for image matching. Additionally, a novel 
method is proposed for matching region descriptors through the definition of an efficient 
similarity measure that couples invariant features and their spatial relationships. Several 
examples are presented to illustrate the effectiveness of the proposed region descriptor 
while the results of the proposed approach outperform SURF feature point matching. 
 
Typical approaches that rely on invariant features can be thought of in three phases. 
Initially, invariant features are detected, followed by invariant feature description, and 
then feature matching is performed between two images. Common keypoint detection 
algorithms include SIFT [44], which uses a scale-space from a pyramid of difference of 
Gaussian images, and the Harris Corner Detector [54] that attempts to identify image 
corners through the analysis of eigenvalues for the first order gradients of local image 
neighborhoods. The original Harris Corner Detector algorithm is not scale invariant and 
thus several variations have been proposed [55,56], however these proposed methods do 
not address the issue where one invariant feature of the reference image maps to several 




Due to the scale, rotation, and translation invariance of the Scale Invariant Feature 
Transform (SIFT) descriptor, much work has been done based on the SIFT detector and 
feature point descriptor, however the complexity of the algorithm limits its applications. 
In [46], Bay proposes an alternative to SIFT called Speeded-Up Robust Features (SURF) 
that is also scale, rotation and translation invariant. SURF is advantageous over SIFT in 
several areas. The algorithm utilizes integral images and discrete box filters for fast, 
integer-based computation of the scale-space. Moreover, the SURF descriptor is based on 
an integer approximation of the Haar wavelet responses within a local neighborhood of 
each feature point. Due to these enhancements and promising results, SURF has quickly 
become the basis for many computer vision applications [57-60]. Although SURF greatly 
reduces the complexity of SIFT, the discriminative power of the SURF descriptor does 
not always ensure a one-to-one mapping between invariant feature points from two 
images. One such scenario where this issue may arise is that of buildings whose structure 
includes many repetitive characteristics, such as windows. It is the aim of this work to 
use SURF detected feature points to create a more discriminative descriptor that will have 
a one-to-one mapping across images. In doing so, the overall solution is computationally 
efficient and may be a suitable candidate for real-time applications or easily mapped to 
hardware using reconfigurable logic.  
 
In this work, a novel region descriptor is proposed that is invariant to both 
photometric and geometric variations. The computational efficiency of the SURF 
algorithm is leveraged to create a region descriptor that couples spatial, textural, and 
color information. In doing so, it is shown that the discriminative power of the proposed 
descriptor is superior to the SURF feature points alone. The overall structure of the 
region descriptor forms a connected graph which provides an efficient structure for rapid 






3.1. Graph-based Descriptors 
 
Graph-based analysis has recently become a popular method for determining global 
features from invariant local characteristics. The overall discriminative power of 
invariant feature points is potentially increased if the graph is also invariant to geometric 
or photometric variations. Simacek and Unsalan proposed a connected graph from SIFT 
points in [61] to detect buildings in an urban scene, while Kisku et al used a similar 
approach for a facial recognition system [62]. In both instances the authors show an 
increased matching accuracy when comparing subgraphs from two images than using the 
feature points alone. Neither approach utilizes color information while both methods rely 
on the complex SIFT descriptor which may limit the scope in which the algorithms may 
be used. 
 
3.2. Proposed Graph-based Descriptor 
 
Image matching requires the identification of common features or regions between 
images. If enough similarity exists, the scene or objects are matched. The detected 
features of each image should be distinct and the method should be invariant to 
photometric and geometric inconsistencies. The proposed algorithm creates a descriptor 
from the spatial and color relationships of invariant descriptors. Because of object 
deformations and occlusions, the matching process must calculate similarities between 
regions to determine all commonalities between images. 
 
To mitigate these issues, it is the aim of this paper to propose a region descriptor that 
is formed from a connected graph that contains SURF feature points as its vertices. Fig. 






Fig. 3.1 Region descriptor overview 
For a given reference and query image, the SURF feature points are computed then a 
clustering process is used to identify similar feature points. The clustering algorithm 
ensures all feature points within a group share common characteristics and they are 
invariant to rotation, translation and affine transformations. Each cluster will also share 
common color properties as determined by the area’s color distribution.  A connected 
graph is then constructed from each feature point within a cluster. To accomplish this, a 
proposed similarity measure is used to exploit the spatial and textural characteristics of 





Matching two images involves matching region descriptors across images. Since 
each descriptor is a connected graph, sub-graph matching schemes are explored. Often 
exact matches are not possible due to deformations, occlusions or variations in color; 
therefore the problem of region matching must be accomplished using a proposed 
similarity measure. This measure compares two graphs on the basis of the individual 
nodes and their spatial relationships in feature-space. 
3.2.1. Clustering 
 
Initially feature points are detected using SURF. These provide the basis for the 
subsequent creation of directed graphs that will represent the proposed region descriptor. 
Two methods are proposed and compared. First, color characteristics are proposed then a 
method for clustering based on spatial density using a k-means approach is outlined.  
After clustering, each group is analyzed and clusters with less than four nodes are 
discarded. For effective matching, at least four nodes are required, as discussed in section 
3.3.  
3.2.1.1. Color and Descriptor Characteristic Clustering 
  
The first method performs two passes through all feature points, comparing each 
color channel in the RGB color space, as well as their respective descriptors. The first 
pass will determine initial groupings while the second pass attempts to merge overlapping 
and similar clusters. 
 
The initial feature point detection is accomplished using the SURF detector. Two 64-
element descriptors, ݀௞ and ௝݀, are compared by calculating their Euclidean distance in 









Let ܵ௖ be the similarity of two feature points in RGB color space defined as, 
   
 ܵ௖ ൌ ඥሺܫோଵ െ ܫோଶሻଶ ൅ ሺீܫଵ െ ீܫଶሻଶ ൅ ሺܫ஻ଵ െ ܫ஻ଶሻଶ, (3.2)
 
where ܫ௖௫ is the color channel for feature point x, with ܿ ∈ ሼܴ, ܩ, ܤሽ. Coupling color and 
descriptor similarity, a potential cluster of similar descriptors is expressed as,  
 
 ܵሺ݅, ݆ሻ ൌ ሼܵሺ݅, ݆ሻ | ܵாሺ݅, ݆ሻ ൑ ாܶ, ܵ௖ሺ݅, ݆ሻ ൑ ஼ܶሽ. (3.3)
   
Let Ψ௡௫௡ be a search window centered at a feature point. The set of descriptors within the 
search window is the set ܥ, defined as, 
 
 ܥ ൌ ሼ݀௜ | ݀௜ ∈ Ψ௡௫௡ሽ. (3.4)
   
The descriptors within a search window are clustered if 75% of the descriptors are similar 
to all other descriptors within the window. We define the set of clustered descriptors as 
 
 ܤ௜ ൌ ቄ݀ ∈ ܥ | |ௌሺ௜,௝ሻ||஼| ൒ 0.75ቅ. (3.5)
   
If we define the set of descriptors in cluster n as ݀௡ ൌ ሼ݀	|	݀ ∈ ܤ௡ሽ then two clusters are 
merged if the number of common feature points between clusters is at least 2. The 
resulting set is defined in (3.5). 
 
 ܤ௜∗ ൌ ൛ܤ௜ ∪ ܤ௝ | ൫ ห݀௜ ∈ ܤ௝ห ൒ 2 ൯ ൟ. (3.6)
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An example clustering of feature points is provided in Fig. 3.2 where SURF points are 






Fig. 3.2 Detected feature point clusters (a), and a close view (b) of the single cluster 
indicated by the blue outline in (a) 
3.2.1.2. Spatial K-means 
 
K-means clustering has long been exploited for many applications where clustering 
may be necessary [63,64]. In this work, k-means clustering is utilized to group feature 
points based on their spatial relationships. This will result in grouping together feature 
points into dense groups. The original method proposed by MacQueen [65] involves a 
three step process; initial cluster assignment, calculation of cluster center, and cluster 
reassignment. Steps 2 and 3 are repeated until the method converges to the point where 




Given a set of ݊ observations, ܵ ൌ ሼݔௗ	|	1	 ൑ ݀ ൑ ݊ሽ, the aim of the algorithm is to 
produce ݇ clusters, ܵ ൌ ሼ ଵܵ ∪ …∪ ܵ௞ሽ, where each cluster has an associated mean, 
݉ଵ …݉௞.  Observations are then assigned to each cluster contingent upon the distance 
between the observation and the cluster means. Set ௝ܵ at the next iteration of ݉ is defined 
as, 
 
 ௝ܵ௜ାଵ ൌ ൛ݔௗ | ฮݔௗ െ ݉௧௜ฮ ൏ ฮݔௗ െ ݉௣௜ ฮ ൟ∀݌ ് ݐ (3.7)
 
The algorithm has converged when the following condition is reached.   
 
 ௝ܵ௜ାଵ ൌ ௝ܵ௜ ∀j (3.8)
 
For the proposed region descriptor, the cluster centers are initially selected at 
random. For a set of feature points, ܵி௉, the number of clusters is defined as, 
 
 ݇ ൌ |ܵி௉|5  (3.9)
 
The denominator is chosen such that the average number of nodes per graph is 5. This 
value allows the region descriptor to be unique but not so large that it would inhibit 
descriptor matching with additional latency.  Initial cluster centers are represented by the 
spatial coordinates of the randomly selected feature points, where initial assignments are 
determined by the following, 
 
 ௝ܵ଴ ൌ ൛ݔௗ | ‖ݔௗ െ ݔ௧଴‖ ൏ ฮݔௗ െ ݔ௣଴ฮ ൟ∀p ് t, (3.10)
 
where ݔ௧଴ is the feature point randomly selected as an initial cluster center. The Euclidean 
distance metric is used for evaluating the distance between the current cluster centers and 
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all other feature points. Given feature points ܨ ௜ܲ and ܨ ௝ܲ and spatial coordinates, ሺݔ௜, ݕ௜ሻ 
and ൫ݔ௝, ݕ௝൯, respectively, then the distance is calculated from, 
 
 ࣸ ൌ ට൫ݔ௜ െ ݔ௝൯ଶ ൅ ൫ݕ௜ െ ݕ௝൯ଶ. (3.11)
 
The objective function defined in (3.13) provides the scoring mechanism for the 
reassignment phase of the clustering. During the update stage of clustering, for each 
cluster ௜ܵ, the mean ߤ௜ and standard deviation ߪ௜, are calculated for the ݔ and ݕ spatial 
coordinates of all feature points belonging to that cluster.  The k-means clustering of 
invariant feature points is illustrated in Fig. 3.3. 
 





 1 െ ॳଶ஽ሺݔ, ݕሻ (3.13)
 
 
Fig. 3.3 Example clustered feature points using the k-means approach with a 2D 
Gaussian. Feature points indicated in the same color belong to the same cluster 
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3.2.2. Graph Structure 
 
If we assume a cluster of feature points represent the vertices of a graph, we can 
formulate an algorithm for the creation of a region descriptor in the form of a connected 
graph. Two approaches are explored. First, Dijkstra’s algorithm is used to determine the 
shortest path from one point to any other point in a connected graph given a list of 
weighted edges.  If we define a starting node, a directed graph can be constructed as a 
shortest path between the origin node and all other nodes. Second, a greedy node 
selection algorithm is used to produce a graph based on the descriptor characteristics 
instead of spatial relationships. The greedy algorithm produces the graph by iteratively 
choosing graph nodes that will not create a cycle.  
3.2.2.1. Dijkstra’s Algorithm 
  
For the work in [11,66], the initial node of the graph is chosen as the node that is 
within the closest proximity of the image origin. This choice ensures consistency as to 
how the graphs are constructed, however a more robust approach is proposed. For a given 
set of ݊ feature points, ܨܲ, with ݊ descriptors, ሼ݀ଵ, … , ݀௡ሽ ∈ ܨܲ, the average descriptor 
for that set is given as, 
 




The initial node, ݀଴, is then chosen as the node within closest proximity, in terms of 
descriptor distance (3.1), to the average descriptor, ݀௔௩௚. 
 




Let ܳீ be defined as the queue representing our final connected graph. The first node 
in the queue will be regarded as the origin of the graph. Initially the queue is empty; 
ܳீ ൌ ሼ∅ሽ.  We define ܥி as the set containing the cluster of feature points.  Dijkstra’s 
approach to feature point clustering is depicted in Fig. 3.4 and outlined as follows, 
 
 Select origin node, ܨ ଴ܲ and push into the queue, ܳீ ൌ ሼܨ ଴ܲሽ and remove ܨ ଴ܲ 
from the set of feature points; ܥி ൌ ܥி ∖ ܨ ଴ܲ  
 Let ܨ ௜ܲ represent a connected neighbor of ܨ ଴ܲ. If ܨ ௜ܲ is already associated with a 
spatial distance, add ‖ܨ ଴ܲ െ ܨ ௜ܲ‖, otherwise assign ‖ܨ ଴ܲ െ ܨ ௜ܲ‖. Repeat for all 
remaining feature points in the cluster. 
 Select ܨ ௝ܲ that achieves the minimum, minி௉ೕฮܨ ଴ܲ െ ܨ ௝ܲฮ. 
 Push ܨ ௝ܲ onto the queue; ܳீ ൌ ܳீ ∪ ܨ ௝ܲ. 
 Remove ܨ ௝ܲ from the feature point set; ܥி ൌ ܥி ∖ ܨ ௝ܲ. 
 For the node at the tail of the queue, repeat from step 3 until ܥி ൌ ሼ∅ሽ. 
 
 
Fig. 3.4 Two example connected graphs from invariant feature points. The green markers 
indicate the feature points while the blue lines are the connected edges of the graph 
3.2.2.2. Greedy Node Selection 
 
As an alternative to Dijkstra’s method, we propose the use of a greedy algorithm that 
is coupled by a feature point filtering scheme for reducing graph sizes. For multi-scale 
descriptors, such as SIFT, SURF and BRISK, the descriptor is determined by a sampling 
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window that is related to the detected scale.  For SURF in particular, the sampling 
window is defined with a radius of 6ݏ pixels, where ݏ is the detected scale [46]. The 
filtering step in the proposed selection process attempts to reduce redundant information 
from overlapping descriptors. Fig. 3.5 exemplifies descriptor scale overlap.  
 
 
Fig. 3.5 Example SURF descriptors and their detected scales [46] 
The initial feature point is selected in the same routine where the node is selected 
based on the descriptor distance and overall average descriptor value for that particular 
cluster. Given the initial feature point, ܨ ଴ܲ, all feature points within the neighborhood of 
6ݏ଴ pixels are discarded, where ݏ଴ denotes the scale of the initial node. The initial node is 
then regarded as the current node.  The descriptor distance (3.1) is computed from the 
current node to all other nodes. The next node chosen is the node with the smallest 
descriptor distance to the current node. Another iteration is started with feature point 
filtering.  This is repeated until all feature points in a cluster are assigned to the graph or 
discarded. Lastly, the resulting graph is discarded if it contains less than four nodes.  





Fig. 3.6 Sample graphs created using greedy node selection with feature point filtering 
3.3. Graph-based Descriptor Matching 
 
For both proposed graph-based region descriptors, the method for comparing two 
descriptors can be regarded as finding the best matching graph. When two graphs are of 
differing sizes, the problem can be viewed as searching for the best sub-graph within the 
larger of the two graphs. 
3.3.1. Spatial and Descriptor Characteristic Matching 
 
With ܩଵ and ܩଶ representing two region descriptors, region matching can be reduced 
to the problem of determining whether or not ܩଵ is a sub-graph of ܩଶ, with | ଶܸ| ൐
| ଵܸ|, ܩଵ ൌ ሺ ଵܸ, ܧଵሻ, ܩଶ ൌ ሺ ଶܸ, ܧଶሻ. For simplicity, we are not searching for exact matches 
but rather similar sub-graphs where the similarity is a calculation based on the feature 
point’s descriptor and spatial information of the graph nodes.  The graph from ܤ௜∗ is 
compared to the graph which spans ܤ௝∗, and the lowest similarity score from the 
comparison is stored in a scoring matrix, ࣧห஻೔∗ห௫ቚ஻ೕ∗ቚ, where ܤ௜∗ represents a cluster of 
feature points.  
 
The nodes have an associated descriptor, ݀ ∈ Թ଺ସand we define the similarity of two 
nodes, ௜ܸ and ௝ܸ, to be ܵி௉ ൌ ฮ݀௜ െ ௝݀ฮ. In a similar fashion, we can define the spatial 
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similarity between two edges, ܧ௜ and ܧ௝ as ܵ஽ ൌ ට൫ݔ௜ െ ݔ௝൯ଶ ൅ ൫ݕ௜ െ ݕ௝൯ଶ, where 
௜ܸ ൌ ሺݔ௜, ݕ௜ሻ and ௝ܸ ൌ ሺݔ௝, ݕ௝ሻ. The similarity between two graphs can then be computed 
as, 
 
	 ܵ ൌ ଵܹ ∑ ܵி௉ ൅ ଶܹ ∑ ܵ஽|ீ೔||ீ೔|
ଵܹ ൅ ଶܹ  (3.16)
   
where ܩ௜ is the smaller of the two graphs being compared, ଵܹis the weight of the feature 
point descriptors while ଶܹ is the weight associated with the spatial distance between 
nodes. For this version, ଵܹ is set to 0.8 and ଶܹ is 0.4. 
 
Given two graphs, ܩ௜ and ܩ௝ such that | ௜ܸ| ൌ ݊, ห ௝ܸห ൌ ݉, and ݊ ൐ ݉, we first 
compute a similarity score between ܩ௝and a sub-graph of ܩ௜, denoted as ܩ௜ᇱ where ܩ௜ᇱ 
contains the first ݉ vertices of ܩ௜. In successive iterations, we extract sub-graphs of size 
݉, starting from the next node in the queue of ܩ௜ until we have ሺ݊ െ ݉ ൅ 1ሻ similarity 
scores. The smallest of these scores are chosen as the similarity score for ௜ࣧ,௝. Once the 
exhaustive search is complete, ࣧ is traversed to find matches which are indicated by 
minimal scores.  
 
If we are comparing two graphs, ܩଵ and ܩଶ, where ݊ ൌ | ଵܸ|, ݉ ൌ | ଶܸ|, and ݊ ൒ ݉, 
we must make ݊ െ݉ ൅ 1 comparison to test ܩଶ against all sub-graphs of ܩଵ. In the 
following figure, the vertices of ܩଵare given as the set ሼ ଵܸ, . . , ହܸሽ and the vertices of ܩଶ as 







Fig. 3.7 Partial graph matching 
For the illustrated example in Fig. 3.7, a matching score is generated for the comparison 
of sets ሼ ଵܸ, ଶܸ, ଷܸሽ and ሼ ଺ܸ, ଻ܸ, ଼ܸ ሽ, ሼ ଶܸ, ଷܸ, ସܸሽ and ሼ ଺ܸ, ଻ܸ, ଼ܸ ሽ, and finally between 
ሼ ଷܸ, ସܸ, ହܸሽ and ሼ ଺ܸ, ଻ܸ, ଼ܸ ሽ.  The minimal score represent the similarity between ܩଵ and 
ܩଶ. Section 3.5 provides example results from matching the connected graph region 
descriptors.  
3.3.2. Angle and Descriptor Characteristic Matching 
 
The proposed similarity measure from equation (3.16) attempts to compare two 
graphs from their structural characteristics and image features; however the previously 
proposed similarity score is not rotationally invariant. Due to this shortcoming, it is the 
aim of the following similarity metric to couple the graph’s angles with image features to 
provide a rotationally invariant score.  Moreover, the metric is structured such that there 




Provided a directed graph with ݊ vertices, ܸ ൌ ሼݒ଴, ݒଵ, … , ݒ௡ିଵሽ, and ݊ െ 1 edges, 
ܧ ൌ ൛݁଴ଵ, ݁ଵଶ, … , ݁ሺ௡ିଷሻሺ௡ିଶሻൟ,  where ݁௜௝ denotes the edge between vertices ݒ௜ and ݒ௝, we 
define the ݊ െ 2 angles as ܣ ൌ ൛ܽ଴ଵ, ܽଵଶ, … , ܽሺ௡ିସሻሺ௡ିଷሻൟ, where ܽ௜௝ represents the angle 
between edges ݁௜ and ௝݁. As a result of the graph’s directed edges, the angle order is 
critical.  For a given graph, two angle descriptors can be constructed to represent the 
structure of the graph. First, a descriptor for a graph with ݊ nodes will be structured with 
݊ െ 2 elements where ݊ ൒ 4.  Let ݀ఏଵ be a graph descriptor composed of the ordered 
angles, 
 







The angles utilized in the computation of ݀ఏଵ are derived from consecutive vectors 
of a directed graph, however the angle between non-consecutive vectors offer an 
additional structural characteristic of the graph-based region descriptor.  When coupled 
with ݀ఏଵ , the descriptor would provide a rotational and scale invariant representation of a 
graph’s structure. The angle between any two vectors, ݁௞ and ݁௠ is defined from the dot 
product. Using this notation, the non-consecutive vector angle descriptor is stated in 
(3.19). 
  
 ߠ௞,௠ ൌ cosିଵ ݁௞ ∙ ݁௠‖݁௞‖‖݁௠‖ (3.18)
  







The angles from ݀ఏଵ and ݀ఏଶ are typically represented with floating point numbers in 
the range 0° to 360°.  In such a scenario, we may use the Euclidean distance for 
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comparing the descriptors; however we propose encoding the angles using the Gray Code 
encoding scheme while using the Hamming distance as a similarity measure between two 
descriptors. The binary encoding process starts by first converting the angle in degrees to 
a binary equivalent using the binary angle measurement approach. This binary string is 
then converted to a Gray Code string for later comparison using the Hamming distance. 
3.3.2.1. Binary Angle Measurement 
 
The binary angle measurement (BAM) is commonly used to represent angles as a 
binary string.  A binary representation provides an efficient structure for data to be stored 
and transmitted.  The primary idea behind BAM is that each bit represents ଷ଺଴ଶ೙
∘
 , where ݊ 
denotes the number of bits in the binary string.  Equation (3.21) provides the relationship 
between an angle, ߠ, and its BAM representation. Fig. 3.8 offers a visual representation 
of the BAM system for 8-bit binary strings.  The proposed angle descriptors use 8-bit 
binary representations.  
 





Fig. 3.8 8-bit BAM representation 
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3.3.2.2. Gray Code  
 
Originally proposed in 1947 by Frank Gray [68], the Gray Code is a binary encoding 
scheme established to represent differences between consecutive values using a single bit. 
Table 3.1 outlines an example of a Gray Code scheme for base-10 numbers 0-7. The 
binary strings illustrate only a single bit change for consecutive integer changes.  
 
Table 3.1 Gray Code encoding for base-10 range 0-7. The red indicates the single bit 





0 000 000 
1 001 001 
2 010 011 
3 011 010 
4 100 110 
5 101 111 
6 110 101 
7 111 100 
 
 For any given binary string, the gray code can be computed quickly. Let a binary 
string ܾ contain ݊ bits, ܤ ൌ ܾ௡ିଵܾ௡ିଶ …ܾ଴, then the Gray Code binary string, ܤܩܥ ൌ 
ܾ݃ܿ௡ିଵܾ݃ܿ௡ିଶ …ܾ݃ܿ଴ is computed according to the following, 
 
 ܾ݃ܿ௜ ൌ ൜ ܾ௜ ݅ ൌ ݊ െ 1ܾ௜ ⊕ ܾ௜ାଵ ݋ݐ݄݁ݎݓ݅ݏ݁ (3.20)
3.3.2.3. Hamming Distance 
 
The Hamming distance is an efficient method for comparing the similarity of two 
binary strings that are of the same length. Originally proposed by Richard Hamming [69], 
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the metric identifies the number of bits that differ across two binary strings.  Stated 
formally, we define two input binary strings, ܤ௜ and ܤ௝, as well as the resulting binary 
string from the logical exclusive-OR of the input strings to be ܪ ൌ ܤ௜ ⊕ ܤ௝. The 
Hamming distance, ݀ு is then defined as, 
 





where ܪ௞ is bit ݇ of binary string ܪ. 
3.3.2.4. Combined Angle and Descriptor Similarity Score 
 
The comparison of two graphs using the angle and descriptor information is 
completed in a similar method as depicted in Fig. 3.7 where a sub-graph of the larger 
graph is compared to the entire smaller graph. For each comparison, a score is generated 
while the smallest of the resulting scores is regarded as the similarity score for the two 
region descriptors. If both graphs contain the same number of nodes, a single score is 
generated and assigned.  
 
When each node of the graph is represented by a SURF feature point, the similarity 
between two nodes is computed using ܵா from (3.1), whereas the angle similarity 






















where ݀ఏଵ௫ ሺ݇ሻ and ݀ఏଶ௫ ሺ݇ሻ are the ݇-th angle in the ݀ఏଵand ݀ఏଶdescriptors, respectively, 
for graph ݔ. The overall score for comparing two graphs is then defined as, 
 
 ܵ ൌ ∑ ܵி௉|௏||ܸ| ൅ ܵఏ (3.23)
  
 
Fig. 3.9 Visual representation of the angle descriptor components 
As a simple example, given two graphs of the same size, as illustrated in Fig. 3.9, we can 
calculate the similarity between the two graphs as, 
ܵ ൌ ܵி௉ሺܨ଴, ܨସሻ ൅ ܵி௉ሺܨଵ, ܨହሻ ൅ ܵி௉ሺܨଶ, ܨ଺ሻ ൅ ܵி௉ሺܨଷ, ܨ଻ሻ4 ൅
݀ுሺߠଵ, ߠସሻ ൅ ݀ுሺߠଶ, ߠହሻ







A database consisting of images from a scene before and after a disaster where used 
to evaluate the effectiveness of the proposed graph-based region descriptor. The test set 
of images are comprised of images from urban landscapes, aerial photography, scenes 
before and after a disaster, as well as a few general objects to demonstrate the robust 
matching of the proposed descriptor.    
3.4.1. Graph Matching 
 
The proposed region descriptor matching scheme is shown to be effective for 
identifying graphs of similar structure, as shown in Fig. 3.10. The descriptors defined in 
(3.17) and (3.19), coupled with the similarity metric in (3.22), present a rotational and 
scale invariant approach for comparing the structure of two graphs, whereas the 
contribution to the overall similarity score in (3.23) from ܵி௉ ensures pixel distributions 
between the two graphs exhibit related textural characteristics.  
 
 




b. Illustrates an example of graphs with differing number of nodes. The red highlighted 
sub-graph on the right was found to be the best match for the graph on the left 
Fig. 3.10 Two examples of matched graphs using SURF feature points and their angles 
3.4.2. Feature Matching Across Images 
 
For all three scenarios evaluated, the proposed region descriptor demonstrated robust 
ability for feature matching in urban scenes, aerial photographs and when applied to 
general objects. The building and aerial images are greatly affected by both photometric 
and geometric variations due to the state of the scene after a disaster, whereas the general 
objects exhibit little photometric difference due to lighting variations but show the 
objects from different perspectives. 
 
The images in Fig. 3.11 demonstrate the robust nature of the proposed graph-based 
region descriptor for feature matching.  Fig. 3.11a and Fig. 3.11b depict scenes after and 
during a disaster, respectively.  Both scenarios exhibit a high number of correctly 
matched features even under local deformations that range from content differences to 
geometric variations.  The examples in Fig. 3.11c and Fig. 3.11d provide strong evidence 
that the proposed region descriptor is effective for general objects from varying 
perspectives.  Lastly, the proposed method is shown to match feature accurately for aerial 




a. Descriptor’s matching abilities for urban landscapes after a disaster 
 
 




c. Example descriptor use with general objects that are affected by perspective variations 
 
d. Example descriptor use with general objects that are affected by perspective variation 




e. Depicts the proposed region descriptor utilized with an aerial image of a territory 
affected by natural disaster 
Fig. 3.11 Example image pairs demonstrating the feature matching abilities of the 
proposed region descriptor 
3.4.3. SIFT, SURF and BRISK Matching Comparisons 
 
 Given two images, ܫଵ and ܫଶ, that vary under a projective transform, there exists a 
transformation matrix, ܪ, such that ܫଶ ൌ ܪܫଵ. If the transformation matrix is known, the 
location of a feature point in ܫଵ can be identified in ܫଶ according to, ቂݔଶݕଶቃ ൌ ܪ ቂ
ݔଵݕଵቃ, where 
ሺݔଵ, ݕଵሻ and ሺݔଶ, ݕଶሻ are the spatial coordinates of feature points in ܫଵ and ܫଶ, 
respectively.  The following process was used to identify the number of correctly 
matched feature points for a group of 41 matched images.  
 
 For each image pair, manually select 10 matching control points across both 
images.  
 Estimate the transformation matrix using the Direct Linear Transform. 
 For each feature point in the reference image, calculate the projected point in the 
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respectively, which indicates the effectiveness of the graph-based region descriptor in 
situations involving disaster scenes.   
 
 The overall distributions depicted in Fig. 3.13 Matching accuracy distribution for the 
proposed region descriptor, SURF, SIFT and BRISK. indicate the effectiveness of the 
proposed region descriptor by illustrating the descriptor’s superior distribution for higher 
matching rates.  Similarly, for lower matching rates, the proposed descriptor is observed 
to have the lowest distribution, further indicating the proposed method’s robustness in 
situations that involve large variations which adversely affect the traditional approaches. 
Each of the image sets can be categorized according to the difficulty associated with 
feature matching.  The sources of such difficulties may be a combination of geometric 
variations from perspective differences, and image content variations from the effects of 
a disaster, object occlusion, or lighting conditions.  31.7% of the test cases exhibit 
examples of each difference that adversely affect the matching process.  In these 
instances, the matching rate is low; however the proposed region descriptor still 
outperforms the traditional methods.  Similarly, approximately 24.6% of the test cases 
provide examples where the variations are not as extreme and therefore the matching 
results are more favorable.  Lastly, approximately 43.7% of the test data is comprised of 
images where distinct features are easily matched across images.  In all three scenarios, 
the proposed region descriptor is shown to be more robust than the traditional methods.  
 





Average 24.65 35.18 14.20 62.19
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4. COMPREHENSIVE FEATURE AND TEXTURE FUSION-BASED 
IMAGE REGISTRATION APPROACH  
 
Image-based situational awareness may require images of the same scene, event or 
object, but from differing perspectives, to be analyzed from a mutual coordinate system. 
Furthermore, fusion of such data is relevant in applications where partial information 
from multiple sources can offer a comprehensive perspective of a scene, situation, or 
event. Applications including disaster scene analysis, emergency assessment, early 
warning systems, and statistics collection, can benefit from a universal view of a given 
data set.  
 
Registration is a common task that estimates the transformation parameters relating 
two images. The aim is to project one image such that both images contain some region 
which overlap and may appear to be from the same perspective.  This region of interest 
isolates areas of the images that may share common details and features. Moreover, areas 
designated as not mutual may offer desired data for a particular application, such as 
disaster risk management.  The estimation of the transformation parameters can be 
accomplished once a suitable set of matched points or features are identified that 
accurately represent the geometric differences. Once the homography is computed, a 
similarity measure is used to gauge the effectiveness of the overall process.  
 
The proposed algorithm relies on a coarse search to identify similar regions between 
images. To complete this task, pixel intensities are compared directly using the 
Normalized Cross Correlation between localized image patches. With the identified 
similar regions, a fine search is executed such that invariant feature points are extracted 
as candidate control points. The set of candidate points are further reduced using a 
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forward-backward matching process.  Finally, the remaining control points are used in a 
variation of the DLT algorithm for estimating the homography. Fig. 4.1 provides an 
overview of the main phases of the algorithm. Using the estimated homography 




Fig. 4.1 Algorithm overview 
4.1. Coarse Image Search 
 
Given reference and target images, the query image is segmented into equal sized 
blocks, as shown in Fig. 4.2. 
 
 















here x and 







ck of the ta
mparison v
ܰܥܥ










ൌ 1ݔݕ െ 1෍௜
imensions o
the referenc
C metric.  
rch. 
















d from the i
tified using 












































4.2. Fine Image Search 
 
After the identification of matched image patches, the proposed method detects, 
extracts and matches invariant feature points which will be the basis for the 
transformation matrix estimation.  The coarse search reduces the search space for a set of 
feature points.  For this work, SURF keypoints are exploited with a symmetric matching 
scheme for improved matching accuracy. A detailed overview of SURF can be found in 
Section 2.2.1.2. 
 
The similarity between two SURF points is simply the Euclidean distance of their 
64-dimensional descriptor (4.2); however, for objects with a repetitive structure, such as 
buildings with many similar windows, the SURF descriptor is not discriminative enough 
to provide a one-to-one matching across images.  
 





where ݀ଵ௞ሾ݅ሿ and ݀ଶ௠ሾ݅ሿ represent the ݅-th component of descriptors ݇ and ݉, from image 
1 and 2, respectively. 
 
If ܧܦଵ௞,௠ is the Euclidean distance of the best match for descriptor ݇ from image 1, 
and ܧܦଵ௞,௡ is the distance of the second best match for descriptor ݇, then the matched 
descriptor pair is added to the set according to, 
 




   
 
The set ܯ ଵܲଶ represents the set of matched pairs that satisfy (4-3) using image 1 as the 
reference and image 2 as the target image. Similarly, a second set, ܯ ଶܲଵ is also 




 ܯ ଶܲଵ ൌ ܯ ଶܲଵ ∪ ቊሺ݆, ݊ሻ | ܧܦଶ
௝,௡
ܧܦଶ௥,௡ ൏ 0.85ቋ 
(4.4)
   
where ܧܦଶ௝,௡ denotes the smallest distance between descriptor ݊ from image 2 and ݆ of 
image 1, while ܧܦଶ௥,௡ is the distance for the second best match for descriptor ݊.  A third 
set is constructed as the intersection of the first two.  
 
 
 ܯ ௌܲ ൌ ܯ ଵܲଶ ∩ ܯ ଶܲଵ (4.5)
   
 
ܯ ௌܲ represents the set of symmetric match pairs. In other words, the best matched pair 
from image 1 to 2 is also the best matched pair from image 2 to 1. This condition ensures 
a one-to-one mapping of local feature points.  To further improve the accuracy of the 
SURF matching process, the set of symmetric matches is examined to determine the best 
matched pair.  Let ݀஻ெ denote the best matched distance between two feature points in 
ܯ ௌܲ. Then the set ܯ ௌܲ is pruned to eliminate any matched pairs according to the 
following, which results in a new set, ܯ ௌܲ∗, 
 
 
 ܯ ௌܲ∗ ൌ ሼܯ ௌܲ|ܧܦ ൑ 2 ∗ ݀஻ெሽ, (4.6)
   
 
where ܧܦ denotes the set of matched distances for each feature point pair in ܯ ௌܲ.  The 






a. SURF matches using FLANN matcher without symmetric matching 
 
 
b. SURF using FLANN matcher and symmetric matching. As illustrated, many outlier 
matches have been omitted 
Fig. 4.4 Example SURF matching with and without symmetric matching 
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4.3. Transformation Parameter Estimation 
 
Image registration is a process that aims to map one image to another through an 
estimation of a transformation matrix. To do so, at least four non-collinear matched 
control points are required in each image.  Let ሺݔ௜, ݕ௜ሻ be the coordinates in the reference 
image, and ሺݔ௜ᇱ, ݕ௜ᇱሻ be the control points in the query image, where ݅ ൌ 1,2,3,4. Then 
visually, the goal is to find the transformation matrix which maps one shape to the other 
as illustrated in Fig. 4.5. 
 
 
Fig. 4.5 Control point matching 
 
The Direct Linear Transform (DLT) algorithm outlined in [70] provides a novel 
approach for estimating the homography matrix through the Singular Value 
Decomposition. Let ࢞ ൌ ൥
ݔଵݕଵݖଵ




቏ be the normalized control point pairs such 
that ࢞ᇱ ൌ ࡴ࢞. Using the normalized control points, a matrix ܣ ∈ Թଷ௡	௫	ଽ is constructed 
such that, 
 


























   
 ܣ ൌ ൥
ܣଵ⋮
ܣ௜




The singular value decomposition of ܣ yields the homography parameters in the last 




As a baseline for comparison, the image registration technique used in [71] was 
implemented. These works relied on SURF feature points and the Random Sample 
Consensus (RANSAC) method for the detection of matched control points. Fig. 4.6 
illustrates an example of the registration results strictly using the best matched SURF 
feature points and DLT.  Visual inspection of the results verifies the inaccuracies of the 
matched control points. Fig. 4.7 provides results using the same set of images but 




a. b. c. 
Fig. 4.6 Matched SURF feature points from a reference (a) and query image (b). The 






a. b. c. 
Fig. 4.7 Reference and query images shown with similar patches denoted in red boxes 
and identified control points designated with green circles (a). The remapped query 
image after registration (c) 
The remainder of the tests was conducted on images from the Amsterdam Library of 
Object Images [72], which provides many object images taken from different 
perspectives and lighting conditions. The average computation time for the proposed 
algorithm was 5 seconds for each image of resolution 320x240.  
 
In instances where six or more correct control points are identified, the effect of 
outlier control points on the registration accuracy was negligible, as is illustrated in Fig. 
4.8. With the inclusion of more correctly matched control points, the parameter 
estimation becomes more resilient to the incorrectly identified points. Through the two-
phase search algorithm involving the coarse image search, followed by the fine search 
through invariant feature detection, the proposed method has demonstrated high accuracy 





a. e. i. 
 
b. f. j. 
 




d. h. l. 
Fig. 4.8 Registration results depicting the reference images (a-d), query images (e-h), and 
transformed query image (i-l).  The red boxes indicate the matched image patch while the 
green circles denote the detected feature points 
 As realized in Fig. 4.8, the proposed hybrid method can be effective in scenarios 
involving high contrast, such as the examples shown in Fig. 4.8a and Fig. 4.8b.  The 
example in Fig. 4.8c suggests the method is effective for aerial imaging where small 
geometric variations exist such as translations and rotations.  Applications involving 
image stitching and mosaicking of natural scenes may benefit from the hybrid technique.  
The example illustrated in Fig. 4.8c provides an example where the proposed method 
could use improvement.  Such situations are characterized by objects with repeated 
structural elements.  In these scenarios, the coarse template matching will be adversely 
affected by the image content.  Since the overall registration is dependent upon the 
accuracy of the coarse search, the overall registration will be inaccurate, as shown by the 




In this chapter a novel image registration technique that employs both intensity and 
feature-based analysis for the identification of suitable control points across images is 
proposed.  Initial image region similarities are identified through an exhaustive search 
involving the Normalized Cross Correlation measure. By determining the image patches 
with maximized NCC values, one is able to drastically narrow the feature search space. 
  
75
The next phase involves computation of invariant features that are matched using a two-
phase matching process.  This forward and backward matching ensures one-to-one 
correspondence of control points and minimizes the amount of potential outlier points. 
Lastly, the Direct Linear Transform is utilized to estimate the homography between 
images for the over-determined system.  Because the proposed solution does not rely on 
optimization algorithms, the results are not affected by the discovery of a global 
optimum, which may negatively affect the common approaches. The results verify the 







5. MULTISTAGE FEATURE-BASED IMAGE REGISTRATION 
Images depicting a scene before and after a disaster pose many challenging problems 
for image processing algorithms such as image registration.  Due to the potentially large 
variations in textural and geometric properties, a single image registration algorithm 
cannot be solely used for all test cases.  To accommodate a larger range of scenarios, we 
propose a multi-stage method that evaluates the results along each phase to determine if 
subsequent stages are necessary. The aim of such an approach is to broaden the image 
registration capabilities for images under large amounts of photometric and geometric 
variation.  
 
Fig. 5.1 General overview of the tasks involved in the proposed image registration 
method 
 The initial step is to determine a coarse registration exploiting the translational 
properties of the Fourier Transform. This approach is a common preprocessing task; 
however we propose a method for recovering the rotation using image edge maps instead 
of the typical grayscale images.  The coarse registration phase is then evaluated using a 
simple approach involving the analysis of color pixel distributions.  Per the registration 
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Once represented in grayscale, both input images are filtered for noise. A simple 3x3 
Gaussian filter is used to smooth the images by eliminating noise.  In the time domain, 
the images are convolved with the Gaussian kernel which is defined as, 
 







Here, ߪ௫ and ߪ௬ are the standard deviations for the ݔ and ݕ components and dictate the 
bandwidth of the filter.  For the proposed registration method, ߪ௫ and ߪ௬ are defined as 2 
pixels.  
5.1.1. Translation Estimation 
 
The Fourier Shift Theorem stated in (5.3) offers a valuable tool for determining the 
translation, rotation, and scale parameters that relate two images. Let ࣠ሼ∙ሽ denote the 
Fourier transform for signal ݂ሺݐሻ, then the theorem states,  
 
 ࣠ሼ݂ሺݐ െ ߙሻሽ ൌ ݁ି௝ଶగ௦ఈܨሺݏሻ, (5.3)
 
where ߙ and s represent the offset and frequency domain variable. 
 
If two images differ only by a translation, ܫଵሺݔ, ݕሻ ൌ ܫଶሺݔ െ ݔ௧, ݕ െ ݕ௧ሻ, then the 
image representations in the frequency domain is given as, 
 
 ܫଵሺݑ, ݒሻ ൌ ݁ି௝ଶగሺ௨௫೟ା௩௬೟ሻܫଶሺݑ, ݒሻ, (5.4)
 







|ܫଵሺݑ, ݒሻ| ൌ ݁









|ܫଵሺݑ, ݒሻܫଶሺݑ, ݒሻ| ൌ ݁
௝ଶగሺ௨௫೟ା௩௬೟ሻ, (5.7)
 
where ܫଶ∗ሺݑ, ݒሻ is the complex conjugate of ܫଶ. The normalized cross-spectrum, 
ூభሺ௨,௩ሻூమ∗ሺ௨,௩ሻ
|ூభሺ௨,௩ሻூమሺ௨,௩ሻ| in (5.7) is an impulse function in the time domain at the location of the 
translation parameters ሺݔ௧, ݕ௧ሻ.  
 
 ࣠ିଵ ቊ ܫଵሺݑ, ݒሻܫଶ
∗ሺݑ, ݒሻ
|ܫଵሺݑ, ݒሻܫଶ∗ሺݑ, ݒሻ|ቋ ൌ ࣠
ିଵ൛݁௝ଶగሺ௨௫೟ା௩௬೟ሻൟ ൌ ߜሺݔ െ ݔ௧, ݕ െ ݕ௧ሻ (5.8)
 
Therefore the registration parameters may be recovered according to (5.9). 
 
 ൫ݔ௣, ݕ௣൯ ൌ max௫,௬ ቈ࣠ିଵ ቊ
ܫଵሺݑ, ݒሻܫଶ∗ሺݑ, ݒሻ
|ܫଵሺݑ, ݒሻܫଶ∗ሺݑ, ݒሻ|ቋ቉ (5.9)
 
For conversion to and from the frequency domain, the origin of the image is taken at 
the center of the image whereas the image’s reference point resides in the upper left 
corner, therefore the peak location of the cross-correlation matrix must be correct. The 
following relations are used to offset the translation results, given the peak location of the 
cross-correlation matrix as ൫ݔ௣, ݕ௣൯ and the number of rows and columns in the original 






ݔ௣ െ 1 ݔ௣ ൏ ݊2





 ݕ௧ ൌ ൞
ݕ௣ െ 1 ݕ௣ ൏ ݉2









Fig. 5.4 Cross-correlation matrix showing a peak at (543,269) which indicates a 
translation of (-58,-22) is required. The XYZ (a), XZ (b) and YZ(c) views are provided 
for illustrative purposes 
 
Fig. 5.5 Aerial image depicting a residential neighborhood after a fire.  Original reference 
image (left) and translated query image (right) 
An example cross-correlation matrix is visualized in Fig. 5.4 where the peak 
identifies the translation parameters.  Using the identified parameters, the resulting coarse 
registration is provided in Fig. 5.5.  
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5.1.2. Rotation Estimation 
 
The Fourier Shift theorem can be further employed to determine the rotation and 
scaling parameters that relate two images. To do so, the edge map for each image is used 
in the log-polar domain.  Given two images in the spatial domain, ܫଵሺݔ, ݕሻ and ܫଶሺݔ௥, ݕ௥ሻ 
where ܫଶ varies from ܫଵ by a rotational displacement, ߠ௥, the relationship is defined as, 
 
 ܫଶሺݔ௥, ݕ௥ሻ ൌ ܫଵሺݔ cos ߠ௥ െ ݕ sin ߠ௥, ݔ sin ߠ௥ ൅ ݕ cos ߠ௥ሻ. (5.12)
 
Computing the Fourier transform of both sides yields, 
 
 ܫଶഥሺݑ, ݒሻ ൌ ܫଵഥሺݑ cos ߠ௥ െ ݒ sin ߠ௥, ݑ sin ߠ௥ ൅ ݒ cos ߠ௥ሻ. (5.13)
 
After converting ܫଵഥ  and ܫଶഥ  to polar coordinates, it can be seen that the rotation in the 
spatial domain will be observed as a translation in the frequency domain using polar 
coordinates.  
 
 ܫଶഥሺݎ, ߠሻ ൌ ܫଵഥሺݎ, ߠ െ ߠ௥ሻ. (5.14)
 
Thus, the process for recovering the rotational differences between two images 
involves the same procedure outlined in 5.1.1 but utilizing polar instead of spatial 
coordinates.  
5.1.2.1. Canny Edge Detection 
 
In [73] John Canny proposes an edge detection technique that is ubiquitously known 




1. Good detection that distinguishes the maximum number of edges within an 
image. 
 
2. Good localization to ensure the detected edge is within a small proximity of 
the original edge in the image. 
 
3. Minimal response is desired to guarantee that an edge is only detected once 
while neglecting to detect noise as false edges. 
 
With the aim of reducing noise that may introduce false edges, the image is initially 
convolved with a Gaussian function.  The discrete smoothing kernel used to estimate 
equation 5-2 with ߪ௫ ൌ ߪ௬ ൌ 1.0, is defined to be, 
 
 ܩ ൌ 1273
ۏێ
ێێ
ۍ1 4 7 4 14 16 26 16 4
7 26 41 26 7
4 16 26 16 4




After noise reduction, the image gradients are determined using a pair of Sobel 
filters.  The gradient masks in the x-direction and y-direction are as follows [74], 
 
















 ܩ ൌ ටܩ௫ଶ ൅ ܩ௬ଶ (5.18)
 
 ߠீ ൌ tanିଵ ܩ௬ܩ௫  (5.19)
 
A search through the gradient magnitudes, ܩ, reveal edge pixels through a non-
maximum suppression approach. For a given pixel with gradient magnitude, ܩሺݔ, ݕሻ, the 
corresponding angle, ߠீሺݔ, ݕሻ, and neighboring pixels are considered to validate the 
current pixel as belonging to an edge. The following criteria are used to classify each 
pixel in the image where each angle is quantized to 0°, 45°, െ135°, േ90°, െ45°, 135° and 
the pixel ݌ belonging to the set of edge pixels is denoted as ݌ ∈ ܧ. 
 
 If ߠீሺݔ, ݕሻ ൌ 0, 
ሼ݌ ∈ ܧ	|	ܩሺݔ, ݕሻ ൐ ܩሺݔ െ 1, ݕሻ, ܩሺݔ, ݕሻ ൐ ܩሺݔ ൅ 1, ݕሻሽ 
 If ߠீሺݔ, ݕሻ ൌ 45°, െ135°,	 
ሼ݌ ∈ ܧ	|	ܩሺݔ, ݕሻ ൐ ܩሺݔ െ 1, ݕ െ 1ሻ, ܩሺݔ, ݕሻ ൐ ܩሺݔ ൅ 1, ݕ ൅ 1ሻሽ 
 If ߠீሺݔ, ݕሻ ൌ േ90°, 
ሼ݌ ∈ ܧ	|	ܩሺݔ, ݕሻ ൐ ܩሺݔ, ݕ െ 1ሻ, ܩሺݔ, ݕሻ ൐ ܩሺݔ, ݕ ൅ 1ሻሽ 
 If ߠீሺݔ, ݕሻ ൌ െ45°, 135°, 
ሼ݌ ∈ ܧ	|	ܩሺݔ, ݕሻ ൐ ܩሺݔ െ 1, ݕ ൅ 1ሻ, ܩሺݔ, ݕሻ ൐ ܩሺݔ ൅ 1, ݕ െ 1ሻሽ 
 
The resulting set of edge pixels, ܧ, represents a binary image called thin edges. Two 
additional passes through ܧ is conducted where two thresholds are used to produce the 
final edge map. The first pass traces edge pixels while maintaining edge pixels above the 
high threshold and connected to an edge. It is conceivable that there will be identified 
edge pixels with a large gradient magnitude, however if these pixels are not connected to 
an edge, they are discarded. Similarly, a second pass is performed to eliminate any edge 




Edge trace hysteresis has the distinct disadvantage of using thresholds which cannot 
be generalized for all images; therefore the proposed registration method adopts a similar 
method as discussed in [75].  Let ܫሺݔ, ݕሻ denote a grayscale image. Then the thresholds 
used are calculated from the following,  
 
 ߬௟௢௪ ൌ 23 ∗
∑ ∑ ܫሺݔ, ݕሻ௬௫
|ܫሺݔ, ݕሻ|  (5.20)
 
 ߬௛௜௚௛ ൌ 43 ∗
∑ ∑ ܫሺݔ, ݕሻ௬௫
|ܫሺݔ, ݕሻ|  (5.21)
 
Fig. 5.6 provides an example image and its corresponding Canny edge map that was 









b. Canny edge maps for reference (left) and query (right) images 
Fig. 5.6 Example original (a) and calculated Canny edge maps (b) 
5.1.2.2. Morphological Operations 
 
Mathematical morphology operators in image processing are used to describe 
portions of the image using shapes instead of individual pixels. The operators are applied 
using set theory and can all be decomposed into two basic operations, erosion and 
dilation [76,77]. While many applications apply morphology to binary images, their uses 
have since been extrapolated to grayscale and color imaging.  
 
For the proposed coarse registration phase, morphological operations are applied to 
the image edge maps that are used for rotational estimation.  They are used such that 
major features of an image, such as the side of a building or a major roadway, are 
preserved while smaller features that may negatively affect the registration outcome are 
removed.  The aim of the operators is to reduce the image to a few large distinct features 
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equation (5.25) will preserve the main objects in an image while eliminating disjoint 
internal regions and external nubs.  An example canny edge map is given in Fig. 5.10a 
along with the resulting binary image from applying the ܯሺܫ, ܵ஽, ܵாሻ operator.  
 
 ܯሺܫ, ܵ஽, ܵாሻ ൌ ൫ሺܫ ⊕ ܵ஽ሻ ⊝ ܵா൯⊕ ܵ஽. (5.25)
 
 
a. b. c. 
Fig. 5.10 (a) Original canny edge map, (b) binary image after closing operation, and (c) 
binary image after dilating closed image according to ܯሺܫ, ܵ஽, ܵாሻ 
5.1.2.3. Log-Polar Representation 
 
An image in the spatial domain, ሺݔ, ݕሻ is related to an image in the log-polar domain, 
ܫሺߩ, ߠሻ using the following transform, 
 
 ߩ ൌ log ቀඥݔଶ ൅ ݕଶቁ (5.26)
   
 ߠ ൌ tanିଵ ݕݔ (5.27)
 
Log-polar representation allows the recovery of scale and rotation parameters while 
exploiting frequency domain analysis.  In the proposed coarse registration method, the 
altered canny edge map’s coordinates are transformed to polar coordinates while using 
bilinear interpolation.  The derived edge maps accurately model the shapes of the 
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dominant objects within a particular scene while suppressing potential details which may 
negatively affect the frequency domain analysis.  
 
 
a. b. c. 
Fig. 5.11 (a) Original image, (b) image edge map after morphological operations, and (c) 
log-polar edge map 
5.2. Registration Evaluation 
 
After the coarse registration stage and subsequent registration attempts, the 
registered query image is compared to the original query image in order to determine the 
effectiveness of that particular registration approach.  The hypothesis is that an image’s 
color histograms should be similar before and after registration.  For images in the RGB 
color space, there are three histograms associated with the image.  Each color channel’s 
histogram consists of 256 bins while each distribution is normalized.  The normalized 
histogram for an arbitrary color channel is given in (5.28) while an example set of 
histograms for a query image and correctly registered query image is given in Fig. 5.12, 
while Fig. 5.13 provides example histograms for a query image and an incorrect 
registration of the same image.  
 
 ݄௫ሺ݊ሻ ൌ
∑ |ܫሺݔ, ݕሻ ൌ ݊|௫,௬




Let ݄௫ଵ and ݄௫ଶ represent the histograms of images 1 and 2, respectively, for color 
channel ݔ.  Then the similarity between the two images for an arbitrary 8-bit color 
channel, ݔ, is defined as, 
 





Evaluating two color images in the RGB color space requires the calculation of three 
similarity scores; therefore the proposed registration verification method imposes a 
threshold that is the sum of the three histogram scores.   
 
 ߬௛ ൌ ܵ௛ோ ൅ ܵ௛ீ ൅ ܵ௛஻ (5.30)
 
Through experimentation, it has been determined that a value of 0.15 for ߬௛ offers a 







Fig. 5.12 (a-c) R,G, and B histograms for original query image, (d-f) R,G, and B 









Fig. 5.13 (a-c) R,G, and B histograms for original query image. (d-f) R,G, and B 
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sliding window. For each comparison, the normalized cross correlation metric is used to 
associate a similarity score with the two image patches.  The normalized cross-correlation 
equation is given as,  
 
 ܰܥܥ ൌ 1݉ ∗ ݊෍




where ܫሺݔ, ݕሻ is the grayscale reference image, ݐሺݔ, ݕሻ ∈ Թ௠	௫	௡ is the image patch from 
the query image, whereas ܫ ̅ and ݐ̅ are the means of ܫሺݔ, ݕሻ and ݐሺݔ, ݕሻ, respectively. ߪூ 
and ߪ௧ denote the standard deviation of pixel intensities for ܫሺݔ, ݕሻ and ݐሺݔ, ݕሻ. 
 
For the proposed registration system, the query image is segmented such that each 
segment is 50 pixels wide and 50 pixels tall.  Of all the matched pairs, the set of images 
with the 8 lowest scores are chosen for feature point matching, unless the total number of 
patches is less than 8 in which case all matched pairs are utilized.    
 
Invariant feature points are then extracted and matched on a matched-pair basis, 
independent of any other patches.  The proposed method exploits the symmetric 
matching scheme discussed in section 4.2 to ensure a one-to-one mapping of feature 
points. The set of matched feature points is then used as the set of control points for the 
direct linear transform.  This process is shown in Fig. 5.18. 
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Fig. 5.20 Example matches using the unrestricted graph-based region descriptor matching 
method 
5.6. Alternate Invariant Feature Points 
 
The proposed methodologies thus far have cited invariant feature points as the basis 
for the graph-based region descriptor and comprehensive registration approach.  More 
specifically, the examples and discussion outline the processes using SURF feature 
points; however the described framework is also capable of utilizing other invariant 
feature points.  This section examines the Binary Robust Invariant Scalable Keypoint 
(BRISK) as an alternative to SURF.  A detailed summary of the binary descriptor can be 
found in Section 2.2.1.4. 
 
BRISK offers several advantages over SURF which suggests the descriptor should 
be considered for the proposed methodology.  The structure of the descriptor consists of a 
bit-string that reduces the amount of space required to store the descriptor and greatly 
reduces the latency for comparing two descriptors.  Moreover, the authors in [50] indicate 
comparable matching accuracy when compared to SURF while decreasing computation 




5.6.1. Limited Window Graph-based Registration with BRISK 
 
Feature point detection can be based on any detector, however the authors in [50] 
propose the use of FAST which is a corner detector based on decision trees and non-
maximal suppression.  Clustering is performed using a Gaussian-based k-means method, 
as summarized in 3.2.2.1.   
 
In order to create the graphs, a modified approach needs to be defined for identifying 
the initial node and for comparing nodes within a graph.  While using SURF feature 
points, the initial node is determined as the node with the least distance to the average 
value of all nodes within a particular cluster.  This idea is extended to BRISK by defining 
a descriptor that represents all descriptors within a group.  The majority vote descriptor 
(MVD) is a 512-bit string defined as, 
 
 ܯܸܦ ൌ ሼܾ଴, ܾଵ, … , ܾହଵଵሽ. (5.34)
 
Given a cluster of ݇ feature points that belong to the same cluster, ሼܨ ଴ܲ, ܨ ଵܲ, … , ܨ ௞ܲିଵሽ, 
we denote bit ݅ of the majority vote descriptor as ܯܸܦሺ݅ሻ and bit ݆ of feature point ݊ as 
ܨ ௡ܲሺ݅ሻ.  Then bit ݅ of ܯܸܦ can be formulated as follows, 
 







Descriptor comparison is accomplished using the Hamming distance that is defined 
as number of set bits from the bit-string result of a bit-wise XOR operation on two 
descriptors. Given two descriptor bit-strings, ݀௜and ௝݀, the XOR result, ݎ ൌ ݀௜ ⊗ ௝݀, is 








Using both the MVD for each cluster and the Hamming distance similarity metric, 
the graphs are constructed using the same greedy algorithm that is proposed in Section 
5.3.  Similarly, the matching process relies on the Hamming distance score instead of the 
Euclidean distance calculation. More specifically, the proposed similarity score for 




|ܸ| ൅ ܵఏ (5.36)
 
 ܵ஻ி௉ ൌ ܪሺ݀௜, ௝݀ሻ512  (5.37)
 
where ܪሺ݀௜, ௝݀ሻ is the Hamming distance between descriptors ݀௜ and ௝݀, and ܵ஻ி௉ is the 
normalized Hamming score for two descriptors.  
5.6.2. Comprehensive Registration with BRISK 
 
The comprehensive registration method also requires little modification to utilize the 
BRISK descriptor.  A coarse search is still performed using the normalized cross-
correlation template matching scheme.  Feature point detection is achieved with the 
FAST corner detector.  While the symmetric matching scheme is coupled with the 
Hamming distance metric for robust one-to-one feature point matching.  
5.6.3. Unrestricted Graph-based Registration with BRISK 
 
The unrestricted graph-based registration approach is altered in the same fashion as 
the limited neighborhood graph-based registration method.  Feature point detection is 
accomplished through the FAST corner detector while a Gaussian-based k-means 
  
104
algorithm is exploited for feature point clustering.  A majority vote descriptor is 
calculated in order to identify the initial node for the graph creation process.  The k-
nearest neighbor method to determine the shortest-path is coupled with the  
Hamming distance to provide the basis in which the graphs are created. Lastly, an 
exhaustive search is performed to match graphs across images using the similarity score 
proposed in equation 5-36. 
5.7. Summary 
 
In this section a multi-stage image registration process is proposed.  An initial coarse 
registration is attempted using the log-polar Fourier registration approach with image 
edge maps. The resulting registration is judged by the color histograms before and after 
registration. If deemed accurate, a limited search window with the proposed graph-based 
region descriptor is utilized. The registration results are again verified through color 
histograms.  If the limited window approach fails, a comprehensive method, which 
couples an intensity-based coarse search and feature-based fine search for suitable 
registration control points, is pursued. Finally, if the comprehensive method is 
determined to be inaccurate, a broad search exclusively using the proposed graph-based 
region descriptor is conducted. Lastly, a thoroughly analysis is presented on an 






6. RESULTS AND DISCUSSION 
In the following sections, the results from each significant phases of the method 
outlined in Chapter 5 are presented and discussed.  Furthermore, the outcome of the 
overall proposed approach is provided for a test databases that consists of 41 image pairs 
of scenes before and after a disaster.  The database is composed of aerial images and 
images depicting urban scenes.  Additionally, a second database consisting of additional 
buildings for varying viewpoints as well as a set of general objects from the Amsterdam 
Object Library [72], is used to prove viability of the proposed methods to other 
applications.  Lastly, performance benefits realized from a GPU implementation is 
discussed. 
 
6.1. Initial Coarse Registration 
 
The initial phase correlation registration task attempts to recover translation and 
rotation parameters from the cross power spectrum of two images.  In order to analyze 
the effectiveness of the transformation parameter estimation, the reference image from 
each image pair is rotated between 1° and 180°, in 1° increments.  The rotated reference 
image is then registered to the original reference image.  The root mean square error 
(RMSE) is calculated for each image set according to, 
 
 ܴܯܵܧ ൌ ඩ1݊෍൫ݔ௘
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poor coarse registration.  The poor coarse registration can be attributed to large variations 
in image content between the reference and query image.  In the provided example, a 
large fire is present in the query image.  This obstruction negatively affects the rotational 
estimation.  In an ideal situation, the coarse registration is most advantageous if only 
geometric variations are present, whereas photometric variations such as obstructions or 
large amounts of noise adversely affect the results.  Fig. 6.3 and Fig. 6.4 show images 
that vary in lighting conditions; however, the edge maps are similar enough that the 
translation and rotation parameters are easily recovered.  
 
 





b. Original query image 
 
c. Registered query image after phase correlation with Canny edge maps 




a. Original reference image 
 




c. Registered query image after phase correlation with Canny edge maps 
Fig. 6.4 Coarsely registered images from an aerial view of structural content 
 




 b. Original query image 
 
c. Coarsely registered query image. 
Fig. 6.5 Failed coarse registration of an urban scene 
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6.2. Limited Window Graph-based Region Descriptor Registration 
 
The limited window graph-based region descriptor registration approach exploits the 
results of the log-polar phase correlation registration.  If the coarse registration step is 
validated using the color histograms, as discussed in Section 5.2, invariant feature point 
clusters are used as a basis for forming k nearest neighbor (k-NN) shortest distance 
graphs, where ݇ ൌ 1.   The registration technique’s success is directly related to the 
matching of the graph-based region descriptors.  Since the coarse registration is verified 
to be accurate, the search space for matching graphs is greatly reduced.  Fig. 6.6 
illustrates several examples of matched region descriptors.   
 
The examples shown in Fig. 6.6 provide evidence supporting the broad applications 
in which the proposed region descriptor can offer accurate feature matching.  Each 
example shows the reference image on the left while the query image is provided on the 
right.  The detected graph-based region features are identified with red bounding boxes 
while the green lines illustrate the matched pairs across images.  Fig. 6.6a gives an 
example of an aerial image with partial occlusion of a natural scene, while Fig. 6.6b and 
Fig. 6.6c are examples of an aerial view of residential building and of an urban scene, 
respectively.  The region descriptor is shown to provide accurate matches for all three 
scenarios when both geometric and photometric differences exist between images.   
Furthermore, visual inspection indicates high matching accuracy as observed by the 






a. Region descriptor matching on an aerial image with photometric variation 
 
 




c. Region descriptor matching on an urban scene with geometric variation and obtrusion 
Fig. 6.6 Example region descriptor matching results 
For the given test database, 65.8% of the image sets rely on the limited window 
region descriptor registration technique.  Several examples of successful registration 
utilizing the initial coarse registration and limited window region descriptor approach are 
given in Fig. 6.7 and Fig. 6.8.  The first example is an aerial view of commercial 
structures that include content differences due to obstruction and lighting variations, 
while the second example is another aerial view of a residential area.  Both examples are 
successfully registered using the limited window region descriptor method.   
 
 




b. Original query image 
 
c. Registered query image using limited search window technique 




a. Original reference image 
 




c. Registered query image using limited search window technique, depicting an aerial 
view of residential structures 
Fig. 6.8 Residential registration example using the limited window region descriptor 
method 
6.3. SURF-based Registration with Coarse Template Matching 
 
If the initial coarse registration or limited window registration approach produces 
invalid results, as determined by the histogram comparisons, a coarse template search is 
conducted using the normalized cross correlation metric to determine similar image 
regions. Each pair of matched regions is then matched locally using invariant feature 
points.  For the proposed method, SURF feature points provide the basis for control point 
identification where a symmetric matching scheme is exploited.  The following figure 
illustrates two examples of image sets that utilized the SURF matching with coarse initial 
template matching. Of the entire test database, 12.2% of the image sets were registered 
using the SURF feature points directly after identifying similar image patches through the 
use of the normalized cross-correlation metric.  Fig. 6.9 shows a successful registration of 
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an aerial view of natural content.  Pixel intensities vary slightly while the image content 
is from a different viewpoint.  Fig. 6.10 demonstrates the effectiveness of the proposed 
method with a street view perspective of a building that has sustained significant damage.  
Although the textural properties are similar, large geometric differences are present due 
to the devastating effects of an earthquake.  In both examples of Fig. 6.9 and Fig. 6.10, 
the original reference image is shown, along with the SURF matches and registered query 
image.  The image depicting the feature point matches contains the query image on the 
left and reference image on the right where the matched points are connected through 
colored lines.  
 
 





b. Matched SURF feature points 
 
c. Registered query image using SURF feature points 




a. Original reference image 
 





c. Registered query image 
Fig. 6.10 Street view of a registered building using NCC template matching and SURF 
6.4. Unrestricted Graph-based Region Descriptor Registration 
 
In the last mode of the proposed method, an unrestricted search is performed to 
match the proposed graph-based region descriptor. The resulting matching pairs are used 
as the basis for control point identification. This approach is only attempted if the 
previous two methods are determined to yield incorrect registrations.  The remaining 
22% of the test sets utilized the unrestricted technique. Registration results are shown in 
the following, Fig. Fig. 6.11 through Fig. 6.14. 
  
Fig. 6.11 provides an example image set that is very similar geometrically yet varies 
greatly in pixel intensity. Additionally, the features within Fig. 6.11a are not as clearly 
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defined due to the poor quality of the image.  This example demonstrates the value of the 
proposed approach in the scenario in which the two images vary in image quality.   
 
In Fig. 6.12, the unlimited window search method is utilized to successfully register 
street view images of a building before and during a fire.  The fire and subsequent smoke 
provide significant obstruction in the query image.  Moreover, the images were captured 
at different times and therefore from different perspectives.  This example exhibits the 
proposed approach’s robustness for street view scenes during a disaster. 
 
The example provided in Fig. 6.13 depicts the effectiveness of the proposed 
approach as applied to an aerial view of a residential area after a devastating fire.  
Lighting conditions differences are minimal; however image content differs immensely 
due to the fire damaged houses and overall scale of the image.  This instance shows how 
the proposed method can be successful for images of different scales.  
 
Lastly, the example shown in Fig. 6.14 is another street view building where the 
structure of the building in the query image contrasts from the original image as a result 
of the damage sustained from a riot.  Approximately 50% of the query image differs from 
the reference, however the proposed region descriptor successfully identified suitable 





a. Original reference image 
 
b. Registered query image 




a. Original reference image 
 
b. Registered query image 




a. Original reference image 
 
b. Registered query image 





a. Original reference image 
 
b. Registered query image 
Fig. 6.14 Registration of a street view building after significant damage has been 
sustained during a riot 
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6.5. Overall Results 
 
As another baseline for comparison, the mutual information metric was used to 
determine the effectiveness of the proposed algorithm as demonstrated in [66]. The 
function is optimally 1.0 when two images are identical and therefore must be maximized 
for accurate registration. For comparison, the reference image and query image are 
converted to grayscale while the MI score is calculated from (6.2). 
 
 ܯܫሺܫଵ, ܫଶሻ ൌ ܪሺܫଵሻ ൅ ܪሺܫଶሻ െ ܪሺܫଵ, ܫଶሻ, (6.2)
 
where ܪሺܫ௫ሻ is the entropy measure for image x and ܪ൫ܫ௫, ܫ௬൯ is the joint entropy of 
images x and y.  ܪሺܫ௫ሻ and ܪ൫ܫ௫, ܫ௬൯ are defined as follows, 
 










The probability density function, ݌ூೣ ሺݔሻ, is estimated from the intensity histogram of 
image ܫ௫ while ݌ூೣ ூ೤ሺݔ, ݕሻ is calculated from the joint histogram of images ܫ௫ and ܫ௬.   
 
For each set of matched image pairs, the mutual information score was calculated for 
the original reference image and the original query image. These scores are denoted in 
blue in Fig. 6.15.  Similarly, the mutual information score was calculated for the 
reference image and the registered query image and is indicated in red.  As illustrated, 
92.7% of the query images produced a larger mutual information score after applying the 
proposed registration technique.  The bar graph of Fig. 6.15a illustrates the percent 
change in mutual information when comparing the metric before and after registration.  
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methodology is effective for a wider range of applications than if a single approach is 
used.  Moreover, the overall mutual information score using the registered query image 
from any of the proposed methods is observed to be greater than the score without 
registration in 92.7% of the tested cases. It is for the class 1 and class 2 test sets, a higher 
mutual information score observed using the unlimited search approach, however this is 
coupled with significant latencies associated with an exhaustive search.   
 
 A summary of the mutual information distribution over the entire test set is provided 
in Table 6.2 where the average mutual information scores for a common intensity-based 
registration approach and feature-based registration method are presented for comparison. 
The intensity-based approach employs the least-squares similarity metric while the 
feature-based registration method detects and matches SURF keypoints which are used 
with RANSAC to identify registration control points.  
 
 Table 6.2 offers strong evidence of the proposed region descriptor’s effectiveness for 
identifying suitable registration control points.  The table shows that the proposed method 
increased the mutual information to an average score of 0.46 for the test set, which is an 
increase of 61.24% over the score using the original reference and query images.  Using 
the common registration approaches as a baseline, the proposed registration approach 
outperforms the SURF-based registration by 155.5% and the least-squares method by 
12.2%. 
 















Class 1 0.301 0.480 0.178 0.512 0.401 0.508
Class 2 0.275 0.415 0.208 0.01 0.440 0.217




Table 6.2 Overall average mutual information or proposed registration method compared 
to no registration as well as intensity and feature-based registration approaches for entire 
the test set 
 
 
6.5.1. Class 1 Result Comparisons 
  
 The subset of test images categorized as class 1 was registered using the limited 
window search approach with the proposed graph-based region descriptors.  It is seen that 
this registration approach worked well in scenarios where content differences between 
the images are minimized.  Such content differences could include object obstruction in 
an urban landscape or severe damage from a natural disaster.  However, the limited 
window registration approach is shown to be robust in images with photometric 
variations such as differences in lighting conditions. Additionally, the class 1 image set 
provides evidence that the proposed registration technique is robust in scenarios with 
translation and rotational differences.  
 
 When compared to a common intensity-based method, the proposed method is 
shown to provide better registration where Fig. 6.16 illustrates one example.  The average 
mutual information score reported in Table 6.1 also indicates the proposed limited 
window method is superior to the intensity-based method.  Similarly, the registration 
results of the feature-based approach are shown to be inaccurate as compared to the 
proposed technique.   For the example depicted in Fig. 6.16d, the set of matched features 
contained many outliers that adversely affected the parameter estimation, which can be 
attributed to the discriminative characteristics of the SURF descriptor in natural scenes. 
 
I(Ref;Qry) I(Ref;Intensity) I(Ref;Feature) I(Ref;Proposed)
Average 0.29 0.41 0.18 0.46





a. Original reference image 
 
 




c. Registered query image using an intensity-based approach 
 
 





e. Registered query image using the limited window registration technique 
Fig. 6.16 Example class 1 registration results comparing the proposed method to common 
intensity and feature-based methods 
6.5.2. Class 2 Result Comparisons 
 
 Approximately 12.2% of the test set relied on the comprehensive registration 
technique.  This class of images is observed to be robust in situations involving content 
differences and photometric variation; however, this proposed approach is adversely 
affected by large perspective and rotational differences.  Because the proposed method 
first identifies the ten best similar image regions before symmetric feature matching, 
content differences between images are ignored.  The ability for the method to disregard 
content differences increases the probability that the registration will be accurate.  One 
example of the comprehensive approach outperforming typical intensity and feature-
based approaches is given in Fig. 6.17 and Table 6.1. 
 




a. Original reference image 
 
 





c. Registered query image using an intensity-based approach 
 
 






e. Registered query image using the comprehensive registration technique 
Fig. 6.17 Example class 2 registration results comparing the proposed method to common 
intensity and feature-based methods 
6.5.3. Class 3 Result Comparisons 
 
  The set of class 3 images were found to rely on the exhaustive search registration 
technique with the proposed graph-based region descriptors.  This method was employed 
if the coarse registration, limited window registration and comprehensive registration 
approaches were detected to be invalid through the proposed color histogram comparison 
method.  This proposed registration method is observed to be robust in situations 
involving larger translation and rotational differences as well as photometric variations 
such as dissimilar illumination characteristics. The typical intensity and feature-based 
approaches exhibited lower mutual information scores for this class of images, as shown 
in Table 6.1, while Fig. 6.18 provides one example where the proposed technique 




a. Original reference image 
 
 




c. Registered query image using an intensity-based approach 
 
 




e. Registered query image using the exhaustive search registration with the proposed 
graph-based region descriptors 
 
Fig. 6.18 Example class 3 registration results comparing the proposed method to common 
intensity and feature-based methods 
6.6. GPU Implementation Considerations 
 
The average execution times for the limited window region descriptor registration 
method, SURF registration with initial NCC coarse search, and unrestricted region 
descriptor registration approaches are 5.82s, 5.7s, and 10.6s, respectively.  The K-means 
clustering and graph matching scheme incur the largest latencies in the sequential 
implementation.  These tasks, along with feature point detection, Canny edge map 
creation, log-polar registration, and direct linear transform, can all benefit greatly from a 
parallel implementation on a GPU.   From the results of recent literature in related 
applications [78-83], it can be deduced that the following potential speedups in Table 6.3 
are feasible on a current NVidia GPU.  The estimated log-polar registration speedup is 
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primarily determined by the reported speedup of the Canny edge detection on a GPU.  
Unfortunately the Canny edge detection speedup is not as efficient as the other tasks 
considered, however the average execution time for the sequential version of log polar 
registration is 82.3ms with a preprocessing step of down sampling.   
 
Table 6.3 Estimated speedup factors on a GPU 
 
 
Using the estimated speedups, the inferred average execution times are calculated to 
be 172ms, 114ms, and 428ms, with overall speedups, 33.8, 50.9, and 24.77, respectively. 
A complete analysis of the proposed method’s time complexity along with GPU time 




In this chapter, individual results are provided for the proposed coarse registration 
using the Canny edge maps, the limited window region descriptor registration approach, 
registration with SURF feature points utilizing normalized cross-correlation template 
matching, and unrestricted region descriptor matching registration.  Overall results that 
use the mutual information metric show the viability of the proposed methods in 












method is shown to be effective in urban scenes with large obstructions.  Lastly, the 
average execution time is discussed along with estimated speedups resulting in a GPU-







7. CONCLUSIONS AND FUTURE WORK 
7.1. Conclusions 
 
In this thesis a novel multi-stage registration process is proposed which utilizes an 
effective graph-based region descriptor.  The proposed approach attempts several 
methods for registration while evaluating each registration result between stages.  This 
approach is shown to be a viable solution for registering images of scenes before and 
after a disaster.  In such a scenario, the images to be registered may exhibit great 
variation in photometric and geometric characteristics.  
 
The proposed method attempts an initial coarse registration, by estimating the 
translation and rotation parameters that relate two images, exploiting the shift properties 
of the image’s Fourier transforms.  The cross-correlation spectrum is calculated from the 
original images while rotation is estimated by first calculating the image’s edge maps 
then converting the edge map images to the log-polar domain.  The cross-correlation 
matrix derived from the log-polar edge maps is employed to estimate the rotation 
parameters.  It is shown that the root mean square error (RMSE), calculated between the 
recovered rotation angle and expected angle, is lower when using the Canny edge maps 
and morphological operators for angles between 1° and 180°.  Furthermore, the RMSE is 
shown to be consistent when estimating the translation offsets, regardless of whether or 
not the edge maps are utilized.  Although the utilization of edge maps improves the 
original phase correlation method, there still exists room to improve the registration.  
Experimental results show that an RMSE of 4° is realized for angle differences of 180°.  




This work proposes an efficient measure for registration accuracy.  The color 
histograms of the registered image are compared to the histograms of the original query 
image, where three comparisons are made, one for each of the color channels in the RGB 
color space.  The hypothesis is that the color channel histograms are similar between the 
registered and original query images.   This method is shown to be an effective 
determinant of successful registration and drives the proposed multi-stage registration 
process. 
 
If the initial coarse registration step is determined to be successful, a novel proposed 
graph-based region descriptor is utilized within a limited search window to determine 
suitable control points for registration.  The proposed region descriptor is extracted from 
the original reference image and the coarsely registered query image.  These graphs are 
then matched across images, but within a specific boundary which is shown to greatly 
improve performance and accuracy. 
 
The proposed region descriptor is structured from groups of invariant feature points.  
Two methods are proposed for combining the feature points.  The first method considers 
the color characteristics as well as the spatial relationships between feature points where 
a two pass process is executed.  The alternative method is a modified K-means clustering 
algorithm that is employed to collect the feature points based on their spatial relations.  
Due to the potential large variation in photometric properties of a scene or object from 
the effects of a natural disaster, reliance on color properties is not ideal; therefore the K-
means approach is shown to be superior for the test cases.  The additional computational 
complexity incurred by the K-means algorithm is justified through a higher rate of 
successful registrations.  
 
Clusters of invariant feature points are used as the basis for creating the graph-based 
region descriptor, where the keypoints represent the nodes of the graph and the edges of 
the graph are determined using a shortest path algorithm.  As a preprocessing step, 
feature points whose descriptors overlap are initially removed.  Then the k-nearest 
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neighbor (k-NN) graph is structured as the shortest path from an initial node to all other 
nodes, where k = 1.  The initial node is chosen as the node whose descriptor is most 
similar to the average descriptor value for all nodes in that particular cluster.  Two graphs 
are compared using the proposed similarity metric that couples descriptor characteristics 
and spatial features.  Graph structure is compared using the angles between consecutive 
edges and the angles between every other edge.  These angles form the angle descriptor 
for the proposed region descriptor where comparisons are efficiently evaluated by 
converting the angles to the Binary Angle Measure (BAM) then encoding the BAM 
representation using the gray code.  This form allows for a low latency assessment using 
the Hamilton distance.   
 
Experimental results validate the matching ability of the proposed region descriptor.  
It is shown that the graph-based descriptor provided a higher matching rate than SIFT, 
SURF and BRISK for most scenarios in the test set.  The proposed region descriptor is 
shown to be effective in scenarios that exhibit large variation in pixel intensities and 
structural differences.  Moreover, the proposed descriptor is shown to identify image 
features within urban scenes and general objects. 
 
When the coarse registration or limited window approach fails, the proposed method 
identifies similar image regions between the reference and query images.  The 
normalized cross-correlation function acts as the basis for template matching where 
patches from the query image are compared to a sliding window in the reference image.  
The best matched image patches serve as the basis for invariant feature matching.  The 
extracted feature points are used directly as control points for estimating the 
transformation parameters.  For the given test set, 12.2% of the image pairs were 
registered using SURF feature points with the proposed initial coarse search using the 
normalized cross-correlation.  The experimental results indicate the SURF-based 




The last stage of the proposed method attempts to identify registration control points 
from an unrestricted matching scheme utilizing the proposed graph-based region 
descriptor.   An exhaustive search is performed to match image features from the region 
descriptor.  It is shown that 22% of the test images failed through the SURF matching 
and therefore required the unrestricted approach.  Of the scenarios that employ the 
unrestricted technique, 66% were registered accurately.  The proposed approach is 
demonstrated to be effective in natural scenes, aerial images and urban scenarios. 
 
The average latency of the proposed registration method is determined 
experimentally to be 5.82s for the limited window approach, 5.7s for the SURF and 
normalized cross-correlation technique, and 10.62s for the unrestricted region descriptor 
method.  It has been shown that the main tasks of the proposed method can greatly 
benefit from a GPU implementation.  With the aid of a CUDA-enabled GPU, it has been 
estimated that latencies are reduced to 172ms, 114ms, and 428ms, respectively.  
 
Overall, the proposed registration technique is shown to improve registration 
accuracy when compared to traditional techniques in scenarios where large variations 
exist in pixel intensities, such as lightning conditions or damage from a natural disaster, 
as well as geometric differences, such as perspective variations.  The mutual information 
metric was used to show experimentally that 92.68% of the query images were 
successfully registered.   
 
7.2. Thesis Contributions 
 
 In this thesis, the following contributions are realized. 
 
 Proposed an improved method for recovering registration parameters using 
the log-polar transform of edge map images in the frequency domain.  We 
have shown that the Canny edge images coupled with morphological 




 Proposed an effective and computationally simple method for evaluating the 
registration results after each stage.  The color histograms of the query image 
before and after registration are shown to provide an indicator for registration 
accuracy. 
 
 Introduced a novel graph-based region descriptor that is shown to be effective 
for identifying image features when geometric and photometric variations are 
present.   
 
 Defined an effective similarity score for comparing the proposed region 
descriptors.  The structural properties of the graphs are represented with a 
proposed angle descriptor, where the angles are denoted with bit strings that 
are encoded using the Gray Code convention.   
 
 Outlined a multi-stage registration technique that is shown to be a viable 
registration solution for images depicting scenes before and after a disaster.  
The registration approach utilizes the graph-based region descriptor to 
identify control points, whereas SURF feature points are employed when the 
region descriptor registration is detected to produce sub-par results.   
 
7.3. Future Work 
 
In the proposed method, several areas could potentially benefit from alternative 
methods. First, the clustering algorithm can directly affect the overall results.  In this 
work, two methods are explored; however many other techniques exist that may be 
effective for identifying groups of invariant feature points, such as DBSCAN and 
expectation-maximization (EM) with Gaussian mixture models.  By using an alternative 
clustering approach, the invariant feature points may be grouped according to other 
properties which may improve the resulting graph structure.    Furthermore, the proposed 
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method may benefit from researching other methods for graph creation.  The proposed 
technique uses a simple nearest neighbor approach to create simple graphs, however there 
may exist additional graph structures which may be more discriminative. 
 
 The time analysis presented in Appendix A outlines the computational complexity of 
the proposed approach along with potential speedups realized from the utilization of a 
CUDA-enabled GPU.   Future work should be focused on proving the estimated speedups 
on current GPU architectures.  Additionally, a real-time implementation could be realized 
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A. TIME ANALYSIS AND PROPOSED GPU IMPLEMENTATION 
The following chapter provides a thorough analysis of the proposed algorithm’s 
complexity and provides an in-depth discussion about GPU implementations of the tasks 
that are utilized in the proposed method.  In subsequent sections, each major task of the 
proposed approach is examined to provide a proposed GPU implementation where 
previous literature is used to support the proposal. GPU performance will vary based on 
architecture and the algorithm itself; however the proposed registration technique 
contains many areas where significant speedup can be realized with a parallel or 
distributed implementation. Prior to the complexity analysis, a brief introduction on 




The Compute Unified Device Architecture (CUDA) is a hardware platform and 
tightly couple software API that allows an application to take advantage an Nvidia GPU’s 
set of single-instruction/multiple-data (SIMD) processors.  Current GPUs contain up to 
32 SIMD processors where each processor is coupled with a set of stream processors.  
For a given clock cycle, all grouped stream processors execute the same instruction, but 
with different data. This architecture is illustrated in Fig. A.1.   
 
The CUDA platform offers several levels of parallelism. True thread level 
parallelism can be achieved by distributing the kernels to different SIMD processors.  
Multiple threads can be assigned to a single SIMD, however those threads are time-sliced 
and share the SIMD resources.  Blocks of these time-sliced threads on a SIMD are called 
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warps. Nvidia GPUs also provide instruction level parallelism through the concurrent 
instruction execution on the stream processors.  
 
Applications interface to CUDA-capable GPUs through the CPU’s main memory 
and the GPU’s shared memory.  Although there is ample opportunity to exploit parallel 
execution, there exists a nontrivial latency when transferring data to and from the GPU 
for execution.  Because of this fact, CUDA implementations exhibit the largest speedups 
in performance when large datasets are used that require many repetitions of the same set 
of instructions.  Moreover, the amount of parallelism relies upon the algorithm and its 
associated data dependencies.  In the following sections, the computational complexity of 
the major tasks of the proposed registration algorithm is analyzed to determine the 




Fig. A.1 Nvidia CUDA hardware architecture 
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A.2 Coarse Registration 
 
A.2.1 Time Complexity 
 
The proposed coarse registration technique involves converting an image to log polar 
coordinates, transferring the images to the frequency domain, performing matrix 
multiplication, transferring the result to the time domain, and exhaustively searching for a 
peak within the cross-correlation matrix. Given an image, ܫሺݔ, ݕሻ ∈ Թெ	௫	ே, the 
complexity of the log polar transform is ܱሺܯܰሻ.  The forward discrete Fourier transform 
(DFT) is defined in (A.1) whereas the inverse discrete Fourier transform (IDFT) is given 
in (A.2). 
 

















For both cases, DFT and IDFT, the computational complexity of a naïve 
implementation is ܱሺሺܯܰሻଶሻ, while the matrix multiplication used for computing the 
power spectrum cross-correlation is ܱሺܯଶܰሻ.   
 
Canny edge detection can be viewed as a three phase method.  First, the initial 
Gaussian smoothing consists of 25ܯܰ computations for a 5	ݔ	5 window size and an 
ܯ	ݔ	ܰ image. The gradient detection using 3	ݔ	3 Sobel filters requires 50ܯܰ operations 
while the calculation of gradient magnitude and orientation require 2ܯܰ operations.  
Lastly, non-maximal suppression and hysteresis require 3ܯܰ operations; therefore the 




 ܱሺ25ܯܰሻ ൅ ܱሺ50ܯܰሻ ൅ ܱሺ2ܯܰሻ ൅ ܱሺ3ܯܰሻ ൑ ܱሺܯܰሻ (A.3)
 
The complexity for the entire coarse registration process is derived as follows, 
 
 
ܱሺܯܰሻ ൅ ܱሺ2 ∗ ሺܯܰሻଶሻ ൅ ܱሺܯଶܰሻ ൅ ܱሺܯܰሻ 
൑ ܱሺܯଶܰଶሻ ൅ ܱ൫ܰሺܯଶ ൅ܯሻ൯ 







A.2.2 GPU Time Complexity 
 
GPU implementations for the Fast Fourier Transform (FFT), inverse Fast Fourier 
Transform (IFFT), and matrix multiplication have been research extensively. The Fast 
Fourier Transform (FFT) exploits the transform’s ability to separate the transform into a 
series of 1-D calculations. In such a scenario, the computational complexity is shown to 
be ܱሺܯܰ logܯܰሻ. In [82], Kauker et al, propose a memory efficient DFT 
implementation for GPUs which reduces the complexity to ܱ ቀܯሺேଶ ൅ 1ሻ logܯሺ
ே
ଶ ൅ 1ሻቁ, 
while the authors of [85] report a speedup of 20 times faster than sequential FFT 
implementations.  Matrix multiplication is shown to be improved by a factor of 40 when 
utilizing linear programming methodologies on a GPU [86].  Luo and Duraiswami 
propose a CUDA implementation of a Canny edge detector that achieves a 3.403 speedup 




A.3.1 SURF Complexity 
 
Speeded up Robust Features is an ubiquitous feature point detection and description 
scheme that aimed to provide the same level of accuracy and robustness over SIFT while 
greatly reducing the computational complexity through the use of box filters and integral 
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images. The following complexity derivation assumes an image is defined as, ܫሺݔ, ݕሻ ∈
Թெ	௫	ே, and the number of detected feature points is represented by ݇.  Table A.1 
summarizes the primary tasks of SURF along with the number of operations per task.  
The number of operations is listed assuming the use of 4 octaves with 4 scales which are 
the preferred parameters by Bay et al [46]. 
 
Table A.1 Number of computations required for SURF feature point detection and 
descriptor extraction 
SURF Task Number of Operations Notes 
Create integral image MN  
Computing Hessian matrix for 
all octaves using box filters 
and the integral image 
512MN 4 scales at 4 octaves with 
26 additions and 6 
multiplications 
Non-maximal suppression for 
feature selection 
16MN 4 scales at 4 octaves 
Orientation assignment 36ݏଶk  s denotes the detected scale 
for a particular feature 
point.  Orientation 
assignment occurs within a 
radius 6s. 
Descriptor extraction 208k 4x4 grid about the feature 
point with 9 





ܱሺܯܰሻ ൅ ܱሺ512ܯܰሻ ൅ ܱሺ16ܯܰሻ ൅ ܱሺ36ݏଶ݇ሻ ൅ ܱሺ208݇ሻ 






Traditional approaches to SURF feature point matching involve an exhaustive search 
for the best matched pairs while instituting a nearest-neighbor ratio rule.  The NN ratio 
compares the best matched feature point and the second best matched feature point. 
Smaller ratios indicate a higher confidence in the match.  In the proposed comprehensive 
registration approach, invariant feature points are matched symmetrically also coupled 
with the NN ratio.  Let ݇௥ and ݇௤ represent the number of detected feature points in the 
reference and query images, respectively, and define the number of feature points as 
݇ ൌ ݉݅݊൫݇௥, ݇௤൯.  The complexity of the symmetric feature point matching is then given 
as, 
 
 ܱሺ2݇ଶሻ ൑ ܱሺ݇ଶሻ (A.6)
 
A.3.2 SURF GPU 
 
Although the original SURF was able to achieve massive performance gains over 
SIFT, there was still a need to further decrease the algorithm’s latency.  There have been 
several versions of SURF proposed that improve execution time, including P-SURF [87], 
and CUDA SURF [81].  Fang et al [83] proposed a SURF implementation for GPUs that 
utilizes block parallelism as well as pipelining, which is shown to offer a speedup factor 
of 46.  This architecture is shown to outperform CUDA SURF by a factor of 1.5. 
 
A.4 Template Matching 
 
In the proposed registration method, a comprehensive registration method is 
attempted if the initial limited window graph-based region descriptor approach fails.  The 
first step is to identify similar image patches between the reference and query images.  
For the proposed approach, normalized cross-correlation template matching is exploited.  
Given a template from the query image, ݐ ∈ Թ௠	௫	௡, and the reference image, ܫோ ∈




 ܰܥܥ ൌ 	
∑ ∑ ሺܫோሺݔ, ݕሻ െ ܫோഥሻሺݐሺݔ െ ݑ, ݕ െ ݒሻ െ ݐ̅ሻ௡ିଵ௬ୀ଴௠ିଵ௫ୀ଴
ට∑ ∑ ሺܫோሺݔ, ݕሻ െ ܫோഥሻଶ ∑ ∑ ሺݐሺݔ െ ݑ, ݕ െ ݒሻ െ ݐ̅ሻଶ௡ିଵ௬ୀ଴௠ିଵ௫ୀ଴௡ିଵ௬ୀ଴௠ିଵ௫ୀ଴
. (A.7)
 
ܫோഥ  and ݐ̅ denote the average pixel values of the reference image within the current search 
window and average pixel value within the given template, respectively.  The complexity 
of matching a single template is defined as, 
 
 ܱ൫݉݊ሺܯ െ݉ ൅ 1ሻሺܰ െ ݊ ൅ 1ሻ൯. (A.8)
 
In the proposed approach, the query image is segmented into 50	ݔ	50 templates. 
Each template is compared to the reference image while the best 10 matched templates 




ܱ ቆ݉݊ሺܯ െ݉ ൅ 1ሻሺܰ െ ݊ ൅ 1ሻ ൬ܯ50൰ ൬
ܰ
50൰ቇ 







In the method proposed by Gupta et al, a CUDA implementation of the fast 
normalized cross correlation template matching technique is shown to achieve a total 
speedup of 137.9 over a single threaded implementation.  
 
A.5 Graph Creation 
 
K-means clustering is an effective technique that is exploited when creating the 
proposed graph-based region descriptor.  Given the number of feature points, ݊, the 
number of clusters, ݇, and the dimension of each feature point, ݀, the complexity is 




 ܱሺ݊ௗ௞ାଵ log ݊ሻ. (A.10)
 
Due to the popularity of the algorithm and the opportunity for parallelization, several 
CUDA implementations for K-means clustering have been proposed [79,80].  Bai et al 
[80] proposed an implementation that achieves a speedup factor of 40 when the number 
of clusters is approximately 200 which is a comparable quantity to the number of graphs 
produced in the proposed method.  The proposed use of k-means on a GPU is further 
justified when the detected feature points are previously stored in the GPU’s memory.  
 
Dijkstra’s shortest path algorithm is the basis for constructing the proposed region 
descriptor.  Let ݉ represent the number of nodes in a cluster after feature point pruning, 
then the complexity of Dijkstra’s algorithm applied to the cluster of invariant feature 
points is defined as, 
 
 
ܱሺ8ሺ݉ െ 1 ൅݉ log݉ሻሻ 




where 8 operations are required to compare two nodes.  For an image with ݇ clusters, the 
overall complexity for creating the graphs for an entire image is given as, 
 
 ܱሺ݇݉ ൅ ݇݉ log݉ሻ. (A.12)
 
Harish and Narayanan [89] propose a CUDA implementation of Dijkstra’s algorithm 
that achieves a speedup factor of 70, however their proposed method is tailored for large 
datasets.  In the proposed method, there exists a large quantity of small datasets.   
 
Graph creation is a highly parallelizable process that can benefit greatly from a 
CUDA implementation.  Assuming the results from the k-means clustering is stored in 
the GPU’s shared memory, a speedup of 16 is conceivable for an architecture with 32 
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SIMD processors.  The overhead of transferring data to and from the host CPU can be 
neglected if the processed data originates from a previous set of GPU threads.  
 
A.6 Graph Matching 
 
In both the limited neighborhood and unrestricted region descriptor registration 
methods, control points are identified as the centroids of two matched graphs. The 
proposed graph matching scheme is summarized in Section 3.3.2.4 where the following 
similarity score is used to quantify the overall correspondence of both structure and 
texture characteristics.  
 
 
ܵ ൌ ∑ ܵி௉|௏||ܸ| ൅
∑ ቎݀ு ቀ݀ఏଵ















The complexity of matching ܩଵ and ܩଶ is determined as follows. Let ݉ ൌ |ܩଵ| and 
݊ ൌ |ܩଶ|.  Then the total number of sub-graph comparisons is given by ݉ െ ݊ ൅ 1, 
where ݉ ൒ ݊. For each sub-graph comparison, there are 64݊ ൅ 8ሺ݊ െ 1ሻ ൅ 8ሺ݊ െ 2ሻ ൑
ܱሺ݊ሻ operations; therefore the computational complexity of comparing two graphs is, 
 
 
ܱ൫݊ ∗ ሺ݉ െ ݊ ൅ 1ሻ൯ 
൑ ܱሺ݊݉ሻ െ ܱሺ݊ଶሻ ൅ ܱሺ1ሻ 







For a given set of images with ܯ graphs in the one image and ܰ graphs in another, 






Similar to graph creation, the latency of graph matching can be greatly reduced while 
exploiting the parallelism of a GPU.  If the comparison to two graphs is completed by a 
single GPU SIMD processor, the node comparisons and angle comparisons can be 
completed in parallel on the core processors.  As an example, if a similarity is calculated 
for two graphs, each with 5 nodes, then the similarity score will require 12 operations (5 
node comparisons, 4 angle comparisons, and 3 secondary angle comparisons), which can 
easily be accomplished utilizing the parallel core processors.  If SURF feature points are 
used, each node comparison entails 128 additions and 64 multiplications for computing 
the Euclidean distance of SURF descriptors. While executed in parallel on the stream 
processors, the Euclidean distance can be completed in constant time, ܱሺ1ሻ.  A 
conservative speedup factor of 32 is reasonable because the complexity when exploiting 




A.7 Direct Linear Transform 
 
The direct linear transform is utilized to estimate the transformation parameters that 
relate two images.  The basis of this method relies on the singular value decomposition 
(SVD) of a set of linear equations that are constructed from a set of control points.  The 
computational complexity of SVD for a ݉	ݔ	݊ matrix is derived by Golub and Van Loan 
in [90], where they state the complexity is, 
 
 ܱሺ݉ଶ ൅ ݊ଷሻ. (A.17)
 
Although DLT has a large computational complexity, the speedup advantages of a 
GPU implementation can only be realized with large datasets.  The process of 
transferring the data and instructions to and from the GPU, as well as the computation 
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itself, incurs latencies which may be larger than completing the computation on the CPU.  
Such a scenario is reported by Lahabar and Narayanan where their CUDA 
implementation performed worse than a single threaded CPU for matrix sizes smaller 
than 750	ݔ	750 [90].   
 
A.7 Overall Time Complexity of the Proposed Multistage Registration Method 
 
 The computational complexity of the proposed registration approach is provided in 
Table A.2 for M x N images with m detected graphs in one image and n detected graphs 
in another. 
 













ܯଶܰଶ ܯܰ ൅ ݏଶ݇ ݇݉
൅ ݇݉ log݉
ሺ݉݊ܯܰሻଶ ܯܰ݊݉ ݉ଶ ൅ ݊ଷ 
 
 
A.8 Time Analysis and Theoretical CUDA Execution Time 
 
For the database of test images, the overall time allocation for each phase of the 
proposed method was determined.  Each phase of each stage was timed to determine the 
overall time spent.  Fig. A.2 provides illustrations summarizing the time allocations 
where it is evident that the most allocation occurs during the initial coarse registration.  
Table A.3 summarizes the average execution times for each phase of each stage.  The 
stages of the proposed method, limited window region descriptor registration, SURF with 
coarse template matching, and unrestricted region descriptor registration, exhibit average 
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Table A.4 Speedups using GPU architecture 
 
 
After applying the speedups to the average times listed in Table A.3, we derive 
estimated execution times for each phase and provide the summary in Table A.5.  The 
average overall execution times are estimated to be 174ms for the limited window 
registration method, 114ms for the SURF registration with coarse template matching, and 
428ms for the unrestricted region descriptor registration. 
 
Table A.5 Estimated average execution times for the phases of each stage of the proposed 








































Descriptor 0.034138 0.017869587 0.0457587 0 0.073911 0 0
SURF + NCC 0.032267 0.020446064 0 0.014354 0 0.047098 0
Unrestricted 
Region 










In this chapter, a thorough review of computational complexity is provided. The 
major tasks of the proposed algorithm are analyzed while recent literature is cited to 
provide example systems that achieve great speedups which can be directly applied to the 
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