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We take the first step towards establishing a theory of Parker vectors for infinite permutation groups, with an emphasis towards oligomorphic groups. We show that, on the one hand, many results for finite groups extend naturally to the infinite case (Parker's Lemma, multiplicative properties, etc.), while on the other, in the infinite case some genuinely new phenomena arise. We also note that calculating Parker vectors of oligomorphic groups is akin to counting circulant combinatorial objects, mirroring in a sense the combinatorial meaning of the orbit-counting sequence of an oligomorphic group. Finally we explicitly find the Parker vectors for some groups, one of which being the automorphism group of the Rado graph. 
PARKER VECTORS
In this paper, we try to extend the theory of Parker vectors to infinite groups. Parker vectors were introduced recently for finite groups by Richard A. Parker, who gave the definition and some results for them.
In this section we define Parker vectors and derive some standard properties in the infinite case. For finite groups, see the book by Cameron ([4] ) and the paper by Gewurz [8] .
Let G be a permutation group acting on a finite or countable set. We can identify it with a subgroup of S, the symmetric group on N. Define C i to be the set of all the cycles of length i appearing in the elements of G, written as products of disjoint cycles, and define C := ∞ i=1 C i . Obviously, this set is non-empty as, for all G, C 1 = {(1), (2), (3), . . .}, these cycles appearing in the identity element.
We can define in a natural way an action of G on the set C: given g ∈ G and (a 1 , a 2 , . . . , a k )
Equivalently, we can say that the action is defined by conjugation (in S, as a single cycle is not, in general, an element of G). It is obvious from the definition and from elementary properties of conjugacy in S that each orbit of this action must be contained in one of the C i s. Whenever the group has only finitely many orbits on C i , we call p i (G) (or simply p i , when no possible misunderstanding arises) the number of orbits on i-cycles. If the number of orbits of G on i-cycles is finite for each i in N, then the sequence
Infinite groups which have only finitely many orbits when acting on n are known as oligomorphic groups (the standard reference is the book by Cameron [2] ). Clearly an oligomorphic group will have the property that the number of orbits of G on i-cycles is finite for each i in N, so that it makes sense to speak of the Parker vector for an oligomorphic group.
In a few cases, the Parker vector of a group is readily computed: for instance, since two cycles are conjugate in S if and only if they have the same length, we can conclude that the Parker vector of S is (1, 1, 1 , . . .).
For finite groups, the so-called Parker's Lemma gives the entries of the Parker vector: 
where the first sum extends over non-conjugate k-subsets X of , the group G X X is the group induced on X by the setwise stabilizer of X in G, and c k (g) is the number of k-cycles in the element g, written as a product of disjoint cycles (so that, in this case, c k (g) ∈ {0, 1}).
PROOF. Assuming the usual version of Parker's Lemma, the proof is straightforward. Let us just remark that the first sum has exactly f k summands (where f k is the number of orbits of G in the action on k-sets of ), and that the summand relative to any given X , by Parker's lemma, is simply the kth component of the Parker vector of G X X . Now, in order to ascertain how many orbits there are on k-cycles, we consider all possible supports (up to G-equivalence), that is all k-subsets. Two cycles on non-equivalent supports cannot, a fortiori, be conjugate; on the other hand, an element of G conjugating two cycles in particular maps the support of the first one onto the second one.
So, it is sufficient to consider separately the Parker vector on non-equivalent k-subsets, and this is exactly what the right-hand terms do.
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This expression in terms of a sum over finite subsets up to the action of G resembles the 'standard' definition of the modified cycle indexZ (G) (for a finite or oligomorphic group; see [2] ), where one applies an analogous procedure to extend to infinite groups the concept of cycle index.
As in the finite case (see Gewurz [9] ), it follows from Parker's Lemma that the knowledge of the cycle index of an oligomorphic group implies the knowledge of its Parker vector:
For instance, if C is the highly set-transitive group preserving a circular order on a countable set (say roots of unity), knowing that (see [2] )
Some remarks are due. On the one hand, one hopes for the Parker vector of a group to convey some information about the group itself, and this was Richard Parker's original motivation in introducing the vectors. While it is possible to define Parker vectors for any oligomorphic group, in some cases they give no information at all. The group A = Aut(Q, ≤) of orderpreserving permutations of the rationals, for instance, has p 1 = 1 and p k = 0 for all other k. We have already recalled that for finite groups the sum of the entries of the vector is equal to the degree of the group; so we are interested in infinite groups whose Parker vector, at the very least, has infinitely many non-null entries.
On the other hand, a group which is not oligomorphic may well possess a well-defined Parker vector. For instance, the group Q/Z has p k = ϕ(k) (Euler function) but has infinitely many orbits on k for k > 1. In this paper, though, we are going to deal almost exclusively with oligomorphic groups.
The Parker vectors for finite groups enjoy some useful 'multiplicative' properties with respect to direct and wreath product (see Gewurz [9] ). These results generalize in a natural way to the infinite oligomorphic case. PROPOSITION 1.1. Let G and H be permutation groups on the sets and , respectively. Then
in the action of G × H on the disjoint union of and ,
furthermore, if K is any subcartesian product of G and H , again one has
in the imprimitive action of the wreath product G H on
Let us remark that we can rephrase 1 and 2, respectively, as
Note that the second operation is a convolution product.
PARKER VECTORS AND CIRCULANT COMBINATORIAL OBJECTS
The purpose of this section is to show that there is a connection between calculating Parker vectors for oligomorphic groups and counting finite circulant substructures in a homogeneous relational structure.
There is a well-known connection between the theory of oligomorphic groups and that of homogeneous relational structures. What follows is just a sketch of this connection; for a fuller picture, one should see, for instance, Cameron's book ( [2] ).
A relational structure R on a set consists of a number of relations on of various arities (the number of arguments). It is homogeneous if every isomorphism between finite substructures of R can be extended to an automorphism of the whole structure R. In the 1950s Fraïssé [7] gave a necessary and sufficient condition (discussed in detail in [2] ) for a class C of finite structures to be all the finite substructures of a countable homogeneous structure (the age of R, in the terminology of Fraïssé): let us say a Fraïssé class for short; R is said to be the Fraïssé limit of C. Now let R be a homogeneous structure and let C be the age of R. If G is the automorphism group of R, then G-orbits on n-sets correspond to isomorphism classes of n-element structures of C (unlabelled n-element substructures of R), while G-orbits on n-tuples of distinct elements correspond to the members of C with a fixed domain of cardinality n (labelled n-element substructures of R).
A finite relational structure on is said to be circulant (or cyclic) if there is a cyclic permutation ϕ of that is also an automorphism of the structure (i.e., a map preserving the relations): for each relation ρ, ρ(a 1 , . . . , a k ) if and only if ρ(ϕ(a 1 ), . . . , ϕ(a k )) . Now the following theorem, which is proved in the rest of this section, provides an analogy with the fact that the orbit-counting sequences of the automorphism group G of a homogeneous relational structure R count labelled and unlabelled finite substructures. Before proving the main theorem, let us make some remarks on a possible method to find out the Parker vector of such a G.
Recall (from [2] ) the fact that the modified cycle index of the automorphism group of a homogeneous structure R is equal to the sum of the standard cycle indices of the automorphism groups of the structures in its age. Using this fact and relation (1) between Parker vectors and cycle indices, we have:
where the sum is over all unlabelled structures in Age(R). Now, the unique monomials in the rightmost side giving a non-zero contribution are those of the form ax k . In fact, if a higher power of x k appears, its derivative vanishes for x k = 0, and the same happens if indeterminates with an index different from k are present. So it is sufficient to study the objects whose support has exactly k points and affording an automorphism that cyclically permutes these points. Each contributes k/| Aut( )| times the number of such cyclic permutations; by Parker's Lemma, this number is equal to p k (Aut( )). Thus,
with as above. So, if R is a homogeneous relational structure and G = Aut(R), to calculate p k (G) one might proceed as follows:
• consider the circulant unlabelled structures 1 , . . . , i k on k points in Age(R);
• consider their automorphism groups Aut( 1 ), . . . , Aut( i k );
• sum the kth entries of the Parker vectors of these groups.
In general, this requires knowing the isomorphism classes of circulant objects on k points, which is unnecessary for our purposes; moreover, this is hardly a trivial problem, on which there is an extensive literature (see for instance [10] ).
This programme being impractical to carry out, we will show that there is a bijection between cyclic objects (in the above sense) and non-conjugate cycles, which will provide the central tool in the calculation of the Parker vector.
To give a bijection between the set O of k-point circulant objects of Age(R) and the set C of conjugacy classes on k-cycles of G, first we partition the objects in O into isomorphism classes: O = i O i . We then relabel the points of the objects so that all the objects in the same class O i have the same set of labels
Let R be a fixed object of O i ; we define the image of R under to be the cycle (A i,0 ,  A i,1 , . . . , A i,k−1 ) . Now all the objects in O i are isomorphic, so that for each S in O i there is an isomorphism ϕ : R → S. We define (S) as the cycle (ϕ (A i,0 ), ϕ(A i,1 ), . . . , ϕ(A i,k−1 ) ). The cycles corresponding to two objects in different classes cannot be conjugate: there is no element in G mapping one object to the other since they are not isomorphic.
Suppose instead that R and S are isomorphic as unlabelled structures. Then the following lemma does the trick: PROOF. First of all, we note that (0, 1, . . . , k − 1) and (ϕ(0), ϕ(1), . . . , ϕ(k − 1)) are indeed in Aut(R) (the first one by definition; the second one is easily seen to be an automorphism by using the first one and the fact that ϕ an isomorphism).
Next, we proceed by contradiction. Suppose there is an α in Aut(R) such that
Note that Aut(R) contains all the cyclic permutations of the k-tuple (0, 1, . . . , k − 1) for it contains the cyclic group C k ; then without loss of generality we may assume
This implies that ϕ is in Aut(R); then R and S would be the same object, and this gives a contradiction. 2
This proves that the map is injective. The map is surjective: any cycle appearing in an element of G comes from a circulant object.
So finding the Parker vector corresponds to counting circulant objects, and this completes the proof of Theorem 2.1.
EXAMPLES AND APPLICATIONS
In order to enumerate cyclic combinatorial objects and to compute Parker vectors, it is useful to introduce the notion of a symbol associated with a cyclic object, by generalizing what has been done for graphs and tournaments (see, for instance, [1] for graphs, [11] for tournaments, and [10] for general cyclic combinatorial objects).
Let us begin with an example. Let be a circulant graph on the vertices 0, 1, 2,. . . , k −1 and such that the cyclic permutation (0, 1, 2, . . . , k −1) is an automorphism of . We completely describe by giving the set {a 1 , . . . , a s } of neighbours of 0, since is circulant: in fact, the neighbours of i are {i + a 1 , . . . , i + a s } (modulo k).
In general, if R is a cyclic object with m t t-ary relations, its symbol is the set whose elements are, for each t, m t sets of (t − 1)-tuples giving the 'neighbours' of 0 (if the relation (0, b 1 , . . . , b t−1 ) holds, the (t − 1)-tuple (b 1 , . . . , b t−1 ) is in the symbol). In the case of graphs, m 2 = 1 and m t = 0 when t = 2 (so, in the previous example, the symbol would be {{i + a 1 , . . . , i + a s }}; this abuse of notation will occur again when dealing with graphs). We can consider the symbol as a new relational structure in the natural way and, since knowing the 'neighbours' of 0 means knowing the 'neighbours' of all vertices by circularity, the symbol is enough to describe the object.
So, in order to calculate the Parker vector of Aut(R), we count, for each k, the symbols for the cyclic k-point objects in the age of R.
Let us continue our example regarding graphs. Recall that finite graphs form a Fraïssé class, whose limit is the countable random graph R (the Rado graph: see the seminal paper [6] and the survey [3] ). We should point out that a k-vertex graph is circulant if and only if it is a Cayley graph for the cyclic group C k (see [1] ). Now let us see how to find the Parker vector of the automorphism group of the random graph. The aforementioned symbol S = {a 1 , . . . , a s } for a circulant k-vertex graph has the property that j ∈ S if and only if k − j ∈ S (the subtraction modulo k); indeed, if i + j is a neighbour of i, then i = (i − j) + j is a neighbour of i − j and vice versa. 
A variation of the previous argument yields the Parker vector for the group Aut(T ), where T is the Fraïssé limit for the class of tournaments (directed complete graphs). In fact, the symbol for a circulant k-vertex tournament (where k must be odd) is a k−1 2 -set S with the property that j ∈ S if and only if k − j ∈ S. Therefore, reasoning as before, p k (Aut(T )) = 2 k/2 when k is odd, and p k = 0 when k is even.
Let us use this method to study the class of hypergraphs.
Recall that a t-uniform hypergraph consists of a set, whose elements are called vertices, and a set of t-sets of vertices, called (t-)edges. So, hypergraphs are defined by one t-ary relation. It is possible to show (see, for instance, [2] ) that the finite t-hypergraphs form a Fraïssé class; let us call R t its Fraïssé limit. Note that R 2 is simply the random graph.
In order to calculate p k (Aut(R t )), we must find out the symbols for a circulant t-hypergraph on k points.
In the case of graphs a symbol is obtained as the union of minimal non-empty symbols (in the previous example, the two sets {1, 4} and {2, 3}). The same holds for hypergraphs, but these building blocks are harder to describe. Such a minimal symbol S consists of a set of (t − 1)-subsets of {1, 2, . . . , k − 1} such that if E ∈ S then ((E ∪ {0}) + j) \ {0} ∈ S for all j such that 0 ∈ (E ∪ {0}) + j. In the graph example, the vertices are the (t − 1)-sets; taking S = {1, 4}, the property holds because, of the 'translates' of E ∪ {0} = {0, 1}, the only one satisfying the condition is (E ∪ {0}) + 4 = {4, 0} and 4 ∈ S.
Finally, let us describe an example in which the infinite case differs essentially from the finite case. While the only finite group having p k = 1 for k less than or equal to the degree of the group is the symmetric group (with a single exception), quite surprisingly, this result fails for the infinite case; here is an example of an oligomorphic and primitive, but not highly transitive, group with all-1 Parker vector ( [5] ).
Let C be the class of finite structures with relations ∼ and ρ n (n > 1) subject to the following conditions:
• ∼ is the adjacency relation of a graph; • ρ n (x 1 , . . . , x n ) holds only if x 1 , . . . , x n are all distinct and the induced subgraph of ∼ is non-null; conversely, if these conditions hold then ρ n (y 1 , . . . , y n ) holds for exactly one permutation (y 1 , . . . , y n ) of (x 1 , . . . , x n ).
It is possible to show that C is a Fraïssé class, so that it is the age of a homogeneous relational structure R. Let G = Aut(R). Let X be an n-set. Then G X X acts trivially on X if the induced subgraph on X is non-null, and acts as the symmetric group if it is null. The claim about the Parker vector follows.
In a similar way we may construct, for all k, a (k − 1)-transitive but not k-transitive group which has the same behaviour: just replace ∼ by a k-ary relation defining a hypergraph.
