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Cı´lem experimentu je otestovat klasifikacˇnı´ metody – s ucˇenı´m s ucˇitelem i s ucˇenı´m bez
ucˇitele – pouzˇite´ ke kategorizaci textovy´ch prˇepisu˚ telefonicky´ch hovoru˚ podle jejich te´mat.
Byly vybra´ny dveˇ za´kladnı´ metody: Linea´rnı´ Support Vector Machine (SVM) a K-means.
Vy´sledky obou metod jsou v tomto experimentu porovna´ny a ohodnoceny.
2 Pouzˇita´ data a jejich prˇı´prava
Datova´ mnozˇina pouzˇı´vana´ v experimentu byla vytvorˇena prˇepisy telefonicky´ch hovoru˚
zı´skany´ch centrem jazykove´ poradny (CJP) U´stavu cˇeske´ho jazyka Akademie Veˇd Cˇeske´ re-
publiky. Tato mnozˇina je vytvorˇena z unika´tnı´ch jazykovy´ch dat v Cˇeske´m jazyce a to tak, zˇe
jsou nahra´va´ny telefonicke´ hovory mezi volajı´cı´m a opera´torem CJP. Hovory se ty´kajı´ dotazu˚
ohledneˇ gramatiky v cˇeske´m jazyce.
Prˇı´prava dat zacˇı´na´ zmensˇenı´m vesˇkery´ch velky´ch znaku˚ na male´ a vsˇechny cˇı´selne´ znaky
jsou nahrazeny univerza´lnı´m symbolem. Da´le je provedena lemmatizace (MorphoDiTa Stra-
kova´ et al. (2014) volneˇ dostupny´ balı´cˇek pro Python a proces odstraneˇnı´ stop-slov (vybra´nı´
nejlepsˇı´ch slov s nejvysˇsˇı´ hodnotou mutual information – MI). Ve chvı´li, kdy ma´me takto
prˇipravena´ data, lze prove´st jejich reprezentaci a to za pomoci TF-IDF vah (pocˇı´tane´ stejny´m
zpu˚sobem jako v Novotny´ et al. (2017)) a doc2vec vah (popsa´no v Lau et al. (2016)). Posle´ze
je te´zˇ provedena redukce dimenzı´ za pomoci metody Latent Semantic Analysis (LSA).
3 Klasifikacˇnı´ metody a mozˇnosti jejich ohodnocenı´
Jako za´stupce metody typu ucˇenı´ s ucˇitelem byla vybra´na za´kladnı´ Linea´rnı´ SVM metoda
a jako za´stupce metod typu ucˇenı´ bez ucˇitele byla vybra´na za´kladnı´ metoda K-means.
Pro provedene´ experimenty byla vybra´na nejednodusˇsˇı´ mı´ra a to prˇesnost (Accuracy).
4 Experiment
Vsˇechna data v Tabulce 1 a 2 jsou tvorˇena prˇepisy rozhovoru˚ mezi opera´torem a vo-
lajı´cı´m: PCT (prˇepisy telefonicky´ch hovoru˚) mono – pouze mono nahra´vky obsahujı´cı´ 607 cˇa´stı´
hovoru˚ rozdeˇleny´ch do 20 kategoriı´; PCT mono male´ – pouze mono nahra´vky obsahujı´cı´ 504
cˇa´stı´ hovoru˚ rozdeˇleny´ch do 8 kategoriı´; PCT stereo – pouze stereo nahra´vky obsahujı´cı´ 3128
cˇa´stı´ hovoru˚ rozdeˇleny´ch do 20 kategoriı´; PCT stereo male´ – pouze stereo nahra´vky obsahujı´cı´
2866 cˇa´stı´ hovoru˚ rozdeˇleny´ch do 10 kategoriı´; PCT vsˇe – jak mono tak stereo nahra´vky ob-
sahujı´cı´ 3713 cˇa´stı´ hovoru˚ rozdeˇleny´ch do 20 kategoriı´; PCT vsˇe male´ – jak mono tak stereo
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nahra´vky obsahujı´cı´ 3343 cˇa´stı´ hovoru˚ rozdeˇleny´ch do 10 kategoriı´.
Prˇesnost metod [%]
Linea´rnı´ SVM metoda s reprezentacemi
TF-IDF TF-IDF doc2vec doc2vec TF-IDF
(LSA) (LSA) + doc2vec
PCT mono 76.58 75.20 69.87 66.45 76.84
PCT mono male´ 82.94 81.19 73.25 69.21 82.78
PCT stereo 76.56 70.33 69.28 66.93 73.44
PCT stereo male´ 79.61 73.39 72.15 70.40 77.16
PCT vsˇe 77.92 71.14 70.86 68.36 75.19
PCT vsˇe male´ 78.89 71.56 71.51 68.60 74.90
Tabulka 1: Vy´sledky s pouzˇitı´m Linearnı´ho SVM
Prˇesnost metod [%]
K-means metoda s reprezentacemi
TF-IDF TF-IDF doc2vec doc2vec TF-IDF
(TF-IDF) (LSA) (LSA) + doc2vec
PCT vsˇe 31.29 32.12 31.51 28.65 32.53
PCT vsˇe male´ 40.34 38.79 38.68 38.54 42.08
Tabulka 2: Vy´slekdy s pouzˇitı´m K-means
5 Za´veˇr
Z experimentu je patrne´, zˇe pro klasifikaci prˇepsany´ch telefonicky´ch hovoru˚ podle jejich
te´mat byl nalezen vhodny´ postup a metoda typu ucˇenı´ s ucˇitelem viz. Tabulka 1. Co se ty´cˇe
metody ucˇenı´ bez ucˇitele (viz. Tabulka 2) nebylo dosazˇeno tak kvalitnı´ch vy´sledku˚ v porovna´nı´
s metodou typu ucˇenı´ s ucˇitelem cozˇ bylo prˇedvı´da´no. Budoucı´m cı´lem bude vylepsˇenı´ postupu
prˇı´pravy a vylepsˇenı´ metod typu ucˇenı´ bez ucˇitele aby dosahovali alesponˇ podobne´ kvality
vy´sledku˚ jako metody typu ucˇenı´ s ucˇitelem.
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