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Involutive moving frames
Örn Arnaldsson
Abstract
By combining the ideas of Cartan’s equivalence method and the method of the
equivariant moving frame for pseudo-groups, we develop an efficient method for
solving equivalence problems arising from horizontal Lie pseudo-group actions. The
key is a pseudo-group analog of the classic result that characterizes congruence of
submanifolds in Lie groups in terms of equivalence of the Lie group’s Maurer-Cartan
forms. This result, when combined with the fundamental recurrence formulas for
the moving frame for pseudo-groups, will allow for a hybrid equivalence method
that will extend and illuminate its two progenitors. Furthermore, incorporating
the recurrence formula from the equivariant moving frame calculus provides great
computational simplifications in solving equivalence problems.
We apply the method to substantial equivalence problems such as (point) equiva-
lence of second order ordinary differential equations, (point) divergence equivalence
of Lagrangians on the line and equivalence of linear second order differential oper-
ators. These examples will demonstrate the ease with which the combined equiva-
lence method can solve such problems.
1 Introduction
A geometric structure on a manifold is preserved when going from one coordinate system
to another. Élie Cartan, [10], encoded the conditions on a change of coordinate transfor-
mation, for many different geometric structures, as an equivalence of G-structures. An
O(n)-structure, for example, describes a Riemannian metric. Cartan’s equivalence method
computes the local invariants (or curvatures) of the geometry at hand, and, in the case
of an O(n)-structure, leads one to the Levi-Civita connection. A bridge from the local in-
variants to global invariants is the Chern-Weil theory of characteristic classes, [11]. After
the initial successes of Cartan and his disciples, Cartan’s equivalence method lay dor-
mant for decades until the 1980s when its importance in solving a variety of equivalence
problems in differential equations ([6, 19, 22]), calculus of variations ([5, 16, 18, 21]),
control theory ([14]) and classical invariant theory ([27, 29]) became clear. However,
the complexity of the calculations involved in solving an equivalence problem using the
method has rendered it a largely theoretical tool, even with the aid of modern computer
algebra systems.
In a series of papers [34, 35, 36], Olver and Pohjanpelto extended the equivariant
moving frame for Lie groups developed in [13] to the infinite-dimensional realm of a
Lie pseudo-group, G, of local diffeomorphisms of a manifold, X , and provided a practi-
cal structure theory of these infinite dimensional analogs of Lie groups. In local coordi-
nates, Rn, on X , Lie pseudo-groups are determined by systems of differential equations
1
Gq ⊂ Jq(Rn × Rn → Rn), q ≤ ∞, in jet space. Olver and Pohjanpelto’s approach relied
on the fact that the subsets Gq carry, as first emphasized by Ehresmann, [12], a groupoid
structure. They then found a remarkable basis for the contact structure of the spaces
Gq that is invariant under the groupoid operation. Naturally, these contact forms were
called the Maurer-Cartan forms of G. Furthermore, in [34], an algorithmic way of ob-
taining the structure equations of the Maurer-Cartan forms was found. The equivariant
moving frames for Lie groups as well as Lie pseudo-groups have found a plethora of ap-
plications, including classical invariant theory ([3, 29]), object recognition and symmetry
detection ([4, 7]), invariant finite difference numerical schemes ([8, 31]), invariant Euler-
Lagrange equations ([24]) and geometric flows ([23, 32]). However, applications of the
equivariant moving frame for Lie pseudo-groups have mostly relied on the pseudo-group
action eventually becoming free (in a specific sense). Indeed, the main result of [36] says
that if the pseudo-group action becomes free at some jet order, then it remains free.
Cartan’s equvalence method requires no such restriction and it has been of interest to
extend the pseudo-group moving frame beyond free actions, which is one of the contri-
butions of this paper. In fact we combine Cartan’s method with the equivariant moving
frame for pseudo-groups, [35], and the structure theory for Lie pseudo-groups in [34], to
obtain a powerful hybrid equivalence method for a large class of equivalence problems.
This hybrid method utilizes both the geometry of Cartan’s differential forms and the
recurrence formula of the equivariant moving frame and as such can dramatically reduce
the computational load of the type of low dimensional concrete applications mentioned
above.
We shall study the following, quite general, question. Given a Lie pseudo-group G of
transformations on X whose action induces an action on a fiber bundle E → X (that
typically depends on the higher jets of the elements of G), when are two sections of E
locally congruent under an element ϕ ∈ G? We shall say that G acts horizontally on E in
this situation. The equivalence of two sections of a tensor bundle over a manifoldM under
a general change of coordinates is one example of this problem since a change of variable,
ϕ, induces a transformation on the components of the tensor fields that depends on the
1-jets, j1ϕ, of ϕ. Equivalence of Lagrangians under a change of variables is another, see
Section 3.1. We should mention that due to reliance on local solvability of the differential
systems describing Lie pseudo-groups, in general we must restrict to the real-analytic
category. This paper solves this problem in a novel and powerful way that generalizes
Cartan’s solution to the finite dimenional case of Lie groups. Underlying the method
of Cartan’s Repère Mobile, [9], and the equivariant moving frame is the fact that two
submanifolds, i : S → G and i¯ : S¯ → G, in a Lie group G are congruent under an element
g ∈ G,
g · i(S) = i¯(S),
if and only if there is a map ψ : S → S¯ preserving the (left-invariant) Maurer-Cartan
forms on G pulled-back to S and S¯. See, e.g., [17] for a proof. Given a Lie group G acting
effectively (and regularly) on a manifoldM , this result along with the equivariant moving
frame allows for the complete solution of the congruence of submanifolds of M under the
action of G. Equivalence problems under Lie pseudo-group actions are much more difficult
and Cartan developed his rather complicated equivalence method to handle them. Based
on the newly discovered Maurer-Cartan forms for Lie pseudo-groups we will develop an
2
approach to congruence problems for Lie pseudo-groups (in the horizontal case) that is
analogous to the finite dimensional case. The key step is the following generalization of
the above result to the infinite dimensional realm (see Theorem 4.18),
Theorem. Let s and s¯ be two sections of Gp → X and let f be a local diffeomorphism
on X such that
f ∗s¯∗µiK = s
∗µiK , |K| < p, and
f ∗s¯∗τ = s∗τ.
(1.1)
Then f ∈ G and Rf · s = s¯.
Here, µiK are the Maurer-Cartan forms of G, Rf · s denotes the groupoid product
s · jpf−1 in Gp and τ is the target map in the groupoid Gp. (The product s · jpf−1 is only
defined at points where the source of s and target of f−1 agree.)
Before moving on to the consequences of the above theorem we must establish some
notation from the theory of the equivariant moving frame for pseudo-groups. For the two
infinite bundles over the base manifold X , G∞ → X and J∞(E)→ X , denote the elements
of G∞ by j∞ϕ|x and those of J∞(E) by z(∞)|x. The pull-back bundle G˜∞ → J∞(E),
coordinatized by (j∞ϕ|x, z
(∞)
|x
) has a double fibriation,
G˜∞
J∞(E) J∞(E),
σ˜ τ˜
where σ˜(j∞ϕ|x, z
(∞)
|x
) = z(∞)|x and τ˜ (j
∞ϕ|x, z
(∞)
|x
) = j∞ϕ|x · z(∞)|x is the prolonged
action of G on J∞(E). The elements of G act on the pull-back bundle G˜∞ by right-
regularization; for ψ ∈ G we define
Rψ · (j∞ϕ|x, z(∞)|x) = (j∞ϕ|x · j∞ψ−1|ψ(x), j∞ψ|x · z(∞)|x).
The map τ˜ is invariant under this action, as can easily be checked, and the components of
τ˜ , which are complicated expressions in the jet coordinates on G∞ and J∞(E), are called
lifted invariants. A common level set of (an arbitrary number of) lifted invariants is called
a partial moving frame. Note that a partial moving frame is an invariant set under the
regularized action.
For local coordinates (x, u) on E , where x ∈ Rn and u ∈ Rm, we write the jets
z(∞)|x ∈ J∞(E) as
z(∞)|x = (x, u, . . . , u
α
J , . . .), 1 ≤ α ≤ m, J ∈ Nn0 ,
and the components of τ˜ with capitalized letters,
τ˜ (j∞ϕ|x, z
(∞)
|x) = (X,U, . . . , U
α
J , . . .).
Now, the congruence problem of sections, j∞u and j∞u¯ of J∞(E) under the action of G
can be rewritten as the problem of finding two congruent sections of Gp → X which are
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confined to the common level set X = U = 0 (Corollary 4.24). Theorem 4.18 now reduces
this problem further to solving for f in (1.1). It is here that Cartan’s G-structures emerge
(see Section 4.3).
But since we simply recover Cartan’s G-structures, what exactly has been gained
by these maneuvers? First, the above provides an algorithmic way of writing down a
G-structure for an arbitrary equivalence problem (for horizontal actions). Second, and
much more importantly, this approach invites the recurrence formula from the equivariant
moving frame, [35], into the picture as well as the structure equations for the Maurer-
Cartan forms found in [34]. We have reduced the congruence problem to solving for f in
(1.1). This is an exterior differential system whose solution will depend on the analysis of
the exterior derivatives of the Maurer-Cartan forms, dµiK , restricted to a partial moving
frame, and it is here that the recurrence formula and structure equations emerge.
The structure equations for dµiK are the restrictions to Gp of the equations, found in
[34],
dµiK =
∑
1≤j≤n
ωj ∧ µiK,j +
∑
L+M=K
|M |≥1
(
K
L
) ∑
1≤j≤n
µiL,j ∧ µjM . (1.2)
Furthermore, the recurrence formula tells us that
dUαJ = U
α
J,iω
i +
∑
λ
(
v∞(uαj )
)
µiK = U
α
J,iω
i +
∑
λ
(
∂UαJ
∂X iK
|
1
)
µiK .
(In the above equations, ωi are certain invariant horizontal forms (i.e., 1-forms on the
base manifolds with coefficients that are real-analytic functions on G˜∞), λ is an operator
designed to invariantize objects on J∞(E), see Section 3.2 and v∞ is the infinitesimal
generator of G on J∞(E).) For example, if U = 0 on our partial moving frame, then the
recurrence formulas imply that
0 = dUα = Uαi ω
i +
∑
λ
(
∂Uα
∂X iK
|
1
)
µiK . (1.3)
Hence, when combined with the structure equations (1.2), we obtain the complete struc-
ture of the Maurer-Cartan forms on the partial moving frame.
As mentioned previously the Maurer-Cartan forms µiK , when restricted to partial
moving frames, form the classic notion of a G-structure for the equivalence problem. For
example, if G is determined by first order equations G1 the invariant horizontal forms
ω1, . . . , ωn provide the G-structure. Cartan’s structure equations for this G-structure are
the expressions for dωi (see [15, 28] for expositions of the method). But in our formulation
we obtain these very easily as follows. First of all, by the general structure equations for
Lie pseudo-groups (1.2) we have
dωi = ωj ∧ µij (1.4)
Restricting these equations to G1 will give certain linear dependencies among the first
order Maurer-Cartan forms µij. Futhermore, (1.3) gives further dependencies among the
Maurer-Cartan forms. Choosing principal and parametric derivatives and plugging them
into (1.4) gives expressions of the form
dωi = · · ·+ Uαk ωk ∧ ωj,
4
where · · · are forms involving first order Maurer-Cartan forms µij. The first order lifted
invariants Uαk that emerge at this stage as the coefficients of the purely horizontal two-
forms are Cartan’s torsion coefficients and we normalize them to convenient constants to
obtain a higher order partial moving frame. Again, the recurrence formula tells us that
once we normalize Uαk we have introduced some further dependencies among the invariant
forms,
0 = dUαk = U
α
klω
l +
∑
|K|≤2
λ
(
∂Uαk
∂X iK
|
1
)
µiK .
The key simplifying feature of the recurrence formula is that the coefficients of µiK in (1.3)
are being evaluated at the identity section and so are rather simple, easily computable
expressions (and even more so by software such as Mathematica). In Section 5 we solve
some difficult equivalence problems where these simplifications are evident.
As in Cartan’s equivalence method, we stop this process of exterior differentiation of
the invariant forms on the partial moving frames, and normalization of lifted invariants,
when one of two things happen. Either when the top order forms satisfy Cartan’s test
for involution or when we manage to solve for all top order forms in the recurrence
formulas. In either case we say we have obtained an involutive moving frame. Checking
for involution is made simple by already knowing all the structure equations (1.2). For a
proof that the process terminates, see [2].
This paper is structured as follows. We begin by giving a worked example that demon-
strates the workings of our equivalence method so the reader can immediately see its many
benefits and will hopefully be motivated to study the details of the paper. The following
Section 3 gives an overview of the groupoid approach to Lie pseudo-groups and sets the
stage for our method of involutive moving frames in the special case of horizontal actions.
Section 4 forms the core of the paper. It first gives a quick review of the equivariant mov-
ing frame and gives a novel definition of a partial moving frame, [33], in the “groupoid
spirit.” This definition allows us to apply our equivalence method to so-called singular jets
that have, so far, been beyond the reach of the equivariant moving frame (while within
that of Cartan’s method). Section 4.2 contains the fundamental proof of equivalence of
sections in the groupoids associated with a Lie pseudo-group. The following section shows
how this theorem provides some classical G-structures of Cartan, and connects Cartan’s
equivalence method with (partial) moving frames. Finally, in Section 5 we solve some
significant equivalence problems to demonstrate the power of this method of involutive
moving frames. These include (point) equivalence of second order ordinary differential
equations and equivalence of second order differential operators.
2 Divergence equivalence of Lagrangians
We begin this paper by giving a worked example of a difficult equivalence problem, that
of Lagrangians
∫
L(x, u, ux)dx under point transformations modulo total divergence (see
Example 4.30 for the set-up). The pseudo-group of point transformations (writing p = ux),
(x, u, p) 7→ (X,U, P ), G, has defining equations
Xp = Up = 0, Ux = P (Xx + pXu)− pUu. (2.1)
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We then extend the point-transformation (x, u, p) 7→ (X,U, P ) to a two dimensional space
of variables representing Lpp and E˜(L) = Lu − Lpx − pLpu. Call these variables w and z,
respectively. The w and z transform according to (see Example 4.30)
w 7→ W = w
P 2p · (pXu +Xx)
,
z 7→ Z = z
Pp · (pXu +Xx)2 +
pPu + Px
pXu +Xx
·W,
and two sections of the trivial bundle (x, u, p, z, w) 7→ (x, u, p) are equivalent under this
extended action if and only if the associated Lagrangians are divergence equivalent.
Differentiating the last equation in (2.1) w.r.t. p gives the integrability condition
Pp =
Uu − PXu
pXu +Xx
.
This makes G1 formally integrable. Prolonging these equations once and linearizing gives
the following linear dependencies among the Maurer-Cartan forms, up to second order
(after setting X = U = P = 0).
µpp = µ
u
u − µxx, µux = −ωp, µppp = −2µxu, µppu = µuuu − µxux,
µppx = −µxxx + µpu, µuux = µpu, µuxx = µpx,
(2.2)
as well as µxpi = µ
u
pi = 0, i ∈ {x, u, p}. We normalizeW to 1 and Z to 0, and the recurrence
formula gives, using (2.2), that
0 = dW = Wiωi − 2µuu + µxx,
0 = dZ = Ziωi + µpx.
Computing all dωi gives
dωx = ωx ∧ µxx + ωu ∧ µxu = ωx ∧ (2µuu −Wiωi) + ωu ∧ µxu,
dωu = −ωx ∧ ωp + ωu ∧ µuu,
dωp = ωx ∧ (−Ziωi) + ωu ∧ µpu + ωp ∧ (Wiωi − µuu).
(2.3)
We can see that the purely horizontal parts involve the Wi and Zi and so we compute
the dG of these using the recurrence formula.
Remark 2.1. Notice that
zp = −wx − pwu
and so the jets of w and z are not entirely functionally independent. We therefore always
replace a z jet that involves a p derivative with an expression involving only w jets.
We find that we can normalize Xu from WP = 0 to obtain
0 = WPiωi + 3µxu, and Xu = −
U2uwp
3w2
.
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We also find (notice that we skip ZP , cf. Remark 2.1)
dGWX = µxxx − 2µpu − 2WXµuu,
dGWU = −2µuuu + µxux −WXµxu,
dGZU = µpux +WXµ
p
u,
dGZX = µpxx.
We can normalize Xxx, Uuu, Pux and Pxx from these equations and we go back to our
structure equations to find that
dωx = 2ωx ∧ µuu −
1
3
ωu ∧ (WPiωi),
dωu = −ωx ∧ ωp + ωu ∧ µuu,
dωp = ωu ∧ µpu − ωp ∧ µuu.
(2.4)
Now we must check the lifted invariants WPi, and we find that
dGWPU = 3µxuu −WPPµpu,
dGWPX = 3µxux.
while
WPP =
U2u
(
3wwpp − 4w2p
)
3w4
.
The first order group parameter Uu can be normalized from WPP if and only if
3wwpp − 4w2p 6= 0 or, equivalently, 3LppLpppp − 4L2ppp 6= 0)
and so the equivalence problem branches at this juncture. In case 3wwpp − 4w2p = 0 we
must check for involution of our G-structure provided by the ωi. The structure equations
are
dωx = 2ωx ∧ µuu,
dωu = −ωx ∧ ωp + ωu ∧ µuu,
dωp = ωu ∧ µpu − ωp ∧ µuu.
(2.5)
and the first reduced Cartan character is the maximal rank of the set of one-forms
γ1{
(
a
∂
∂ωx
+ b
∂
∂ωu
+ c
∂
∂ωp
)
dωi | i ∈ {x, u, p}},
where γ1 projects onto the space of first order Maurer-Cartan forms. This set is
{2aµuu, bµuu, bµpu − cµuu}
and maximizing its rank is equivalent to maximize the rank of the matrix2a 0b 0
−c b
 ,
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which obviously gives the first reduced Cartan character s(1)1 = 2 and since this makes the
matrix full rank the second and third reduced Cartan characters are zero, s(1)2 = s
(1)
3 = 0.
The only second order group parameter we have not managed to normalize is Puu
and so Cartan’s test for involution asks whether
1 = #{Puu} =
∑
s
(1)
i · i = 2
which is untrue and the the G-structure is not involutive and we must prolong to the next
order. In our framework this just means that the collection of one-forms on our partial
moving frame
{ωx, ωu, ωp, µuu, µpu}
are invariant under equivalence maps. To obtain the structure equations for this system
we must join dµuu and dµ
p
u to (2.5). The Maurer-Cartan structure equations for Lie pseudo-
groups already tell us what these are and we must simply restrict them to the partial
moving frame. We find
dµuu = ω
i ∧ µuui + µux ∧ µxu,
dµpu = ω
i ∧ µpui + µpx ∧ µxu + µpu ∧ µuu + µpp ∧ µpu,
(2.6)
and after plugging in all of our information from above, we have
dµuu = ω
x ∧ µpu +
1
2
ωu ∧
(
(WUi − 13WPXi)ω
i
)
,
dµpu = −ωx ∧ (ZUiωi) + ωu ∧ µpuu + ωp ∧
(
(
1
2
WUi +
1
3
WPXi)ωi
)
.
(2.7)
We must therefore compute dG of ZUi, WPXi and WUi. We find
dGZUU = µpuux − µpuu,
dGZUX = µpuxx − ZPXµpu + ZUiωi −
1
3
WPiω
i
dGWUX = µxuxx − 2µpuu − 3WUXµuu,
dGWUU = −2µuuuu + µxuux,
dGWPUX = 3µxuux +WPXX(WPiω
i)
dGWPXX = 3µxuxx − 3WPXXµuu,
(2.8)
while WPPX = 0. These equations indicate that the first five of them can be normalized
for a third order group parameter, but the third and last equations indicate that
dG(WPXX − 3WUX) = 6µpuu + . . .
and therefore Puu may be normalized from WPXX − 3WUX . This is where our framework
has an important computational benefit.
Remark 2.2. WPXX and WUX both depend on third order pseudo-group parameters
and both are affine in these. Meanwhile WPXX − 3WUX only depends on second order
parameters. Therefore, when computing WPXX − 3WUX we can (since they must cancel
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anyway) eliminate every third order parameters that we come across. This may not seem
like much of an advantage in this relatively simple example, but this observation is crucial
in computationally heavier equivalence problems where our computer algebra software is
asked to simplify enormous expressions; it help tremendously to get rid of all top order
group parameters before simplifying.
Now, since we have normalized all second order group parameters we have reduced
the branch of the equivalence problem where
3wwpp − 4w2p = 0
to an equivalence problem for the coframe
{ωx, ωu, ωp, µuu, µpu}
on the partial moving frame. The structure equations are
dωx = 2ωx ∧ µuu,
dωu = −ωx ∧ ωp + ωu ∧ µuu,
dωp = ωu ∧ µpu − ωp ∧ µuu,
dµuu = ω
x ∧ µpu,
dµpu = ω
u ∧ µpuu + 2µpu ∧ µuu.
(2.9)
From the normalization of WPXX − 3WUX and the recurrence formula we find that
µpuu =
1
6
(WPXXi − 3WUXi)ωi
and so the final structure equations are
dωx = 2ωx ∧ µuu,
dωu = −ωx ∧ ωp + ωu ∧ µuu,
dωp = ωu ∧ µpu − ωp ∧ µuu,
dµuu = ω
x ∧ µpu,
dµpu =
1
6
ωu ∧ (WPXXi − 3WUXi)ωi + 2µpu ∧ µuu.
(2.10)
Now, the coefficient WPPXX − 3WPUX vanishes on our partial moving frame and so we
only have WPXXX − 3WUXX left to compute. We first check the dG of this expression
using the recurrence formula. We have
dG (WPXXX − 3WUXX) = 6µpuux − 5WPXXXµuu.
We have already normalized Puxx from ZUU above, where we found
dGZUU = µpuux − µpuu
and so to computeWPXXX−3WUXX we may computeWPXXX−3WUXX−6ZUU where we
can take advantage of Remark 2.2 as the expressionWPXXX−3WUXX−6ZUU will depend
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on (at most) first order pseudo-group parameters. This computation is not feasible to do
by hand and so we leave it up to Mathematica. We find that on our partial moving
frame WPXXX − 3WUXX has the form
J
3w3U5u
where J is an enormous expression, which in this fonsize would cover a full page.
For the Lagrangian in
∫ 1
2
p2dx, J vanishes (as well as 3wwpp − 4w2p and so we are
in the above branch) and the contact transformations preserving this Lagrangian up to
divergence form a five dimensional (local) Lie group whose Maurer-Cartan forms have
structure equations
dωx = 2ωx ∧ µuu,
dωu = −ωx ∧ ωp + ωu ∧ µuu,
dωp = ωu ∧ µpu − ωp ∧ µuu,
dµuu = ω
x ∧ µpu,
dµpu = 2µ
p
u ∧ µuu.
(2.11)
Better yet, all Lagrangians in this branch for which J vanishes are equivalent and
there is a five dimensional space of equivalence maps (in G) between any two of them. We
shall not continue this equivalence problem as its full analysis would take up too much
space, but the above has demonstrated all of the key features of the combined equivalence
problem established in this paper.
Having sung the praises of the above routine, we must admit one shortcoming. The
equivalence maps that our method computed must all come from the original pseudo-
group G which acts on the space E of (x, u, p, w, z) and the jet spaces Jk(E) by prolon-
gation. This means that when solving equivalence problems for differential equations the
method only computes the external symmetries, while Cartan’s method would also com-
pute the internal symmetries. (See [1] for a complete analysis of these matters.) Whether
or not the moving frame can be utilized to compute internal symmetries of differential
equations is an important open problem.
3 Pseudo-groups
This section gives a rapid overview of the groupoid approach to Lie pseudo-groups, their
structure equations and the recurrence formula for lifted invariants, developed in the
series of papers [34, 35, 36]. We only prove the recurrence formula in the special case
of horizontal actions, but the general case is identical, see [35]. Since the theory of Lie
pseudo-groups requires “sufficiently regular”, formally integrable differential equations to
be locally solvable, and since this is only true in general for analytic systems (by the
Cartan-Kähler theorem), we shall assume real analyticity of all systems in this paper.
Regularity is a thorny issue and a time-honored tradition in the formal theory of differen-
tial equations is to “assume whatever regularity you need at each time”. Here, regularity
is understood in the following specific sense. To describe this definition, let E pi→ X be a
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bundle and let Rq be a qth order differential equation in the jet space Jq(E). Denote the
canonical bundle maps between jet spaces by
Jp(E)pi
p
q→Jq(E), for p ≥ q.
Further, denote the tth prolongation of Rq by Rq,t ⊂ Jq+t(E) and set
R(s)q,t := piq+tq+t−s(Rq,t), for q + t ≥ s.
Definition 3.1. The system Rq is regular, with regularity order p∗, if, for all s, t, R(s)q,t is
a submanifold of Jq+t−s(E), and for all s, t such that q + t − s ≥ p∗ the reduced Cartan
characters of R(s)q,t are constant along R(s)q,t .
The following example illuminates some of the issues this definition is meant to tackle.
Example 3.2. Consider the first order, non-regular, formally integrable, differential sys-
tem R1 for maps
(x, y, u) 7→ (X(x, y, u), Y (x, y, u), U(x, y, u)),
for real valued functions X, Y and U , determined by the equations
X = x, Y = y, U = u+ xUx + yUy.
The symbol of R1, and all its prolongations, changes rather drastically close to x = 0 and
y = 0 and on their intersection, the u-axis of the base manifold R3, it assumes a more
degenerate form still as the determining equations decrease in order there. At all points
in fibers above the u-axis the symbol module is all of R[ξ1, ξ2, ξ3]⊗R3 and hence trivially
involutive. However, the lack of regularity at these points prevents an application of the
Cartan-Kähler theorem at these points (at all orders). Away from the u-axis the system
is regular and, due to lack of integrability conditions, locally solvable.
Now adjoin the following second order equations to R1, to obtain the system R2,
Xij = Yij = Uij = 0, for all i, j ∈ {x, y, u}.
It is easily seen that R2 is regular with regularity order 2 and hence locally solvable.
3.1 Basic objects
Consider the jet bundle J∞(X × X σ→ X ) for sections of the trivial bundle X × X σ→
X where X is an n-dimensional manifold. Let D(X ) denote the collection of all local
diffeomorphisms of X and let D∞(X ) ⊂ J∞(X ×X → X ) be the subbundle of all infinite
jets of these. We shall drop the mention of X when it is clear what the base manifold is
and simply write D and D∞ instead of D(X ) and D∞(X ). Similarly, we denote by Dp(X )
the set of p-jets of transformations from D(X ). For local coordinates x on X we have the
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induced jet coordinates (x,X, . . . , X iK , . . .) on D∞ (and by truncation on Dp). That is,
for a local diffeomorphism ϕ, we have j∞ϕ|x = (x,X, . . . , X
i
K , . . .), where
X iK =
∂|K|ϕ
∂xK
(x), K ∈ Nn0 .
The collection D forms a pseudo-group, since if ϕ ∈ D then ϕ−1 ∈ D and the composi-
tion of two local diffeomorphisms is again a diffeomorphism whenever the composition can
be defined. As emphasized by Ehresmann, [12], each set Dp ⊂ Jp(X×X ) carries a groupoid
structure; we define the source and target of a p-jet jpϕ|x = (x,X, . . . , X
i
L, . . .) ∈ Dp as
σ(jpϕ|x) = x and τ(j
pϕ|x) = X,
respectively. The groupoid multiplication of jpϕ|x and j
pψ|X , where τ(j
pϕ|x) = σ(j
pψ|X),
is defined as
jp(g ◦f)|x,
where f and g are functions in D having the p-jets jpf |x = jpϕ|x and jpg|X = jpψ|X . This
definition does not depend on the choice of f and g as can be seen from the chain rule.
We write the groupoid operation as jpψ|X · jpϕ|x. The source and target maps provide
each Dp with a double fibration,
Dp
X X .
σ τ
Definition 3.3. A Lie pseudo-group, G, of local transformations of X is a sub-pseudo-
group of D that is determined, in each coordinate chart, by a set of formally integrable
differential equations called the defining equations that are regular in the sense of Defi-
nition 3.1.
As above, we denote the collection of transformations making up the pseudo-group
by G while subscripts will indicate the set of groupoid elements, e.g. G∞ is the set of
infinite jets of transformations from G. Each Gp, 0 ≤ p ≤ ∞, is a sub-groupoid of Dp. Let
G be a Lie pseudo-group determined by the formally integrable equations
F (x,X(q)) = 0, (3.1)
where X(q) denotes all jets up to order q. Let Φε be a one parameter family of diffeomor-
phisms from G. The flow ε 7→ Φε(x) through points x ∈ X generates a vector field
v(x) = ζ i(x)
∂
∂xi
(3.2)
in the Lie algebroid A of G of local vector fields on X . Note the Einstein summation
convention, which will be used whenever possible. The components of v satisfy the lin-
earization of (3.1) at the identity section 1:
L(x, ζ (q)) =
∂F (x,X(q))
∂X iK
|
1
ζ iK = 0. (3.3)
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As mentioned at the beginning of this section, the linearized equations are locally solvable
as a result of our regularity condition.
Now assume that the action of ϕ ∈ G on X , given by x 7→ ϕ(x), is extended to a
trivial bundle E = X ×U pi−→ X where U ⊂ Rm is an open set and the action on U depends
only on jets of order 1 (it is easy to extend all results to a general integer N > 1 but we
restrict to 1 for simplicity). This means that
j1ϕ|x · (x, u) = (ϕ(x), U(x, u, j1ϕ|x)) (3.4)
where U is a function of x, u and j1ϕ|x. Note that we could encode this by a Lie pseudo-
group of transformations, H, on the bundle E , of the form
(x, u) 7→ (ϕ(x), ψ(x, u)),
where ϕ satisfies the defining equations of G and
ψ = U = U(x, u, j1ϕ|x).
The Lie pseudo-group H is a one-to-one prolongation of G in the language of [37]. We call
extended group actions of the form (3.4) horizontal group actions. However, working with
the pseudo-groupH directly will be clumsy and notationally heavy as well as unnecessarily
clouding the main ideas.
By prolongation, G acts on each Jk(E) pik−→ X , where the action on Jk(E) depends only
on pseudo-group jets of order 1+ k. We refer to the jet bundle J∞(E) as the submanifold
jet bundle, the submanifolds in question being the sections of E which are central objects
in what is to come. We denote the submanifold jet coordinates by uαJ , where 1 ≤ α ≤ m
and J ∈ Nn0 and write z|(∞)x = (x, u, . . . , uαJ , . . .) for infinite jets. We then have two bundles
over X ,
X .
J∞(E)G∞
pi∞σ
We form the pull-back bundle (pi∞)∗G∞ → J∞(E), with induced coordinates
(x, u, . . . , uαJ , . . . , X, . . . , X
i
K , . . .) = (z|
(∞)
x
, j∞φ|x)
and write G˜∞ for the pull-back (pi∞)∗G∞. We extend the source and target maps to G˜∞
by
σ˜(z|(∞)x , j
∞φ|x) = z|
(∞)
x
, τ˜ (z|(∞)x , j
∞φ|x) = j
∞ϕ|x · z|(∞)x ,
providing G˜∞ with a double fibration,
G˜
J∞(E) J∞(E).
σ˜ τ˜
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We shall denote the target variables on J∞(E) by capital letters, that is
Z(∞)|X = j
∞ϕ|x · z|(∞)x = j∞ϕ|x · (x, u, . . . , uαJ , . . .) = (X,U, . . . , UαJ , . . .),
and when we explicitly write out the partial derivatives in UαJ , they shall be capitalized
also, for example
j3ϕ|x · (x, u, ux, uxx) = (X,U, UX , UXX),
and so on.
Remark 3.4. The formula for a lifted invariant depends on the jets, X, . . . , X iK , . . ., of
pseudo-group elements ϕ ∈ G. Since these jets must satisfy the defining equations of G we
may replace each principal derivative by parametric ones in these formulas. After fixing
a choice of principal and parametric derivatives, the latter are thought of, and referred
to as the group parameters of G.
We give a few examples of horizontal actions. Most of these will be studied in detail
in later sections.
Example 3.5. Let G be the pseudo-group of point transformations on J1(R × R → R)
with coordinates (x, u, ux) = (x, u, p). This means X and U are functions of (x, u) only
and P is given by
P =
Ux + pUu
Xx + pXu
.
Say we are interested in the effect of these point transformations on second order ODE
uxx = q = f(x, u, p). Then, under (x, u, p) 7→ (X,U, P ), q tranforms according to
q 7→ Q = Px + pPu + qPp
Xx + pXu
.
We are therefore in the above set-up with X parametrized by (x, u, p) and U parametrized
by q. This example generalizes, of course, to any order above two.
Example 3.6. In studying the local invariants of Riemannian metrics on, say, two dimen-
sional manifolds, we are interested in the effect of a smooth change of coordinates on the
components of the tensor and their jets. Let the metric in local coordinates x ∈ U ⊂ R2
be g = gijdxidxj . A change of variables is an invertible map ϕ : U → V ⊂ R2. This will
transform g according to
(ϕ−1)∗
(
gijdx
idxj
)
= gijd(ϕ−1)id(ϕ−1)j ,
and so the transformation of the components gij will depend on the 1-jets of ϕ. We
therefore have a horizontal action where G is the pseudo-group of all local diffeomorphisms
of R2 and U is the space of metric tensors, parametrized by gij, 1 ≤ i ≤ j ≤ 2, with
gij = gji.
More generally, the components, u, of any tensor on a manifold will transform, under
a change of variables on the base manifold, x 7→ ϕ(x), as a function of x, u and j1ϕ|x.
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Example 3.7. Consider the Lie pseudo-group of transformations
X = f(x), Y = fx(x)y + g(x),
extended to an additional real variable u by
U = u+
fxx(x)y + gx(x)
fx(x)
,
where f : R → R is a local, invertible, real-analytic map and g : R → R is an arbitrary
real-analytic map. This pseudo-group has the structure described above: The transfor-
mation of the x and y coordinates form a Lie pseudo-group G with defining equations
Xy = Yy −Xx = 0 and G acts on the u coordinate by u 7→ U = u+ Yx/Xx. This pseudo-
group is of historical interest rather than geometric as it is related to one of Medolaghi’s
pseudo-groups, [25].
Example 3.8. Let
∫
L(x, u, p)dx be a first order Lagrangian in one variable. A point
transformation (x, u, p) 7→ (X,U, P ) transforms
∫
L(x, u, p)dx according to
∫
L(X,U, P )dX =
∫
L(X,U, P ) · (Xx + pXu)dx.
We can set up the problem of equivalence of Lagrangians by extending the standard
pseudo-group of contact transformations on J1(R2 → R) to act on a space parametrized
by a real variable L via
L 7→ L
Xx + pXu
.
More generally, the divergence equivalence of Lagrangians can be cast in this framework.
In this case we require that Lpp is preserved, as opposed to L. See Example 4.30 for more.
Example 3.9. Consider a linear second order differential operator on R,
D = fD2 + gD + h, (3.5)
where f, g, h : R → R are real-analytic, and f 6= 0. When we apply D to a real-analytic
function u : R→ R we obtain the function
fu′′ + gu′ + hu.
Now consider the pseudo-group, G, of transformations of the (x, u) of the form
(x, u) 7→ (ϕ(x), u · ψ(x)) = (X,U),
where ϕ, ψ : R→ R are real-analytic. Restricting to the set X = {(x, u) ∈ R2 | u > 0} and
to ψ > 0 this is a Lie pseudo-group of transformations of X that has defining equations
Xy = 0, Uuu = 0, Uuu = U.
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The elements of G preserve the space of linear operators and a transformation from G
maps (3.5) to
D¯ = FD¯2 +GD¯ +H,
where D¯ is the derivative with respect to the transformed independent variables X and
the lifted coefficients F,G,H have explicit formulas
F = f
X2x
Uu
,
G = −f 2UxXx −XxxUuu
uU2u
+ g
Xx
Uu
,
H = −f UxxUuu− 2U
2
x
u2U3u
− g Ux
uU2u
+
h
Uu
.
(3.6)
Notice that since
Ux
u
and Uu are independent of u, these lifted invariants are also inde-
pendent of u (as they should be be). Each operator D defines a section,
(x, u) 7→ (x, u, f(x), g(x), h(x)),
in the trivial bundle X × R3 → X and two operators are equivalent if their respective
sections are congruent under the extended action of G given by (3.6).
3.2 Lifted invariants
A local transformation ψ ∈ G acts by right groupoid multiplication on the set of jets
j∞ϕ|x ∈ G∞ with x ∈ dom ψ by
Rψ · j∞ϕ|x = j∞ϕ|x · j∞ψ−1|ψ(x),
and from the left on the set of jets j∞ϕ|x ∈ G∞ with τ(j∞ϕ|x) ∈ dom ψ by
Lψ · j∞ϕ|x = j∞ψ|τ(j∞ϕ|x) · j
∞ϕ|x.
Note that projecting the right action onto the source coordinate gives
σ(Rψ · j∞ϕ|x) = ψ(x)
and so we can extend this action from G∞ to G˜∞ by
Rψ · (z|(∞)x , j∞ϕ|x) := (j∞ψ|x · z|(∞)x , j∞ϕ|x · j∞ψ−1|ψ(x)), (3.7)
for all x in the domain of definition of ψ. The target map τ˜ : G˜∞ → J∞(E) provides a
complete collection of all scalar invariants of this action:
R∗ψ τ˜(z|
(∞)
x
, j∞ϕ|x) = τ˜ (j
∞ψ|x · z(∞)|x, j∞ϕ|x · j∞ψ−1|ψ(x))
= j∞ϕ|x · j∞ψ−1|ψ(x) · (j∞ψ|x · z(∞)|x)
=
(
j∞ϕ|x · j∞ψ−1|ψ(x) · j∞ψ|x
)
· z|(∞)x = j∞ϕ|x · z|(∞)x
= τ˜ (z|(∞)x , j
∞ϕ|x).
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This also means that the pull-back of any differential form ω on J∞(E) by the target
map is invariant under this action:
R∗ψ(τ˜
∗ω) = (τ˜ ◦Rψ)∗ω = τ˜ ∗ω. (3.8)
Turning our attention back to the diffeomorphism groupoid D∞, in [34] a basis,
{µiK}K∈Nn0 ,1≤i≤n, for the contact co-distribution on D∞, that is right invariant (under
the action of D) was constructed. Naturally, these contact forms are called the Maurer-
Cartan forms of the pseudo-group D. The form µiK agrees with the standard contact form
ΥiK = dX
i
K − X iK,jdxj on the identity section 1 of D∞ → X , and each µiK is a linear
combination of ΥjJ for |J | ≤ |K| (and conversely). When we restrict the Maurer-Cartan
forms to a sub-groupoid G∞ ⊂ D∞, we obtain certain linear dependencies among the µiK .
The important discovery, made in [34], is that these are given by
∂F (x,X(q))
∂X iK
|
1˜
µiK = 0, (3.9)
where restriction to 1˜ means first restricting to the identity section and then replacing
all source coordinates x by target coordinates X.
Remark 3.10. The structure equations, or the formulas for dµiK , are rather complicated
expressions but we will mostly be interested in their top order terms. The entire equations
are
dµiK =
∑
1≤j≤n
ωj ∧ µiK,j +
∑
L+M=K
|M |≥1
(
K
L
) ∑
1≤j≤n
µiL,j ∧ µjM . (3.10)
Where we refer to
∑
1≤j≤n ω
j ∧ µiK,j as the top order term, L+M is the componentwise
addition of multi-indices in Nn0 and (
K
L
)
=
K!
L!M !
.
The Maurer-Cartan forms embed naturally into the pull-back bundle G˜∞ → J∞(E).
In fact, the space of one-forms on G˜∞ is a direct sum of two right-invariant (recall (3.7))
subspaces. Complementing the Maurer-Cartan forms in this direct sum are the one-forms
on J∞(E), pulled back to G˜∞ by the target map τ˜ . This direct sum imbues the differential
forms on G˜∞ with a bigration. We correspondingly split the exterior derivative on G˜∞ into
a group- and jet-component,
d = dG + dJ ,
where dG increases the group-grade and dJ increases the jet-grade. Notice that since
ψ ∈ G acts on the group and submanifold jet coordinates separately, Rψ · (z|(∞)x , j∞ϕ|x) =
(j∞ψ|x · z|(∞)x , j∞ϕ|x · j∞ψ−1|ψ(x)), the group and jet components of the derivative of any
invariant form are again invariant. The differential one-forms on J∞(E) further divide
into horizontal and contact forms with bases
{dx1, . . . , dxn} and {duαJ − uαJ,idxi}J∈Nn0 ,1≤α≤m,
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respectively. The jet-differential dJ then splits accordingly into a horizontal and vertical
(submanifold contact) component,
dJ = dH + dV .
Since the right action of G on G˜∞ obviously preserves horizontal and vertical forms (since
G acts by contact transformations on J∞(E)), as well as the Maurer-Cartan forms, these
various differentials of invariant forms on G˜∞ are still invariant.
Let us define an operator, γJ , that takes a general differential form on the pull-back
bundle G˜∞ → J∞(E), that is written in terms of the Maurer-Cartan forms, horizon-
tal forms and submanifold jet contact forms, and equates all Maurer-Cartan forms to
zero. Recall that τ˜ ∗ω is right invariant. Since the right action preserves the group and
submanifold jet components of τ˜ ∗ω we have that γJ τ˜ ∗ω is invariant. We call the operator
λ := γJ τ˜ ∗ (3.11)
the lift operator. We say that a differential form Ω on G˜∞ is concentrated on J∞(E) if
γJ(Ω) = Ω. Notice that λ maps differential forms on J∞(E) to invariant differential forms
on G˜∞ that are concentrated on J∞(E).
3.3 Recurrence formula
In the calculus of moving frames for Lie pseudo-groups, the recurrence formula plays a
fundamental role. We now deduce it for horizontal actions, but the proofs for general Lie
pseudo-group actions are identical.
Let Φε = (Φ1ε, . . . ,Φ
n
ε ) be a one parameter family of local diffeomorphisms in G with
Φ0 being the identity. It generates a local vector field on X ,
v(x) =
d
dε
|
ε=0
Φiε(x)
∂
∂xi
= ζ i(x)
∂
∂xi
,
whose components, ζ i, satisfy (3.3). The domain of definition of v is the set
dom v =
⋃
t>0
⋂
|ε|<t
dom Φε.
By prolongation, we have the flow ε 7→ τ˜ (z|(∞)x , j∞Φε|x) on J∞(E), through points z|(∞)x ∈
(pi∞)−1(dom v), generating the local vector field v̂∞(z|(∞)x ). The explicit formulas for the
different components of v̂∞ can be given by a simple recurrence relation, see [30].
The lift of the flow Φε is the flow on G∞ given by ε 7→ j∞|XΦε · j∞ψ|x for j∞ψ|x ∈ G∞
with τ(j∞ψ|x) = X in dom Φε. Note that it is tangent to the source fibers σ
−1(x). This
flow is obviously right-invariant and analyzing it at the identity section, 1 ⊂ G we find:
V̂∞|
1
=
∑
ζ iK(X)
∂
∂X iK
. Note that, by definition, V̂∞ and v̂∞ are related by the push-
forward at the identity, τ˜∗
(
V̂∞|
1
)
= v̂∞, where, implicitly, we have transferred V̂∞ from
G∞ to G˜∞. We shall also denote by 1 the pull-back of the bundle 1→ X to 1→ J∞(E),
a subbundle of G˜∞, and refer to it as the identity section of G˜∞.
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We would like to know what happens when we take the exterior derivative of a lifted
form λ(ω), where ω is a differential form on J∞(E). It is relatively easy (by an examination
of λ) to see that dJλ(ω) = λ(dω). The group component dGλ is more difficult to establish,
but we have, for a lifted Lie algebroid vector field V̂∞, since τ˜∗
(
V̂∞|
1
)
= v̂∞, and since
V̂∞ has only group components, at the identity section,
V̂∞(λ(ω)) = V̂∞(γJ τ˜ ∗ω) = γJV̂∞(τ˜ ∗ω) = γJ τ˜ ∗(v̂∞(ω)). (3.12)
On the other hand, we have by Cartan’s formula
V̂∞(λ(ω)) = V̂∞ dλ(ω) + d(V̂∞ λ(ω)) = V̂∞ dGλ(ω),
again, since V̂∞ only has group components (i.e. is tangent to the σ˜-fibers). Now, V̂∞
dGλ(ω) = V̂∞
∑
(µiK ∧ΩKi ) is an invariant differential form on G˜∞, where ΩKi are some
differential forms concentrated on J∞(E). Evaluating it at the identity section gives
V̂∞(λ(ω))|
1˜
=
∑
ζ iK(X)Ω
K
i . (3.13)
Both (3.12) and (3.13) are invariant differential forms that agree at the identity section,
but this means they must agree everywhere. Writing γJ τ˜ ∗(v̂∞(ω)) =
∑
ζ iK(X)Ω˜
K
i (note
that v̂∞ is a linear function of the components ζ iK), we have, for every vector field in the
Lie algebroid of G that ∑
ζ iK(X)Ω˜
K
i =
∑
ζ iK(X)Ω
K
i ,
and hence Ω˜Ki = Ω
K
i . This gives the original recurrence formula, where on the left hand
side we need to replace every λ(ζ iK) by µ
i
K :
λ(v̂∞(ω)) = dGλ(ω). (3.14)
This is the original derivation of the recurrence formula for pseudo-groups from [35]. But
we can also calculate directly,
V̂∞(λ(ω))|
1
=
∑
ζ iK(X)
(
∂(λ(ω))
∂X iK
)
|
1
,
to see that ΩKi |
1
=
(
∂(λ(ω))
∂X iK
)
|
1
. Each ΩKi is invariant on G˜∞ and since right invariant
differential forms on G˜∞ are determined by their values on the identity section of G˜∞ we
can deduce that, in general,
V̂∞(λ(ω)) =
∑
ζ iK(X)λ
(
∂(λ(ω))
∂X iK
|
1
)
.
We can then write the recurrence formula
dGλ(ω) = λ(v̂∞(ω)) =
∑
µiK ∧ λ
(
∂(λ(ω))
∂X iK
|
1
)
. (3.15)
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This form of the recurrence formula displays clearly the symbol structure of G and can
be used to prove termination of the forthcoming equivalence method, cf. [2]. However,
since v̂∞ can be computed using the prolongation formula, [30], we can easily obtain the
algebraic structure of our partial moving frames, cf. Section 5.
Notice that (3.15) is a kind of group parameter linearization of λ(ω), e.g. if ω = uαJ
we have
dGλu
α
J = dGU
α
J =
∑
λ
(
∂UαJ
∂X iK
|
1
)
µiK . (3.16)
The invariant horizontal forms ωi := λ(dxi) are especially important. We have
ωi = λ(dxi) = γJ τ˜ ∗dxi = γJdX i = γJ
(
X ijdx
j −Υi
)
= X ijdx
j.
Another important identity is
dHU
α
J = U
α
J,iω
i, (3.17)
which can be deduced by computing
dHλ(uαJ) + dV λ(U
α
J ) = dJλ(u
α
J) = λ(du
α
J)
= λ(uαJ,idx
i) + λ(vertical forms)
= UαJ,iω
i + vertical forms (λ preserves vertical forms),
and comparing horizontal parts.
Combining (3.16) and (3.17) we have
dUαJ = U
α
J,iω
i +
∑
λ
(
∂UαJ
∂X iK
|
1
)
µiK + contact forms on J
∞(E). (3.18)
4 Equivalence of sections
In this section we shall first introduce the equivariant moving frame for pseudo-groups,
which, in conjunction with the recurrence formula will be our fundamental tool. Section
4.2 gives a proof of a pseudo-group analog of the result for Lie groups that underlies the
congruence problem in the finite dimensional case and the following section demonstrates
how Cartan’s G-structures naturally emerge from that vantage point.
4.1 The equivariant moving frame
The lifted submanifold jet coordinate functions UαJ = τ
∗uαJ are invariant under the right
action of G on the bundle G˜∞ → J∞(E), and form a complete collection of invariants for
this action. The equivariant moving frame, [35], is an object that computes the invariants
of the prolonged action of G on the submanifold jet bundles Jr(E pir→ X ). Unfortunately,
a moving frame can usually not be defined on all of Jr(E) and one must partition Jr(E)
into disjoint sets, each of which carrying its own moving frame. So let the groupoid Gp
act on Jr(E), for some 1 ≤ r, p ≤ ∞. For S ⊂ Jr(E) we denote by GSp the jets jpϕ|x,
x ∈ pir (S), that preserve S under the right action. Notice that GSp is a groupoid. Denote
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the collection of local diffeomorphisms ψ ∈ G that preserve S ∈ Jr(E) by GS . We also
form the pull-back bundles
G˜Sp σ˜
p
r−→ S,
whose fiber over jru|x ∈ S is the set of all jpϕ|x ∈ GSp with source coordinate x and on
which GS acts by
Rψ · (jpϕ|x, jru|x) = (jpϕ|x · jpψ−1|ψ(x), jpψ|x · jru|x).
We give the following, more general, definition of a moving frame than the original, [34].
This definition will allow us to solve equivalence problems for singular jets, which are not
within reach of the original method of the equivariant moving frame (cf. Remark 5.6).
Definition 4.1. Let Gp act on Jr(E). A (local) pth order moving frame with domain of
definition S ⊂ Jr(E) is a (local) GS-right-equivariant section, ρ, of G˜Sp σ˜
p
r−→ S, i.e.
ρ(jpψ|x · jru|x) = Rψ · ρ(jru|x), (4.1)
for all ψ ∈ GS and jru|x ∈ S.
Letting ψ ∈ GS , and abusing language somewhat, we can write (4.1) as
ρ ◦ψ = Rψ ◦ρ
and so right-equivariance is the property of a section of G˜Sp → S that it commutes with
the action of GS . Or, in other words, its image is invariant under the right action of GS
on G˜Sp .
Remark 4.2. Notice that there is no guarantee that GSp is the space of p-jets of elements of
GS as we have not stipulated any local solvability of the differential equations determining
the pseudo-group GS . Indeed, the goal of Cartan’s equivalence method, and, by extension,
our forthcoming method, is deducing an involutive system for GS . See the examples in
Section 5.
A moving frame pulls invariant differential forms (under the right action action of
GS) on the pull-back bundle G˜Sp → S back to an invariant object on S as can be seen as
follows. Let Ω be an invariant differential form on G˜Sp and let ω = ρ∗Ω be its pull-back
on S. Then, for ψ ∈ GS ,
ψ∗ω = ψ∗ρ∗Ω = (ρ ◦ψ)∗Ω = (Rψ ◦ρ)∗Ω = ρ∗R∗ψΩ = ρ
∗Ω = ω,
by invariance of Ω. In particular, ρ∗UαJ , |J | ≤ r, are a complete collection of invariants of
the action of GS on S. Generalizing a little bit, we define a partial moving frame.
Definition 4.3. A (local) pth order partial moving frame on S ⊂ Jr(E) is a fibered
subspace, B σ˜
p
r−→ S of G˜Sp → Jr(E), that is preserved by the right the action of GS . The
set S is called the domain of definition of B and we say that B is right-equivariant under
the action of GS .
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Notice that if Gp acts on Jr(E) then Gt also acts on Jr(E) for all p ≤ t ≤ ∞. We can
then form the pull-back bundles G˜t → S on which GS (and GSt ) acts. There are natural
bundle maps G˜t
νtp→ G˜p, p ≤ t ≤ ∞, defined by
(jtϕ|x, j
ru|x)
νtp7−→ (jpϕ|x, jru|x).
Definition 4.4. Let Bp → S be a pth order partial moving frame. Denoting its preimage
in G˜∞ by B˜p :=
(
ν∞p
)−1
(Bp) we notice that B˜p is a partial moving frame in G˜∞ → S.
Remark 4.5. Definition 4.3 is more general than previous definitions of partial moving
frames which are usually only defined as fibered subspaces over a base S where S is
assumed to be locally G-invariant. Our definition is strictly more general as (locally)
GS = G for locally G-invariant S. Furthermore, our key result in the next subsection
allows us to extend the moving frame technique to equivalence problems for sections that
have until now remained outside the scope of the equivariant moving frame.
Just like a moving frame pulls invariant objects on G˜p to invariant objects on S,
restricting (pulling-back) any invariant object on G˜p to a partial moving frame Bp → S
gives an invariant object on Bp under GS .
There turns out to be a practical construction available for a partial moving frame
that we, for simplicity, demonstrate for G∞ acting on J∞(E). The orbit of the action of
G on J∞(E) through j∞u|x is the set
{j∞ϕ|x · j∞u|x | j∞ϕ|x ∈ G∞}.
The construction of a moving frame is equivalent to a choice of a cross-section to the
orbits of the action of J∞(E). A cross-section K ⊂ J∞(E) to the orbits is a (connected)
subspace such that if an orbit intersects K, it does so at a unique point and transversally.
Given such a cross-section we can construct a moving frame as follows. Let S ⊂ J∞(E)
be the set of j∞u|x whose orbits intersect K (this set is seldom all of J∞(E) and so each
cross-section determines a different set S). For j∞u|x ∈ S define the fiber (in the partial
moving frame) over j∞u|x to be the collection of j
∞ϕ|x ∈ G∞ such that
j∞ϕ|x · j∞u|x ∈ K.
Note that each cross-section defines a set S. If the action is free on S, then this partial
moving frame reduces to a proper moving frame since then j∞ϕ|x · j∞u|x ∈ K uniquely
determines j∞ϕ|x. The resulting subspace, B → S, is right-equivariant. To see this note
that if (j∞u|x, j
∞ϕ|x) ∈ B then, for ψ ∈ GS ,
Rψ · (j∞u|x, j∞ϕ|x) = (j∞ψ|x · j∞u|x, j∞ϕ|x · j∞ψ−1|ψ(x)),
and
j∞ϕ|x · ψ−1|ψ(x) ·
(
j∞ψ|x · j∞u|x
)
= j∞ϕ|x · j∞u|x ∈ K,
so Rψ · (j∞u|x, j∞ϕ|x) ∈ B, and B is right-equivariant.
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Remark 4.6. For there to exist a (local) cross-section to the pseudo-group orbits, the Lie
pseudo-group must satisfy certain non-trivial criteria. For example, an irrational flow on
a torus has no local cross-section since the intersection of an orbit and any open neighbor-
hood in the torus consists of infinitely many connected components. For our constructions
we must assume that local cross-sections to our orbits exist, and in applications one must
check this on a case by case basis.
In practice the cross-section K is usually built, order-by-order, as the subspace where
an increasing number of the jet-coordinates on J∞(E), uαJ , are constant. This will give a
decreasing sequence of partial moving frames
G˜∞ ⊃ B˜0 ⊃ B˜1 ⊃ B˜2 ⊃ . . . (4.2)
The partial moving frames are then described by the solutions to equations of the form
UαJ = constant,
and we say we have normalized the lifted invariant UαJ when u
α
J is constant on K.
Remark 4.7. Much effort was devoted in [36] to deciding when a sequence of partial
moving frames as in (4.2) converges to a bona-fide moving frame. That paper’s key
result was dubbed persistence of freeness of Lie pseudo-groups and was achieved through
a rather difficult analysis of convoluted algebraic objects such as “eventual polynomial
modules”. From our “involutive” point of view we have no need for the results of [36]
and we achieve their generalization by straightforwardly applying the Cartan-Kuranishi
completion theorem, in the guise of Algorithm ??.
Remark 4.8. When restricting a partial moving frame B˜p to a new equation UαJ = c,
we solve UαJ = c for one of the group parameters. This group parameter then disappears
from our parametrization of B˜p, and, by a slight risk of confusion, we say that this group
parameter has been normalized.
Example 4.9. Consider the Lie pseudo-group action of horizontal transformations on
sections of R3 → R2 obtained by extending the Lie pseudo-group of transformations on
R
2, G, with elements
X = f(x), Y = fx(x)y + g(x),
to act on a variable u ∈ R such that
U = u+
Yx
Xx
.
The pseudo-group G has determining equations
Xy = 0, Yy = Xx.
We build the cross-section order-by-order, first setting
K = {x = y = u = 0}.
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A point (z|(∞)x , j
∞ϕ|x) = (x, y, u, . . . , u
α
J , . . . , X, Y, . . . , XK , YK , . . .) is in the corresponding
partial moving frame, B˜1 ⊂ G˜∞, if and only if
X = 0, Y = 0, U = 0
⇐⇒ X = 0, Y = 0, Yy = −uXx.
At the next order, we have lifted invariants
UX =
ux
Xx
+
YxxXx −XxxYx
X3x
,
UY = − Yx
Xx
UX +
uy
Xx
+
Yxy
X2x
.
Notice that we are using the fact that the pseudo-group jets are coming from a pseudo-
group with defining equations
Xy = 0, Yx = Xx,
and we have replaced all principal derivatives by parametric ones in our formulas for
lifted invariants. We can normalize both UX = UY = 0 to obtain a partial moving frame
B˜2 ⊂ B˜1 ⊂ G˜ on which
Yxx =
XxxYx −X2xux
Xx
, Yyx = −uyXx.
We can continue like this, normalizing UXX = UXY = 0, UY Y = 1 and UXXX = UXXY = 0
(skipping the details of the calculations; it is a little bit of work). At this point we have
actually normalized all pseudo-group parameters of order at most 4.
Restricting the invariants UXY Y and UY Y Y , on G˜, to the partial moving B˜4 gives the
genuine invariants
UXXX 7→ uxyy + uuyyy + 2uyuyy
u
3/2
yy
, UY Y Y 7→ uyyy
u
3/2
yy
. (4.3)
This gives the rough idea of how the method of equivariant moving frames proceeds. We
will redo this as Example 5.4 and shall see how (our modification of) Cartan’s equivalence
method drastically decreases the computational load of the above routine.
Remark 4.10. Notice that in (4.3) the jet coordinate uyy must be positive, and so, at
some point of our normalization process, we made the decision to restrict our partial
moving frame to the subspace of J∞(E) where uyy > 0. For jets with uyy < 0 some of
the normalizations made in the above example were not possible, and we could not have
constructed this particular partial moving frame. In general, the space J∞(E) must be
partitioned into a collection of subsets
J∞(E) =
N⋃
i=1
Si,
where we obtain a different partial moving frame on each of Si which corresponds to
a different cross-section to the pseudo-group orbits. In the above example, we have the
partition S1 = {z(∞)|x | uyy > 0}, S2 = {z(∞)|x | uyy = 0} and S3 = {z(∞)|x | uyy < 0}.
The subset S2 is “singular” in the sense that S2 is not a locally G-invariant set. Our
combination of Cartan’s equivalence method and the equivariant moving frame, built on
the results in the next subsection, allows for analysis of these singular jets, cf. Section 5.
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4.2 Sections of Gp
A well-known fact is that two submanifolds, of the same dimension, in a Lie group are
congruent if and only it there exists a map between them that preserves the pulled-back
Maurer-Cartan forms, [17]. This result underlies the method of moving frames for Lie
groups, [13]. In this subsection we shall prove the infinite dimensional analog of this fact,
which will underlie our eventual equivalence method.
Consider a Lie pseudo-group, G, of local transformations on the manifold X , deter-
mined by formally integrable and regular and hence locally solvable differential equations
F (x,X(q)) = 0.
As noted above, at each order Gq+t := Gq,t carries a groupoid structure, the groupoid
elements of Gp being the p-jets jpϕ|x for ϕ ∈ G. (In the following, it will sometimes be
convenient to denote these groupoid elements by lower case Latin letters such as g and
h.) As mentioned before, the source and target maps endow Gp with a double fibration
Gp
X X .
σ τ
We shall denote the source and target fibers by
σ−1(x) = Gp|x and τ−1(X) = Gp|
X
.
Now consider two local sections of Gp → X , s and s¯. (Note that s and s¯ are not neces-
sarily (indeed, in practice, never will be) the graphs of prolongations of transformations
in G, i.e. contact forms do not vanish when restricted to their images.) We want to know
whether there exists a local transformation ϕ ∈ G such that
Rϕ · s = s¯.
Immediate invariants for this problem are the target coordinates of s and s¯, since the
right-action leaves these invariant. For the time being we consider only sections s and s¯
that have constant, and equal, target coordinates,
τ(s(x)) = τ(s¯(x¯)) = X0 = constant, (4.4)
but our results will trivially extend to sections with arbitrary target coordinates (cf.
Theorem 4.18 below). Notice that s and s¯ satisfying (4.4) are sections of the bundle
Gp|X0 σ→ X . Obviously, the tangent vectors to the images of s and s¯ will then have zero
target component. Being tangent to the target fibers, we shall call such vectors in TGp τ -
vertical. Tangent vectors that have zero source-components shall be called vertical. Notice
that T
(
Gp|x
)
is the space of vertical tangent vectors at the source coordinate x, while
T (Gp|
X) is the space of τ -vertical vectors at the target coordinate X.
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As we have seen, a local transformation ϕ ∈ G acts on Gp by the left and right actions:
Rϕ · jpψ|x = jpψ|x · jpϕ−1|ϕ(x), for all jpψ|x with source in the domain of ϕ,
Lϕ · jpψ|x = jpϕ|τ(jpψ|x) · j
pψ|x, for all j
pψ|x with target in the domain of ϕ.
(4.5)
On the other hand, for a single groupoid element g ∈ Gp with σ(g) = x we can define the
map Rg · h = h · g−1 for all h with σ(h) = x (where · is the groupoid multiplication), i.e.
from the source fiber Gp|σ(g)=x to Gp|τ(g). This map is real-analytic (indeed, it is algebraic)
and its derivative is a map between vertical vectors:
Rg∗ : TgGp|x → Th·g−1Gp|τ(g). (4.6)
Similarly, we can define the map Lg · h = g · h for all h ∈ Gp with σ(g) = τ(h). Its
differential is a map between τ -vertical vectors:
Lg∗ : TgGp|x → Tg·hGp|τ(g). (4.7)
A rather trivial, but important, observation is that the derivative of the right and
left actions of a local transformation ϕ ∈ G agree with the derivatives of the groupoid
actions (4.6) and (4.7) when restricted to vertical, and τ -vertical vectors, respectively.
Lemma 4.11. Let g ∈ Gp be a groupoid element with source x and target X. Given
a vertical tangent vector V ∈ TgGp|x and a local transformation ϕ ∈ G with domain
including x, we have
Rϕ∗V = R(jpϕ|x)∗V,
Where the left hand side is the derivative of the map Rϕ, and the right hand side by (4.6).
Similarly, for a τ -vertical vector V ∈ TgGp|X we have
Lϕ∗V = L(jpϕ|x)∗V.
Proof. Let Φ(ε) be a path in Gp such that ddε |ε=0Φ(ε) = V and such that σ(Φ(ε)) = x for
all ε. Then we have
Rϕ · Φ(ε) = Φ(ε) · jpϕ−1|ϕ(x), (4.8)
but since each Φ(ε) has source x, this is trivially equal to
Rjpϕ|x · Φ(ε), (4.9)
and the result follows by differentiating (4.8) and (4.9) with respect to ε and evaluating
at ε = 0. The second part proceeds similarly.
Turning to the equivalence problem of sections with constant target coordinates, let
s and s¯ be two sections of Gp|X0 σ→ X . First assume that a local transformation ϕ exists
such that
Rϕ · s = s¯ ◦ϕ.
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Taking the pull-back of a right-invariant Maurer-Cartan form µiK , |K| < p, on Gp on both
sides of this equation gives
s∗R∗ϕµ
i
K = (s¯ ◦ϕ)
∗µiK ⇐⇒ s∗µiK = ϕ∗s¯∗µiK .
This means that a necessary condition for there to exist an equivalence map ϕ is that
it preserves the pulled-back Maurer-Cartan forms s∗µiK and s¯
∗µiK . We shall prove the
converse, i.e. that any local transformation, f , of X that preserves the set of pulled-back
forms s∗µiK and s¯
∗µiK must be a transformation from G and satisfy Rf · s = s¯. Note that
if this result is indeed true and we are given a local transformation f of X that preserves
this collection of one-forms, we have
Rf(x) · s(x) = s¯(f(x)) ⇐⇒ s(x) · jpf−1|x = s¯(f(x)).
We can solve for jpf |x in this equation to obtain
jpf |x = s¯(f(x))
−1 · s(x). (4.10)
Given a local transformation, f , of X that preserves s∗µiK and s¯∗µiK , our method of proof
will be to define a section of Gp by setting
a(x) := s¯(f(x))−1 · s(x),
(note that this is indeed a section of Gp) and proving that all the Maurer-Cartan forms
µiK , |K| < p, on Gp vanish when restricted to it. Since the Maurer-Cartan forms are
a basis for the contact co-distribution on Gp this means that jpf |x must indeed be the
prolongation of a local transformation.
Equation (4.10) motivates the definition of the map
m : U
m
→ Gp, m(g, h) = g−1 · h,
defined on the subset of Gp × Gp given by
U
m
= {(g, h) ∈ Gp × Gp | τ(g) = τ(h)},
i.e. on all pairs (g, h) with a shared target. We need to know how the differential of this
map behaves on τ -vertical vectors. Denote the inverse map on Gp by i. This map sends
a groupoid element jpϕ|x to j
pϕ−1|ϕ(x) and is a diffeomorphism of Gp. Notice that the
differential i∗ maps vertical tangent vectors to τ -vertical ones, and vice versa. We need
the following two lemmas before giving our main result.
Lemma 4.12. Let V ∈ TgGp|τ(g) and W ∈ ThGp|τ(h) be τ -vertical vectors on Gp with
(g, h) ∈ U
m
. Then
m∗(V,W ) = Rh−1
∗
i∗V + Lg−1
∗
W.
Proof. The τ -vertical tangent vectors at each point of Gp form a vector space, and there
must be some linear maps A : TgGp|τ(g) → Tg−1·hGp and B : ThGp|τ(h) → Tg−1·hGp such
that
m∗(V,W ) = AV +BW.
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Now consider m∗(V, 0), where V ∈ TgGp|τ(g) and 0 ∈ ThGp|τ(h), and let Φ(ε) be a path in
Gp with τ(Φ(ε)) = τ(g) = τ(h) constant and with ddε |ε=0Φ(ε) = V . Then
m∗(V, 0) =
d
dε
|
ε=0
m(Φ(ε), h) =
d
dε
|
ε=0
(
Φ(ε)−1 · h
)
=
d
dε
|
ε=0
(Rh−1 · i(Φ(ε))) = Rh−1
∗
i∗V.
This means that A = Rh−1
∗
i∗. To find B, we choose a path Φ(ε) with constant target
τ(Φ(ε)) = τ(g) = τ(h) such that d
dε |ε=0Φ(ε) = W and compute (here 0 ∈ TgGp|τ(g))
m∗(0,W ) =
d
dε
|
ε=0
m(g,Φ(ε)) =
d
dε
|
ε=0
(
g−1 · Φ(ε)
)
=
d
dε
|ε=0 (Lg−1 · Φ(ε)) = Lg−1∗ W.
This proves the lemma.
Denoting the identity section of Gp by 1 we have the following.
Lemma 4.13. For a τ -vertical V ∈ TgGp|τ(g), we have
m∗(V, V ) = Rg−1
∗
i∗V + Lg−1
∗
V = 1∗σ∗V.
Proof. Notice thatm(g, g) = g−1·g = 1(σ(g)), and so, given a path Φ(ε) with d
dε |ε=0Φ(ε) =
V we have
m∗(V, V ) =
d
dε
|
ε=0
Φ(ε)−1 · Φ(ε) = d
dε
|
ε=0
1(σ(Φ(ε)) = 1∗σ∗V.
But by Lemma 4.12 we also have
m∗(V, V ) = Rg−1
∗
i∗V + Lg−1
∗
V,
proving the lemma.
Theorem 4.14. Let s and s¯ be two sections of Gp|X0 σ→ X and let f be a local transfor-
mation on X such that
f ∗s¯∗µiK = s
∗µiK , |K| < p.
Then f ∈ G and Rf · s = s¯.
Proof. Consider the section of Gp given by
a(x) = s¯(f(x))−1 · s(x) = m ◦ (s¯(f(x)), s(x)).
Notice that this section agrees with j0f(x), i.e. the zero-jet of f . We shall prove that a
is the prolongation of a local transformation by showing a∗µiK = 0, for all |K| < p. Since
a agrees with f at the zero order, we must have a(x) = jpf |x and since (by definition of
a) Ra(x) · s(x) = s¯(f(x)), we have Rf · s = s¯.
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Let v ∈ TxX be a tangent vector to X in the domain of s. We compute, using Lemma
4.12,
a∗µiK(v) = m
∗µiK((s¯ ◦f)∗v, s∗v) = µ
i
K(Rs(x)−1
∗
i∗(s¯ ◦f)∗v + Ls¯(f(x))−1
∗
s∗v). (4.11)
First consider µiK(Ls¯(f(x))−1
∗
s∗v). Since the determining equations for Gp are locally solv-
able, we can choose a local solution ψ ∈ G such that jpψ|X0 = s¯(f(x))−1 and because of
Lemma 4.11 we have
µiK(Ls¯(f(x))−1
∗
s∗v) = µiK(Lψ∗s∗v) = (L
∗
ψµ
i
K)(s∗v). (4.12)
But L∗ψµ
i
K is a right-invariant contact form (of order |K|), since the left and right ac-
tions commute, and Lψ is a contact transformation on Gp. Since the µiK are a basis for
right-invariant contact forms on Gp and s∗µiK = (s¯ ◦f)∗µiK we also have s∗(L∗ψµiK) =
(s¯ ◦f)∗(L∗ψµ
i
K). Continuing (4.12), and applying Lemma 4.11 again, we get
(L∗ψµ
i
K)(s∗v) = (L
∗
ψµ
i
K)((s¯ ◦f)∗v) = µ
i
K(Lψ∗(s¯ ◦f)∗v) = µ
i
K(Ls¯(f(x))−1
∗
(s¯ ◦f)∗v). (4.13)
The last expression, according to Lemma 4.13, is equal to
µiK(1∗σ∗(s¯ ◦f)∗v)− µiK(Rs¯(f(x))−1
∗
i∗(s¯ ◦f)∗v) = −µiK(Rs¯(f(x))−1
∗
i∗(s¯ ◦f)∗v),
since 1∗µiK = 0, as 1 annihilates contact forms under pull-back. Plugging this into (4.11)
we arrive at
a∗µiK(v) = µ
i
K(Rs(x)−1
∗
i∗(s¯ ◦f)∗v)− µiK(R(s¯(f(x))−1
∗
i∗(s¯ ◦f)∗v). (4.14)
Now, as before, choose two local transformations ϕ, ψ ∈ G such that
jpϕ|X0 = s(x)
−1, jpψ|X0 = s¯(f(x))
−1.
According to Lemma 4.11, since (s¯ ◦f)∗v is τ -vertical, we can write (4.14) as
a∗µiK(v) = µ
i
K(Rϕ∗i∗(s¯ ◦f)∗v)− µiK(Rψ∗i∗(s¯ ◦f)∗v)
= µiK(i∗(s¯ ◦f)∗v)− µiK(i∗(s¯ ◦f)∗v)
= 0,
since R∗ϕµ
i
K = R
∗
ψµ
i
K = µ
i
K .
We easily obtain the following useful corollary.
Corollary 4.15. Let Gp be formally integrable, let X ∈ X and let Λ : Gp|X0 → Gp|X0 be a
map on a τ -vertical fiber. Then Λ preserves the Maurer-Cartan forms µiK (restricted to
Gp), |K| < p, if and only if Λ = Rϕ for some ϕ ∈ G.
Proof. If Λ = Rϕ for ϕ ∈ G it obviously preserves the µiK . Conversely, assume Λ∗µiK = µiK
for all |K| < p. Then Λ is a diffeomorphism and, since µi = −ωi on Gp|X0 , we have
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Λ∗ωi = ωi. Let s be any section of Gp|X0 σ→ X and denote by s¯ the image of Λ(s). Then
s¯ is also a section of Gp|X0 since
Λ∗
(
ω1 ∧ · · · ∧ ωn|s¯
)
= ω1 ∧ · · · ∧ ωn|s 6= 0,
(where |s denotes pull-back onto the image of s in Gp) and hence ω1∧· · ·∧ωn|s¯ 6= 0. Then,
according to Theorem 4.14, Λ agrees with Rϕ, for some ϕ ∈ G, when restricted to s and
since the section s was arbitrary, we also must have Λ = Rϕ.
Remark 4.16. We mention that by the recurrence formula, on each τ -vertical fiber G|X0 ,
we have
µi = −ωi,
and in the forthcoming application of the above results we shall usually work with the
ωi.
There is an easy generalization of Lemma 4.12 available that will provide the solution
to the general equivalence of general sections of Gp. To describe it we define the operator
t taking tangent vectors in TGp to τ -vertical ones by setting their target coordinate to
zero. That is, define
t(V ) = V − τ∗V.
Note that for any path ε 7→ Φ(ε) in U
m
⊂ Gp×Gp, through the point Φ(0) = (g, h) ∈ Um,
there is a path ε 7→ γ(ε) in X such that
τ × τ (Φ(ε)) = (γ(ε), γ(ε)),
with γ(0) = τ(g) = τ(h). Defining a path Φ˜(ε) to have the same components as Φ(ε)
except with
τ × τ
(
Φ˜(ε)
)
= (γ(0), γ(0)) = (τ(g), τ(h))
fixed, it is easy to see that the paths m(Φ(ε)) and m(Φ˜(ε)) are the same. Hence, for any
V ⊕ W ∈ TU
m
, we have m∗(V,W ) = m(t(V ), t(W )) (where we identify TUm with a
subspace of TGp×TGp in the obvious way). Lemma 4.12 now directly gives the following.
Lemma 4.17. Let V ⊕W ∈ TU
m
be a tangent vector at (g, h). Then
m∗(V,W ) = m∗(t(V ), t(W )) = Rh−1
∗
i∗t(V ) + Lg−1
∗
t(W ).
Now, when two sections, s and s¯, of Gp do not have fixed target coordinates, τ(s(x)) =
τ(s¯(x¯)) = X0, any equivalence map Rϕ between them must preserve the invariants
I(x) := τ(s(x)) and I¯(x¯) := τ(s¯(x¯)).
Conversely, given a local map f : X → X that preserves the pulled-back Maurer-Cartan
forms
f ∗s¯∗µiK = s
∗µiK
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and the invariants I and I¯,
I¯(f(x)) = I(x),
our proof of Theorem 4.14 goes through essentially unchanged to prove that f ∈ G and
Rf maps s to s¯; we just have to replace (s¯ ◦f)∗v and s∗v by t ((s¯ ◦f)∗v) and t (s∗v) after
the last equality in (4.11) and throughout. Similarly we can prove the generalization of
Corollary 4.15.
Theorem 4.18. Let s and s¯ be two sections of Gp → X and let f be a local diffeomorphism
on X such that
f ∗s¯∗µiK = s
∗µiK , |K| < p, and
f ∗s¯∗τ = s∗τ.
Then f ∈ G and Rf · s = s¯.
Corollary 4.19. Let Gp be formally integrable, let X ∈ X and let Λ : Gp → Gp. Then Λ
preserves the Maurer-Cartan forms µiK (restricted to Gp), |K| < p, and the target map τ
if and only if Λ = Rϕ for some ϕ ∈ G.
4.3 G-structures and partial moving frames
Let a Lie pseudo-group G of local diffeomorphisms on X be determined by a set of first
order equations (this is purely a simplifying, not a necessary, assumption). Assume the
action of G is extended to a space U such that the action in the variables u ∈ U depends
only on the first order jets of transformations from G. As before, we ask when two local
sections in E = X ×U → X are congruent under a transformation from G. For our (local)
purposes, it will be sufficient to consider sections whose images are the graphs of locally
defined functions u : X → U . For such a locally defined function u, we shall denote the
section x 7→ (x, u(x)) by j0u and its higher jets by jpu, 0 ≤ p ≤ ∞. The equivalence
problem for sections in E then asks, for two sections of E , j0u and j0u¯, if there is a ϕ ∈ G
such that
j1ϕ|x · j0u|x = j0u¯|ϕ(x), (4.15)
for all x in some open subset of dom u, and how do we characterize all such congruences?
It will be convenient to have a running example during this section, but this next example
also introduces the key idea.
Example 4.20. Let G be the Lie pseudo-group of contact-transformations in the variables
z = (x, u, ux) = (x, u, p) determined by the differential equations
Xu = Xp = Up = 0, P =
Ux + pUu
Xx
, Pp =
Uu
Xx
, (4.16)
extended to act on sections in R3 × R→ R3, in coordinates (x, u, p, q) = (z, q), by
j0q|z 7→
(
ϕ(z), Q(j1ϕ|z, j
0q|z)
)
,
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where the action on the q-variable is
Q(j1ϕ|z, j
0q|z) =
Px + pPu + qPp
Xx
.
Here, j0q is the section determined by the zero jet of a local function q : R3 → R. Now,
for the moment assume that the determining equations (4.16) for G are locally solvable
(This can in fact be easily proven via Cartan-Kähler). Then Theorem 4.14 says that two
sections, s and s¯, with fixed target coordinates, say Z = (X,U, P ) = 0, of G1 are congruent
under the right action of a ψ ∈ G if and only if ψ preserves the pull-backs of ωx, ωu and
ωp (Recall Remark 4.16). In all applications we consider it will be sufficient to work with
sections with fixed target coordinates, not needing the more general result of Theorem
4.18 and so we restrict this discussion to this case. This is just for simplification; all our
results extend trivially to the more general non-transitive case (but the equivalence map
must then preserve the target coordinates Z).
But what has to happen to guarantee that a local transformation ψ ∈ G maps a local
section of E to another such section? Letting these sections be the jets of two locally
defined functions q0, q¯0 : X → U , we claim that this is the case if and only if there exists
a section s of G1, with Rψ · s = s¯, such that
Q(s|z, j
0q0|z) = Q(s¯|ψ(z), j
0q¯0|ψ(z)). (4.17)
To see why, notice that
Q(s|z · j1ψ−1|ψ(z), Q(j1ψ|z, j0q0|z))
=Q(s|z, j
0q0|z) by right invariance of Q
=Q(s|z · j1ψ−1|ψ(z), j0q¯0|ψ(z)) by (4.17).
Comparing the first and last equations we can see that, if Q(g, j0q) is full rank in the q
variable, we have
Q(j1ψ|z, j
0q|z) = j
0q¯|ψ(z).
But this means that ψ also maps j0q0 to j0q¯0.
Note that, for the zero order lifted invariant Q, we have Q(1, j0q) = q which is of
maximal rank in q. Therefore, at least close to the identity section, Q(g, j0q) is full rank
in q. This fact and the computations at the end of the last example easily generalize to
prove the following.
Theorem 4.21. Let G be a horizontal action on a trivial bundle E = X × U → X
whose qth order defining equations are formally integrable and assume the zero order
lifted invariants U = λ(u) are full rank in the pseudo-group parameters. Given two local
functions, u, u¯ : X → U , there is a map ϕ ∈ G taking j0u to j0u¯ if and only if there exists
a sectiono of some target fiber Gq |X0 σ→ X , s, such that
U|
(s|x
,j0u|x
)
= U|
(s¯|ψ(x)
,j0u¯|ψ(x)
)
.
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Continuing Example 4.20, we next introduce the fundamental idea underlying the
moving frame.
Example 4.22. We are given two local functions q0 and q¯0 and wish to characterize all
equivalence maps, ϕ ∈ G, between their graphs. We can do this, according to Theorem
4.21, by constructing two sections, s and s¯, of G1 and requiring that ϕ, or, rather Rϕ,
maps s to s¯ all the while preserving the lifted invariant
Q =
Px + pPu + qPp
Xx
,
restricted to (s, j0q0) and (s¯, j0q¯0). But, and here is the key observation, since we get
to choose the sections s and s¯ ourselves, we might as well choose them to lie in the
subset of G1 where Q = 0. Then, any map between s and s¯ automatically preserves the
restricted lifted invariant Q. Taking a closer look at this, we, for example, require that
the components of s satisfy
Q =
Px + pPu + q0Pp
Xx
= 0 ⇐⇒ Px = −pPu − q0Pp, (4.18)
and similarly for s¯ and q¯0. Referring back to our fundamental Theorem 4.14, the equiv-
alence problem has now been reduced to finding a local transformation f of X , and two
sections, s and s¯, of the partial moving frame determined by X = U = P = Q = 0, such
that
f ∗s¯∗ωi = s∗ωi.
The recurrence formula will hold all the relevant information of the structure of the
Maurer-Cartan forms thereon. For example, on Q = 0, we have
0 = dQ = µpx +QXω
x +QUωu +QPωp.
In order to capture the above ideas in cleaner notation we establish the following
definition.
Definition 4.23. Let a partial moving frame (of order p) Bp → S have domain of
definition S ⊂ Jr(E) (for some r) and let u be a local function u : X → U whose r jet,
jru, lands in S. We denote the image, in Jr(E), of the section jru by im(jru) and denote
by Bup → im(jru) the restriction of Bp to source coordinates in im(jru). Composing the
bundle projection Bup → im(jru) with the natural projection pir : Jr(E) → X we will
often identify Bup → im(jru) with the resulting bundle Bup → X . Note that Bup → X is a
subbundle of Gp.
Generalizing the above example, we have the following corollary to Theorem 4.21.
Corollary 4.24. Let the set-up be the same as in Theorem 4.21 and let Bp → S, for
p ≥ q, be a pth order partial moving frame with domain of definition S ⊂ Jr(E) (for some
r ∈ N) on which we have U = λ(u) = constant. Then the graphs of two local functions,
u and u¯, such that im(jru) and im(jru¯) are in S, are congruent under G if and only if
there are two sections, s of Bup → X and s¯ of Bu¯p → X , congruent under the right action
of G.
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Since Bup → X and Bu¯p → X are subbundles of Gp, the equivalence of sections, s and s¯,
of these bundles falls under the ambit of our fundamental Theorem 4.18. But our results
from last subsection provided a connection between the equivalence problem for sections
in Gp and an equivalence problem of the Maurer-Cartan forms µiK , |K| < p, on Gp. This
connection between partial moving frames (and the Maurer-Cartan forms restricted to
these) and the equivalence problem for sections in E is the chief contribution of this paper!
Remark 4.25. When we normalize a lifted invariant the recurrence formula (3.15) tells
us what effect that has on the structure of the Maurer-Cartan forms on the partial moving
frame. We have,
0 = dUα = Uαi ω
i +
∑
|K|≤1
λ
(
∂Uα
∂X iK
|
1
)
µiK + contact forms on J
∞(E).
When we restrict to the (prolonged) graph of a specific function, u, the contact forms on
J∞(E) vanish. Since an equivalence map between the graphs of u and u¯ must preserve all
the Maurer-Cartan forms restricted to the partial moving frame, we can see that such an
equivalence map must also preserve the lifted invariants Uαi . We may normalize these to
produce a new partial moving frame whose sections, restricted to u and u¯, are equivalent
if and only if u and u¯ are. The next subsection continues this discussion.
Cartan’s equivalence method, and, indeed, most past approaches to Lie pseudo-groups
have been based on the concept of a G-structure.
Definition 4.26. A G-structure for an equivalence problem of sections of E → X under
the extended action of a Lie pseudo-group G → X is a pair {G,η} where G is a subgroup
of the general linear group GL(n) and η = {η1, . . . , ηn} is a coframe of X (that depends
on jets of sections of E), that satisfies the following. A transformation ϕ ∈ G maps the
graph of u to the graph of u¯ if and only if η, restricted to the (prolongation of the) two
graphs, is preserved, up to an element of G ⊂ GL(n), under the pull-back of ϕ. That is
ϕ∗

η1|u¯
...
ηn|u¯
 = g ·

η1|u
...
ηn|u
 , (4.19)
for a map x 7→ g(x) ∈ G.
Remark 4.27. We note that the condition (4.19) is equivalent to there existing two
locally defined functions, s and s¯ from X to G ⊂ GL(n) such that
ϕ∗
s¯(x¯) ·

η1|u¯
...
ηn|u¯

 = s(x) ·

η1|u
...
ηn|u
 .
Given such s and s¯ we can let g = s¯(ϕ(x))−1 · s(x) to recover (4.19). The G-structure
approach to equivalence problems then boils down to finding two equivalent sections, s
and s¯ of the trivial bundle X ×G→ X , the first restricted to u and the second to u¯, just
like in our partial moving frame approach.
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Example 4.28. Consider the point transformation counterpart to our running example.
That is, the Lie pseudo-group, G, with defining equations Xp = Up = 0 and
P =
Ux + pUu
Xx + pXu
(4.20)
acting on q = uxx by
q 7→ Px + pPu + qPq
Xx + pXu
.
Normalizing the lifted invariants P and Q to zero, we get Ux = −pUu and Px = −qPp −
pPu. Notice that differentiating the defining equation (4.20) with respect to p gives the
first order integrability condition
pXu +Xx =
Uu − PXu
Pp
,
which becomes Xx+pXu =
Uu
Pp
after setting P = 0. Including this integrability condition
makes G1 formally integrable. We have, on the partial moving frame B1 = {X = U =
P = Q = 0}, that
ωx = Xxdx+Xudu = (pXu +Xx)dx+Xu(du− pdx) = Uu
Pp
dx+Xu(du− pdx),
ωu = −pUudx+ Uudu = Uu(du− pdx),
ωp = (−qPp − pPu)dx+ Pudu+ Ppdp = Pu(du− pdx) + Pp(dp− qdx).
(4.21)
If we further restrict to a specific function q = f(x, u, p), we obtain the G structure of
Cartan for this problem, see [28]: set η1 = dx, η2 = du − pdx and η3 = dp − fdx as a
base coframe on J1 and note that the lifted horizontal coframe can be written asω
x
ωu
ωp
 =

Uu
Pp
Xu 0
0 Uu 0
0 Pu Pp

η
1
η2
η3
 =

a1
a2
a3 0
0 a1 0
0 a4 a2

η
1
η2
η3
 . (4.22)
By Theorem 4.21 this is indeed a G-structure with G ⊂ GL(3) being the subgroup of all
matrices of the form 
a1
a2
a3 0
0 a1 0
0 a4 a2
 , a1a2 6= 0.
Example 4.29. Understandably, the pseudo-group of contact transformations, G, is
prominent in equivalence problems for differential equations. One facet of which is the
equivalence problem of Lagrangians
∫
L(x, u, p)dx and
∫
L¯(X,U, P )dX (which, for sim-
plicity, we take to be first order and in one variable). An element ϕ ∈ G transforms
Lagrangians according to∫
L¯(X,U, P )dX 7→
∫
L¯(X,U, P ) · (Xx + pXu)dx,
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and we see that the equivalence problem can be written as the PDE
L¯(X,U, P ) · (Xx + pXu) = L(x, u, p) ⇐⇒ L¯(X,U, P ) = L(x, u, p)
Xx + pXu
.
If we extend G to act on a new variable L by
L 7→ L
Xx + pXu
,
then the equivalence problem of Lagrangians is equivalent to that of sections in this
extended space. Normalizing the lifted invariant
L
Xx + pXu
to 1, and, as before, P =
Ux + pUu
Xx + pXu
to 0, we have Xx + pXu = L, Ux = −pUu and recalling the integrability
condition Xx + pXu =
Uu
Pp
we have
ωx = Xxdx+Xudu = (pXu +Xx)dx+Xu(du− pdx) = Ldx+Xu(du− pdx),
ωu = −pUudx+ Uudu = Uu(du− pdx) = PpL(du− pdx),
ωp = Pxdx+ Pudu+ Ppdp =
Px + pPu
L
Ldx+ Pu(du− pdx) + Ppdp.
(4.23)
Letting a1 = Xu, a2 = Pp, a3 =
Pu
L
and a4 =
Px + pPu
L
we recover a G-structure for this
problem, with the base coframe {η1, η2, η3} = {Ldx, L(du− pdx), dp}:ω
x
ωu
ωp
 =
 1 a1 00 a2 0
a4 a3 a2

η
1
η2
η3
 .
Example 4.30. Sometimes a little work is required for the best possible formulation
of an equivalence problem. Expanding on Example 4.29, we can consider the divergence
equivalence of first order Lagrangians under point transformations. It is well known that
two Lagrangians produce the same Euler-Lagrange equations if they differ by a total
derivative DxA(x, u), so the equivalence problem
L¯(X,U, P ) · (Xx + pXu) = L(x, u, p) +DxA,
where A(x, u) is some (real-analytic) function, is of interest. For our first order La-
grangian, L, the Euler-Lagrange expression has the form
E(L) := Lu − Lpx − pLpu − qLpp,
where q is the second derivative of u. Under a contact transformation, the Euler-Lagrange
equations transform according to
E(L) 7→ E(L)
UuXx − UxXu =
E(L)
Pp · (Xx + pXu)2 ,
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where the second equality follows from differentiating both sides of P =
Ux + pUu
Xx + pXu
w.r.t.
p. It will be convenient to define the truncated Euler-Lagrange expression E˜(L) :=
Lu − Lpx − pLpu. Let us also denote the source coordinates (x, u, p) by t and the tar-
get coordinates (X,U, P ) by T . If two Lagrangians, L and L¯, are divergence equivalent,
then their Euler-Lagrange equations are equivalent. This means that we must have
E(L¯)(T ) =
E(L)(t)
Pp · (Xx + pXu)2 .
Writing this out, and remembering that q transforms according to
q 7→ Q = Px + pPu + qPp
Xx + pXu
,
we have
L¯u(T )− L¯px(T )− PL¯pu(T )−
(
Px + pPu + qPp
Xx + pXu
)
L¯pp(T )
=
Lu(t)− Lpx(t)− pLpu(t)− qLpp(t)
Pp · (Xx + pXu)2 .
Viewing this as a first degree polynomial in q, and comparing coefficients we obtain
L¯u(T )− L¯px(T )− PL¯pu(T )−
(
Px + pPu
Xx + pXu
)
L¯pp(T ) =
Lu(t)− Lpx(t)− pLpu(t)
Pp · (Xx + pXu)2 ,
and
Pp
Xx + pXu
L¯pp(T ) =
Lpp(t)
Pp · (Xx + pXu)2 .
Solving for Lpp(T ) in the second equation, plugging the result into the first and moving
some terms around gives
L¯pp(T ) =
Lpp(t)
P 2p · (Xx + pXu)
, (4.24)
and
E˜(L¯)(T ) =
E˜(L)(t)
Pp · (Xx + pXu)2 +
Px + pPu
Xx + pXu
· Lpp(t)
P 2p · (Xx + pXu)
. (4.25)
The two left hand sides in (4.24) and (4.25) only depend on target coordinates and are
therefore invariant under the right action of G. We can then extend the action of G to
a bundle over the base manifold of the (x, u, p), E , parametrized by (x, u, p, w, z) where
w = Lpp and z = E˜(L) and the action of G on these parameters is given by
W =
Lpp(t)
P 2p · (Xx + pXu)
,
and
Z =
E˜(L)(t)
Pp · (Xx + pXu)2 +
Px + pPu
Xx + pXu
· Lpp(t)
P 2p · (Xx + pXu)
.
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Two Lagrangians are divergence equivalent if and only if the corresponding sections they
define in E are congruent under this extended action of G on E . We can normalize both
lifted invariants, W and Z, setting the first to 1 and the second to zero. This gives
Xx + pXu =
Lpp
P 2p
, Px + pPu = −E˜(L)
Lpp
Pp,
where all sections are now being evaluated on the source coordinates t = (x, u, p). Re-
calling the first order integrability condition Xx+ pXu =
Uu
Pp
we also have on this partial
moving frame that
Uu
Pp
=
Lpp
P 2p
⇒ Uu = Lpp
Pp
and the lifted horizontal coframe (which is a basis for the restricted Maurer-Cartan forms
on G1 to this first order partial moving frame) is
ωx = Xxdx+Xudu =
Lpp
P 2p
dx+Xu(du− pdx) = U
2
u
Lpp
dx+Xu(du− pdx),
ωu = −pUudx+ Uudu = Uu(du− pdx),
ωp = Pxdx+ Pudu+ Ppdp = −E˜(L)
Lpp
Ppdx+ Pu(du− pdx) + Ppdp
=
1
Uu
ηc + Pu(du− pdx),
(4.26)
where ηc is the differential form
ηc = −E˜(L)dx+ Lppdp.
We choose as group parameters
a1 = Xu, a2 = Uu, a3 = Pu,
and as a base coframe {η1, η2, η3} = { 1
Lpp
dx, du−pdx, ηc}, but with these choices, we can
write {ωx, ωu, ωp} as ω
x
ωu
ωp
 =
a
2
2 a1 0
0 a2 0
0 a3 1a2

η
1
η2
η3
 .
5 Examples
We now solve a few equivalence problems using our results. But first we offer a few words
of guidance to the reader planning to apply this algorithm to an equivalence problem.
Remark 5.1. The formulas for the lifted invariants UαJ quickly get out of hand as |J |
increases, and directly solving a system of normalization equations, UαJ = c
α
J , will over-
whelm computer algebra systems in most examples for |J | ≥ 3. The key to effectively
carry out the method is to take advantage of a few simplifying facts.
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• By far the most important fact is that the recurrence formula only involves the
linearization of lifted invariants at the identity. This provides immense simplification
since we can obtain the form of the structure equations by computing
λ(v̂∞(uαj )) =
∂UαJ
∂X iK
|
1
µiK ,
which is very easy for computer algebra systems at (essentially) arbitrary high
orders of |J | due to the prolongation formula.
• The linearized expressions
∂UαJ
∂X iK
|
1
µiK
also tell us which group parameters can be normalized in UαJ without us having to
compute these normalizations.
• As mentioned in Remark 2.2 the fact that UαJ is affine in the top order group
parameters helps in normalizing linear combinations of these. What the original
wielders of the equivalence method did was essentially breaking each UαJ up into a
top order part and lower order part and then solve a linear system for the top order
parts, never explicitly writing out the complicated expressions for lifted invariants.
• The structure equations of the Maurer-Cartan forms µiK and the recurrence formula
will provide, with minimal effort, the structure equations of the various G-structures
arising during the course of an equivalence problem.
Keeping these bullet points in mind, we now work out some examples.
5.1 Equivalence of second order ordinary differential equations
Example 5.2. Consider the pseudo-group G, acting on R3 with coordinates (x, u, ux) =
(x, u, p), with defining equations
Xp = Up = 0, P =
Ux + pUu
Xx + pXu
.
This is the pseudo-group from Example 4.28 of point transformations. We spot the obvious
integrability condition Pp = (Uu−PXu)/(Xx+ pXu) and the corresponding dependency
µpp = µ
u
u−µxx, and notice it is the only integrability condition appearing at the first stage,
and adding it to G1 in fact makes G1 formally integrable. The other dependencies among
the Maurer-Cartan forms on G1 are
µxp = µ
u
p = 0, µ
p = µux + Pµ
u
u − Pµxx − P 2µxu. (5.1)
We extend the action of G on itself to the extra coordinate uxx = q,
q 7→ Q = −qPXu + qUu + p
2PuXu + pPxXu + pPuXx + PxXx
(pXu +Xx)
2 ,
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and consider the equivalence problem for sections q, (x, u, p) 7→ (x, u, p, q(x, u, p)), i.e.
second order ordinary differential equations. We normalize all zero order lifted invariants,
X = U = P = Q = 0, resulting, first of all in
ωx = −µx, ωu = −µy, ωp = −µp = µux.
By the recurrence formula, we have
0 = dQ = QXωx +QUωu +QPωp + µpx + Pµ
p
u +Qµ
u
u − 2Qµxx − 3QPµxu
= QXωx +QUωu +QPωp + µpx.
After normalizing X = U = P = Q = 0 we are working on a partial moving frame
B1 (as always we do not restrict to a specific section, working instead with the general
jet coordinates j∞q|x = (x, q, . . . , qJ , . . .)). Next we compute, on B˜1, using all the linear
dependencies among the µ from above,
dωx = ωx ∧ µxx + ωu ∧ µxu,
dωu = ωx ∧ ωp + ωu ∧ µuu,
dωp = (QXωx +QUωu +QPωp) ∧ ωx + ωu ∧ µpu + ωp ∧ (µuu − µxx).
(5.2)
The horizontal parts we need to normalize are QUωu ∧ ωx and QPωp ∧ ωx. The lifted
invariant QX disappears due to ωx ∧ ωx = 0 and we can assume it is normalized to zero
also; QX depends on Pxx which does not appear in any other lifted invariant and cannot
contribute to any integral conditions/lower order invariants.
The recurrence formula gives
dGQX = µpxx −QPµpx +QXµuu − 3QXµxx,
dGQU = µpux −QPµpu − 2QUµxx,
dGQP = −µxxx −QPµxx + 2µpu,
and we normalize these lifted invariants to zero. The structure equations (5.2) become
dωx = ωx ∧ µxx + ωu ∧ µxu,
dωu = ωx ∧ ωp + ωu ∧ µuu,
dωp = ωu ∧ µpu + ωp ∧ (µuu − µxx)
(5.3)
and we now test for involution by looking at the set
γ1{
(
a
∂
∂ωx
+ b
∂
∂ωu
+ c
∂
∂ωp
)
dωi | i ∈ {x, u, p}},
where γ1 projects onto the space of first order Maurer-Cartan forms. This set is
{aµxx + bµxu, bµuu, bµpu + cµuu − cµxx}
and maximizing its rank is equivalent to maximizing the rank of the matrix a b 0 00 0 b 0
−c 0 c b
 .
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We find the reduced Cartan characters s(1)1 = 3, s
(1)
2 = 1 and s
(1)
3 = 0. The second
order pseudo-group parameters we have not yet normalized are {Puu, Uuu, Xuu, Xux} and
Cartan’s test ask whether
4 = #{Puu, Uuu, Xuu, Xux} =
∑
is
(1)
i = 1 · 3 + 2 · 2 + 0 · 3 = 5.
This is untrue and the equivalence problem is not in involution at this point. We must
therefore prolong to include µxx, µ
x
u, µ
u
u and µ
p
u. The structure equations are (5.3) and
dµxx = ω
x ∧ (QPiωi + 2µpu) + ωu ∧ µuux + µxu ∧ ωp,
dµxu = ω
x ∧ µxux + ωu ∧ µxuu + µxx ∧ µxu + µxu ∧ ωp,
dµuu = ω
x ∧ µpu + ωu ∧ µuuu + ωp ∧ µxu,
dµpu = ω
x ∧ (−QUiωi) + ωu ∧ µpuu + ωp ∧ (µuuu − µxux)− µxx ∧ µpu.
(5.4)
We now turn to the second order invariants using the recurrence formula but we find that
dQPP = QPPiωi + 2µuuu − 4µxux,
dGQPPP = QPPPiωi − 6µxuu.
and so we can normalize Uuu and Xuu and reduce our structure equations according to
µuuu = −
1
2
QPPiω
i + 2µxux,
µxuu =
1
6
QPPPiω
i.
The equations (5.4) become
dµxx = ω
x ∧ (QPiωi + 2µpu) + ωu ∧ µuux + µxu ∧ ωp,
dµxu = ω
x ∧ µxux + ωu ∧ (
1
6
QPPPiω
i) + µxx ∧ µxu + µxu ∧ ωp,
dµuu = ω
x ∧ µpu + ωu ∧ (−
1
2
QPPiω
i + 2µxux) + ω
p ∧ µxu,
dµpu = ω
x ∧ (−QUiωi) + ωu ∧ µpuu + ωp ∧ (−
1
2
QPPiω
i + µxux)− µxx ∧ µpu.
(5.5)
Using the recurrence formula we also find
dGQPU = −µxuxx + 2µpuu,
dGQPX = −µxxxx + 2µpux,
dGQUU = µpuux,
dGQUX = µpuxx,
dGQXX = µpxxx,
dGQPPU = 2µuuuu − 4µxuux −QPPXµux,
dGQPPX = −4µxuxx + 2µpuu −QPPXµxx −QPPXµuu,
dGQPPPX = −6µxuux,
dGQPPPU = −6µxuuu −Q4Pµpu −QPPPXµxu,
dGQ4P = 2Q4Pµxx − 3Q4Pµuu.
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The equations for QPU and QPPX imply that if we normalize Xuxx from QPU then dQPPX
becomes
−6µpuu + (QPPXi − 4QPUi)ωi −QPPXµxx −QPPXµuu
and Puu can then be normalized from QPPX = 0, in which case
µpuu =
1
6
(QPPXi − 4QPUi)ωi.
Normalizing in this manner reduces the structure equations (5.5) to (writing I := Q4P )
dµxx = 2ω
x ∧ µpu + ωu ∧ µuux + µxu ∧ ωp,
dµxu = ω
x ∧ µxux +
1
6
Iωu ∧ ωp + µxx ∧ µxu + µxu ∧ ωp,
dµuu = ω
x ∧ µpu + 2ωu ∧ µxux + ωp ∧ µxu,
dµpu =
1
6
ωu ∧
(
(QPPXi − 4QPUi)ωi
)
+ ωp ∧ µxux − µxx ∧ µpu.
(5.6)
We continue our toil of studying the dG of the lifted invariants appearing in the above
equations and the recurrence formula, once again, gives
dG(QPPXU − 4QPUU) = −6µpuuu − (QPPXX − 4QPUX)µxu.
We also find that
dG(QPPXX − 4QPUX) = −6µpuux − 2(QPPXX − 4QPUX)µxx − (QPPXX − 4QPUX)µuu
and according to the normalization of QUU we find that, on our partial moving frame
(writing J := QPPXX − 4QPUX),
dGJ = −2Jµxx − Jµuu
and so we will possibly be able to normalize Xx or Uu from J , depending on the precise
form of J .
At this point we find that we have normalized all third order pseudo-group parameters
and this equivalence problem will always reduce to a standard equivalence problem for
coframes. The space on which this coframe lives is parametrized by x, u, p,Xx, Xu, Uu, Pu
and Xux, but this last coordinate is the only second order pseudo-group parameter we
have not normalized. In addition to the above structure equations we join the equation for
dµxux which we can read off the diffeomorphism pseudo-group structure equations (3.10),
dµxux =
1
6
ωx∧((QPPXi + 2QPUi))ωi+16ω
u∧(QPPPXiωi)+µxx∧µxux+µxu∧µpu+µxux∧µuu+µxux∧µxu.
The non-constant coefficients in the above equation are K := QPPUX+2QPUU−QPPPXX
and L := QPPPPX. We now must compute I, J,K and L. We find that
I =
Xx + pXu
U3u
qpppp,
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while J , K and L have more complicated expressions. For example,
J · Uu (pXu + Xx)2 = q2qpppp + p2qppuu − 4qpux + 2pqppux − 3qqppu + 2qpqpppu − 3quqpp + 4qpqpu + pquqppp
− pqpqppu − 4pqpuu + 2qqpppx + qxqppp − qpqppx + qppxx + 6quu.
The final structure equations for our coframe are
dωx = ωx ∧ µxx + ωu ∧ µxu,
dωu = ωx ∧ ωp + ωu ∧ µuu,
dωp = ωu ∧ µpu + ωp ∧ (µuu − µxx),
dµxx = 2ω
x ∧ µpu + ωu ∧ µuux + µxu ∧ ωp,
dµxu = ω
x ∧ µxux +
1
6
Iωu ∧ ωp + µxx ∧ µxu + µxu ∧ ωp,
dµuu = ω
x ∧ µpu + 2ωu ∧ µxux + ωp ∧ µxu,
dµpu =
1
6
Jωu ∧ ωx + ωp ∧ µxux − µxx ∧ µpu,
dµxux =
1
6
Kωx ∧ ωu + 1
6
Lωu ∧ ωp + µxu ∧ µpu + µxux ∧ µuu + µxux ∧ µxu.
The equivalence procedure now continues with a detailed study of the invariants I, J,K
and L. The complete analysis of this equivalence problem would take up another couple
of dozen pages, but this analysis for recently completed for the first time, cf. [26].
5.2 Equivalence of differential operators
Example 5.3. Consider a linear second order differential operator on R,
D = fD2 + gD + h, (5.7)
where f, g, h : R → R are real-analytic, and f 6= 0. When we apply D to a real-analytic
function u : R→ R we obtain the function
fu′′ + gu′ + hu.
Now consider the pseudo-group, G, of transformations of the (x, u) of the form
(x, u) 7→ (ϕ(x), u · ψ(x)) = (X,U),
where ϕ, ψ : R→ R are real-analytic. Restricting to the set X = {(x, u) ∈ R2 | u > 0} and
to ψ > 0 this is a Lie pseudo-group of transformations of E that has defining equations
Xu = 0, Uuu = 0, Uuu = U.
The elements of G preserve the space of linear operators and a transformation from G
maps (5.7) to
D¯ = FD¯2 +GD¯ +H,
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where D¯ is the derivative with respect to the transformed independent variables X and
the lifted coefficients F,G,H have explicit formulas
F = f
X2x
Uu
,
G = −f 2UxXx −XxxUuu
uU2u
+ g
Xx
Uu
,
H = −f UxxUuu− 2U
2
x
u2U3u
− g Ux
uU2u
+
h
Uu
.
(5.8)
Notice that since U
u
is independent of u, these lifted invariants are also independent of u
(as they should be be). Each operator D defines a section,
(x, u) 7→ (x, u, f(x), g(x), h(x)),
in the trivial bundle X × R3 → X and two operators are equivalent if their respective
sections are congruent under the extended action of G given by (5.8).
Notice that the extended action does depend on the second order group parameters
and so we shall, initially, be working in G˜2. The recurrence formula gives
0 = dF = FXωx + ωu + 2µxx,
0 = dG = GXωx − 2µux + µxxx,
0 = dH = HXωx − µuxx.
We normalize F = 1 and G = H = 0 and, in particular, obtain the normalization
Xx =
1√
fu
.
The structure equations are
dωx = ωx ∧ µxx = −
1
2
FXω
x ∧ ωx = 0
dωu = ωx ∧ µux.
(5.9)
We have in fact normalized all second order pseudo-group parameters and so we have a
fully determinate equivalence problem for the coframe {ωx, ωu, µux}. The final structure
equation is
dµux = FXω
x ∧ µux + ωu ∧ µux.
We compute
dFX = (FXX − 2GX)ωx + 3µux
and realize that Ux can be normalized from FX = 0. Indeed
FX = 0 ⇐⇒ Ux = 2g − f
′
3f
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and we have normalized all pseudo-group parameters and so the equivalence problem has
been reduced to an equivalence problem of coframes and invariants on X = {(x, u) ∈
R
2 | u > 0}. Now, on this final moving frame µux is reduced to
µux = −
1
3
(FXX − 2GX)ωx
and so an equivalence map must preserve the coframe
ωx =
1√
fu
dx,
ωu =
2g − f ′
3f
dx+
1
u
du,
(5.10)
with structure equations dωx = dωu = 0 and the invariant
FXX − 2GX = u (ff
′′ + 2gf ′ − 3fg′ + 5fh− g2)
f
.
In particular, if ff ′′+2gf ′− 3fg′+5fh− g2 = 0 the differential operator has symmetry
group R2, and all such operators are equivalent. The canonical operator in this class can
be taken as D = D2 which is easily seen to have symmetry group R+ × R ∼= R2 acting
via
(x, u) 7→ (λx+ ε, λ2u)
for λ > 0, ε ∈ R.
5.3 Medolaghi’s pseudo-group
Example 5.4. Consider the Lie pseudo-group of transformations
X = f(x), Y = fx(x)y + g(x),
with defining equations
Yy = Xx, Xy = 0,
extended to acting on the variable u ∈ R by
u 7→ U = u+ Yx
Xx
.
As before, we are interested in the congruence problem of sections (x, y) 7→ (x, y, u(x, y))
under this pseudo-group. We begin by normalizing X = Y = U = 0, and the recurrence
formula gives
0 = dU = UXωx + UY ωy + µyx − µxx.
We normalize Yx from U = 0 to obtain Yx = −uXx and the zero-order structure equations
become
dωx = ωx ∧ µxx,
dωy = ωx ∧ µyx + ωy ∧ µyy = ωx ∧ µxx − UY ωy ∧ ωx + ωy ∧ µxx.
(5.11)
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Taking the exterior derivative on both sides indicates that, modulo lower order Maurer-
Cartan forms, dGUY = −µxxx. We can therefore normalize UY = 0 and solve for Xxx,
sparing the reader the details, we obtain Xxx = −uyXx. The recurrence formula is
0 = dUY = UY iωi − µxxx. The lifted invariant UX vanishes along with ωx ∧ ωx in the
structure equations, but this indicates that Yxx can be normalized in UX . There are no
non-normalized second order group parameters left so we have complete reduction on a
first order partial moving frame B1. We have only one non-normalized group parameter
of order one, and we compute
dµxx = ω
x ∧ µxxx = UY Y ωx ∧ ωy.
One consequence of this formula is that UY Y must depend on first order group parameters
only. Indeed, on our restricted space, we have
UY Y =
uyy
X2x
.
Here is where our equivalence problem branches. If uyy < 0 we can normalize UY Y = −1,
but if uyy = 0 we can not normalize UY Y at all. Focusing on the third branch, where
uyy > 0, we normalize UY Y to 1 and obtain the deterministic coframe
ωx =
√
uyydx,
ωy = −u√uyydx+√uyydy.
(5.12)
The only genuine invariants of this problem will appear as structure functions of this
coframe on the base manifold and their coframe derivatives. The recurrence formula
gives 0 = dUY Y = UY Y iωi − 2µxx and so
dωx =
1
2
UY Y Y ω
x ∧ ωy,
dωy =
1
2
(UY Y Y − UY Y X)ωx ∧ ωy.
(5.13)
We can compute the invariants UY Y Y and UY Y X either directly from (5.12) or by first
computing their lifted form and plugging in our normalizations. In any case, we have
UY Y Y =
uyyy
u
3/2
yy
, UY Y X =
uxyy + uuyyy + 2uyuyy
u
3/2
yy
.
Remark 5.5. Notice, again, that our methods have lead naturally to a generating system
of invariants, namely UY Y Y and UY Y X restricted to our moving frame.
On sections that are affine in y, i.e. uyy = 0, we have dµxx = 0 and the Poincaré-lemma
guarantees that there exists a function α such that dα = µxx. Using the definition of the
unrestricted Maurer-Cartan form,
µxx =
1
Xx
(dXx −Xxxdx) ,
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we see that on our partial moving frame, where we normalized Xxx = −uyXx, we have
µxx =
dXx
Xx
+ uydx = d (log(Xx) + xuy) and the function α must have the form
α = log(Xx) +
∫
uydx.
The coframe can now be written
ωx =
eα
exuy
dx,
ωy = − ue
α
exuy
dx+
eα
exuy
dy,
σ = dα,
(5.14)
The structure functions in this case are
dωx = ωx ∧ σ,
dωy = ωx ∧ σ + ωy ∧ σ,
dσ = 0.
(5.15)
All the coefficients in these structure functions are constant so, in particular, the symme-
try group of any affine section is a finite dimensional (local) Lie group with Lie algebra
structure (5.15).
Remark 5.6. Notice that sections satisfying uyy = 0 do not make up a locally G-invariant
set S in J∞(E). Further, the action of GS on S (cf. Definition 4.3) will never be free as
Xx cannot be normalized and therefore the equivariant moving frame is, on its own, not
able to deduce the symmetry properties of sections j∞u ∈ S. Since our formulation, via
Theorem 4.14, characterizes GS by the collection of maps preserving restricted Maurer-
Cartan forms these “singular” sections are placed on an entirely equal footing as regular
jets and their analysis is no different.
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