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Abstract
Starting from first principle many-body quantum dynamics, we show that the dynam-
ics of Bose-Einstein condensates can be approximated by the time-dependent nonlinear
Gross-Pitaevskii equation, giving a bound on the rate of the convergence. Initial data
are constructed on the bosonic Fock space applying an appropriate Bogoliubov transfor-
mation on a coherent state with expected number of particles N . The Bogoliubov trans-
formation plays a crucial role; it produces the correct microscopic correlations among
the particles. Our analysis shows that, on the level of the one particle reduced density,
the form of the initial data is preserved by the many-body evolution, up to a small error
which vanishes as N−1/2 in the limit of large N .
1 Introduction and main results
A Bose-Einstein condensate is a state of matter of a gas of bosons where a macroscopic
fraction of the particles occupy the same one-particle state. The existence of Bose-Einstein
condensation at small temperature was first predicted in 1925 by Bose and Einstein, who
considered gases of non-interacting bosons. Seventy years later, in 1995, the existence of
Bose-Einstein condensates was then confirmed by experiments; see [1, 3]. Since then, Bose-
Einstein condensates have attracted a lot of attention in theoretical and in experimental
physics. In particular, they have been used to explore fundamental questions in quantum
mechanics, such as the emergence of interference, decoherence, superfluidity and quantized
vortices. In experiments, condensates are initially trapped by strong magnetic fields and
cooled down at extremely low temperatures (in the nano-kelvin scale). Then, the traps are
released and the subsequent evolution of the condensate is observed. The goal of this paper is
to study the dynamics of initially trapped Bose-Einstein condensates. In particular, starting
from many-body quantum dynamics, we show rigorously that the evolution of the condensate
can be described, in certain regimes, by the time-dependent Gross-Pitaevskii equation.
The model. We consider a trapped gas of N bosons, described by the Hamilton operator
HtrapN =
N∑
j=1
(−∆xj + Vext(xj))+ N∑
i<j
N2V (N(xi − xj)) (1)
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acting on the Hilbert space L2s(R
3N , dx), the subspace of L2(R3N , dx) consisting of all func-
tions symmetric with respect to permutations of the N particles. The external potential
Vext confines the particles inside the trap. The interaction potential V is assumed to be
non-negative, spherically symmetric and decaying sufficiently fast at infinity. We denote by
a0 the scattering length of the potential V . To define the scattering length, we consider the
solution of the zero energy scattering equation(
−∆+ 1
2
V
)
f = 0 (2)
with the boundary condition f(x)→ 1 as |x| → ∞. The scattering length is then given by
8pia0 =
∫
dxV (x)f(x) . (3)
It is easy to check that, for large |x|,
f(x) = 1− a0|x| +O(|x|
−2) . (4)
By simple scaling, we find then(
−∆+ N
2
2
V (Nx)
)
f(Nx) = 0
which implies that the scattering length of the rescaled potential N2V (N.) appearing in (1)
is given by a = a0/N .
Ground state properties. Let
EN = min
ψN∈L2s(R3N )
‖ψN‖=1
〈ψN ,HtrapN ψN 〉
denote the ground state energy of (1). It was proven in [19] that
lim
N→∞
EN
N
= min
ϕ∈L2(R3)
‖ϕ‖2=1
EGP(ϕ)
where
EGP(ϕ) =
∫
dx
[|∇ϕ(x)|2 + Vext(x)|ϕ(x)|2 + 4pia0|ϕ(x)|4] (5)
is the Gross-Pitaevskii energy functional. Hence, in the leading order, the ground state
energy per particle depends on the interaction potential V only through its scattering length
a0. In [18], it was also shown that the ground state of (1) exhibits complete Bose-Einstein
condensation in the minimizer of the Gross-Pitaevskii energy functional (5), in the sense
that
γ
(1)
N → |φGP〉〈φGP| (6)
where |φGP〉〈φGP| is the orthogonal projection onto the (normalized) minimizer φGP ∈
L2(R3) of (5) and where γ
(1)
N denotes the one-particle reduced density associated with the
ground state ψN ∈ L2s(R3N ) of (1), which is defined as the non-negative trace class operator
with integral kernel
γ
(1)
N (x;x
′) :=
∫
dx2 . . . dxNψN (x, x2, . . . , xN )ψN (x
′, x2, . . . , xN ). (7)
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We assume here that ‖ψN‖ = 1, and therefore that Tr γ(1)N = 1. The convergence in (6),
which hold in the trace-class topology, implies that, in the ground state of (1), all particles,
up to a fraction which vanishes in the limit of large N , are in the same one particle state,
described by the orbital φGP. The results of [19, 18] show that the Gross-Pitaevskii theory
correctly describes the ground state properties of the Hamiltonian (1).
Time evolution. When the traps are switched off, the system starts to evolve, the dy-
namics being governed by the N -particle Schro¨dinger equation
i∂tψN,t = HNψN,t (8)
with the translation invariant Hamiltonian
HN =
N∑
j=1
−∆xj +
N∑
i<j
N2V (N(xi − xj)). (9)
It turns out that the time evolution of an initial data exhibiting complete condensation can
be described, in the limit of large N , by the Gross-Pitaevskii theory. In fact, the following
result was established in [6, 7, 8, 9, 10], and, in a slightly different form, in [21]. Consider a
family ψN ∈ L2s(R3N ) with bounded energy per particle
〈ψN ,HNψN 〉 ≤ CN
and exhibiting complete condensation in a one-particle state ϕ ∈ H1(R3), in the sense that
the one-particle reduced density γ
(1)
N associated with ψN (defined as in (7)) satisfies
γ
(1)
N → |ϕ〉〈ϕ|
as N → ∞. Then, the solution ψN,t of the Schro¨dinger equation (8) still exhibits complete
Bose-Einstein condensation, in the sense that the reduced one-particle density γ
(1)
N,t associated
with ψN,t satisfies
γ
(1)
N,t → |ϕt〉〈ϕt| (10)
as N →∞, where ϕt is the solution of the time-dependent Gross-Pitaevskii equation
i∂tϕt = −∆ϕt + 8pia0|ϕt|2ϕt. (11)
This result establishes the stability of complete Bose-Einstein condensation with respect to
the time-evolution, and the fact that the condensate wave function evolves according to (11).
It justifies therefore the use of the Gross-Pitaevskii equation (11) to predict and describe the
outcome of the experiments discussed above.
Mean field regime. The method used in [6, 7, 8, 9, 10] to prove (10) relies on techniques
first developed to understand the mean-field limit of many-body quantum dynamics. This
regime is achieved when considering the time-evolution
i∂tψN,t = H
mf
N ψN,t (12)
generated by the Hamiltonian
HmfN =
N∑
j=1
−∆xj +
1
N
N∑
i<j
V (xi − xj) (13)
3
in the limit of large N . Also in this case, under appropriate assumptions on the potential
V , complete condensation is preserved by the time-evolution. Here, the evolution of the
condensate wave function is governed by the Hartree equation
i∂tϕt = −∆ϕt +
(
V ∗ |ϕt|2
)
ϕt . (14)
The first rigorous derivation of (14) was obtained in [23] for bounded interaction potential,
i.e. under the assumption ‖V ‖∞ <∞. The basic idea in [23] was to study directly the time-
evolution of the family of reduced densities γ
(k)
N,t, k = 1, 2, . . . , N , defined similarly to (7).
From the Schro¨dinger equation (12), it is easy to derive a hierarchy of N coupled equations,
known as the BBGKY hierarchy, for the evolution of the densities γ
(k)
N,t. As N → ∞, the
BBGKY hierarchy converges, at least formally, towards an infinite hierarchy of coupled
equations, which is solved by products of the solution of the Hartree equation (14). The
problem of proving the convergence towards the Hartree dynamics essentially reduces to
showing the uniqueness of the solution of the infinite hierarchy. This general scheme, first
introduced in [23] for bounded interactions, was later extended to potentials with Coulomb
singularities in [11] (and in [4], for bosons with relativistic dispersions). In [7, 8, 9, 10], the
same strategy was then applied to analyze the dynamics generated by the Hamiltonian (9)
and to obtain a rigorous derivation of the Gross-Pitaevskii equation (11).
Writing (9) as
HN =
N∑
j=1
−∆xj +
1
N
N∑
i<j
N3V (N(xi − xj)) (15)
one can interpret the Gross-Pitaevskii regime as a very singular mean-field limit, where
the interaction converges, as N → ∞, towards a delta-function. From the point of view of
physics, however, these two regimes are very different. While in the mean field limit particles
experience a large number of weak collisions, the evolution generated by (1) is characterized
by very rare and strong interactions (two particles only interact when they are very close, at
distances of order N−1 from each others, which is much smaller than the typical interparticle
distance, of order N−1/3). As a consequence, it turns out that correlations among particles,
which are negligible in the mean field limit, play a crucial role in the Gross-Pitaevskii regime.
To explain this point, let us consider the evolution of the one-particle reduced density γ
(1)
N,t
which is governed by the equation
i∂tγ
(1)
N,t(x;x
′)
= (−∆x +∆x′) γ(1)N,t(x;x′)
+
∫
dx2
(
(N − 1)N2V (N(x− x2)− (N − 1)N2V (N(x′ − x2))
)
γ
(2)
N,t(x, x2;x
′, x2)
(16)
where γ
(2)
N,t is the two-particle reduced density, defined similarly to (7), with the normalization
Tr γ
(2)
N,t = 1. If we assume the initial state to exhibit complete condensation and we accept
that condensation is preserved by the time evolution, we should expect γ
(1)
N,t and γ
(2)
N,t to be
approximately factorized. In γ
(2)
N,t, however, we also want to take into account the correlations
between the two particles. Describing the correlations through the solution of the zero-energy
scattering equation (2), we are led to the ansatz
γ
(1)
N,t(x;x
′) ≃ ϕt(x)ϕt(x′),
γ
(2)
N,t(x1, x2;x
′
1, x
′
2) ≃ f(N(x1 − x2))f(N(x′1 − x′2))ϕt(x1)ϕt(x2)ϕt(x′1)ϕt(x′2).
(17)
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Plugging this into (16), we obtain a new self-consistent equation for ϕt, given by
i∂tϕt = −∆ϕt +
(
N2(N − 1)V (N.)f(N.) ∗ |ϕt|2
)
ϕt. (18)
From (3), we have N2(N − 1)V (Nx)f(Nx) ≃ N3V (Nx)f(Nx) ≃ 8pia0δ(x) as N → ∞;
therefore, in this limit, ϕt must be a solution of the Gross-Pitaevskii equation (11). We
observe here that the presence of the factor f(N.), describing the correlations among the
particles, is crucial in this argument to understand the emergence of the scattering length in
(11). We conclude that any derivation of the Gross-Pitaevskii equation (11) must take into
account the singular correlation structure developed by the many body evolution. In fact,
understanding the correlations and adapting the techniques of [23, 11, 4] to deal with them
(for example, when proving a priori regularity of the limiting densities) was one of the main
challenges faced in [6, 7, 8, 9, 10]. As we will discuss shortly, correlations also play a major
role in the approach presented in this paper.
The coherent states approach. A drawback of the approach used in [6, 7, 8, 9, 10] is
the fact that it does not give any control on the rate of the convergence of the many-body
quantum evolution towards the limiting dynamics (described by the Hartree or the Gross-
Pitaevskii equation). The problem of controlling the rate of convergence is by no means
of purely academic interest. In experiments, the number of particles N is large (N ≃ 103
in typical samples of Bose-Einstein condensates), but of course finite. For fixed N , the
statement (10) is empty. Only an explicit bound on the difference γ
(1)
N,t − |ϕt〉〈ϕt| can tell us
whether the limiting (Hartree or Gross-Pitaevskii) dynamics is a good approximation for the
many-body evolution. In [22], a different approach to the study of the many-body quantum
dynamics in the mean field regime was developed, starting from ideas introduced in a slightly
different context in [15, 13]. To explain this approach, we consider the bosonic Fock space
F =
⊕
n≥0
L2s(R
3n, dx1 . . . dxn).
The idea here is that on F we can describe states with variable number of particles. The
normalized Fock-state ψ = {ψ(n)}n≥1 contains n particles with probability ‖ψ(n)‖2. For
f ∈ L2(R3) we introduce, as usual, creation and annihilation operators a∗(f) and a(f)
which act on F by creating and annihilating a particle with wave function f , respectively
(precise definitions and basic properties are given in Section 2). For x ∈ R3, we can also
introduce operator valued distributions a∗x and ax, creating and annihilating a particle at x.
In terms of these distributions, we define the mean field Hamiltonian
HmfN =
∫
dx∇xa∗x∇xax +
1
2N
∫
dxdy V (x− y)a∗xa∗yayax.
The operator HN commutes with the number of particles operator N , whose action on ψ =
{ψ(n)}n≥0 ∈ F is given by (Nψ)(n) = nψ(n). Moreover, when restricted to the sector with
exactly N particles, HmfN coincides exactly with the mean field Hamiltonian (13) introduced
above. The advantage of working on the Fock space is that we have more freedom in the
choice of the initial state. We will use this freedom, by choosing coherent initial states. The
coherent state with wave function f ∈ L2(R3) is defined as the vector W (f)Ω ∈ F , where
Ω = {1, 0, . . . } is the Fock vacuum, andW (f) = exp(a∗(f)−a(f)) is the Weyl operator with
wave function f . A simple computation shows that
W (f)Ω = e−‖f‖
2
2/2
∑
j≥0
(a∗(f))j
j!
Ω = e−‖f‖
2
2/2
{
1, f,
f⊗2√
2!
, . . .
}
.
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Coherent states do not have a fixed number of particles. However, the expected number of
particles is given by ‖f‖22. To recover the mean field regime discussed above, we consider
therefore the time evolution of an initial coherent state W (
√
Nϕ)Ω, for ϕ ∈ L2(R3) with
‖ϕ‖2 = 1. It turns out that coherent states have especially nice algebraic properties (due to
the fact that they are eigenvectors of all annihilation operators). Making use of these prop-
erties, one can show that, for large N , the mean field evolution ΨN,t = e
−iHmfN tW (
√
Nϕ)Ω
of an initial coherent state will again be approximately coherent, of the form W (
√
Nϕt)Ω,
where ϕt is the solution of the Hartree equation (14) with initial data ϕt=0 = ϕ.
Moreover, it is possible to express the difference between the reduced densities associated
with the evolved coherent state and the orthogonal projection onto ϕt in terms of a so called
fluctuation dynamics, defined as the two-parameter group of unitary transformations
Umf(t; s) =W ∗(
√
Nϕt)e
−iHmfN (t−s)W (
√
Nϕs). (19)
Essentially, the problem of bounding the rate of the convergence of the many-body evolution
towards the Hartree dynamics in the mean field limit reduces to the problem of controlling
the growth of the expectation of the number of particles operator N with respect to Umf(t; s),
uniformly in N . To obtain such estimates, we observe that the fluctuation dynamics satisfies
a Schro¨dinger type equation
i∂tUmf(t; s) = LmfN (t)Umf(t; s)
with Umf(s; s) = 1 and with the time dependent generator
LmfN (t) = [i∂tW ∗(
√
Nϕt)]W (
√
Nϕt) +W
∗(
√
Nϕt)HmfN W (
√
Nϕt)
=
∫
dx∇xa∗x∇xax +
∫
dx(V ∗ |ϕt|2)(x)a∗xax +
∫
dxdyV (x− y)ϕt(x)ϕt(y) a∗xay
+
∫
dxdyV (x− y) (ϕt(x)ϕt(y) a∗xa∗y + ϕt(x)ϕt(y) axay)
+
1√
N
∫
dxdyV (x− y)a∗x
(
ϕt(y)a
∗
y + ϕt(y)ay
)
+
1
2N
∫
dxdyV (x− y)a∗xa∗yayax.
(20)
The terms on the third and fourth line do not commute with the number of particles oper-
ator (because the number of creation operator does not match the number of annihilation
operators). As a consequence, the fluctuation dynamics Umf(t; s) does not leave the number
of particles invariant. This is not surprising since Umf(t; s) describes fluctuations around the
Hartree evolution, which are expected to grow with time. Still, under the assumption that
the interaction V contains at most Coulomb singularities, bounds of the form
〈ψ,Umf(t; 0)∗NUmf(t; 0)ψ〉 ≤ CeK|t|〈ψ, (N + 1)4ψ〉
for the growth of the number of particles operator (and, actually, also for all its power) were
proven in [22]. As a corollary, estimates of the form
Tr
∣∣∣Γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ CeK|t|N (21)
on the rate of convergence towards the Hartree dynamics followed. Here Γ
(1)
N,t denotes the
one-particle reduced density associated with the evolved state ΨN,t = e
−iHN tW (
√
Nϕ)Ω.
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The one-particle reduced density associated with a Fock space vector Ψ is defined by the
integral kernel
Γ
(1)
Ψ (x, y) =
1
〈Ψ,NΨ〉
〈
Ψ, a∗yaxΨ
〉
. (22)
It is simple to check that, for N -particle states, (22) coincides with the definition (7). The
analysis of the time evolution of initial coherent states is also useful to study the dynamics
of initial data with a fixed number of particles N . For N -particle initial data ψN ∈ L2(R3N )
obtained projecting down a Fock-state of the form W (
√
Nϕ)Ψ onto the N -particle sector,
bounds of the form (21) were established in [2], extending the ideas developed in [22], for
arbitrary Ψ ∈ F with finite number of particles and energy (note that this class of N -particle
states include factorized wave functions of the form ϕ⊗N , which are obtained choosing ψ =
Ω). Using techniques similar to those proposed in [21], bounds for the rate of convergence
towards the nonlinear Hartree dynamics were also obtained in [17], allowing also for potential
with strong singularities. A different point of view on the mean field limit was given in
[12], where the convergence towards the Hartree dynamics was interpreted as a Egorov-type
theorem.
Bogoliubov transformations and the Gross-Pitaevskii regime. It seems natural to ask
whether the coherent state approach introduced in [22] can be used to obtain a rigorous
derivation of the Gross-Pitaevskii equation (11), providing at the same time bounds on the
rate of the convergence of the form (21). A major difficulty in this program is immediately
clear. From (20), we notice that there are two contributions to the generator LN (t), one
arising from the derivative of the Weyl operatorW ∗(
√
Nϕt), the other from the derivative of
e−i(t−s)HN . The second contribution, given by W ∗(
√
Nϕt)HmfN W (
√
Nϕ), can be computed
recalling that Weyl operators act as shifts on creation and annihilation operators (see (36)). It
turns out that this contribution contains a term, linear in creation and annihilation operators,
having the form
√
N
∫
dx
[−∆ϕt(x) + (V ∗ |ϕt|2)(x)ϕt(x)] a∗x + h.c. (23)
This term is large (of the order N1/2) and does not commute with the number of particles
operator. With such a term in the generator, it would be impossible to show uniform (in N)
bounds for the growth of the number of particles. In the mean field regime, however, (23)
is exactly canceled by the contribution proportional to the derivative of W ∗(
√
Nϕt), which
contain the term
−
√
N
∫
dx (i∂tϕt(x))a
∗
x − h.c. = −
√
N
∫
dx
[−∆ϕt(x) + (V ∗ |ϕt|2)(x)ϕt(x)] a∗x − h.c.
where we used the equation (14). As a result, the generator LN (t) on the r.h.s. of (74)
contains only terms which, at least formally, are either order one, or smaller.
To adapt this approach to the Gross-Pitaevskii regime, we define the Fock-space Hamil-
tonian
HN =
∫
dx∇xa∗x∇xax +
1
2
∫
dxdyN2V (N(x− y))a∗xa∗yayax (24)
and, following (19), we naively introduce the fluctuation dynamics
UGP (t; s) =W ∗(
√
Nϕ
(N)
t )e
−i(t−s)HNW (
√
Nϕ
(N)
t ) (25)
where, for technical reasons which will be clear later, we choose ϕ
(N)
t to solve the modified
Gross-Pitaevskii equation
i∂tϕ
(N)
t (x) = −∆ϕ(N)t (x) + (N3V (N.)f(N.) ∗ |ϕ(N)t |2)(x)ϕ(N)t (x) (26)
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where f is the solution of the zero-energy scattering equation (2) (we use the notation ϕ
(N)
t to
distinguish the solution of (26) from the solution ϕt of the limiting Gross-Pitaevskii equation
(11)). Since the solution of (26) can be shown to converge towards the solution of (11), with
an error of the order N−1, control of the fluctuations around (26) also implies control of
the fluctuations around (11). Let LGPN denote the generator of (25), given by sum of the
two contributions (i∂tW
∗(
√
Nϕ
(N)
t ))W (
√
Nϕ
(N)
t ) and W
∗(
√
Nϕ
(N)
t )HNW (
√
Nϕ
(N)
t ). As in
the mean field regime, the term W ∗(
√
Nϕ
(N)
t )HNW (
√
Nϕ
(N)
t ) contains a large contribution,
linear in creation and annihilation operators, given by
√
N
∫
dx
[
−∆ϕ(N)t (x) + (N3V (N.) ∗ |ϕ(N)t |2)(x)ϕ(N)t (x)
]
a∗x + h.c.
The term (i∂tW
∗(
√
Nϕ
(N)
t ))W (
√
Nϕ
(N)
t ), on the other hand, contains the linear term
−
√
N
∫
dx
[
(i∂tϕ
(N)
t (x))a
∗
x + h.c.
]
= −
√
N
∫
dx
[
−∆ϕ(N)t (x) + (N3V (N.)f(N.)|ϕ(N)t (x)|2ϕ(N)t (x)
]
a∗x − h.c.
In contrast with the mean field regime discussed above, here, because of the factor f , there
is no complete cancellation between the two large linear terms. Hence, the generator LGPN (t)
of (25) contains a large contribution, linear in the creation and annihilation operators, of the
form √
N
∫
dx
(
N3V (N.)(1 − f(N.)) ∗ |ϕ(N)t |2
)
(x)
(
ϕ
(N)
t (x)a
∗
x + h.c.
)
(27)
and it seems impossible to obtain uniform (in N) bound on the growth of the number of
particles w.r.t. (25). The reason for this failure is that we are trying to control fluctuations
around the wrong evolution. When we approximate e−itHNW (
√
Nϕ)ψ by an evolved coher-
ent state W (
√
Nϕ
(N)
t )ψ, we are completely neglecting the correlation structure developed
by the many-body evolution. As a result, fluctuations around the coherent approximation
W (
√
Nϕ
(N)
t ) are too strong to be bounded uniformly in N . Since correlations are, in first
order, an effect of two-body interactions, we are going to approximate them using a unitary
operator of the form
T (k) = exp
(
1
2
∫
dxdy
(
k(x, y)a∗xa
∗
y − k(x, y)axay
))
for an appropriate k ∈ L2(R3 × R3), which will be interpreted as the integral kernel of
a Hilbert-Schmidt operator (again denoted by k) on L2(R3). The operator T (k) acts on
creation and annihilation operators as a Bogoliubov transformation (see Sect. 2.2 for precise
definitions and basic properties):
T ∗(k)a(f)T (k) = a(ch(k)(f)) + a∗(sh(k)(f))
T ∗(k)a∗(f)T (k) = a∗(ch(k)(f)) + a∗(sh(k)(f))
where ch(k) and sh(k) are the bounded operators on L2(R3) defined by the (absolute con-
vergent) series
ch(k) =
∑
n≥0
1
(2n)!
(kk)n and sh(k) =
∑
n≥0
1
(2n + 1)!
(kk)nk
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where products of k and k have to be understood in the sense of operators. Inspired by the
analysis of [7, 8, 9, 10], where correlations were successfully described by the solution of the
zero-energy scattering equation (4), we define the (time-dependent) kernel
kt(x, y) = −Nw(N(x− y))ϕ(N)t (x)ϕ(N)t (y) (28)
where ϕ
(N)
t is the solution of the modified Gross-Pitaevskii equation (26), and where
w(x) = 1− f(x)
with f being the solution of (2). We will consider an initial state of the formW (
√
Nϕ)T (k0)ψ,
for ψ with bounded number of particles and bounded energy, and we will approximate its
time evolution by W (
√
Nϕt)T (kt)ψ, leading therefore to the fluctuation dynamics
U(t; s) = T ∗(kt)W ∗(
√
Nϕt)e
−i(t−s)HNW (
√
Nϕs)T (ks). (29)
In this way, the approximating dynamics takes into account the correct correlation structure,
and we have a better chance to bound the fluctuations. In fact, we will show in Section 4
that it is indeed possible to obtain a uniform (in N) control for the growth of the number of
particles w.r.t. the dynamics (29). We will see in Section 6 that the large linear contribution
(27), which will still appear in the generator of (29), is compensated by a contribution arising
from sandwiching the cubic term inW ∗(
√
Nϕ
(N)
t )HNW (
√
Nϕ
(N)
t ) between T (kt) and T
∗(kt).
In fact, after conjugating this expression with the Bogoliubov transformation, some of the
(cubic) terms will not be in normal order (a creation operator will lie on the right of an
annihilation operator). By the canonical commutation relations, normal ordering produces
then terms which are linear in the creation and annihilation operators; some of these terms
cancel exactly the large contribution (27). Other important cancellations will emerge between
the quadratic and the not normally ordered quartic terms; see Section 6 for the details.
The control of the growth of the number of particles w.r.t. (29) will imply convergence of
the reduced densities associated with the fully evolved Fock state e−iHN tW (
√
Nϕt)T (kt)ψ
towards the orthogonal projection onto the solution of the Gross-Pitaevskii equation (11),
with a bound on the rate of the convergence. Note that the idea of adding an operator with
a quadratic expression in creations and annihilation operators in the exponent to the Weyl
operator generating the coherent state was used in the mean-field regime in [14] to obtain
norm-approximations of the many-body dynamics.
The main theorem. We are now ready to state our main result.
Theorem 1.1. Let ϕ ∈ H4(R3), with ‖ϕ‖2 = 1. Let HN be the Hamilton operator defined in
(24), with a non-negative and spherically symmetric potential V ∈ L1 ∩L3(R3, (1+ |x|6)dx).
Let ψ ∈ F (possibly depending on N) be such that
〈ψ,Nψ〉, 1
N
〈ψ,N 2ψ〉, 〈ψ,HNψ〉 ≤ D (30)
for a constant D > 0. Let Γ
(1)
N,t denote the one-particle reduced density associated with
the evolved state e−iHN tW (
√
Nϕ)T (k0)ψ, as defined in (22). Then there exist constants
C, c1, c2 > 0, depending only on V, ‖ϕ‖H4 and on the constant D appearing in (30), such
that
Tr
∣∣∣Γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ C exp(c1 exp(c2|t|))N1/2 (31)
9
for all t ∈ R and N ∈ N. Here ϕt denotes the solution of the time-dependent Gross-Pitaevskii
equation
i∂tϕt = −∆ϕt + 8pia0|ϕt|2ϕt (32)
with the initial condition ϕt=0 = ϕ.
Remarks.
(i) Let us point out that we insert the correct correlation structure in the initial data.
Our result implies the approximate stability of states of the formW (
√
Nϕ)T (k0)ψ with
respect to the many-body evolution (in the sense that the evolution ofW (
√
Nϕ)T (k0)ψ
has approximately the same form, just with evolved ϕt, up to a small error). It does
not imply, on the other hand, that the correlation structure is produced by the time-
evolution. This is in contrast with the results of [7, 8, 9, 10], which can also be applied
to completely factorized initial data. It remains unclear, however, if it is possible
to obtain convergence with a N−1/2 rate (or with any rate) for initial data with no
correlations (the problem of the creation of correlation was studied in [5]).
(ii) The time dependence on the r.h.s. of (31) deteriorates fast for large t. This however
is just a consequence of the fact that, in general, high Sobolev norms of the solution
of (32) can grow exponentially fast. Assuming a uniform bound for ‖ϕt‖H4 , the time
dependence on the r.h.s. of (31) can be replaced by C exp(K|t|).
(iii) To simplify a little bit the computations, we did not include an external potential
in the Hamiltonian (24) generating the evolution on the Fock space. In contrast to
[7, 8, 9, 10], the approach presented in this paper can be extended with no additional
complication to Hamilton operators with external potential. This remark is important
to describe experiments where the evolution of the condensate is observed after tuning
the magnetic traps, rather than switching them off.
(iv) The convergence (31) and the fact that the limit is a rank-one projection immedi-
ately implies convergence of the higher order reduced density Γ
(k)
N,t, associated with the
evolved state ΨN,t = e
−iHN tW (
√
Nϕ)T (k0)ψ. Similarly to (22), Γ
(k)
N,t is defined as the
non-negative trace class operators on L2(R3k) with integral kernel
Γ
(k)
N,t(x1, . . . , xk; y1, . . . , yk) =
〈ΨN,t, a∗y1 . . . a∗ykaxk . . . ax1ΨN,t〉
〈ΨN,t,N (N − 1) . . . (N − k + 1)ΨN,t〉 .
Following the arguments outlined in Section 2 of [17], (31) implies that, for every k ∈ N,
Tr
∣∣∣Γ(k)N,t − |ϕt〉〈ϕt|⊗k∣∣∣ ≤ C k1/2N1/4 exp(c12 exp(c2|t|)) .
To obtain bounds for the convergence of the k-particle reduced density with the same
N−1/2 rate as in (31), following the same approach used below to study Γ(1)N,t would
require to control the growth of higher powers of the number of particle operator with
respect to the fluctuation dynamics (29). This may be doable, but the analysis becomes
more involved.
(v) Theorem 1.1 and the method used in its proof can also be applied to deduce the con-
vergence towards the Gross-Pitaevskii dynamics for certain initial data with a fixed
number of particles. In Appendix C, we consider initial N -particle states of the form
PNW (
√
Nϕ)T (k0)ψ, for ψ ∈ F satisfying (30), assuming ‖PNW (
√
Nϕ)T (k0)ψ‖ ≫
10
N−1/2 for large N (it is explained in Appendix C why this is a reasonable con-
dition). Here PN denotes the orthogonal projection onto the N -particle sector of
F . It remains to be understood which class of N -particle states can be written as
PNW (
√
Nϕ)T (k0)ψ, for a ψ ∈ F satisfying (30).
2 Operators on the Fock space
The bosonic Fock space over L2(R3) is the Hilbert space
F =
⊕
n≥0
L2(R3)⊗sn = C⊕
⊕
n≥1
L2s(R
3n),
with the convention that L2(R3)⊗s0 = C. Here L2s(R3n) is the subspace of L2(R3n) consisting
of all functions that are symmetric with respect to arbitrary permutations of the n variables.
Vectors in F are sequences ψ = {ψ(n)}n≥0 of n-particle wave functions ψ(n) ∈ L2s(R3n). The
inner product on F is defined as
〈ψ1, ψ2〉 =
∑
n≥0
〈ψ(n)1 , ψ(n)2 〉L2(R3n)
= ψ
(0)
1 ψ
(0)
2 +
∑
n≥1
∫
dx1 · · · dxnψ(n)1 (x1, . . . , xn)ψ(n)2 (x1, . . . , xn).
On F , we can describe states where the number of particles is not fixed. The Fock space
vector ψ = {ψ(0), ψ(1), . . . } describes a coherent superposition of states with different number
of particles; the n-particle component is described by ψ(n), for any n ∈ N (the probability
that the state has exactly n particles is given by ‖ψ(n)‖2). A state with exactly N particles
is described on F by a sequence {ψ(n)}n≥0 where ψ(n) = 0 for all n 6= N and ψ(N) = ψN .
The vector {1, 0, 0, . . . } ∈ F is called the vacuum and is denoted by Ω. States with a fixed
number of particles are eigenvectors of the number of particles operator, defined by
(Nψ)(n) = nψ(n) .
To define an evolution on F , we introduce the Hamilton operator
(HNψ)(n) = H(n)N ψ(n)
with the n-th sector operator
H(n)N =
n∑
j=1
−∆xj +
n∑
i<j
N2V (N(xi − xj)).
Note that the subscript N in the notation HN is not related with the number of particles
(since this is not fixed on the Fock space), but only reflects the scaling in the interaction
potential (of course, at the end, N will also be related with the number of particles in the
initial Fock state; otherwise, there would be no relation with the regime discussed in Section
1). Observe that, by definition, the Hamiltonian HN commutes with N . As a consequence,
the evolution generated by HN leaves each n-particle sector invariant. In particular,
e−iHN t
{
0, . . . , 0, ψN , 0, . . . } = {0, . . . , 0, e−iHN tψN , 0, . . .
}
where HN is the N -particle Hamiltonian defined in (9). In this sense, the N -body dynamics
is embedded in the Fock space representation.
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It is very useful to introduce creation and annihilation operators on F . For f ∈ L2(R3),
the creation operator a∗(f) and the annihilation operator a(f) on F are defined as
(a∗(f)ψ)(n)(x1, . . . , xn) =
1√
n
n∑
j=1
f(xj)ψ
(n−1)(x1, . . . , xj−1, xj+1, . . . , xn),
(a(f)ψ)(n)(x1, . . . , xn) =
√
n+ 1
∫
dx f(x)ψ(n+1)(x, x1, . . . , xn).
The operators a∗(f) and a(f) are unbounded, densely defined and closed. Note that a∗(f)
is linear in f , while a(f) is anti-linear. The creation operator a∗(f) is the adjoint of the
annihilation operator a(f), and they satisfy the canonical commutation relations
[a(f), a∗(g)] = 〈f, g〉L2 and [a(f), a(g)] = [a∗(f), a∗(g)] = 0 (33)
for f, g ∈ L2(R3). We also introduce the self-adjoint operator
φ(f) = a∗(f) + a(f).
Although creation and annihilation operators are not bounded, they are bounded with
respect to the number of particles operator N (actually, to its square root). This is the
content of the next standard lemma (see [22] for a proof of this well-known result).
Lemma 2.1. Let f ∈ L2(R3). Then, for any ψ ∈ F ,
‖a(f)ψ‖ ≤ ‖f‖2‖N 1/2ψ‖,
‖a∗(f)ψ‖ ≤ ‖f‖2‖(N + 1)1/2ψ‖,
‖φ(f)ψ‖ ≤ 2‖f‖2‖(N + 1)1/2ψ‖.
(34)
We will make use of operator-valued distributions a∗x and ax, with x ∈ R3, defined so
that
a∗(f) =
∫
dx f(x)a∗x and a(f) =
∫
dx f(x)ax
for f ∈ L2(R3). The canonical commutation relations assume the form
[ax, a
∗
y] = δ(x − y) and [ax, ay] = [a∗x, a∗y] = 0,
where δ is the Dirac delta distribution.
In terms of the operator valued distributions a∗x and ax, the number of particles operator
N and the Hamilton operator HN can be written as
N =
∫
dx a∗xax
and
HN =
∫
dx∇xa∗x∇xax +
1
2
∫
dxdyN2V (N(x− y))a∗xa∗yayax. (35)
The first term in the Hamiltonian is the kinetic energy; since it will play an important role
in our analysis, we introduce the notation
K =
∫
dx∇xa∗x∇ax.
Note that, like HN , K leaves every n-particle sector invariant, and
(Kψ)(n) =
n∑
j=1
−∆xjψ(n)
for any ψ ∈ F .
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2.1 Weyl operators and coherent states
For f ∈ L2(R3), we define the Weyl operator
W (f) = ea
∗(f)−a(f)
acting on the Fock space F . In the following lemma we collect some well-known properties
of Weyl operators.
Lemma 2.2. Let f, g ∈ L2(R3).
(i) Weyl operators satisfy the Weyl relations
W (f)W (g) =W (g)W (f)e−2i Im 〈f,g〉L2 =W (f + g)e−i Im 〈f,g〉L2 .
(ii) The operator W (f) is unitary on F and
W (f)∗ =W (f)−1 =W (−f).
(iii) We have
W (f)∗a(g)W (f) = a(g) + 〈g, f〉L2 and W (f)∗a∗(g)W (f) = a∗(g) + 〈f, g〉L2 .
(36)
Using Weyl operators, we construct coherent states on F . For f ∈ L2(R3), the coherent
state with wave function f is defined as W (f)Ω, where Ω = {1, 0, . . . } is the vacuum vector
in F , describing a state with no particles. Since W (f) is unitary, coherent states are always
normalized. From the canonical commutation relations (33), it follows that
W (f)Ω = e−‖f‖
2
2/2ea
∗(f)Ω = e−‖f‖
2
2/2
∑
n≥0
(a∗(f))n
n!
Ω
= e−‖f‖
2
2/2
{
1, f,
f⊗2√
2!
, . . . ,
f⊗n√
n!
, . . .
}
.
In particular, coherent states do not have a fixed number of particles. Instead, they are
given by linear combinations of states with all possible number of particles. From (36), the
expected number of particles in the state W (f)Ω is given by
〈W (f)Ω,N W (f)Ω〉 =
∫
dx 〈Ω, (a∗x + f(x))(ax + f(x))Ω〉 = ‖f‖22.
More precisely, one can show that the number of particles in the coherent state W (f)Ω is a
Poisson random variable with average and variance given by ‖f‖22.
Coherent states have particularly nice algebraic properties, which also simplify the study
of their time-evolution. These properties are a consequence of the fact that coherent states
are eigenvectors of all annihilation operators; in fact, from (36), we find
a(g)W (f)Ω =W (f)(a(g) + 〈g, f〉)Ω = 〈g, f〉W (f)Ω
for all f, g ∈ L2(R3).
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2.2 Bogoliubov transformations
For f, g ∈ L2(R3), we introduce the notation
A(f, g) = a(f) + a∗(g). (37)
We observe that
(A(f, g))∗ = A(g, f) = A
((
0 J
J 0
)
(f, g)
)
(38)
where J : L2(R3)→ L2(R3) is the antilinear operator defined by Jf = f . From the canonical
commutation relations (33), we find that the operators A(f, g) satisfy the commutation
relations
[A(f1, g1), A
∗(f2, g2)] = 〈(f1, g1), S(f2, g2)〉L2⊕L2 with S =
(
1 0
0 −1
)
. (39)
A bounded linear map Θ : L2(R3)⊕ L2(R3)→ L2(R3)⊕ L2(R3) satisfying
Θ
(
0 J
J 0
)
=
(
0 J
J 0
)
Θ (40)
and
S = Θ∗ SΘ (41)
is called a Bogoliubov transformation. Bogoliubov transformations are linear maps of the
pairs (f, g) ∈ L2(R3)⊕ L2(R3) with the property that the operators b∗(f) and b(f), defined
similarly to (37) by the equation
b(f) + b∗(g) = A(Θ(f, g))
for any f, g ∈ L2(R3), are still creation and annihilation operators satisfying canonical com-
mutation relations and being adjoint to each other. It is simple to check that a general
Bogoliubov transformation can be written as
Θ =
(
U V
V U
)
(42)
for bounded linear maps U, V : L2(R3)→ L2(R3) satisfying U∗U−V ∗V = 1 and U∗V = V ∗U .
Here we use the notation U = JUJ for any bounded operator U on L2(R3) (the integral
kernel of U = JUJ is given by U(x, y)).
For a kernel k ∈ L2(R3 × R3) with k(x, y) = k(y, x), we define now the operator
T (k) = exp
(
1
2
∫
dxdy
(
k(x, y)a∗xa
∗
y − k(x, y)axay
))
(43)
acting on the Fock space F .
Lemma 2.3. Let k ∈ L2(R3 × R3) be symmetric, in the sense that k(x, y) = k(y, x).
(i) The operator T (k) is unitary on F and
T (k)∗ = T (k)−1 = T (−k).
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(ii) For every f, g ∈ L2(R3), we have
T (k)∗A(f, g)T (k) = A(Θk(f, g)) (44)
where Θk : L
2(R3) ⊕ L2(R3) → L2(R3) ⊕ L2(R3) is the Bogoliubov transformation
defined by the matrix
Θk =
(
ch(k) sh(k)
sh(k) ch(k)
)
where ch(k), sh(k) : L2(R3)→ L2(R3) are the bounded operators defined by
ch(k) =
∑
n≥0
1
(2n)!
(kk)n
sh(k) =
∑
n≥0
1
(2n+ 1)!
(kk)nk
where products of k and k have to be understood in the sense of operators.
(iii) We decompose
ch(k) = 1 + p(k), sh(k) = k + r(k), (45)
where 1 denotes the identity operator on L2(R3). Then p(k) and r(k) (and therefore
sh(k)) are Hilbert-Schmidt operators, with
‖p(k)‖2 ≤ e‖k‖2 , ‖r(k)‖2 ≤ e‖k‖2 , ‖sh(k)‖2 ≤ e‖k‖2 . (46)
(Here ‖p(k)‖2 denotes the L2(R3×R3) norm of the kernel p(k)(x, y), which agrees with
the Hilbert-Schmidt norm of the operator p(k)).
(iv) Suppose now that k ∈ L2(R3 × R3) is s.t. ∇1k ∈ L2(R3 × R3). Then, by symme-
try, also ∇2k ∈ L2(R3 × R3) (we use here the notation (∇1k)(x, y) = ∇xk(x, y) and
(∇2k)(x, y) = ∇yk(x, y); note that ∇1k and ∇2k are the integral kernels of the operator
products ∇k and −k∇). Moreover
‖∇1p(k)‖2, ‖∇1r(k)‖2 ≤ e‖k‖2‖∇1(kk)‖2,
‖∇2p(k)‖2, ‖∇2r(k)‖2 ≤ e‖k‖2‖∇2(kk)‖2.
(v) If the kernel k depends on a parameter t (later, it will depend on time), and if deriva-
tives w.r.t. t are denoted by a dot, we have
‖p˙(k)‖2, ‖r˙(k)‖2 ≤ ‖k˙‖2 e‖k‖2
and
‖∇1p˙(k)‖2, ‖∇1r˙(k)‖2 ≤ Ce‖k‖2
(
‖k˙‖2‖∇1(kk)‖2 + ‖∇1(k˙k)‖2 + ‖∇1(kk˙)‖2
)
,
‖∇2p˙(k)‖2, ‖∇2r˙(k)‖2 ≤ Ce‖k‖2
(
‖k˙‖2‖∇2(kk)‖2 + ‖∇2(k˙k)‖2 + ‖∇2(kk˙)‖2
)
.
Proof. (i) is clear. To prove (ii), we observe that, letting
B =
1
2
∫
dxdy
(
k(x, y)a∗xa
∗
y − k(x, y)axay
)
,
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we have, for any f, g ∈ L2(R3),
e−BA(f, g)eB = A(f, g) +
∫ 1
0
dλ1
d
dλ1
e−λ1BA(f, g)eλ1B
= A(f, g)−
∫ 1
0
dλ1 e
−λ1B[B,A(f, g)]eλ1B .
Iterating, we find
e−BA(f, g)eB = A(f, g) +
n∑
j=1
(−1)j
j!
adjB(A(f, g))
+ (−1)n+1
∫ 1
0
dλ1
∫ λ1
0
dλ2 . . .
∫ λn
0
dλn+1 e
−λn+1Badn+1B (A(f, g)) e
λn+1B
(47)
where ad1B(C) = [B,C] and ad
n+1
B (C) = [B, ad
n
B(C)]. A simple computation shows that
ad1B(A(f, g)) = [B,A(f, g)] = −A
((
0 k
k 0
)(
f
g
))
and therefore that
adjB(A(f, g)) = (−1)jA
((
0 k
k 0
)j (
f
g
))
.
We have(
0 k
k 0
)2m
=
(
(kk)m 0
0 (kk)m
)
and
(
0 k
k 0
)2m+1
=
(
0 (kk)mk
(kk)mk 0
)
for every m ∈ N. Inserting all this in (47), we obtain (44), if we can show that the error
converges to zero. We claim, more precisely, that the error term on the r.h.s. of (47) vanishes,
as n→∞, when applied on the domain D(N 1/2). To prove this claim, we start by observing
that
‖(N + 1)1/2e−λB(N + 1)−1/2‖ ≤ e|λ|‖k‖2 (48)
for every λ ∈ R. Assuming for example, that n is odd, (48) implies that∥∥∥ ∫ 1
0
dλ1
∫ λ1
0
dλ2 . . .
∫ λn
0
dλn+1 e
−λn+1Badn+1B (A(f, g)) e
λn+1B(N + 1)−1/2
∥∥∥
≤ e
‖k‖2
(n+ 1)!
‖A
(
(kk)(n+1)/2f, (kk)(n+1)/2g
)
(N + 1)−1/2‖
≤ (‖f‖2 + ‖g‖2) e‖k‖2 ‖(kk)
(n+1)/2‖2
(n+ 1)!
≤ C ‖k‖
n
2
(n + 1)!
which vanishes as n → ∞. The case n even can be treated similarly. To prove (48), we
observe that
d
dλ
‖(N + 1)1/2e−λBψ‖2
= 〈e−λBψ, [B,N ] e−λBψ〉
= −
∫
dxdy k(x, y)〈e−λBψ, a∗xa∗y e−λBψ〉 −
∫
dxdy k(x, y)〈e−λBψ, axay e−λBψ〉
≤ 2
∫
dx ‖axe−λBψ‖ ‖a∗(k(x, .))e−λBψ‖
≤ 2‖k‖2 ‖(N + 1)1/2e−λBψ‖2.
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Gronwall’s Lemma implies (48).
To prove (iii), we notice that
‖p(k)‖2 =
∥∥∥∥∥∥
∑
n≥1
(kk)n
(2n)!
∥∥∥∥∥∥
2
≤
∑
n≥1
‖(kk)n‖2
(2n)!
≤
∑
n≥1
‖k‖2n2
(2n)!
≤ e‖k‖2
where we used that, by Cauchy-Schwarz, for any two kernels K1,K2 ∈ L2(R3 × R3)
‖K1K2‖22 =
∫
dxdy
∣∣∣∣∫ dz K1(x, z)K2(z, y)∣∣∣∣2
=
∫
dxdydz1dz2K1(x, z1)K1(x, z2)K2(z1, y)K2(z2, y)
≤
∫
dxdydz1dz2 |K1(x, z1)|2 |K2(z2, y)|2
= ‖K1‖22 ‖K2‖22.
(49)
The bounds for r(k) and sh(k) can be proven similarly.
To show (iv) we write, using the fact that the series for p(k), r(k) and sh(k) are absolutely
convergent,
∇1p(k) = ∇1(kk)
[ ∞∑
n=1
1
(2n)!
(kk)n−1
]
,
∇1r(k) = ∇1(kk)
[ ∞∑
n=1
1
(2n + 1)!
(kk)n−1k
]
.
Applying (49), we find the desired bounds. The bounds for the derivative ∇2 can be obtained
similarly.
Finally, to show (v), we remark that
‖p˙(k)‖2 ≤
∑
n≥1
1
(2n)!
2n‖k˙‖2‖k‖2n−12 ≤ ‖k˙‖2 e‖k‖2 .
The bound for r˙(k) can be proven analogously. From the product rule, we also find that
‖∇1p˙(k)‖2 ≤
∞∑
n=2
n− 1
(2n)!
‖k‖2(n−2)2 ‖∂t(kk)‖2 ‖∇1(kk)‖2 +
∞∑
n=1
1
(2n)!
‖k‖2(n−1)2 ‖∇1∂t(kk)‖2
≤ e‖k‖2
(
‖k˙‖2 ‖∇1(kk)‖2 + ‖∇1(kk˙)‖2 + ‖∇1(k˙k)‖2
)
.
The other bounds are shown similarly.
3 Construction of the fluctuation dynamics
In this section, we will construct an approximation for the full many-body evolution of an
initial data of the form W (
√
Nϕ)T (k0)ψ, as considered in Theorem 1.1. Our approximation
will consist of two parts. First of all, the evolution of an approximately coherent state will
be approximated by a coherent state with an evolved one-particle wave function (later, we
will take care of the correlation structure).
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For a given ϕ ∈ H1(R3), we define ϕ(N)t as the solution of the modified time-dependent
Gross-Pitaevskii equation
i∂tϕ
(N)
t = −∆ϕ(N)t +
(
N3f(N.)V (N.) ∗ |ϕ(N)t |2
)
ϕ
(N)
t (50)
where f denotes the solution of the zero-energy scattering equation (2). For technical reason,
which will become clear later on, it is more convenient for us to work with the solution of the
modified Gross-Pitaevskii equation (50), rather than directly with the solution of (32). Since
N3f(Nx)V (Nx) → 8pia0δ(x), the solution ϕ(N)t converges towards the solution of (32), as
N → ∞. This is proven, together with other important properties of the solutions of (32)
and (50), in the next proposition.
Proposition 3.1. Let V ∈ L1 ∩ L3(R3, (1 + |x|6)dx) be non-negative and spherically sym-
metric. Let f denote the solution of the zero-energy scattering equation (2), with boundary
condition f(x) → 1 as |x| → ∞. Then, by Lemma 3.2 below, 0 ≤ f ≤ 1 and therefore
V f ≥ 0 with V f ∈ L1 ∩ L3(R3, (1 + |x|6)dx). Let ϕ ∈ H1(R3), with ‖ϕ‖2 = 1.
(i) Well-posedness. There exist unique global solutions ϕ., ϕ
(N)
. ∈ C(R;H1(R3)) of the
Gross-Pitaevskii equation (32) and, respectively, of the modified Gross-Pitaevskii equa-
tion (50), with initial data ϕ. These solutions are s.t. ‖ϕt‖2 = ‖ϕ(N)t ‖2 = 1 for all
t ∈ R. Moreover, there exists a constant C > 0 with
‖ϕt‖H1 , ‖ϕ(N)t ‖H1 ≤ C
for all t ∈ R.
(ii) Propagation of higher regularity. If we make the additional assumption that ϕ ∈
Hn(R3), for some integer n ≥ 2, then ϕt, ϕ(N)t ∈ Hn(R3) for every t ∈ R. More-
over there exist constants C > 0 depending on ‖ϕ‖Hn and on n, and K > 0, depending
only on ‖ϕ‖H1 and n, with
‖ϕt‖Hn , ‖ϕ(N)t ‖Hn ≤ CeK|t| (51)
for all t ∈ R.
(iii) Regularity of time derivatives. Suppose ϕ ∈ H4(R3). Then there exists a constant
C > 0, depending on ‖ϕ‖H4 , and K > 0, depending only on ‖ϕ‖H1 , such that
‖ϕ˙(N)t ‖H2 , ‖ϕ¨(N)t ‖2 ≤ CeK|t|
for all t ∈ R.
(iv) Comparison of dynamics. Suppose now ϕ ∈ H2(R3). Then there exist constants
C, c1, c2 > 0, depending on ‖ϕ‖H2 (c2 actually depends only on ‖ϕ‖H1) such that
‖ϕ(N)t − ϕt‖2 ≤
C exp(c1 exp(c2|t|))
N
for all t ∈ R.
The proof of Proposition 3.1 can be found in Appendix A.
Using the solution ϕ
(N)
t of (50), we are going to approximate the coherent part of the
evolution. As explained in the introduction, however, this approximation is not good enough.
18
The many-body evolution develops a singular correlation structure, which is completely
absent in the evolved coherent state. As a consequence, fluctuations around the coherent
approximation are too strong to be controlled. To solve this problem, we have to produce
a better approximation of the many-body evolution, in particular an approximation which
takes into account the short-scale correlation structure. To reach this goal, we are going to
multiply the Weyl operator W (
√
Nϕ
(N)
t ), which generates the coherent approximation to
the many-body dynamics, by another unitary operator T (k), having the form (43), obtained
by taking the exponential of a quadratic expression in creation and annihilation operators.
The kernel k ∈ L2(R3 × R3) has to be chosen so that T (k) creates the correct correlations
among the particles. Since correlations are, in good approximation, two-body effects, we can
describe them through the solution f of the zero-energy scattering equation (2). We write
f(x) = 1− w(x) (52)
with lim|x|→∞w(x) = 0. The scattering length of V is defined as
8pia0 =
∫
dxV (x)f(x).
Equivalently, a0 is given by
a0 = lim|x|→∞
w(x)|x|.
Note that, if V has compact support inside {x ∈ R3 : |x| < R}, then a0 ≤ R and w(x) =
a0/|x| for |x| > R. In general, under our assumptions on V , one can prove the following
properties of the function w.
Lemma 3.2. Let V ∈ L1∩L3(R3, (1+|x|6)dx) be spherically symmetric, with V ≥ 0. Denote
by f the solution of the zero-energy scattering equation (2) and let w = 1− f . Then
0 ≤ w(x) ≤ 1 for all x ∈ R3.
Moreover, there is a constant C > 0 such that
w(x) ≤ C|x|+ 1 and |∇w(x)| ≤
C
|x|2 + 1 . (53)
Proof. Standard arguments show that 0 ≤ f(x) ≤ 1 holds for every x ∈ R3 (f(x) ≤ 1 follows
from V ≥ 0, because of the monotonic dependence of f on the potential; see [20, Appendix
C]). This implies that 0 ≤ w(x) ≤ 1 for all x ∈ R3. From the zero energy scattering equation,
we have −∆w = V f/2. This implies that
w(x) = C
∫
dy
1
|x− y|V (y)f(y) and ∇w(x) = C
∫
dy
x− y
|x− y|3 V (y)f(y)
for an appropriate constant C ∈ R. Using |x| ≤ |x − y| + |y|, the fact that f ≤ 1, and the
Hardy-Littlewood-Sobolev inequality, we find
|(1 + |x|)w(x)| ≤ C
∫
dy
(
1
|x− y| + 1 +
|y|
|x− y|
)
V (y)f(y)
≤ C(‖V ‖3/2 + ‖V ‖L1 + ‖|y|V (y)‖3/2)
and, analogously,∣∣(1 + |x|2)w(x)∣∣ ≤ C ∫ dy( 1|x− y|2 + 1 + |y|2|x− y|2
)
V (y)f(y)
≤ C (‖V ‖3 + ‖V ‖1 + ‖|y|2V ‖3) .
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The right hand side of the last two equations is bounded under the assumption V ∈ L1 ∩
L3((1 + |x|6)dx).
The zero-energy scattering equation for the rescaled potential N2V (Nx) is then solved
by f(Nx). We define w(Nx) = 1− f(Nx). Clearly
lim
|x|→∞
w(Nx)|x| = a0
N
,
showing that the scattering length of N2V (Nx) is a0/N . Equivalently, this follows from∫
dxN2V (Nx)f(Nx) = 8pia0/N .
It follows immediately from Lemma 3.2 that 0 < w(Nx) < c for some c < 1 and for all
x ∈ R3, and that there exists C with
w(Nx) ≤ C
N |x|+ 1 and |∇xw(Nx)| ≤ C
N
N2|x|2 + 1 . (54)
We will use the solution f(Nx) of the scaled zero-energy scattering equation to approx-
imate the correlations among the particles, arising on the microscopic scale. It is however
important to keep in mind that these correlations are also modulated on the macroscopic
scale. The macroscopic variation is described, or at least, this is what we expect, by the
solution of the modified Gross-Pitaevskii equation (50). We define therefore the kernel
kt(x, y) = −Nw(N(x− y))ϕ(N)t (x)ϕ(N)t (y) (55)
and the corresponding unitary operator
T (kt) = exp
(
1
2
∫
dxdy
(
kt(x, y)a
∗
xa
∗
y − kt(x, y)axay
))
.
In the next lemma, we collect several bounds for the kernel kt which will be useful in the
following.
Lemma 3.3. Let ϕ
(N)
t ∈ H1(R3) be the solution of (50) with initial data ϕ ∈ H1(R3). Let
w(Nx) = 1− f(Nx), where f solves the zero-energy scattering equation (2). Let the kernel
kt be defined as in (55).
(i) There exists a constant C, depending only on ‖ϕ(N)t ‖H1 such that
‖kt‖2 ≤ C,
‖∇1kt‖2, ‖∇2kt‖2 ≤ C
√
N,
‖∇1(ktkt)‖2, ‖∇2(ktkt)‖2 ≤ C.
Defining p(kt) and r(kt) as in (45), so that ch(kt) = 1 + p(kt) and sh(kt) = kt + r(kt),
it follows from Lemma 2.3, part (iii) and (iv), that
‖p(kt)‖2, ‖r(kt)‖2, ‖sh(kt)‖2 ≤ C,
‖∇1p(kt)‖2, ‖∇2p(kt)‖2 ≤ C,
‖∇1r(kt)‖2, ‖∇2r(kt)‖2 ≤ C.
(ii) For almost all x, y ∈ R3, we have the pointwise bounds
|kt(x, y)| ≤ min
(
N |ϕ(N)t (x)||ϕ(N)t (y)|,
1
|x− y| |ϕ
(N)
t (x)||ϕ(N)t (y)|
)
,
|r(kt)(x, y)| ≤ C|ϕ(N)t (x)||ϕ(N)t (y)|,
|p(kt)(x, y)| ≤ C|ϕ(N)t (x)||ϕ(N)t (y)| .
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(iii) Suppose further that ϕ ∈ H2(R3). Then
sup
x∈R3
‖kt(., x)‖2, sup
x∈R3
‖p(kt)(., x)‖2, sup
x∈R3
‖r(kt)(., x)‖2, sup
x∈R3
‖sh(kt)(., x)‖2 ≤ C‖ϕ(N)t ‖H2 .
We will also need bounds on the time derivative of the kernels kt, p(kt), r(kt). These are
collected in the following lemma.
Lemma 3.4. Let ϕ ∈ H4(R3), and ϕ(N)t ∈ H4(R3) be the solution of (50), with initial data
ϕ. Let w(Nx) = 1 − f(Nx), where f is the solution of the zero-energy scattering equation
(2). Let the kernel kt be defined as in (55), so that
k˙t(x, y) = −Nw(N(x− y))
(
ϕ˙
(N)
t (x)ϕ
(N)
t (y) + ϕ
(N)
t (x)ϕ˙
(N)
t (y)
)
. (56)
Then there are constants C,K > 0, where C depends on the ‖ϕ‖H4 and K only on ‖ϕ‖H1
such that the following bounds hold:
(i)
‖k˙t‖2, ‖k¨t‖2, ‖p˙(kt)‖2, ‖r˙(kt)‖2 ≤ CeK|t|,
(ii)
‖∇1p˙(k)‖2, ‖∇2p˙(k)‖2, ‖∇1r˙(k)‖2, ‖∇2r˙(k)‖2 ≤ CeK|t|,
(iii)
sup
x
‖k˙t(., x)‖2, sup
x
‖p˙(kt)(., x)‖2, sup
x
‖r˙(kt)(., x)‖2, sup
x
‖s˙h(kt)(., x)‖2 ≤ CeK|t|.
The proof of the last two lemmas can also be found in Appendix B.
As explained in the introduction, we are going to approximate the many-body evolution
e−iHN tW (
√
Nϕ)T (k0)ψ
of an initial state which is almost coherent, but with the correct short-scale structure, by
the Fock state W (
√
Nϕ
(N)
t )T (kt)ψ, which is again almost coherent and has again the correct
microscopic correlations. This leads us to the fluctuation dynamics, defined as the two-
parameter group of unitary transformations
U(t; s) = T ∗(kt)W ∗(
√
Nϕ
(N)
t )e
−iHN (t−s)W (
√
Nϕ(N)s )T (ks) (57)
where U(s; s) = 1 for all s ∈ R.
The fluctuation dynamics satisfies the Schro¨dinger-type equation
i∂tU(t; s) = LN (t)U(t; s)
with the time-dependent generator
LN (t) = T ∗(kt)
[
i∂tW
∗(
√
Nϕ
(N)
t )
]
W (
√
Nϕ
(N)
t )T (kt)
+ T ∗(kt)W ∗(
√
Nϕ
(N)
t )HNW (
√
Nϕ
(N)
t )T (kt) + [i∂tT
∗(kt)]T (kt).
The next theorem, whose proof is deferred to Section 6, is the main technical ingredient
of this paper. It contains important estimates for the generator LN (t), which will be used in
the next section to control the growth of the expectation of the number of particles operator
with respect to the fluctuation dynamics U(t; s).
21
Theorem 3.5. Define the time-dependent constant (of order N)
CN (t) = L(0)0,N(t) +
∫
dxdy |∇xsh(kt)(y, x)|2
+
∫
dxdy(N3V (N.) ∗ |ϕ(N)t |2)(x) |sh(kt)(y, x)|2
+
∫
dxdydz N3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)sh(kt)(z, x) sh(kt)(z, y)
+ Re
∫
dxdydz N3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)sh(kt)(z, x)ch(kt)(z, y)
+
∫
dxdyN2V (N(x− y))
×
[∣∣∣∣∫ dz sh(kt)(z, x) ch(z, y)∣∣∣∣2 + ∣∣∣∣∫ dz sh(kt)(z, x) sh(z, y)∣∣∣∣2
+
∫
dz1dz2 sh(kt)(z1, x) sh(kt)(z1, y)sh(kt)(z2, x) sh(kt)(z2, y)
]
(58)
and let
L˜N (t) = LN (t)−CN (t). (59)
Then we have, for some K > 0 depending only on ‖ϕ‖H1 ,
L˜N(t) ≥ 1
2
HN − C N
2
N
− CeK|t| (N + 1) (60)
and
L˜N (t) ≤ 3
2
HN + C N
2
N
+ CeK|t| (N + 1) . (61)
Moreover,
±
[
N , L˜N (t)
]
≤ HN + CN
2
N
+ CeK|t|(N + 1) (62)
and
± ˙˜LN (t) ≤ HN + CeK|t|
(N 2
N
+N + 1
)
. (63)
4 Growth of fluctuations
The goal of this section is to prove a bound, uniform in N , for the growth of the expectation
of the number of particles operator with respect to the fluctuation dynamics. The properties
of the generator LN (t) of the fluctuation dynamics, as established in Theorem 3.5, play here
a crucial role.
Theorem 4.1. Suppose ψ ∈ F (possibly depending on N) with ‖ψ‖F = 1 is such that〈
ψ,
(N 2
N
+N +HN
)
ψ
〉
≤ C (64)
for a constant C > 0. Let ϕ ∈ H4(R3), and let ϕ(N)t be the solution of the modified Gross-
Pitaevskii equation (50) with initial data ϕ. Let U(t; s) be the fluctuation dynamics defined
in (57). Then there exist constants C, c1, c2 > 0 such that
〈ψ,U∗(t; 0)NU(t; 0)ψ〉 ≤ C exp(c1 exp(c2|t|)).
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The strategy to prove Theorem 4.1 consists in applying Gronwall’s inequality. The deriva-
tive of the expectation ofN is given by the expectation of the commutator i[N ,LN (t)], where
LN (t) is the generator (74) of the fluctuation dynamics. By (62), this commutator is bounded
in terms of the energy, of (N +1), and of N 2/N (the difference between LN (t) and the gener-
ator L˜N (t) appearing in (62) is a constant and hence does not contribute to the commutator).
The growth of the energy is controlled with the help of (63). What remains to be done in
order to apply Gronwall’s inequality is to bound the term N 2/N . In the next proposition,
we show that the expectation of N 2/N at time t can be controlled by its expectation at
time t = 0 (a harmless constant, by the assumption (64)) and by the expectation of (N +1)
(which fits well in the scheme of Gronwall’s inequality).
Proposition 4.2. Let the fluctuation dynamics U(t; s) be defined as in (57). Then there
exists a constant C > 0 such that
U∗(t; 0)N 2 U(t; 0) ≤ C(N U∗(t; 0)N U(t; 0) +N(N + 1) + (N + 1)2).
The next lemma is useful in the proof of Proposition 4.2.
Lemma 4.3. Let kt ∈ L2(R3 × R3) be as defined in (55). Then there exists a constant C,
depending only on ‖kt‖2, such that
T ∗(kt)N T (kt) ≤ C(N + 1), (65)
T ∗(kt)N 2 T (kt) ≤ C(N + 1)2 (66)
for all t ∈ R.
Proof. We use the decomposition ch(kt) = 1 + p(kt) and the shorthand notation cx(z) =
ch(kt)(z, x), px(z) = p(kt)(z, x) and sx(z) = sh(kt)(z, x). We have
〈ψ, T ∗(kt)NT (kt)ψ〉 =
∫
dx 〈ψ, (a∗(cx) + a(sx))(a(cx) + a∗(sx))ψ〉
=
∫
dx ‖(ax + a(px) + a∗(sx))ψ‖2
≤ C
∫
dx ‖axψ‖2 +
∫
dx ‖a(px)ψ‖2 +
∫
dx ‖a∗(sx)ψ‖2
≤ C(1 + ‖p(kt)‖22 + ‖sh(kt)‖22)‖(N + 1)1/2ψ‖,
and (65) follows by Lemma 2.3 (since ‖p(kt)‖2, ‖sh(kt)‖2 ≤ e‖kt‖2). To prove (66), we observe
that
〈ψ, T ∗(kt)N 2T (kt)ψ〉 =
∫
dxdy 〈ψ, T ∗(kt)a∗xaxa∗yayT (kt)ψ〉
=
∫
dx 〈ψ, T ∗(kt)a∗xNaxT (kt)ψ〉+ 〈ψ, T ∗(kt)NT (kt)ψ〉
=
∫
dx 〈(a(cx) + a∗(sx))ψ, T ∗(k)NT (k)(a(cx) + a∗(sx))ψ〉 + 〈ψ, T ∗(kt)NT (kt)ψ〉.
Then, applying (65), we obtain
〈ψ, T ∗(kt)N 2T (kt)ψ〉
≤ C
∫
dx ‖(N + 1)1/2(a(cx) + a∗(sx))ψ‖2 + C〈ψ, (N + 1)ψ〉
≤ C
∫
dx (‖axN 1/2ψ‖2 + ‖a(px)N 1/2ψ‖2 + ‖a∗(sx)(N + 2)1/2ψ‖2) +C〈ψ, (N + 1)ψ〉
≤ C(1 + ‖p(kt)‖22 + ‖sh(kt)‖22)〈ψ, (N + 1)2ψ〉.
The bounds from Lemma 2.3 imply (66).
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Proof of Proposition 4.2. From Lemma 4.3, we find
〈ψ,U∗(t; 0)N 2U(t; 0)ψ〉 ≤ C〈ψ,U∗(t; 0)T ∗(kt)N 2T (kt)U(t; 0)ψ〉. (67)
We now show how to bound the r.h.s. of the last equation. Using the definition of the
fluctuation dynamics U(t; 0) = T ∗(kt)W ∗(
√
Nϕ
(N)
t )e
−iHN tW ∗(
√
Nϕ)T (k0), we find
〈ψ,U∗(t; 0)T ∗(kt)N 2T (kt)U(t; 0)ψ〉
= 〈N T (kt)U(t; 0)ψ,W ∗(
√
Nϕ
(N)
t ) (N −
√
Nφ(ϕ
(N)
t ) +N)e
−iHN tW (
√
Nϕ)T (k0)ψ〉
= 〈N T (kt)U(t; 0)ψ,W ∗(
√
Nϕ
(N)
t )N e−iHN tW (
√
Nϕ)T (k0)ψ〉
−
√
N 〈N T (kt)U(t; 0)ψ,W ∗(
√
Nϕ
(N)
t )φ(ϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ〉
+N〈ψ,U∗(t; 0)T ∗(kt)NT (kt)U(t; 0)ψ〉
(68)
where we used the notation φ(f) = a(f) + a∗(f), and the property (36) to show that
W ∗(
√
Nϕ
(N)
t )NW (
√
Nϕ
(N)
t ) = N −
√
Nφ(ϕ
(N)
t ) +N.
In the first term on the r.h.s. of (68), we use now the fact that N commutes with HN . In
the second term, on the other hand, we move the factor φ(ϕ
(N)
t ) back to the left of the Weyl
operator W (
√
Nϕ
(N)
t ), using that
W ∗(
√
Nϕ
(N)
t )φ(ϕ
(N)
t ) =
(
φ(ϕ
(N)
t ) + 2
√
N
)
W ∗(
√
Nϕ
(N)
t ) .
We conclude that
〈ψ,U∗(t; 0)T ∗(kt)N 2T (kt)U(t; 0)ψ〉
= 〈N T (kt)U(t; 0)ψ,W ∗(
√
Nϕ
(N)
t ) e
−iHN tW (
√
Nϕ)(N +
√
Nφ(ϕ) +N)T (k0)ψ〉
−
√
N 〈N T (kt)U(t; 0)ψ,
(
φ(ϕ
(N)
t ) + 2
√
N
)
W ∗(
√
Nϕ
(N)
t ) e
−iHN tW (
√
Nϕ)T (k0)ψ〉
+N〈ψ,U∗(t; 0)T ∗(kt)NT (kt)U(t; 0)ψ〉
= 〈N T (kt)U(t; 0)ψ,W ∗(
√
Nϕ
(N)
t ) e
−iHN tW (
√
Nϕ)N T (k0)ψ〉
+
√
N〈N T (kt)U(t; 0)ψ,W ∗(
√
Nϕ
(N)
t ) e
−iHN tW (
√
Nϕ)φ(ϕ)T (k0)ψ〉
−
√
N 〈N T (kt)U(t; 0)ψ, φ(ϕ(N)t )W ∗(
√
Nϕ
(N)
t ) e
−iHN tW (
√
Nϕ)T (k0)ψ〉.
(69)
By Cauchy-Schwarz, we obtain
〈ψ,U∗(t; 0)T ∗(kt)N 2T (kt)U(t; 0)ψ〉
≤ ‖N T (kt)U(t; 0)ψ‖
×
(
‖N T (k0)ψ〉‖ +
√
N‖φ(ϕ)T (k0)ψ‖ +
√
N‖φ(ϕ(N)t )T (kt)U(t; 0)ψ‖
)
≤ 1
2
‖N T (kt)U(t; 0)ψ‖2
+ C
(
‖N T (k0)ψ‖2 +N‖φ(ϕ)T (k0)ψ‖2 +N‖φ(ϕ(N)t )T (kt)U(t; 0)ψ‖2
)
.
Subtracting the first term appearing on the r.h.s., and using the bound ‖φ(f)ψ‖ ≤ ‖f‖2‖(N+
1)1/2ψ‖, we find that
〈ψ,U∗(t; 0)T ∗(kt)N 2T (kt)U(t; 0)ψ〉
≤ C
(
‖N T (k0)ψ‖2 +N‖(N + 1)1/2T (k0)ψ‖2 +N‖(N + 1)1/2T (kt)U(t; 0)ψ‖2
)
.
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By Lemma 4.3 we conclude that
〈ψ,U∗(t; 0)T ∗(kt)N 2T (kt)U(t; 0)ψ〉
≤ CN‖N 1/2U(t; 0)ψ‖2 + C‖Nψ‖2 + CN‖(N + 1)1/2ψ‖2.
With (67), this concludes the proof of the proposition.
We are now ready to show Theorem 4.1.
Proof of Theorem 4.1. Let CN (t) be defined as in (58) and define
U˜(t; s) = ei
∫ t
s CN (τ)dτU(t; s).
Then U˜(t; s) satisfies the Schro¨dinger type equation
i∂tU˜(t; s) = L˜N (t)U˜(t; s), with U˜(s; s) = 1
for all s ∈ R, and with generator L˜N (t) = LN (t) − CN (t), as defined in (59). On the other
hand, since the two evolutions only differ by a phase, we have
〈ψ,U∗(t; 0)NU(t; 0)ψ〉 = 〈ψ, U˜∗(t; 0)NU˜(t; 0)ψ〉.
We now use the properties of L˜N (t), as established in (60), (61), (62) and (63). Eq. (60)
implies
HN ≤ 2L˜N (t) + CN
2
N
+ CeK|t|(N + 1). (70)
From Proposition 4.2, we conclude that there exist a constant C1 (depending on 〈ψ, (N 2/N+
N + 1)ψ〉), such that
0 ≤
〈
ψ, U˜∗(t; 0)HN U˜(t; 0)ψ
〉
≤
〈
ψ, U˜∗(t; 0)
(
2L˜N (t) + C1eK|t|(N + 1)
)
U˜(t; 0)ψ
〉
. (71)
From (62), combined with (70) and Proposition 4.2, there exists moreover a constant C2 > 0
(depending on 〈ψ, (N 2/N +N + 1)ψ〉) such that
d
dt
〈
ψ, U˜∗(t; 0)NU˜ (t; 0)ψ
〉
≤
〈
ψ, U˜∗(t; 0)
(
2L˜N (t) + C2eK|t|(N + 1)
)
U˜(t; 0)ψ
〉
.
We now estimate the growth of the expectation of the generator L˜N (t). Using (63) together
with (70) and Proposition 4.2, we conclude that there exists a constant C3 > 0 (again,
depending on 〈ψ, (N 2/N +N + 1)ψ〉), with
d
dt
〈
ψ, U˜∗(t; 0)L˜N (t)U˜(t; 0)ψ
〉
=
〈
ψ, U˜∗(t; 0) ˙˜LN (t) U˜(t; 0)ψ
〉
≤
〈
ψ, U˜∗(t; 0)
(
2L˜N (t) + C3eK|t|(N + 1)
)
U˜(t; 0)ψ
〉
.
We now fix D := max(C1 + 1, C2, C3,K). Then, we have
d
dt
〈
ψ,U˜∗(t; 0)
(
L˜N (t) +DeK|t|(N + 1)
)
U˜(t; 0)ψ
〉
≤
〈
ψ, U˜∗(t; 0)
[
(2 + 2DeK|t|)L˜N (t) + (DeK|t| +DKeK|t| +D2e2K|t|)(N + 1)
]
U˜(t; 0)ψ
〉
≤ (2 +DeK|t|)
〈
ψ, U˜∗(t; 0)
(
L˜N (t) +DeK|t|(N + 1)
)
U˜(t; 0)ψ
〉
≤ 2DeK|t|
〈
ψ, U˜∗(t; 0)
(
L˜N (t) +DeK|t|(N + 1)
)
U˜(t; 0)ψ
〉
.
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By Gronwall, we conclude that〈
ψ, U˜∗(t; 0)
(
L˜N (t) +DeK|t|(N + 1)
)
U˜(t; 0)ψ
〉
≤ Ce2DK eK|t|
〈
ψ,
(
L˜N (0) + (N + 1)
)
ψ
〉
≤ Ce2DK eK|t|
〈
ψ,
(
3
2
HN + CN
2
N
+ C(N + 1)
)
ψ
〉
where in the last inequality, we used the upper bound (61). From the assumption (64), we
obtain 〈
ψ, U˜∗(t; 0)
(
L˜N (t) +DeK|t|(N + 1)
)
U˜(t; 0)ψ
〉
≤ C exp(c1 exp(c2|t|)).
The claim now follows from (70), because D ≥ C1 + 1.
5 Proof of the main theorem
Using the bounds established in Theorem 4.1, we proceed now to prove our main result.
Proof of Theorem 1.1. Let ΨN,t = e
−iHN tW (
√
Nϕ)T (k0)ψ. The one-particle reduced den-
sity of ΨN,t has the integral kernel
Γ
(1)
N,t(x; y) =
1
〈ΨN,t,NΨN,t〉 〈ΨN,t, a
∗
yaxΨN,t〉. (72)
We start by computing the denominator. Since HN commutes with the number of particles
operator, we find
〈ΨN,t,NΨN,t〉 = 〈ψ, T ∗(k0)W ∗(
√
Nϕ)NW (
√
Nϕ)T (k0)ψ〉
= 〈ψ, T ∗(k0)
(
N −
√
Nφ(ϕ) +N
)
T (k0)ψ〉
= N +
〈
ψ, T ∗(k0)
(
N −
√
Nφ(ϕ)
)
T (k0)ψ
〉
.
By Lemma 4.3
〈ψ, T ∗(k0)NT (k0)ψ〉 ≤ C〈ψ, (N + 1)ψ〉 ≤ C
and
|〈ψ, T ∗(k0)φ(ϕ)T (k0)ψ〉| ≤ C〈ψ, T ∗(k0)(N + 1)1/2T (k0)ψ〉 ≤ C〈ψ, (N + 1)ψ〉 ≤ C.
Hence, there exists C > 0 with
|〈ΨN,t,NΨN,t〉 −N | ≤ CN1/2. (73)
On the other hand, with ϕ
(N)
t denoting the solution of the modified Gross-Pitaevskii equation
(50), the numerator of (72) can be written as
〈ΨN,t, a∗yaxΨN,t〉
= 〈ψ, T (k0)W (
√
Nϕ)eitHN a∗yaxe
−iHN tW (
√
Nϕ)T (k0)ψ〉
= N ϕt(x)ϕt(y)
+
√
N ϕt(x) 〈ψ, T ∗(k0)W ∗(
√
Nϕ)eitHN
(
a∗y −
√
Nϕ
(N)
t (y)
)
e−iHN tW (
√
Nϕ)T (k0)ψ〉
+
√
N ϕt(y) 〈ψ, T ∗(k0)W ∗(
√
Nϕ)eitHN
(
ax −
√
Nϕ
(N)
t (x)
)
e−iHN tW (
√
Nϕ)T (k0)ψ〉
+
〈
ψ, T ∗(k0)W ∗(
√
Nϕ)eitHN
(
a∗y −
√
Nϕ
(N)
t (y)
)
×
(
ax −
√
Nϕ
(N)
t (x)
)
e−iHN tW (
√
Nϕ)T (k0)ψ
〉
.
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Recognising that
(a∗y −
√
Nϕ
(N)
t (y)) =W (
√
Nϕ
(N)
t )a
∗
yW
∗(
√
Nϕ
(N)
t )
(ax −
√
Nϕ
(N)
t (x)) =W (
√
Nϕ
(N)
t )axW
∗(
√
Nϕ
(N)
t )
we obtain
〈ΨN,t, a∗yaxΨN,t〉
= Nϕ
(N)
t (x)ϕ
(N)
t (y)
+
√
N ϕ
(N)
t (x) 〈ψ, T ∗(k0)W ∗(
√
Nϕ)eitHNW (
√
Nϕ
(N)
t )
× a∗yW ∗(
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ〉
+
√
N ϕ
(N)
t (y)〈ψ, T ∗(k0)W ∗(
√
Nϕ)eitHNW (
√
Nϕ
(N)
t )
× axW ∗(
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ〉
+ 〈ψ, T ∗(k0)W ∗(
√
Nϕ)eitHNW (
√
Nϕ
(N)
t )a
∗
yaxW
∗(
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ〉.
Combining the last equation with (73) and inserting in (72), we have that∣∣∣Γ(1)N,t(x; y)− ϕ(N)t (y)ϕ(N)t (x)∣∣∣
≤ C√
N
|ϕ(N)t (x)||ϕ(N)t (y)|
+
1√
N
|ϕ(N)t (y)| ‖axW ∗(
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ‖
+
1√
N
|ϕ(N)t (x)| ‖ayW ∗(
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ‖
+
1
N
‖ayW ∗(
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ‖
× ‖axW ∗(
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ‖.
Taking the square and integrating over x, y, we find∥∥∥Γ(1)N,t − |ϕ(N)t 〉〈ϕ(N)t |∥∥∥
HS
≤ C√
N
‖(N + 1)1/2W ∗(
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ‖2.
Lemma 4.3 implies that∥∥∥Γ(1)N,t − |ϕ(N)t 〉〈ϕ(N)t |∥∥∥
HS
≤ C√
N
‖(N + 1)1/2 T ∗(kt)W ∗(
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ‖2
=
C√
N
‖(N + 1)1/2 U(t; 0)ψ‖2
with the fluctuation dynamics U(t; s) defined in (57). From Theorem 4.1 we conclude that∥∥∥Γ(1)N,t − |ϕ(N)t 〉〈ϕ(N)t |∥∥∥
HS
≤ C exp(c1 exp(c2|t|))√
N
.
Since |ϕ(N)t 〉〈ϕ(N)t | is a rank-one projection, and Γ(1)N,t ≥ 0, it follows that the difference
Γ
(1)
N,t − |ϕ(N)t 〉〈ϕt| can have only one negative eigenvalue. Since the trace of Γ(1)N,t − |ϕt〉〈ϕ(N)t |
vanishes, it must have one negative eigenvalue, with absolute value equal to the sum of all
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positive eigenvalues. As a consequence, the trace norm of the difference is controlled by the
operator norm (given by the absolute value of the negative eigenvalue) and therefore also by
the Hilbert-Schmidt norm. This shows that
Tr
∣∣∣Γ(1)N,t − |ϕ(N)t 〉〈ϕ(N)t |∣∣∣ ≤ C exp(c1 exp(c2|t|))√N .
Theorem 1.1 now follows because, if ϕt denotes the solution of the Gross-Pitaevskii equation
(32), Proposition 3.1 implies that
Tr
∣∣∣|ϕt〉〈ϕt| − |ϕ(N)t 〉〈ϕ(N)t |∣∣∣ ≤ 2‖ϕt − ϕ(N)t ‖2 ≤ Cec1|t|N .
6 Key bounds on the generator of the fluctuation dynamics
In this section, we prove Theorem 3.5, concerning the generator LN (t) of the fluctuation
dynamics
U(t; s) = T ∗(kt)W ∗(
√
Nϕ
(N)
t )e
−iHN (t−s)W (
√
Nϕ(N)s )T (ks)
as defined in (57). We write
LN (t) = T ∗(kt)
[
i∂tW
∗(
√
Nϕ
(N)
t )
]
W (
√
Nϕ
(N)
t )T (kt)
+ T ∗(kt)W ∗(
√
Nϕ
(N)
t )HNW (
√
Nϕ
(N)
t )T (kt) + [i∂tT
∗(kt)]T (kt)
= T ∗(kt)L(0)N (t)T (kt) + [i∂tT ∗(kt)]T (kt)
(74)
with
L(0)N (t) =
[
i∂tW
∗(
√
Nϕ
(N)
t )
]
W (
√
Nϕ
(N)
t ) +W
∗(
√
Nϕ
(N)
t )HNW (
√
Nϕ
(N)
t ).
A simple computation shows that[
i∂tW
∗(
√
Nϕ
(N)
t )
]
W (
√
Nϕ
(N)
t ) = −a(
√
Ni∂tϕ
(N)
t )− a∗(
√
Ni∂tϕ
(N)
t )−N
〈
ϕ
(N)
t , i∂tϕ
(N)
t
〉
.
On the other hand, using (36), we find
W ∗(
√
Nϕ
(N)
t )HNW (
√
Nϕ
(N)
t )
= N
[
‖∇ϕ(N)t ‖22 +
1
2
∫
dx (N3V (N.) ∗ |ϕ(N)t |2)(x)|ϕ(N)t (x)|2
]
+
√
N
[
a∗
(
(N3V (N.) ∗ |ϕ(N)t |2)ϕ(N)t
)
+ a
(
(N3V (N.) ∗ |ϕ(N)t |2)ϕ(N)t
)]
+
[∫
dx∇xa∗x∇xax +
∫
dx (N3V (N.) ∗ |ϕ(N)t |2)(x)a∗xax
+
∫
dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)a∗xay
+
1
2
∫
dxdyN3V (N(x− y))
(
ϕ
(N)
t (x)ϕ
(N)
t (y)a
∗
xa
∗
y + ϕ
(N)
t (x)ϕ
(N)
t (y)axay
)]
+
1√
N
∫
dxdy N3V (N(x− y))a∗x
(
ϕ
(N)
t (y)a
∗
y + ϕ
(N)
t (y)ay
)
ax
+
1
2N
∫
dxdyN3V (N(x− y))a∗xa∗yayax.
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Combining the last two equations and using (50), we conclude that
L(0)N (t) = N
∫
dx
(
N3V (N.)
(1
2
− f(N.)
)
∗ |ϕ(N)t |2
)
(x)|ϕ(N)t (x)|2
+
√
N
[
a∗
(
(N3w(N.)V (N.) ∗ |ϕ(N)t |2)ϕ(N)t
)
+ a
(
(N3w(N.)V (N.) ∗ |ϕ(N)t |2)ϕ(N)t
)]
+
[∫
dx∇xa∗x∇xax +
∫
dx (N3V (N.) ∗ |ϕ(N)t |2)(x)a∗xax
+
∫
dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)a∗xay
+
1
2
∫
dxdyN3V (N(x− y))
(
ϕ
(N)
t (x)ϕ
(N)
t (y)a
∗
xa
∗
y + ϕ
(N)
t (x)ϕ
(N)
t (y)axay
)]
+
1√
N
∫
dxdy N3V (N(x− y))a∗x
(
ϕ
(N)
t (y)a
∗
y + ϕ
(N)
t (y)ay
)
ax
+
1
2N
∫
dxdyN3V (N(x− y))a∗xa∗yayax
=: L(0)0,N (t) + L(0)1,N(t) + L(0)2,N (t) + L(0)3,N(t) + L(0)4,N
where L(0)j,N(t), for j = 0, . . . , 4, is the part of L(0)N (t) containing j creation and annihilation
operators. Recall here that w(x) = 1− f(x), as defined in (52).
From (74), we find that the generator of the fluctuation dynamics is given by
LN (t) = L(0)0,N (t) +
4∑
j=1
T ∗(kt)L(0)j,N (t)T (kt) + [i∂tT ∗(kt)]T (kt). (75)
In the next subsections, we study separately the different terms on the r.h.s. of (75). The
final goal of this analysis, a proof of Theorem 3.5, will be reached in Subsection 6.6.
Notation. In the rest of this section, we will use the shorthand notation
cx(y) = ch(kt)(y, x), sx(y) = sh(kt)(y, x), px(y) = p(kt)(y, x), rx(y) = r(kt)(y, x). (76)
Moreover, ‖p‖2, ‖r‖2, ‖sh‖2 will denote the L2-norms of the kernels p(kt)(x, y), r(kt)(x, y),
and sh(kt)(x, y) over R
3×R3 (in other words, they denote the Hilbert-Schmidt norms of the
corresponding operators). The norms ‖px‖2, ‖rx‖2, ‖shx‖2, on the other hand, indicate norms
over R3. Finally, the notation 〈., .〉 will denote the L2 inner product. We will abbreviate
T (kt) by T .
6.1 Analysis of T ∗L(0)1,N(t)T
Conjugating the linear term L(0)N,1(t) produces again linear terms. From Lemma 2.3, we
obtain
T ∗L(0)1,N (t)T
=
√
N
∫
dxdy N3V (N(x− y))w(N(x− y))|ϕ(N)t (y)|2
(
ϕ
(N)
t (x)T
∗a∗xT + ϕ
(N)
t (x)T
∗axT
)
=
√
N
∫
dxdy N3V (N(x− y))w(N(x− y))|ϕ(N)t (y)|2 ϕ(N)t (x) (a∗(cx) + a(sx))
+
√
N
∫
dxdy N3V (N(x− y))w(N(x − y))|ϕ(N)t (y)|2 ϕt(x) (a(cx) + a∗(sx)).
(77)
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These terms are potentially dangerous because they are large (of order
√
N) and do not com-
mute with the number of particles. We will see however that they cancel with contributions
arising from the cubic part L(0)3,N (t).
6.2 Analysis of T ∗L(0)2,N(t)T
We write L(0)2,N(t) = K + L˜(0)2,N (t), with
K =
∫
dx∇xa∗x∇xax
being the kinetic energy operator, and we consider separately the effects of K and of the
other quadratic terms collected in L˜(0)2,N (t).
6.2.1 Properties of T ∗KT
We have
T ∗KT =
∫
dx∇x(a∗(cx) + a(sx))∇x(a(cx) + a∗(sx))
=
∫
dx∇xa∗(cx)∇xa(cx) +
∫
dx∇xa∗(cx)∇xa∗(sx)
+
∫
dx∇xa(sx)∇xa(cx) +
∫
dx∇a∗(sx)∇xa(sx) +
∫
dx‖∇xsx‖22.
Following (45), we decompose cx(y) = δ(x− y) + px(y) and sx(y) = k(x, y) + rx(y). Hence
T ∗KT = K +
∫
dxdy |∇xshkt(y, x)|2
+
∫
dx∇xa∗xa(∇xpx) +
∫
dxa∗(∇xpx)∇xax +
∫
dxa∗(∇xpx)a(∇xpx)
+
∫
dx∇xa∗xa∗(∇xkx) +
∫
dxa∗(∇xpx)a∗(∇xkx) +
∫
dx∇xa∗xa∗(∇xrx)
+
∫
dxa∗(∇xpx)a∗(∇xrx) +
∫
dx a(∇xkx)∇xax +
∫
dxa(∇xrx)∇xax
+
∫
dxa(∇xkx)a(∇xpx) +
∫
dxa(∇xrx)a(∇xpx) +
∫
dx a∗(∇xkx)a(∇xkx)
+
∫
dx a∗(∇xrx)a(∇xkx) +
∫
dx a∗(∇xkx)a(∇xrx) +
∫
dx a∗(∇xrx)a(∇xrx).
(78)
The properties of T ∗KT are summarized in the next proposition.
Proposition 6.1. We have
T ∗KT =
∫
dxdy|∇xshkt(y, x)|2 +K
+N3
∫
dxdy(∆w)(N(x − y))
(
ϕ
(N)
t (x)ϕ
(N)
t (y)a
∗
xa
∗
y + ϕ
(N)
t (x)ϕ
(N)
t (y)axay
)
+ EK(t)
(79)
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where the error EK(t) is an operator such that for every δ > 0 there exists a constant Cδ > 0
with
±EK(t) ≤ δK + CδeK|t| (N + 1),
± [N , EK(t)] ≤ δK + CδeK|t| (N + 1),
±E˙K(t) ≤ δK + CδeK|t| (N + 1).
(80)
To prove Proposition 6.1, we will use the next lemma.
Lemma 6.2. Let j1, j2 ∈ L2(R3 × R3). Let ji,x(z) := ji(z, x) for i = 1, 2. Then we have∣∣∣∣∫ dx〈ψ, a♯(j1,x)a♯(j2,x)ψ〉∣∣∣∣ ≤ C‖j1‖2‖j2‖2 ‖(N + 1)1/2ψ‖2. (81)
Here and in the following a♯ can be either the annihilation operator a or the creation operator
a∗. Moreover, for every δ > 0, there exists Cδ > 0 such that∣∣∣∣∫ dx〈ψ,∇xa∗xa♯(j1,x)ψ〉∣∣∣∣ ≤ δK + Cδ‖j1‖22‖(N + 1)1/2ψ‖2 and, by conjugation∣∣∣∣∫ dx〈ψ, a♯(j1,x)∇xaxψ〉∣∣∣∣ ≤ δK + Cδ‖j1‖22 ‖(N + 1)1/2ψ‖2. (82)
Terms where the argument of a creation and/or annihilation operator is the kernel ∇xkx
(whose L2-norm diverges as N → ∞) can be handled with the following bounds. For every
δ > 0 there exists Cδ > 0 s.t.∣∣∣∣∫ dx〈ψ, a∗(∇xkx)a♯(j1,x)ψ〉∣∣∣∣ ≤ δK + Cδ(1 + ‖j1‖22)‖(N + 1)1/2ψ‖2 and, by conjugation∣∣∣∣∫ dx〈ψ, a♯(j1,x)a(∇xkx)ψ〉∣∣∣∣ ≤ δK + Cδ(1 + ‖j1‖22)‖(N + 1)1/2ψ‖2.
(83)
Moreover, we have ∣∣∣∣∫ dx〈ψ, a∗(∇xkx)a(∇xkx)ψ〉∣∣∣∣ ≤ C‖N 1/2ψ‖2. (84)
To control the time derivative of EK(t), we will also use the following bounds. For every
δ > 0 there exists Cδ > 0 such that∣∣∣∣∫ dx〈ψ, a∗(∇xk˙x)a♯(j1,x)ψ〉∣∣∣∣ ≤ δK + CδeK|t|(1 + ‖j1‖22) ‖(N + 1)1/2ψ‖2. (85)
Moreover, ∣∣∣∣∫ dx〈ψ, a∗(∇xk˙x)a(∇xkx)ψ〉∣∣∣∣ ≤ CeK|t|‖N 1/2ψ‖2. (86)
Proof. To prove (81), we compute∣∣∣∣∫ dx〈ψ, a♯(j1,x)a♯(j2,x)ψ〉∣∣∣∣ ≤ ∫ dx‖a♯(j1,x)ψ‖ ‖a♯(j2,x)ψ‖
≤
(∫
dx‖j1,x‖2‖j2,x‖2
)
‖(N + 1)1/2ψ‖2
≤ ‖j1‖2‖j2‖2 ‖(N + 1)1/2ψ‖2.
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Eq. (82), on the other hand, follows by∣∣∣∣∫ dx〈ψ,∇xa∗xa♯(j1,x)ψ〉∣∣∣∣ ≤ ∫ dx‖∇xaxψ‖ ‖a♯(j1,x)ψ‖
≤ δ〈ψ,Kψ〉 + Cδ
∫
dx‖j1,x‖22 ‖(N + 1)1/2ψ‖2
≤ δ〈ψ,Kψ〉 + Cδ‖j1‖22 ‖(N + 1)1/2ψ‖2.
(87)
To show (83), we need to integrate by parts. We write∫
dxa∗(∇xkx)a♯(j1,x) =
∫
dxdy∇xk(y, x) a∗ya♯(j1,x)
and we observe that
∇xk(y, x) = −∇yk(y, x) −Nw(N(y − x))
(
∇ϕ(N)t (x)ϕ(N)t (y) + ϕ(N)t (x)∇ϕ(N)t (y)
)
.
Hence ∫
dxa∗(∇xkx)a♯(j1,x) =
∫
dxdyk(x, y)∇ya∗ya♯(j1,x)
−
∫
dxdyNw(N(x − y))∇ϕ(N)t (x)ϕ(N)t (y) a∗y a♯(j1,x)
−
∫
dxdyNw(N(x − y))∇ϕ(N)t (y)ϕ(N)t (x) a∗y a♯(j1,x).
This implies, using Lemma 3.2 to bound Nw(N(x− y)),∣∣∣ ∫ dx〈ψ, a∗(∇xkx)a♯(j1,x)ψ〉∣∣∣
≤
∫
dxdy |k(x, y)|‖∇yayψ‖ ‖a♯(j1,x)ψ‖
+ C
∫
dxdy
1
|x− y|
(
|∇ϕ(N)t (x)||ϕ(N)t (y)|+ |∇ϕ(N)t (y)||ϕ(N)t (x)|
)
‖ayψ‖ ‖a♯(j1,x)ψ‖
≤ δ
∫
dxdy|ϕ(N)t (x)|2‖∇yayψ‖2 + Cδ
∫
dxdy
1
|x− y|2 |ϕ
(N)
t (y)|2‖j1,x‖22‖|(N + 1)1/2ψ‖2
+ C
∫
dxdy
1
|x− y|2 |ϕ
(N)
t (y)|2‖j1,x‖22‖|(N + 1)1/2ψ‖2 + C
∫
dxdy|∇ϕ(N)t (x)|2‖ayψ‖2
+ C
∫
dxdy
1
|x− y|2 |ϕ
(N)
t (x)|2‖ayψ‖2 + C
∫
dxdy|∇ϕ(N)t (y)|2‖j1,x‖22‖(N + 1)1/2ψ‖2.
Using Hardy’s inequality, we conclude that for every δ > 0 there exists Cδ > 0 (depending
on ‖j1‖2, δ, ‖ϕ(N)t ‖H1) such that∣∣∣∣〈ψ,∫ dx a∗(∇xkx)a♯(j1,x)ψ〉∣∣∣∣ ≤ δ〈ψ,Kψ〉 + Cδ(1 + ‖j1‖22) 〈ψ, (N + 1)ψ〉.
To show (84), we write∫
dx a∗(∇xkx)a(∇xkx) =
∫
dxdy1dy2∇xk(y1, x)∇xk(y2, x) a∗y1ay2
=:
∫
dy1dy2 g(y1, y2)a
∗
y1ay2 .
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We have∣∣∣ ∫ dy1dy2 g(y1, y2)〈ψ, a∗y1ay2ψ〉∣∣∣
≤
∫
dy1dy2|g(y1, y2)|‖ay1ψ‖ ‖ay2ψ‖
≤
(∫
dy1dy2|g(y1, y2)|2
)1/2(∫
dy1dy2 ‖ay1ψ‖2 ‖ay2ψ‖2
)1/2
= ‖g‖2 ‖N 1/2ψ‖2.
Moreover, from the definition (55) of the kernel kt and from the bounds of Lemma 3.2, we
find
‖g‖22 ≤ C
∫
dy1dy2dx1dx2
|ϕ(N)t (x1)|2|ϕ(N)t (x2)|2|ϕ(N)t (y1)|2|ϕ(N)t (y2)|2
|x1 − y1|2|x1 − y2|2|x2 − y1|2|x2 − y2|2
+ C
∫
dy1dy2dx1dx2
|∇ϕ(N)t (x1)|2|∇ϕ(N)t (x2)|2|ϕ(N)t (y1)|2|ϕ(N)t (y2)|2
|x1 − y1||x1 − y2||x2 − y1||x2 − y2|
≤ C
∫
dy1dy2dx1dx2
|ϕ(N)t (x1)|6|ϕ(N)t (x2)|2
|x1 − y1|2|x1 − y2|2|x2 − y1|2|x2 − y2|2
+ C
∫
dy1dy2dx1dx2
|∇ϕ(N)t (x1)|2|∇ϕ(N)t (x2)|2|ϕ(N)t (y1)|2|ϕ(N)t (y2)|2
|x1 − y1|2|x2 − y2|2
≤ C
∫
dx1dx2
1
|x1 − x2|2 |ϕ
(N)
t (x1)|6|ϕ(N)t (x2)|2
+ C
(
sup
x
∫
dy
1
|x− y|2 |ϕ
(N)
t (y)|2
)2
‖ϕ(N)t ‖4H1
≤ C
for a constant C depending only on the H1-norm of ϕ
(N)
t . The last two bounds prove (84).
The inequalities (85), (86) can be proven similarly to (83) and (84); this time, however,
the bounds will contain the norm ‖ϕ˙(N)t ‖H1 , which is bounded by CeK|t|, as proven in
Proposition 3.1.
Proof of Proposition 6.1. We prove the first bound in (80). To this end, we observe that
Lemma 6.2 can be used to bound all factors on the r.h.s. of (78) (using the uniform estimates
for ‖∇1p(kt)‖L2(R3×R3), ‖∇1rkt‖L2(R3×R3) from Lemma 3.3), with two exceptions, given by
the term ∫
dx∇xa∗xa∗(∇xkx) (88)
and its hermitian conjugate. To control (88), we use that, from (55),
∇xkt(y, x) = −N2∇w(N(x− y))ϕ(N)t (x)ϕ(N)t (y)−Nw(N(x− y))∇ϕ(N)t (x)ϕ(N)t (y).
Hence ∫
dx∇xa∗xa∗(∇xkx) =−N2
∫
dxdy∇w(N(x− y))ϕ(N)t (x)ϕ(N)t (y)∇xa∗xa∗y
−N
∫
dxdy w(N(x− y))∇ϕ(N)t (x)ϕ(N)t (y)∇xa∗xa∗y.
(89)
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The last term can be written as ∫
dx∇xa∗xa∗(jx) (90)
with j(y, x) = −Nw(N(x−y))∇ϕ(N)t (x)ϕ(N)t (y). Combining Lemma 3.2 and Proposition 3.1,
we find that j ∈ L2(R3 × R3), with uniformly bounded norm. Hence, Lemma 6.2 implies
that, for every δ > 0, there exists Cδ > 0 with∣∣∣∣∫ dx 〈ψ,∇xa∗xa∗(jx)ψ〉∣∣∣∣ ≤ δ‖K1/2ψ‖2 + Cδ‖(N + 1)1/2ψ‖2. (91)
The first term on the r.h.s. of (89), on the other hand, can be written as
−N2
∫
dxdy∇w(N(x − y))ϕ(N)t (x)ϕ(N)t (y)∇xa∗xa∗y
= N3
∫
dxdy(∆w)(N(x − y))ϕ(N)t (x)ϕ(N)t (y)a∗xa∗y
+N2
∫
dxdy∇w(N(x− y))∇ϕ(N)t (x)ϕ(N)t (y)a∗xa∗y.
The first contribution on the r.h.s. of the last equation is large and appears explicitly on
the r.h.s. of (79) (it will cancel later, when combined with other terms arising from L˜(0)2,N
and L(0)4,N ). The second term, on the other hand, is an error; integrating by parts, it can be
expressed as
N2
∫
dxdy∇w(N(x − y))∇ϕ(N)t (x)ϕ(N)t (y)a∗xa∗y
= −N
∫
dxdyw(N(x− y))∇ϕ(N)t (x)∇ϕ(N)t (y)a∗xa∗y
−N
∫
dxdyw(N(x− y))∇ϕ(N)t (x)ϕ(N)t (y)a∗x∇ya∗y
= −
∫
dx∇ϕ(N)t (x)a∗xa∗(Nw(N(x − .)∇ϕ(N)t ) +
∫
dy∇ya∗ya∗(jy)
with j(x, y) = −Nw(N(x − y))∇ϕ(N)t (x)ϕ(N)t (y). The second term is bounded as in (91).
The first term, on the other hand, is estimated by∣∣∣ ∫ dx∇ϕ(N)t (x)〈axψ,a∗(Nw(N(x − .))∇ϕ(N)t )ψ〉∣∣∣
≤ C sup
x
‖Nw(N(x− .))∇ϕ(N)t ‖2‖(N + 1)1/2ψ‖2
≤ C‖ϕ(N)t ‖H2‖(N + 1)1/2ψ‖2
(92)
and (51).
Also the second bound in (80) follows from Lemma 6.2. In fact, when one takes the
commutator of N with the terms on the r.h.s. of (78) one either finds zero (for all terms
with one creation and one annihilation operators, which therefore preserve the number of
particles), or one finds again the same terms (up to a possible change of sign). This follows
because, by the canonical commutation relations
[N , a(f)] = −a(f) and [N , a∗(f)] = a∗(f)
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for every f ∈ L2(R3). Finally, the third bound in (80) is a consequence of Lemma 6.2 as
well. In fact, the time derivative E˙K(t) is a sum of terms very similar to the terms appearing
on the r.h.s. of (78), with the difference that one of the appearing kernels contains a time-
derivative. Combining the estimates from Lemma 6.2 (including, in this case, also (85), (86))
with the bounds for ‖∇1p˙kt‖2, ‖∇1r˙kt‖2 from Lemma 3.4 and with the bound for ‖ϕ˙(N)t ‖H1
from Proposition 3.1 (needed to control terms similar to (89), (92), with a factor of ϕ
(N)
t
replaced by ϕ˙
(N)
t ), we obtain the last inequality in (80).
6.2.2 Properties of T ∗L˜(0)2,N(t)T
We consider now the other quadratic terms, collected in L˜2,N(t), defined by L(0)2,N (t) =
K + L˜(0)2,N (t). We have
T ∗L˜(0)2,N (t)T =
∫
dx
(
N3V (N.) ∗ |ϕ(N)t |2
)
(x)(a∗(cx) + a(sx))(a(cx) + a∗(sx))
+
∫
dxdy N3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)(a∗(cx) + a(sx))(a(cy) + a∗(sy))
+
1
2
∫
dxdy N3V (N(x− y))
×
[
ϕ
(N)
t (x)ϕ
(N)
t (y)(a
∗(cx) + a(sx))(a∗(cy) + a(sy)) + h.c.
]
.
Expanding the products, and bringing all terms to normal order, we find
T ∗L˜(0)2,N (t)T
=
∫
dx
(
N3V (N.) ∗ |ϕ(N)t |2
)
(x)
× [a∗(cx)a(cx) + a∗(sx)a(sx) + a∗(cx)a∗(sx) + a(sx)a(cx) + 〈sx, sx〉]
+
∫
dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)
× [a∗(cx)a(cy) + a∗(sy)a(sx) + a∗(cx)a∗(sy) + a(sx)a(cy) + 〈sx, sy〉]
+
1
2
∫
dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)
× [a∗(cx)a∗(cy) + a∗(cx)a(sy) + a∗(cy)a(sx) + a(sx)a(sy) + 〈sx, cy〉]
+
1
2
∫
dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)
× [a(cx)a(cy) + a∗(sy)a(cx) + a∗(sx)a(cy) + a∗(sx)a∗(sy) + 〈cy , sx〉] .
(93)
The properties of T ∗L˜(0)2,N (t)T are summarized in the following proposition.
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Proposition 6.3. We have
T ∗L˜(0)2,N (t)T
=
∫
dx(N3V (N.) ∗ |ϕ(N)t |2)(x)〈sx, sx〉
+
∫
dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)〈sx, sy〉
+ Re
∫
dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)〈sx, cy〉
+
1
2
∫
dxdyN3V (N(x− y))
[
ϕ
(N)
t (x)ϕ
(N)
t (y) a
∗
xa
∗
y + ϕ
(N)
t (x)ϕ
(N)
t (y) axay
]
+ E2(t)
(94)
where the error E2(t) is such that, for appropriate constants C,K > 0,
±E2(t) ≤ CeK|t| (N + 1),
± [N , E2(t)] ≤ CeK|t| (N + 1),
±E˙2(t) ≤ C eK|t| (N + 1).
(95)
To show Proposition 6.3, we will make use of the next lemma.
Lemma 6.4. Let j1, j2 ∈ L2(R3 × R3). Let ji,x(z) := ji(z, x) for i = 1, 2. Then there exists
a constant C such that∫
dxdyN3V (N(x− y))|ϕ(N)t (x)||ϕ(N)t (y)|‖a♯(j1,x)ψ‖ ‖a♯(j2,y)ψ‖
≤ C‖ϕ(N)t ‖2H2 ‖j1‖2 ‖j2‖2 ‖(N + 1)1/2ψ‖2.
(96)
Moreover,∫
dxdyN3V (N(x− y))|ϕ(N)t (x)||ϕ(N)t (y)|‖a♯(j1,x)ψ‖‖ayψ‖
≤ C‖ϕ(N)t ‖2H2 ‖j1‖2‖(N + 1)1/2ψ‖2
(97)
and∫
dxdyN3V (N(x− y))|ϕ(N)t (x)||ϕ(N)t (y)| ‖axψ‖ ‖ayψ‖ ≤ C‖ϕ(N)t ‖2H2 ‖(N + 1)1/2ψ‖2. (98)
The bounds remain true if both creation and/or annihilation operators act on the same
variable, in the sense that∫
dxdyN3V (N(x− y))|ϕ(N)t (x)|2‖a♯(j1,y)ψ‖ ‖a♯(j2,y)ψ‖
≤ C‖ϕ(N)t ‖2H2‖j1‖2‖j2‖2 ‖(N + 1)1/2ψ‖2,∫
dxdyN3V (N(x− y))|ϕ(N)t (x)|2‖a♯(j1,y)ψ‖ ‖ayψ‖ ≤ C‖ϕ(N)t ‖2H2‖j1‖2‖(N + 1)1/2ψ‖2,∫
dxdyN3V (N(x− y))|ϕ(N)t (x)|2‖ayψ‖2 ≤ C‖ϕ(N)t ‖2H2‖N 1/2ψ‖2.
(99)
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Proof. To prove (96), we notice that for any α > 0∫
dxdyN3V (N(x− y))|ϕ(N)t (x)||ϕ(N)t (y)|‖a♯(j1,x)ψ‖ ‖a♯(j2,y)ψ‖
≤ α
∫
dxdyN3V (N(x− y))|ϕ(N)t (x)|2‖j2,y‖22‖(N + 1)1/2ψ‖2
+ α−1
∫
dxdyN3V (N(x− y))|ϕ(N)t (y)|2‖j1,x‖22‖(N + 1)1/2ψ‖2
≤ ‖N3V (N.) ∗ |ϕ(N)t |2‖∞
(
α‖j1‖22 + α−1‖j2‖22
) ‖(N + 1)1/2ψ‖2.
Using ‖N3V (N.) ∗ |ϕ(N)t |2‖∞ ≤ C‖ϕ(N)t ‖2H2 , and optimizing over α > 0, we obtain (96).
Analogously, (97) follows from∫
dxdyN3V (N(x− y))|ϕ(N)t (x)||ϕ(N)t (y)|‖a♯(j1,x)ψ‖‖ayψ‖
≤ α
∫
dxdyN3V (N(x− y))|ϕ(N)t (x)|2‖ayψ‖2
+ α−1
∫
dxdyN3V (N(x− y))|ϕ(N)t (y)|2‖j1,x‖22‖(N + 1)1/2ψ‖2
≤ ‖N3V (N.) ∗ |ϕ(N)t |2‖∞(α+ α−1‖j1‖22)‖(N + 1)1/2ψ‖2
for any α > 0. Optimizing over α gives (97). Eq. (98) follows from Cauchy-Schwarz. The
bounds in (99) can be shown similarly.
Proof of Proposition 6.3. To prove the first bound in (95), we notice that the quadratic terms
on the r.h.s. of (93) can be controlled with Lemma 6.4, decomposing, if needed, a(cx) =
ax + a(px) and then applying (96), (97), or (98). There are two exceptions, given by the
terms proportional to a∗(cx)a∗(cy) and its hermitian conjugate, proportional to a(cx)a(cy).
For these two terms the bounds from Lemma 6.4 do not apply. Instead, using a∗(cx) =
a∗x + a∗(px), we write∫
dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)a∗(cx)a∗(cy)
=
∫
dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)a∗xa∗y
+
∫
dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)a∗(px)a∗y
+
∫
dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)a∗(cx)a∗(py).
(100)
The contribution of the last two terms can be bounded by Lemma 6.4, because one of the
arguments of the creation operators is square integrable. In fact∣∣∣ ∫ dxdyN3V (N(x− y))ϕ(N)t (x)ϕ(N)t (y)〈ψ, a∗(px)a∗yψ〉∣∣∣
≤
∫
dxdyN3V (N(x− y))|ϕ(N)t (x)||ϕ(N)t (y)|‖ayψ‖ ‖a∗(px)ψ‖
≤ C‖ϕ(N)t ‖2H2 ‖(N + 1)1/2ψ‖2 ≤ CeK|t|‖(N + 1)1/2ψ‖2
by (97) and (51), and similarly for the last term on the r.h.s. of (100). The hermitian
conjugate of (100), proportional to a(cx)a(cy), can be handled identically.
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The second bound in (95) follows similarly, using the fact that the commutator of N
with the terms on the r.h.s. of (93) leaves their form unchanged (apart from the constant
terms and the quadratic terms with one creation and one annihilation operators, whose
contribution to the commutator [N , E2(t)] vanishes).
Also the third bound in (95) can be proven analogously, using the bounds for ‖ ˙shkt‖2
and ‖p˙kt‖2, as proven in Lemma 3.4 . When the time derivative hits the factor ϕ(N)t (x) or
ϕ
(N)
t (y), it generates a contribution which is bounded by ‖ϕ˙(N)t ‖H2 ≤ C‖ϕ(N)t ‖4H4 ≤ CeK|t|
(for some K depending only on ‖ϕ‖H1 ; here we used Proposition 3.1).
6.3 Analysis of T ∗L(0)3,N(t)T
We consider now the contributions arising from the cubic terms in L(0)3,N (t). We have
T ∗L(0)3,N (t)T
=
1√
N
∫
dxdy N3V (N(x− y))
×
[
ϕ
(N)
t (y) (a
∗(cx) + a(sx))(a∗(cy) + a(sy))(a(cx) + a∗(sx)) + h.c.
]
=
1√
N
∫
dxdyN3V (N(x− y))ϕ(N)t (y)
× [ a∗(cx)a∗(cy)a∗(sx) + a∗(cx)a∗(cy)a(cx) + a∗(cx)a(sy)a∗(sx) + a∗(cx)a(sy)a(cx)
+a(sx)a
∗(cy)a∗(sx) + a(sx)a∗(cy)a(cx) + a(sx)a(sy)a∗(sx) + a(sx)a(sy)a(cx)]
+ h.c.
Writing the terms in normal order, we find
T ∗L(0)3,N (t)T
=
1√
N
∫
dxdyN3V (N(x− y))ϕ(N)t (y)
× [a∗(cx)a∗(cy)a∗(sx) + a∗(cx)a∗(cy)a(cx) + a∗(cx)a∗(sx)a(sy) + a∗(cx)a(sy)a(cx)
+a∗(cy)a∗(sx)a(sx) + a∗(cy)a(sx)a(cx) + a∗(sx)a(sx)a(sy) + a(sx)a(sy)a(cx)]
+
1√
N
∫
dxdyN3V (N(x− y))ϕ(N)t (y)
× [〈sy, sx〉(a∗(cx) + a(sx)) + 〈sx, cy〉 (a(cx) + a∗(sx)) + 〈sx, sx〉 (a∗(cy) + a(sy))]
+ h.c.
(101)
The properties of T ∗L(0)3,N (t)T are summarized in the following proposition.
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Proposition 6.5. We have
T ∗L(0)3,NT
=
1√
N
∫
dxdyN3V (N(x− y))
×
[
ϕ
(N)
t (y)kt(x, y) (a(cx) + a
∗(sx)) + ϕ
(N)
t (y)kt(x, y) (a
∗(cx) + a(sx))
]
+ E3(t)
= −
√
N
∫
dxdyN3V (N(x− y))w(N(x − y))|ϕ(N)t (y)|2ϕ(N)t (x)(a(cx) + a∗(sx)) + h.c.
+ E3(t)
(102)
where we used the definition (55) of the kernel kt and where the error term E3(t) is such that
for every δ > 0 there exists a constant Cδ > 0 with
±E3(t) ≤ δ
∫
dxdyN2V (N(x− y))a∗xa∗yaxay + δ
N 2
N
+ Cδe
K|t| (N + 1) ,
± [N , E3(t)] ≤ δ
∫
dxdyN2V (N(x− y))a∗xa∗yaxay + δ
N 2
N
+ Cδe
K|t| (N + 1) ,
±E˙3(t) ≤ δ
∫
dxdyN2V (N(x− y))a∗xa∗yaxay + δ
N 2
N
+ Cδe
K|t| (N + 1) .
(103)
Notice here that the first term on the r.h.s. of (102) cancels exactly with the contribution
(77); we will make use of this crucial observation in the proof of Theorem 3.5 below.
Proof. To bound the cubic terms on the r.h.s. of (101), we systematically apply Cauchy-
Schwarz. This way, we control cubic terms by quartic and quadratic contributions, which
are then estimated making use of Lemma 6.4 (the quadratic part) and Lemmas 6.7 and 6.8
(the quartic part). For example,∣∣∣ 1√
N
∫
dxdyN3V (N(x− y))ϕ(N)t (y)〈ψ, a∗(cx)a∗(cy)a∗(sx)ψ〉
∣∣∣
≤ 1√
N
∫
dxdyN3V (N(x− y))|ϕ(N)t (y)|‖a(cx)a(cy)ψ‖ ‖a∗(sx)ψ‖
≤ δ
N
∫
dxdy N3V (N(x− y))‖a(cx)a(cy)ψ‖2
+ Cδ
∫
dxdyN3V (N(x− y))|ϕ(N)t (y)|2‖a∗(sx)ψ‖2
≤ Cδ
N
∫
dxdyN3V (N(x− y))‖ayaxψ‖2 + Cδ‖(N + 1)1/2ψ‖2
where, in the last line, we used (111) (from Lemma 6.8) and (99) (from Lemma 6.4). All
other cubic terms can be bounded similarly. We always separate the three creation and/or
annihilation operators putting a small weight δ in front of the quartic term and in such a
way that, in the resulting quartic contribution, two operators depend on the x and two on
the y variable. The corresponding quadratic term depends on x and can always be bounded
by (99). It should be noted that the quartic contribution has either the form ‖a(cx)a(cy)ψ‖2
or ‖a(cx)a♯(jy)ψ‖2 or ‖a♯(j1,x)a♯(j2,y)ψ‖2, with square-integrable arguments j1, j2 (here a♯
is either a or a∗). These terms can always be controlled using Lemma 6.7 or Lemma 6.8. As
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for the linear contributions on the r.h.s. of (101), the first and third can simply be bounded
by N−1/2 (N + 1)1/2, since
|〈sy, sx〉| ≤ C|ϕ(N)t (x)||ϕ(N)t (y)|.
To bound the second linear term, we write
1√
N
∫
dxdyN3V (N(x− y))ϕ(N)t (y)〈sx, cy〉(a(cx) + a∗(sx))
=
1√
N
∫
dxdyN3V (N(x− y))ϕ(N)t (y)kt(x, y) (a(cx) + a∗(sx)) + E˜(t)
where ±E˜(t) ≤ N−1/2(N + 1)1/2 because, using Lemma 3.3,
|〈sx, cy〉 − kt(x, y)| ≤ C|ϕ(N)t (x)||ϕ(N)t (y)|.
From (51), this concludes the proof of the first estimate in (103). The other two estimates
are proven analogously, using the fact that the commutators of N with the terms on the
r.h.s. of (101) have the same form as the terms on the r.h.s. of (101) (with possibly just a
different sign), and using the bounds for ‖ ˙shkt‖2 and ‖p˙kt‖2 from Lemma 3.4, and the bound
for ‖ϕ˙(N)t ‖H2 from Proposition 3.1.
6.4 Analysis of T ∗L(0)4,NT
We consider next the contributions arising from the quartic part L(0)4,N of L(0)N (t). We have
T ∗L(0)4,N(t)T =
1
2N
∫
dxdy N3V (N(x− y))
× (a∗(cx) + a(sx))(a∗(cy) + a(sy))(a(cy) + a∗(sy))(a(cx) + a∗(sx)).
Expanding the products, we find
2T ∗L(0)4,N (t)T
=
∫
dxdy N2V (N(x− y))
[
a∗(cx)a∗(cy)a∗(sy)a∗(sx) + a∗(cx)a∗(cy)a∗(sy)a(cx)
+ a∗(cx)a∗(cy)a(cy)a∗(sx) + a∗(cx)a∗(cy)a(cy)a(cx) + a∗(cx)a(sy)a∗(sy)a∗(sx)
+ a∗(cx)a(sy)a∗(sy)a(cx) + a∗(cx)a(sy)a(cy)a∗(sx) + a∗(cx)a(sy)a(cy)a(cx)
+ a(sx)a
∗(cy)a∗(sy)a∗(sx) + a(sx)a∗(cy)a∗(sy)a(cx) + a(sx)a∗(cy)a(cy)a∗(sx)
+ a(sx)a
∗(cy)a(cy)a(cx) + a(sx)a(sy)a∗(sy)a∗(sx) + a(sx)a(sy)a∗(sy)a(cx)
+ a(sx)a(sy)a(cy)a
∗(sx) + a(sx)a(sy)a(cy)a(cx)
]
.
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Writing all terms in normal order, we obtain
2T ∗L(0)4,N(t)T
=
∫
dxdy N2V (N(x− y))
[
a∗(cx)a∗(cy)a∗(sy)a∗(sx) + a∗(cx)a∗(cy)a∗(sy)a(cx)
+ a∗(cx)a∗(cy)a∗(sx)a(cy) + a∗(cx)a∗(cy)a(cy)a(cx) + a∗(cx)a∗(sy)a∗(sx)a(sy)
+ a∗(cx)a∗(sy)a(sy)a(cx) + a∗(cx)a∗(sx)a(sy)a(cy) + a∗(cx)a(sy)a(cy)a(cx)
+ a∗(cy)a∗(sy)a∗(sx)a(sx) + a∗(cy)a∗(sy)a(sx)a(cx) + a∗(cy)a∗(sx)a(sx)a(cy)
+ a∗(cy)a(sx)a(cy)a(cx) + a∗(sy)a∗(sx)a(sx)a(sy) + a∗(sy)a(sx)a(sy)a(cx)
+ a∗(sx)a(sx)a(sy)a(cy) + a(sx)a(sy)a(cy)a(cx)
]
+
∫
dxdy N2V (N(x− y))
[
〈cy, sx〉a∗(cx)a∗(cy) + 〈sx, cy〉a(cy)a(cx)
+ 2〈sy, sy〉a∗(cx)a∗(sx) + 2〈sy, sy〉a(sx)a(cx) + 2〈sy, sx〉a∗(cx)a∗(sy)
+ 2〈sx, sy〉a(sy)a(cx) + 2〈sy, sy〉a∗(cx)a(cx) + 2〈sy, sx〉a∗(cx)a(cy)
+ 2〈sx, sy〉a∗(sx)a(sy) + 2〈sy, sy〉a∗(sx)a(sx) + 〈cy, sx〉a∗(cx)a(sy)
+ 〈sx, cy〉a∗(sy)a(cx) + 〈sx, cy〉a∗(sy)a∗(sx) + 〈cy, sx〉a(sx)a(sy)
+ 〈sx, cy〉a∗(sx)a(cy) + 〈cy , sx〉a∗(cy)a(sx)
]
+
∫
dxdy N2V (N(x− y)) [|〈sx, cy〉|2 + |〈sx, sy〉|2 + 〈sy, sy〉〈sx, sx〉] .
(104)
The properties of T ∗L(0)4,NT are summarized in the next proposition.
Proposition 6.6. We have
2T ∗L(0)4,N (t)T =
∫
dxdyN2V (N(x− y)) [|〈sx, cy〉|2 + |〈sx, sy〉|2 + 〈sy, sy〉〈sx, sx〉]
+
∫
dxdyN2V (N(x− y))a∗xa∗yayax
+
∫
dxdy N2V (N(x− y)) (k(x, y)a∗xa∗y + k(x, y)axay)+ E4(t)
(105)
where the error E4(t) is such that, for every δ > 0, there exists a constant Cδ > 0 with
±E4(t) ≤ δ
∫
dxdyN2V (N(x− y))a∗xa∗yayax + Cδ
N 2
N
+ Cδe
K|t| (N + 1) ,
± [N , E4(t)] ≤ δ
∫
dxdyN2V (N(x− y))a∗xa∗yayax + Cδ
N 2
N
+ Cδe
K|t| (N + 1) ,
±E˙4(t) ≤ δ
∫
dxdyN2V (N(x− y))a∗xa∗yayax + CδeK|t|
(N 2
N
+N + 1
)
.
(106)
To prove Proposition 6.6, we will make use of the following two lemmas.
Lemma 6.7. Suppose j1, j2 ∈ L2(R3 × R3) are kernels with the property that
Mi := max
(
sup
x
∫
dy |ji(x, y)|2, sup
y
∫
dx |ji(x, y)|2
)
<∞
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for i = 1, 2. Let ji,x(z) := ji(z, x) and recall the definition cx(z) = chkt(z, x) from (76).
Then there exists a constant C depending only on M1,M2 and on the L
2-norms ‖j1‖2, ‖j2‖2
such that ∫
dxdyN3V (N(x− y))‖a♯(j1,x)ayψ‖2 ≤ CM1‖(N + 1)ψ‖2 (107)
and∫
dxdyN3V (N(x− y))‖a♯(j1,x)a♯(j2,y)ψ‖2 ≤ Cmin
(
M1‖j2‖22,M2‖j1‖22
) ‖(N + 1)ψ‖2.
(108)
As a consequence∫
dxdyN3V (N(x− y))‖a♯(j1,x)a(cy)ψ‖2 ≤ CM1 ‖(N + 1)ψ‖2. (109)
The inequalities remain true (and are easier to prove) if both operators act on the same
variable. In other words∫
dxdyN3V (N(x− y))‖a♯(j1,x)axψ‖2 ≤ CM1 ‖(N + 1)ψ‖2,∫
dxdyN3V (N(x− y))‖a♯(j1,x)a♯(j2,x)ψ‖2 ≤ Cmin(M1‖j2‖22,M2‖j1‖22) ‖(N + 1)ψ‖2,∫
dxdyN3V (N(x− y))‖a♯(j1,x)a(cy)ψ‖2 ≤ CM1‖(N + 1)ψ‖2.
(110)
Here a♯ is either the annihilation operator a or the creation operator a∗.
Proof. To prove (107), we observe that∫
dxdyN3V (N(x− y))‖a♯(j1,x)ayψ‖2
≤
∫
dxdyN3V (N(x− y))‖j1,x‖22‖(N + 1)1/2ayψ‖2
≤M1
∫
dxdyN3V (N(x− y))‖ayN 1/2ψ‖2
= CM1‖Nψ‖2.
As for (108), we notice that (considering for example the case a♯(j2,y) = a
∗(j2,y))∫
dxdyN3V (N(x− y))‖a♯(j1,x)a∗(j2,y)ψ‖2
≤
∫
dxdyN3V (N(x− y))‖j1,x‖2‖(N + 1)1/2a∗(j2,y)ψ‖2
≤
∫
dxdyN3V (N(x− y))‖j1,x‖22‖a∗(j2,y)(N + 2)1/2ψ‖2
≤
∫
dxdyN3V (N(x− y))‖j1,x‖22‖j2,y‖22‖(N + 1)1/2(N + 2)1/2ψ‖2
≤ CM1‖j2‖22‖(N + 1)ψ‖2.
Eq. (109) follows from the first two, by writing a(cy) = ay + a(py) (recall here that we
are using the notation py(z) = p(kt)(z, y) with the kernel p(kt) ∈ L2(R3 × R3) defined in
Lemma 3.3). Eq. (110) follows similarly; in this case, however, one can immediately integrate
over the variable y, simplifying the proof.
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Terms of the form (109), but with j1,x replaced by cx (which is not in L
2) are treated
differently.
Lemma 6.8. Recall the definition cx(z) = chkt(z, x) from (76). Then there exists a constant
C > 0 with∫
dxdyN3V (N(x− y))‖a(cx)a(cy)ψ‖2 ≤ C
∫
dxdyN3V (N(x− y))‖axayψ‖2
+ C ‖(N + 1)ψ‖2.
(111)
More precisely, we have∫
dxdyN3V (N(x− y))‖a(cx)a(cy)ψ‖2 =
∫
dxdyN3V (N(x− y))‖axayψ‖2 + E˜(t) (112)
where the error E˜(t) is such that, for every δ > 0, there exists a constant Cδ with
±E˜(t) ≤ δ
∫
dxdyN3V (N(x− y))‖axayψ‖2 + Cδ‖(N + 1)ψ‖2.
Proof. We write a(cx) = ax + a(px), using the notation px(z) = p(kt)(z, x) introduced in
(76). We have
‖a(cx)a(cy)ψ‖ ≤ ‖axayψ‖+ ‖axa(py)ψ‖+ ‖a(px)a(cy)ψ‖.
Therefore, using (107) and (109), we immediately find (using Lemma 3.3 to bound ‖p‖2 and
supx ‖px‖2)∫
dxdyN3V (N(x−y))‖a(cx)a(cy)ψ‖2 ≤ C
∫
dxdyN3V (N(x−y))‖axayψ‖2+C‖(N+1)ψ‖2.
To prove (112), we notice that∫
dxdyN3V (N(x− y))‖a(cx)a(cy)ψ‖2
=
∫
dxdyN3V (N(x− y))〈ψ, a∗(cx)a∗(cy)a(cy)a(cx)ψ〉
=
∫
dxdyN3V (N(x− y))〈ψ, a∗xa∗yayaxψ〉
+
∫
dxdyN3V (N(x− y))
〈
ψ,
[
a∗(px)a∗yayax + a
∗(cx)a∗(py)ayax
+ a∗(cx)a∗(cy)a(py)ax + a∗(cx)a∗(cy)a(cy)a(px)
]
ψ
〉
=:
∫
dxdyN3V (N(x− y))‖axayψ‖2 + E˜(t)
where
|E˜(t)| ≤
∫
dxdyN3V (N(x− y))
[
‖a(px)ayψ‖‖ayaxψ‖ + ‖a(cx)a(py)ψ‖‖ayaxψ‖
+ ‖a(cx)a(cy)ψ‖‖a(py)axψ‖+ ‖a(cx)a(cy)ψ‖‖a(cy)a(px)ψ‖
]
≤ δ
∫
dxdyN3V (N(x− y)) [‖axayψ‖2 + ‖a(cx)a(cy)ψ‖2]
+ Cδ
∫
dxdyN3V (N(x− y)) [‖a(px)ayψ‖2 + ‖a(cx)a(py)ψ‖2]
≤ δ
∫
dxdyN3V (N(x− y))‖axayψ‖2 + Cδ‖(N + 1)ψ‖2.
Here, in the last inequality, we used (107), (109) from Lemma 6.7 and (111).
43
Proof of Proposition 6.6. To prove the first bound in (106) we observe that all quartic terms
on the r.h.s. of (104) can be bounded using Lemmas 6.7 and 6.8. For example, the contri-
bution arising from the first term on the r.h.s. of (104) is bounded by∣∣∣ ∫ dxdy N2V (N(x− y))〈ψ, a∗(cx)a∗(cy)a∗(sy)a∗(sx)ψ〉∣∣∣
≤
∫
dxdyN2V (N(x− y))‖a(cx)a(cy)ψ‖‖a∗(sy)a∗(sx)ψ‖
≤ δ
∫
dxdyN2V (N(x− y))‖a(cx)a(cy)ψ‖2
+ Cδ
∫
dxdyN2V (N(x− y))‖a∗(sy)a∗(sx)ψ‖2
≤ Cδ
∫
dxdyN2V (N(x− y))‖axayψ‖2 + Cδ
N
‖(N + 1)ψ‖2
where, in the last inequality, we used (111) and (108). All the other quartic terms on the
r.h.s. of (104), with the exception of the fourth term (the one containing only cx or cy as
arguments of the creation and annihilation operators), can be bounded similarly; the key
observation here is that all these terms have at least one creation or annihilation operator
with square integrable argument (this allow us to apply Lemma 6.7). Moreover, in all these
terms, the quartic expression does not contain the annihilation operators a(cx) and a(cy) in
the two factors on the left, nor the creation operators a∗(cx) and a∗(cy) in the two factors
on the right (in Lemma 6.7, in particular in (109) it is of course important that the factor
a(cy) in the norm appears as an annihilation and not as a creation operator). To bound the
fourth term on the r.h.s. of (104), where all the arguments of the creation and annihilation
operators are not integrable, we cannot apply Lemma 6.7. Instead, we use (112) from Lemma
6.8. We obtain∫
dxdyN2V (N(x− y))〈ψ, a∗(cx)a∗(cy)a(cy)a(cx)ψ〉
=
∫
dxdyN2V (N(x− y))〈ψ, a∗xa∗yayaxψ〉+ E˜(t)
where the error E˜(t) is such that, for every δ > 0, there exists Cδ > 0 with
|E˜(t)| ≤ δ
∫
dxdyN2V (N(x− y))‖axayψ‖2 + Cδ
N
‖(N + 1)ψ‖2.
The quadratic terms on the r.h.s. of (104) can be bounded using Lemma 6.4. To this
end, we observe that
|〈sx, sy〉|, |〈sx, cy〉| ≤ CN |ϕ(N)t (x)||ϕ(N)t (y)|.
It is therefore easy to check that all the quadratic terms, with the exception of the first two
(the quadratic terms appearing on the eighth line of (104)), have a form suitable to apply
one of the bounds in Lemma 6.4. More precisely, we apply (96), if the arguments of the two
creation and/or annihilation operators are either sx or sy. If, on the other hand, one of the
two arguments is cx or cy and the other one is sx or sy, we write a
♯(cx) = ax + a
♯(px) and
then we apply (96) (to bound the contribution proportional to a♯(px)) and (97) (to bound
the contribution proportional to a♯x). Finally, if both arguments are either cx or cy (and we
have exactly one creation and one annihilation operators), we write a♯(cx) = a
♯
x + a♯(px)
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and we apply (96), (97) and (98). To control the two remaining quadratic contributions, we
observe that, writing a∗(cx) = a∗x + a∗(px),∫
dxdyN2V (N(x− y))〈cy, sx〉〈ψ, a∗(cx)a∗(cy)ψ〉
=
∫
dxdyN2V (N(x− y))〈cy , sx〉〈ψ, a∗xa∗yψ〉
+
∫
dxdyN2V (N(x− y))〈cy , sx〉〈ψ, a∗(px)a∗yψ〉
+
∫
dxdyN2V (N(x− y))〈cy , sx〉〈ψ, a∗(cx)a∗(py)ψ〉.
(113)
Since |〈cy, sx〉| ≤ CN |ϕ(N)t (x)||ϕ(N)t (y)|, the last two terms can be bounded (in absolute
value) using (97) and (98), respectively. We find∣∣∣∣∫ dxdyN2V (N(x− y))〈cy, sx〉〈ψ, a∗(px)a∗yψ〉∣∣∣∣ ≤ C‖ϕ(N)t ‖2H2 ‖(N + 1)1/2ψ‖2,∣∣∣∣∫ dxdyN2V (N(x− y))〈cy , sx〉〈ψ, a∗(cx)a∗(py)ψ〉∣∣∣∣ ≤ C‖ϕ(N)t ‖2H2 ‖(N + 1)1/2ψ‖2.
As for the first term on the r.h.s. of (113), we notice that
〈cy, sx〉 = k(x, y) + g(x, y)
where g(x, y) = r(x, y) + 〈py, sx〉 is such that
|g(x, y)| ≤ C|ϕ(N)t (x)| |ϕ(N)t (y)|.
Therefore,∫
dxdyN2V (N(x− y))〈cy, sx〉〈ψ, a∗xa∗yψ〉 =
∫
dxdyN2V (N(x− y))k(x, y)〈ψ, a∗xa∗yψ〉
+
∫
dxdyN2V (N(x− y))g(x, y)〈ψ, a∗xa∗yψ〉.
The second term can be bounded by∣∣∣ ∫ dxdy N2V (N(x− y))g(x, y)〈ψ, a∗xa∗yψ〉∣∣∣
≤ C
∫
dxdyN2V (N(x− y))|ϕ(N)t (x)||ϕ(N)t (y)|‖axayψ‖ ‖ψ‖
≤ δ
∫
dxdyN2V (N(x− y))‖axayψ‖2 + Cδ
∫
dxdyN2V (N(x− y))||ϕ(N)t (x)|2|ϕ(N)t (y)|2
≤ δ
∫
dxdyN2V (N(x− y))‖axayψ‖2 + Cδ‖ϕ(N)t ‖2H2 .
Proceeding analogously to control the second quadratic term on the r.h.s. of (104), we con-
clude that∫
dxdy N2V (N(x− y)) [〈cy, sx〉 a∗(cx)a∗(cy) + 〈sx, cy〉 a(cy)a(cx)]
=
∫
dxdy N2V (N(x− y)) [k(x, y)a∗xa∗y + k(x, y)axay]
+ E˜(t)
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where the error E˜(t) is such that, for every δ > 0 there exists Cδ with
± E˜(t) ≤ δ
∫
dxdyN2V (N(x− y))a∗xa∗yayax + Cδ‖ϕ(N)t ‖2H2 (N + 1).
We then use (51) to conclude the proof of the first bound in (106).
The proof of the second inequality in (106) is analogous, because commuting the terms
contributing to E4(t) with the number of particles operator N either gives zero or leaves
the terms essentially invariant (up to a constant and a possible sign change). Finally, also
the third estimate in (106) can be proven similarly, because the time derivative of the terms
contributing to E4(t) can be expressed as linear combination of terms having the same form,
just with one argument cx, cy, sx or sy replaced by its time-derivative. These terms can then
be handled as above, using however the bounds for ‖ ˙shkt‖2 and ‖p˙kt‖2 from Lemma 3.4 and
the bound for ‖ϕ˙(N)t ‖H2 from Proposition 3.1.
6.5 Analysis of [i∂tT
∗]T
We set
B =
1
2
∫
dxdy
(
kt(x, y)a
∗
xa
∗
y − kt(x, y)axay
)
and
B˙ =
1
2
∫
dxdy
(
k˙t(x, y)a
∗
xa
∗
y − k˙t(x, y)axay
)
with
kt(x, y) = −Nw(N(x− y))ϕ(N)t (x)ϕ(N)t (y)
and
k˙t(x, y) = −Nw(N(x− y))
(
ϕ˙
(N)
t (x)ϕ
(N)
t (y) + ϕ
(N)
t (x)ϕ˙
(N)
t (y)
)
.
Then T = exp(B). Using (47), we find
(∂tT
∗)T =
∫ 1
0
dλ e−λB(t)B˙(t)eλB(t) =
∑
n≥0
1
(n + 1)!
adnB(B˙) (114)
up to an error term, which however converges to zero in expectation on the domain D(N ) of
the number of particles operator (this can be shown as in Lemma 2.3). Notice that, by the
estimates in Prop. 6.10, the series is absolutely convergent in expectations. Since D(N ) is
invariant w. r. t. the fluctuation dynamics U(t, s) (this is proven similarly to Prop. 4.2), we
can use (114) to compute the expectation of (∂tT
∗)T in the state U(t; 0)ψ for any ψ ∈ D(N ).
Next, we compute the terms on the r.h.s. of (114).
Lemma 6.9. For each n ∈ N there exist fn,1, fn,2 ∈ L2(R3 × R3) such that
adnB(B˙) =
1
2
∫
dxdy
(
fn,1(x, y)a
∗
ya
∗
x + fn,2(x, y)axay
)
for all even n and
adnB(B˙) =
1
2
∫
dxdy
(
fn,1(x, y)a
∗
xay + fn,2(x, y)axa
∗
y
)
for all odd n
(115)
where
‖fn,i‖2 ≤ 2n‖kt‖n2‖k˙t‖2, (116)
for all n ≥ 0 and i = 1, 2,
‖f˙n,i‖2 ≤
{ ‖k¨t‖2 if n = 0
4n‖kt‖n−12
(
‖k¨t‖2‖kt‖2 + ‖k˙t‖22
)
if n ≥ 1 (117)
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and∫
dx |fn,i(x, x)| ≤ 2n‖kt‖n2‖k˙t‖2,
∫
dx |f˙n,i(x, x)| ≤ 4n‖kt‖n−12
(
‖k˙t‖22 + ‖k¨t‖2‖kt‖2
)
(118)
for all n ≥ 1.
Proof. The proof is by induction in n. For n = 0,
ad0B(B˙) = B˙ =
1
2
∫
dxdy
(
k˙t(x, y)a
∗
xa
∗
y − k˙t(x, y)axay
)
.
Hence f0,1(x, y) = k˙t(x, y) and f0,2(x, y) = k˙t(x, y), and the estimates (116) and (117) are
clearly satisfied. Suppose now the statement holds for some n ∈ N. We prove them for
(n + 1). We assume first that n is even. Then, using the canonical commutation relations
(33), we find
adn+1B (B˙)
= [B, adnB(B˙)]
=
[
1
2
∫
dxdy
(
kt(x, y)a
∗
xa
∗
y − kt(x, y)axay
)
,
1
2
∫
dxdy
(
fn,1(x, y)a
∗
xa
∗
y + fn,2(x, y)axay
)]
=
1
2
∫
dxdz (fn+1,1(x, z)a
∗
xaz + fn+1,2(x, z)axa
∗
z) ,
where
fn+1,1(x, z) = −1
2
∫
dy
(
kt(x, y) (fn,2(z, y) + fn,2(y, z)) + kt(y, z) (fn,2(x, y) + fn,2(y, x))
)
,
fn+1,2(x, z) = −1
2
∫
dy
(
kt(y, z) (fn,1(x, y) + fn,1(y, x)) + kt(x, y) (fn,1(z, y) + fn,1(y, z))
)
.
(119)
By Cauchy-Schwarz (similarly to (49)), we have
‖fn+1,1‖2 ≤ 2‖kt‖2‖fn,2‖2 ≤ 2n+1‖kt‖n+12 ‖k˙t‖2,
‖fn+1,2‖2 ≤ 2‖kt‖2‖fn,1‖2 ≤ 2n+1‖kt‖n+12 ‖k˙t‖2,
(120)
where we used the induction assumption. Moreover, again by Cauchy-Schwarz,∫
dx |fn+1,1(x, x)| ≤ 2‖kt‖2‖fn,2‖2 ≤ 2n+1‖kt‖n+12 ‖k˙t‖2 .
As for the time-derivative of fn+1,i, we find
f˙n+1,1(x, z) =− 1
2
∫
dy
(
k˙t(x, y) (fn,2(z, y) + fn,2(y, z)) + kt(x, y)
(
f˙n,2(z, y) + f˙n,2(y, z)
)
+ k˙t(y, z) (fn,2(x, y) + fn,2(y, x)) + kt(y, z)
(
f˙n,2(x, y) + f˙n,2(y, x)
))
and similarly for f˙n+1,2. Hence, we find
‖f˙n+1,1‖2 ≤ 2
(
‖k˙t‖2‖fn,2‖2 + ‖kt‖2‖f˙n,2‖2
)
≤ 2
(
2n‖kt‖n2‖k˙t‖22 + 4n‖kt‖n2
(
‖k¨t‖2‖kt‖2 + ‖k˙t‖22
))
≤ (2n+1 + 4n)‖kt‖n2‖k˙t‖22 + 2 · 4n‖kt‖n+12 ‖k¨t‖2
≤ 4n+1‖kt‖n2
(
‖k¨t‖2‖kt‖2 + ‖k˙t‖22
)
,
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proving (117) for i = 1. The same bound for i = 2 and the second bound in (118) for i = 1, 2
can be proven similarly.
If n is odd, we have, using again the canonical commutation relations,
adn+1B (B˙)
=
[
1
2
∫
dxdy
(
kt(x, y)a
∗
xa
∗
y − kt(x, y)axay
)
,
1
2
∫
dxdy
(
fn,1(x, y)a
∗
xay + fn,2(x, y)axa
∗
y
)]
=
1
2
∫
dxdz
(
a∗xa
∗
zfn+1,1(x, z) + axazfn+1,2(x, z)
)
where
fn+1,1(x, z) = −
∫
dy kt(x, y) (fn,1(z, y) + fn,2(y, z)) ,
fn+1,2(x, z) = −
∫
dy kt(x, y) (fn,1(y, z) + fn,2(z, y)) .
(121)
The bounds (116), (117), (118) follow as above.
Using Lemma 6.9, we obtain the following properties of (∂tT
∗)T .
Proposition 6.10. There exists a constant C > 0 with
± (i∂tT ∗)T ≤ CeK|t| (N + 1),
± [N , (i∂tT ∗)T ] ≤ CeK|t| (N + 1),
±∂t [(i∂tT ∗)T ] ≤ CeK|t| (N + 1).
(122)
Proof. We observe first of all that, for all f1, f2 ∈ L2(R3 × R3) with
∫
dx |f2(x, x)| <∞, we
have∣∣∣∣〈ψ,∫ dxdy (f1(x, y)a∗xa∗y + f2(x, y)axay)ψ〉∣∣∣∣ ≤ (‖f1‖2 + ‖f2‖2) 〈ψ, (N + 1)ψ〉 (123)
and ∣∣∣〈ψ,∫ dxdy (f1(x, y)a∗xay + f2(x, y)axa∗y)ψ〉∣∣∣
≤ (‖f1‖2 + ‖f2‖2)
〈
ψ,Nψ〉 + ∫ |f2(x, x)|dx ‖ψ‖2. (124)
In fact, (123) follows because∣∣∣〈ψ,∫ dxdy (f1(x, y)a∗xa∗y + f2(x, y)axay)ψ〉∣∣∣
≤
∫
dx (‖axψ‖‖a∗(f1(x, .))ψ‖ + ‖a∗(f2(x, .))ψ‖‖axψ‖)
≤ ‖(N + 1)1/2ψ‖
∫
dx (‖f1(x, .)‖2 + ‖f2(x, .)‖2) ‖axψ‖
≤ (‖f1‖2 + ‖f2‖2)‖(N + 1)1/2ψ‖2.
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Eq. (124) can be proven similarly. Combining the last estimates with Lemma 6.9 and with
(114), we find
|〈ψ, (∂tT ∗)Tψ〉| ≤
∑
n≥0
1
(n+ 1)!
∣∣∣〈ψ, adnB(B˙)ψ〉∣∣∣
≤
∑
n≥0
1
(n+ 1)!
(‖fn,1‖2 + ‖fn,2‖2) ‖(N + 1)1/2ψ‖2
+
∑
n≥1
1
(2n)!
(∫
dx |f2n−1,2(x, x)|dx
)
‖ψ‖2
≤ C
∑
n≥0
(2‖kt‖2)n
(n+ 1)!
‖k˙t‖2 ‖(N + 1)1/2ψ‖2 +
∑
n≥1
(2‖kt‖2)n
(2n)!
‖k˙t‖2‖ψ‖2
≤ Ce2‖kt‖2‖k˙t‖2 ‖(N + 1)1/2ψ‖2
≤ CeK|t| ‖(N + 1)1/2ψ‖2
using also Lemma 3.4. The second inequality in (122) follows similarly because, essentially,
the only consequence of taking the commutator with N is to eliminate the terms adnB(B˙)
for all odd n. Also the third bound in (122) can be proven analogously, taking the time
derivative of the expressions for adnB(B˙) given in (115), using the bounds for ‖f˙n,i‖2 in (117)
and (118) and, finally, using the estimate for ‖k¨t‖2 proven in Lemma 3.4.
6.6 Proof of Theorem 3.5
In this section, we combine the results of the previous subsection, to obtain a proof of
Theorem 3.5. From (77) and Propositions 6.1, 6.3, 6.5, 6.6 it follows that
LN (t) = CN (t) +K+ 1
2N
∫
dxdyN3V (N(x− y))a∗xa∗yayax
+
[
N3
∫
dxdy(∆w)(N(x − y))ϕ(N)t (x)ϕ(N)t (y)a∗xa∗y
+
1
2
∫
dxdyN3V (N(x− y))(1 − w(N(x− y)))ϕ(N)t (x)ϕ(N)t (y) a∗xa∗y + h.c.
]
+ E(t)
(125)
where the constant CN (t) is defined in (58) and the error E(t) is such that, for every δ > 0
there exists Cδ > 0 with
±E(t) ≤ δ
(
K +
∫
dxdyN2V (N(x− y))a∗xa∗yayax
)
+ Cδ
N 2
N
+ Cδe
K|t| (N + 1) ,
± [N , E(t)] ≤ δ
(
K +
∫
dxdyN2V (N(x− y))a∗xa∗yayax
)
+ Cδ
N 2
N
+ Cδe
K|t| (N + 1) ,
±E˙(t) ≤ δ
(
K +
∫
dxdyN2V (N(x− y))a∗xa∗yayax
)
+ Cδe
K|t|
(N 2
N
+N + 1
)
.
(126)
In deriving (125), we made use of the crucial cancellation between the linear contributions in
(77) and the linear terms in (102). Next, we notice another crucial cancellation. The terms
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on the third and fourth line in (125) can be written as
N3
∫
dxdy a∗xa
∗
y
[(
−∆+ 1
2
V
)
(1− w)
]
(N(x− y))ϕ(N)t (x)ϕ(N)t (y) = 0
since f = 1− w is a solution of the zero-energy scattering equation (−∆+ (1/2)V )f = 0.
We conclude that
LN (t) = CN (t) +K + 1
2N
∫
dxdyN3V (N(x− y))a∗xa∗yayax + E(t) (127)
where the error E(t) satisfies (126). Then (60) follows from the first bound in (126), taking
δ = 1/2. Also (62) and (63) follow from the second and third bounds in (126), since both K
and the quartic term on the r.h.s. of (127) commute with N and are time-independent.
This concludes the proof of Theorem 3.5.
A Properties of the solution of the Gross-Pitaevskii equation
Proof of Proposition 3.1. (i) This part of the proposition is standard. One proves first local
well-posedness of the two equations in H1(R3). The time of existence depends only on the
H1-norm of the initial data. Since V, f ≥ 0, the H1-norm is bounded by the energy, which
is conserved. Hence one obtains global existence and a uniform bound on the H1-norm.
(ii) Also this part is rather standard, but since the non-linearity in (50) depends on N ,
and we need bounds uniform in N , we sketch the proof of the bound (51) for ‖ϕ(N)t ‖Hn (the
bound for ‖ϕt‖Hn can be proven analogously). We present the proof for the case t > 0. We
claim, first of all, that there exists T > 0 depending only on ‖ϕ‖H1 and n ∈ N such that
sup
t∈[0,T ]
‖ϕ(N)t ‖Hn ≤ 2‖ϕ0‖Hn + sup
t∈[0,T ]
‖ϕ(N)t ‖3Hn−1 . (128)
Introducing the short-hand notation UN (x) = N
3V (Nx)f(Nx), we write the solution ϕ
(N)
t
of (50) as
ϕ
(N)
t = e
it∆ϕ− i
∫ t
0
ds ei(t−s)∆(UN ∗ |ϕ(N)s |2)ϕ(N)s .
Differentiating this equation w.r.t. the spatial variables we find that
∂αϕ
(N)
t = e
it∆∂αϕ− i
∫ t
0
ds ei(t−s)∆
∑
β≤α
∑
ν≤β
(
α
β
)(
β
ν
)(
UN ∗ (∂νϕ(N)s ∂β−νϕ(N)s )
)
∂α−βϕ(N)s .
Here α is a three-dimensional multi-index of non-negative integers, with |α| ≤ n.
The L∞t ([0, T ], L2x)-norm of the above expression can be controlled using Strichartz esti-
mates for the free Schro¨dinger evolution eit∆ (see [16, Theorem 1.2]). We find
‖∂αϕ(N)
(·) ‖L∞t L2x
≤ ‖∂αϕ‖L2 +
∑
β≤α
∑
ν≤β
(
α
β
)(
β
ν
)
‖(UN ∗ (∂νϕ(N)(·) ∂β−νϕ(N)(·) ))∂α−βϕ(N)(·) ‖L2tL6/5x
≤ ‖∂αϕ‖L2 + T 1/2
∑
β≤α
∑
ν≤β
(
α
β
)(
β
ν
)
sup
t∈[0,T ]
‖(UN ∗ (∂νϕ(N)t ∂β−νϕ(N)t ))∂α−βϕ(N)t ‖L6/5x .
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By Ho¨lder and Young inequality, we find
‖∂αϕ(N)(·) ‖L∞t L2x
≤ ‖∂αϕ‖L2 + CT 1/2
∑
β≤α
∑
ν≤β
(
α
β
)(
β
ν
)
sup
t∈[0,T ]
‖∂νϕ(N)t ‖Lp1‖∂β−νϕ(N)t ‖Lp2 ‖∂α−βϕ(N)t ‖Lp3
for p1, p2, p3 ≥ 1 with p−11 + p−12 + p−13 = 5/6. It is important to note that the indices
(p1, p2, p3) can be chosen differently for each term in the summation. In some of the terms
with |α| = n, all n derivatives hit the same ϕ(N)t . Since 1/6 + 1/6 + 1/2 = 5/6, these terms
can be bounded by
‖ϕ(N)t ‖2L6 ‖∂αϕ(N)t ‖L2 ≤ C‖ϕ(N)t ‖Hn (129)
for C depending only on ‖ϕ‖H1 (recall here that the H1-norm is bounded uniformly in t, by
part (i)). In some of the other terms, one ϕ
(N)
t has n − 1 derivatives, one has at most one
derivative and the last one has no derivatives. Since ‖∂γϕ(N)t ‖L6 ≤ ‖ϕ(N)t ‖Hn , if |γ| ≤ n− 1,
these terms are bounded by the r.h.s. of (129). In all other terms, the three copies of ϕ
(N)
t
have at most n− 2 derivatives. These terms are bounded by
‖∂γ1ϕ(N)t ‖L6‖∂γ2ϕ(N)t ‖L6‖∂γ3ϕ(N)t ‖L2 ≤ C‖ϕ(N)t ‖3Hn−1
for all multiindices γ1, γ2, γ3 with |γi| ≤ n− 2, for i = 1, 2, 3. We conclude that
‖∂αϕ(N)
(·) ‖L∞t L2x ≤ ‖∂αϕ‖L2 +CT 1/2 sup
t∈[0,T ]
‖ϕ(N)t ‖Hn + CT 1/2 sup
t∈[0,T ]
‖ϕ(N)t ‖3Hn−1 .
Summing over all α with |α| ≤ n, we find
sup
t∈[0,T ]
‖ϕ(N)t ‖Hn ≤ ‖ϕ‖Hn + CT 1/2 sup
t∈[0,T ]
‖ϕ(N)t ‖Hn + CT 1/2 sup
t∈[0,T ]
‖ϕ(N)t ‖3Hn−1 .
Choosing T > 0 so small that CT 1/2 ≤ 1/2, we find (128).
To show (51), we iterate now (128). We proceed by induction over n. For n = 1, the claim
follows from part (i). Suppose now that ‖ϕ(N)t ‖H(n−1) ≤ Cn−1 exp(Kn−1|t|), for constants
Cn−1,Kn−1 depending on ‖ϕ‖H(n−1) and, respectively, on ‖ϕ‖H1 . Let T be as in (128). For
an arbitrary t > 0, there exists an integer j ∈ N such that (j − 1)T < t ≤ jT . Then
‖ϕ(N)t ‖Hn ≤ sup
s∈[(j−1)T,jT ]
‖ϕ(N)s ‖Hn
≤ 2‖ϕ(N)(j−1)T ‖Hn + 2 sup
s∈[(j−1)T,jT ]
‖ϕ(N)s ‖3Hn−1
≤ 2‖ϕ(N)(j−1)T ‖Hn + 2C3n−1e3Kn−1jT .
Similarly we have
‖ϕ(N)(j−1)T ‖Hn ≤ 2‖ϕ
(N)
(j−2)T ‖Hn + 2C3n−1e3Kn−1(j−1)T .
Iterating j-times, we obtain
‖ϕ(N)t ‖Hn ≤ 2j‖ϕ‖Hn + 2C3n−1
j∑
ℓ=0
2ℓe3Kn−1(j−ℓ)T ≤ CneKnt,
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for some constant Cn depending on ‖ϕ‖Hn and Kn depending only on ‖ϕ‖H1 .
(iii) From the modified Gross-Pitaevski equation (50), letting UN (x) = N
3V (Nx)f(Nx),
we find
‖ϕ˙(N)t ‖2 ≤ ‖ϕ(N)t ‖H2 +
∥∥∥(UN ∗ |ϕ(N)t |2)ϕ(N)t ∥∥∥
2
≤ ‖ϕ(N)t ‖H2 +
∥∥∥UN ∗ |ϕ(N)t |2∥∥∥
2
‖ϕ(N)t ‖∞
≤ ‖ϕ(N)t ‖H2 + C‖UN‖1‖ϕ(N)t ‖24 ‖ϕ(N)t ‖∞
≤ C‖ϕ(N)t ‖3H2 ≤ CeK|t|
for a constant C depending only on ‖ϕ‖H2 and ‖UN‖1, and for K > 0 depending only on
‖ϕ‖H1 . Here we used part (ii). Applying a gradient to (50), we find
i∇ϕ˙(N)t = −∇∆ϕ(N)t +
(
UN ∗ |ϕ(N)t |2
)
∇ϕ(N)t
+
(
UN ∗ ϕ(N)t ∇ϕ(N)t
)
ϕ
(N)
t +
(
UN ∗ ∇ϕ(N)t ϕ(N)t
)
ϕ
(N)
t .
(130)
Clearly, ‖∇∆ϕ(N)t ‖2 ≤ ‖ϕ(N)t ‖H3 . The second term on the first line is bounded in norm by∥∥∥(UN ∗ |ϕ(N)t |2)∇ϕ(N)t ∥∥∥
2
≤ ‖(UN ∗ |ϕ(N)t |2)‖∞‖∇ϕ(N)t ‖2
≤ ‖UN‖1‖ϕ(N)t ‖2∞‖∇ϕ(N)t ‖2 ≤ C‖ϕ(N)t ‖3H2 .
The terms on the second line of (130) can be bounded similarly. From part (ii), we conclude
that ‖∇ϕ˙(N)t ‖2 ≤ C exp(K|t|). Analogously, we can also show that ‖∇2ϕ˙(N)t ‖2 ≤ CeK|t|. We
conclude that ‖ϕ˙(N)t ‖H2 ≤ CeK|t|. Finally, (50) implies
−ϕ¨(N)t = −∆iϕ˙(N)t +
(
UN ∗ (ϕ(N)t iϕ˙(N)t )
)
ϕ
(N)
t
+
(
UN ∗ (iϕ˙(N)t ϕ(N)t )
)
ϕ
(N)
t +
(
UN ∗ |ϕ(N)t |2
)
iϕ˙
(N)
t .
Plugging in the r.h.s. of (50) for iϕ˙
(N)
t , we arrive at
−ϕ¨(N)t = ∆2ϕ(N)t −∆
(
(UN ∗ |ϕ(N)t |2)ϕ(N)t
)
+
(
UN ∗ |ϕ(N)t |2
)2
ϕ
(N)
t
+ (UN ∗ ϕ(N)t (−∆ϕ(N)t ))ϕ(N)t + 2
[
UN ∗
(
|ϕ(N)t |2(UN ∗ |ϕ(N)t |2)
)]
ϕ
(N)
t
+ (UN ∗ (−∆ϕ(N)t )ϕ(N)t )ϕ(N)t +
(
UN ∗ |ϕ(N)t |2
)
(−∆ϕ(N)t ).
Proceeding similarly as above, we find that ‖ϕ¨(N)t ‖2 ≤ C‖ϕ(N)t ‖H4 ≤ C exp(K|t|).
(iv) Using (32) and (50), we find
∂t‖ϕt − ϕ(N)t ‖22 = −2 Im
〈
ϕt,
(
UN ∗ |ϕ(N)t |2 − 8pia0|ϕt|2
)
ϕ
(N)
t
〉
= −2 Im
〈
ϕt,
(
UN ∗ |ϕt|2 − 8pia0|ϕt|2
)
ϕ
(N)
t
〉
− 2 Im
〈
ϕt,
(
UN ∗
(|ϕ(N)t |2 − |ϕt|2))ϕ(N)t 〉 .
(131)
The second term on the r.h.s. can be written as
Im
〈
ϕt,
(
UN ∗
(|ϕ(N)t |2 − |ϕt|2))ϕ(N)t 〉 = Im 〈ϕt,(UN ∗ (|ϕ(N)t |2 − |ϕt|2)) (ϕt − ϕ(N)t )〉 .
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Hence, by Ho¨lder’s and triangle’s inequality,∣∣∣ Im 〈ϕt,(UN ∗ (|ϕ(N)t |2 − |ϕt|2))ϕ(N)t 〉∣∣∣
≤ ‖ϕt‖∞
∥∥∥(UN ∗ (|ϕ(N)t |2 − |ϕt|2)) (ϕt − ϕ(N)t )∥∥∥
1
≤ ‖ϕt‖∞
∥∥∥UN ∗ (|ϕ(N)t |2 − |ϕt|2)∥∥∥
2
‖ϕt − ϕ(N)t ‖2
≤ ‖UN‖1‖ϕt‖∞‖ϕt − ϕ(N)t ‖2
∥∥∥|ϕ(N)t |2 − |ϕt|2∥∥∥
2
≤ ‖UN‖1‖ϕt‖∞
(
‖ϕt‖∞ + ‖ϕ(N)t ‖∞
)
‖ϕt − ϕ(N)t ‖22
≤ C
(
‖ϕt‖2H2 + ‖ϕ(N)t ‖2H2
)
‖ϕt − ϕ(N)t ‖22.
(132)
As for the first term on the r.h.s. of (131), we find (since
∫
UN (y)dy = 8pia0)∣∣∣〈ϕt, (UN ∗ |ϕt|2−8pia0|ϕt|2)ϕ(N)t 〉∣∣∣
=
∣∣∣∣∫ dxϕt(x)ϕ(N)t (x)∫ dy UN (y) (|ϕt(x− y)|2 − |ϕt(x)|2)∣∣∣∣
≤
∫
dxdy UN (y) |ϕt(x)||ϕ(N)t (x)|
∣∣|ϕt(x− y)|2 − |ϕt(x)|2∣∣ .
Writing UN (x) = N
3U(Nx), with U(x) = V (x)f(x) and changing integration variables, we
find ∣∣∣〈ϕt, (UN ∗ |ϕt|2−8pia0|ϕt|2)ϕ(N)t 〉∣∣∣
≤
∫
dxdyU(y)|ϕt(x)||ϕ(N)t (x)|
∣∣|ϕt(x− y/N)|2 − |ϕt(x)|2∣∣ .
Using ∣∣|ϕt(x− y/N)|2 − |ϕt(x)|2∣∣ = ∣∣∣∣∫ 1
0
ds
d
ds
|ϕt(x− sy/N)|2
∣∣∣∣
≤ 2|y|N−1
∫ 1
0
ds |∇ϕt(x− sy/N)||ϕt(x− sy/N)|
we conclude that∣∣∣〈ϕt,(UN ∗ |ϕt|2 − 8pia0|ϕt|2)ϕ(N)t 〉∣∣∣
≤ 2N−1
∫
dxdy
∫ 1
0
dsU(y)|y||ϕt(x)||ϕ(N)t (x)||∇ϕt(x− sy/N)||ϕt(x− sy/N)|
≤ 2N−1‖ϕt‖2∞
∫
dxdy
∫ 1
0
dsU(y)|y|
(
|ϕ(N)t (x)|2 + |∇ϕt(x− sy/N)|2
)
≤ CN−1‖ϕt‖2∞
(
‖ϕ(N)t ‖22 + ‖∇ϕt‖22
)
≤ CN−1‖ϕt‖2H2
(133)
where the constant C depends on
∫
dyU(y)|y| and on ‖ϕ‖H1 . Inserting (133) and (132) into
(131), and using the estimate from part (ii) for ‖ϕt‖H2 , we find
∂t‖ϕ(N)t − ϕt‖22 ≤ CeK|t|‖ϕ(N)t − ϕt‖22 +
C
N
eK|t|.
The claim now follows from Gronwall’s inequality, since ϕt=0 = ϕ
(N)
t=0 .
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B Properties of the kernel kt
This section is devoted to the proof of Lemma 3.3 and Lemma 3.4.
Proof of Lemma 3.3. (i) We will make use of the bounds (54). The first bound implies
immediately that
|kt(x, y)| ≤ min
(
N |ϕ(N)t (x)||ϕ(N)t (y)|,
1
|x− y| |ϕ
(N)
t (x)||ϕ(N)t (y)|
)
(134)
and therefore, by Hardy’s inequality
‖kt‖22 ≤ C
∫
dxdy
1
|x− y|2 |ϕ
(N)
t (x)|2|ϕ(N)t (y)|2 ≤ C‖ϕ(N)t ‖2H1‖ϕ(N)t ‖22 ≤ C .
As for the gradient of kt, we have
∇1kt(x, y) = −N2∇w(N(x− y))ϕ(N)t (x)ϕ(N)t (y)−Nw(N(x− y))∇ϕ(N)t (x)ϕ(N)t (y)
and thus, from the second bound in (54),
‖∇1kt‖22 ≤ C
∫
dxdy
N4
(N2|x− y|2 + 1)2 |ϕ
(N)
t (x)|2|ϕ(N)t (y)|2
≤ CN
∫
dx
N3
(N2|x|2 + 1)2 ‖ϕ
(N)
t ‖4H1 ≤ CN
where we used Young and then Sobolev inequalities. Next we compute
∇1(ktkt)(x, y) = ∇x
∫
dzkt(x, z)kt(z, y)
= ∇x
[
ϕ
(N)
t (x)ϕ
(N)
t (y)
∫
dzN2w(N(x − z))w(N(z − y))|ϕ(N)t (z)|2
]
= ∇ϕ(N)t (x)ϕ(N)t (y)
∫
dzN2w(N(x − z))w(N(z − y))|ϕ(N)t (z)|2
+ ϕ
(N)
t (x)ϕ
(N)
t (y)
∫
dzN3∇w(N(x− z))w(N(z − y))|ϕ(N)t (z)|2.
Using (54), we find
‖∇1(ktkt)‖22 ≤ C
∫
dxdydz1dz2
|∇ϕ(N)t (x)|2|ϕ(N)t (y)|2|ϕ(N)t (z1)|2|ϕ(N)t (z2)|2
|x− z1||z1 − y||x− z2||z2 − y|
+ C
∫
dxdydz1dz2
|ϕ(N)t (x)|2|ϕ(N)t (y)|2|ϕ(N)t (z1)|2|ϕ(N)t (z2)|2
|x− z1|2|z1 − y||x− z2|2|z2 − y|
≤ C
∫
dxdydz1dz2
|∇ϕ(N)t (x)|2|ϕ(N)t (y)|2|ϕ(N)t (z1)|2|ϕ(N)t (z2)|2
|x− z1|2|z2 − y|2
+ C
∫
dxdydz1dz2
|ϕ(N)t (x)|2|ϕ(N)t (y)|2|ϕ(N)t (z1)|2|ϕ(N)t (z2)|2
|x− z1|2|z1 − y|2|x− z2|2
≤ C‖ϕ(N)t ‖3H1‖ϕ(N)t ‖22.
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(ii) The pointwise bound for kt(x, y) follows directly from (54), as noticed in (134). To
bound |r(kt)(x, y)|, we observe that, by Ho¨lder’s inequality, (54) and part (i),
|(ktkt)nkt(x, y)|
= |ktkt(ktkt)n−1kt(x, y)|
= |ϕ(N)t (x)||ϕ(N)t (y)|
×
∣∣∣∣∫ dz1dz2N2w(N(x− z1))w(N(z2 − y))ϕ(N)t (z1)ϕ(N)t (z2)kt(ktkt)n−1(z1, z2)∣∣∣∣
≤ |ϕ(N)t (x)||ϕ(N)t (y)| ‖kt(ktkt)n−1‖2
×
(∫
dz1N
2w(N(x − z1))2|ϕ(N)t (z1)|2
∫
dz2N
2w(N(z2 − y))2|ϕ(N)t (z2)|2
)1/2
≤ C|ϕ(N)t (x)||ϕ(N)t (y)|‖∇ϕ(N)t ‖22‖k‖2n−12 .
Thus
|r(kt)(x, y)| ≤
∞∑
n=1
1
(2n + 1)!
|(ktkt)nk(x, y)| ≤ C|ϕ(N)t (x)||ϕ(N)t (y)|e‖k‖2 .
The pointwise estimate for p(kt)(x, y) can be proven similarly. This completes the proof of
part (ii). Part (iii) follows easily from the pointwise bounds in part (ii).
Proof of Lemma 3.4. In the following proof we will use the bounds ‖ϕ˙(N)t ‖H2 , ‖ϕ¨(N)t ‖2 ≤
CeK|t| from Proposition 3.1.
(i) From (56), we find
‖k˙t‖2 ≤ 4
∫
dxdy
1
|x− y|2 |ϕ˙
(N)
t (x)|2|ϕ(N)t (y)|2 ≤ C‖ϕ˙(N)t ‖22‖ϕ(N)t ‖2H1 ≤ CeK|t| (135)
by Hardy’s inequality, and from Proposition 3.1, part (iii). Similarly,
‖k¨t‖2 ≤ C‖ϕ¨(N)t ‖2 + C‖ϕ˙(N)t ‖2‖∇ϕ˙(N)t ‖2 ≤ CeK|t|
by Proposition 3.1. Writing p(kt) =
∑
n≥0(ktkt)
n/(2n!), we find immediately
‖p˙(kt)‖2 ≤
∑
n≥0
1
(2n)!
n‖k˙t‖2‖kt‖2n−12 ≤ ‖k˙t‖2 e‖kt‖2 ≤ CeK|t|
applying (135). The bound for r˙(kt) can be proven analogously.
(ii) From 2.3, part (v), we have
‖∇1p˙(kt)‖2 ≤ Ce‖kt‖2
(
‖k˙t‖2 ‖∇1(ktkt)‖2 + C‖∇1(ktk˙t)‖2 + C‖∇1(k˙tkt)‖2
)
.
We are left with the task of estimating ‖∇1(ktk˙t)‖2 and ‖∇1(k˙tkt)‖2. We start by applying
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the product rule:
‖∇1(ktk˙t)‖22
=
∫
dxdy
∣∣∣∣∇x ∫ dz (Nw(N(x− z))ϕ˙(N)t (x)ϕ(N)t (z) +Nw(N(x− z)) ϕ(N)t (x)ϕ˙(N)t (z))
×Nw(N(z − y))ϕ(N)t (z)ϕ(N)t (y)
∣∣∣∣2
≤ 4
∫
dxdy
∣∣∣∣∫ dzN2∇w(N(z − x))ϕ˙(N)t (x)|ϕ(N)t (z)|2ϕ(N)t (y)Nw(N(y − z))∣∣∣∣2 (136)
+ 4
∫
dxdy
∣∣∣∣∫ dz Nw(N(z − x))∇ϕ˙(N)t (x)|ϕ(N)t (z)|2ϕ(N)t (y)Nw(N(y − z))∣∣∣∣2 (137)
+ 4
∫
dxdy
∣∣∣∣∫ dz N2∇w(N(z − x))ϕ(N)t (x)ϕ˙(N)t (z)
×ϕ(N)t (z)ϕ(N)t (y)Nw(N(y − z))
∣∣∣2 (138)
+ 4
∫
dxdy
∣∣∣∣∫ dz Nw(N(z − y))∇ϕ(N)t (x)ϕ˙(N)t (z)ϕ(N)t (z)ϕ(N)t (y)Nw(N(y − z))∣∣∣∣2 .
(139)
Next, we estimate the four terms on the r.h.s. of the last equation. For the summands (137)
and (139) we use that, from (54), Nw(Nx) ≤ C|x|−1. Applying Hardy’s inequality, both
terms are bounded by C‖∇ϕ˙(N)t ‖22 ≤ C exp(K|t|), using Proposition 3.1. Since, again by
(54), N2∇w(Nx) ≤ C|x|−2, the contribution (136) is bounded by
C
∫
dxdy
(∫
dz
1
|x− z|2|z − y| |ϕ˙
(N)
t (x)||ϕ(N)t (z)|2|ϕ(N)t (y)|
)2
= C
∫
dxdydz1dz2
|ϕ˙(N)t (x)|2|ϕ(N)t (y)|2|ϕ(N)t (z1)|2|ϕ(N)t (z2)|2
|z1 − y||z2 − y||x− z1|2|x− z2|2
= C
∫
dx |ϕ˙(N)t (x)|2
∫
dz1dz2
|ϕ(N)t (z1)|2|ϕ(N)t (z2)|2
|x− z1|2|x− z2|2
∫
dy
|ϕ(N)t (y)|2
|z1 − y||z2 − y|
≤ C‖ϕ˙(N)t ‖22‖ϕ(N)t ‖6H1 ≤ CeK|t|
by Proposition 3.1. Analogously, we can also bound the contribution (138). This shows
the bound for ‖∇1p˙(kt)‖2. The bounds for ‖∇2p˙(kt)‖2, ‖∇2p˙(kt)‖2, ‖∇2p˙(kt)‖2 are proven
similarly.
(iii) From (56), using Nw(Nx) ≤ C|x|−1, we find immediately that
sup
x
‖k˙t(., x)‖2 ≤ C
(
‖∇ϕ˙(N)t ‖2‖ϕ(N)t ‖∞ + ‖∇ϕ(N)t ‖2‖ϕ˙(N)t ‖∞
)
≤ CeK|t|
by Proposition 3.1. To show the bound for p˙(kt), we observe that
p˙(kt)(x, y) = ∂t
∑
n≥0
1
(2n)!
∫
dz1dz2 kt(x, z1)(ktkt)
(n−1)(z1, z2)kt(z2, y)
=
∑
n≥0
1
(2n)!
[ ∫
dz1dz2 k˙t(x, z1)(ktkt)
(n−1)(z1, z2)kt(z2, y)
+
∫
dz1dz2 kt(x, z1)(∂t(ktkt)
(n−1))(z1, z2)kt(z2, y)
+
∫
dz1dz2 kt(x, z1)(ktkt)
(n−1)(z1, z2)k˙t(z2, y)
]
.
(140)
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The first term in the parenthesis can be bounded in absolute value by∣∣∣ ∫ dz1dz2 k˙t(x, z1)(ktkt)(n−1)(z1, z2)kt(z2, y)∣∣∣
≤ C
∫
dz1dz2
1
|x− z1|
(
|ϕ˙(N)t (x)||ϕ(N)t (z1)|+ |ϕ(N)t (x)||ϕ˙(N)t (z1)|
)
× |(ktkt)(n−1)(z1, z2)| 1|y − z2| |ϕ
(N)
t (z2)||ϕ(N)t (y)|
≤ C|ϕ(N)t (x)||ϕ(N)t (y)|
∫
dz1dz2
1
|x− z1||y − z2| |ϕ˙
(N)
t (z1)||ϕ(N)t (z2)| |(ktkt)(n−1)(z1, z2)|
+ C|ϕ˙(N)t (x)||ϕ(N)t (y)|
∫
dz1dz2
1
|x− z1||y − z2| |ϕ
(N)
t (z1)||ϕ(N)t (z2)| |(ktkt)(n−1)(z1, z2)|
≤ C‖(ktkt)n−1‖2
(
|ϕ(N)t (x)||ϕ(N)t (y)|‖∇ϕ˙(N)t ‖‖∇ϕ(N)t ‖+ |ϕ˙(N)t (x)||ϕ(N)t (y)|‖∇ϕ(N)t ‖2
)
.
≤ C‖kt‖2(n−1)2 (|ϕ˙(N)t (x)|+ |ϕ(N)t (x)|)|ϕ(N)t (y)|.
The last term in the parenthesis on the r.h.s. of (140) can be bounded analogously. The
middle term, on the other hand is bounded in absolute value by∣∣∣ ∫ dz1dz2 kt(x, z1)(∂t(ktkt)(n−1))(z1, z2)kt(z2, y)∣∣∣
≤ C|ϕ(N)t (x)||ϕ(N)t (y)|
∫
dz1dz2
|ϕ(N)t (z1)||ϕ(N)t (z2)|
|x− z1||y − z2| |∂t(ktkt)
n−1(z1, z2)|
≤ C‖∂t(ktkt)n−1‖2 ‖∇ϕ(N)t ‖22 |ϕ(N)t (x)||ϕ(N)t (y)|
≤ C‖k˙t‖2 ‖kt‖2n−32 |ϕ(N)t (x)||ϕ(N)t (y)|.
Inserting the last bounds in (140), we find
|p˙(kt)(x, y)| ≤ CeK|t|e‖kt‖2 (|ϕ(N)t (x)|+ |ϕ˙(N)t (x)|)(|ϕ(N)t (y)|+ |ϕ˙(N)t (y)|).
Integrating over x and taking the supremum over y gives, as before using (51),
sup
y
‖p˙(kt)(., y)‖2 ≤ CeK|t|.
The bound for r˙(kt) can be proven analogously. Combining the bound for r˙(kt) with the one
for k˙t, we also obtain the bound for ˙sh(kt).
C Convergence for N-particle states
In this section, we show how the result of Theorem 1.1, stated there for initial data of the
form W (
√
Nϕ)T (k0)ψ can be extended to a certain class of data with number of particles
fixed to N .
Theorem C.1. Let ϕ ∈ H4(R3) and suppose ψ ∈ F with ‖ψ‖F = 1 is such that〈
ψ,
(N 2
N
+N +HN
)
ψ
〉
≤ C (141)
for a constant C > 0. Let PN denote the projection onto the N -particle sector of the Fock
space and assume that
‖PNW (
√
Nϕ)T (k0)ψ‖ ≥ CN−1/4 (142)
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for all N ∈ N large enough. We consider the time evolution
ψN,t = e
−iHN t PNW (
√
Nϕ)T (k0)ψ
‖PNW (
√
Nϕ)T (k0)ψ‖
and we denote by γ
(1)
N,t the one-particle reduced density associated with the N -particle state
ψN,t. Then there exist constants C, c1, c2 > 0 with
Tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ C exp (c1 exp(c2|t|))N1/4
for all t ∈ R and all N large enough. Here ϕt denotes the solution of the time-dependent
Gross-Pitaevskii equation (32), with initial data ϕt=0 = ϕ.
Remarks.
(i) If we relax (142) to the weaker condition ‖PNW (
√
Nϕ)T (k0)ψ‖ ≥ CN−α, for some
1/4 ≤ α < 1/2, the proof below still implies the convergence γ(1)N,t → |ϕt〉〈ϕt| but only
with the slower rate N−1/2+α.
(ii) The assumption (142) and its weaker versions mentioned in the previous remark are
very reasonable; let us explain why. The expected number of particles in the Fock state
W (
√
Nϕ)T (k0)ψ is given by〈
W (
√
Nϕ)T (k0)ψ,N W (
√
Nϕ)T (k0)ψ
〉
= N +
√
N〈T (k0)ψ, φ(ϕ)T (k0)ψ〉+ 〈T (k0)ψ,NT (k0)ψ〉
(143)
with the notation φ(ϕ) = a(ϕ)+a∗(ϕ). From Lemma 2.1, Lemma 4.3 and the assump-
tion (141) we conclude that there exists a constant C > 0 with
N − CN1/2 ≤
〈
W (
√
Nϕ)T (k0)ψ,N W (
√
Nϕ)T (k0)ψ
〉
≤ N + CN1/2.
The expectation of N 2, on the other hand, is given by〈
W (
√
Nϕ)T (k0)ψ,N 2W (
√
Nϕ)T (k0)ψ
〉
= 〈T (k0)ψ, (N +
√
Nφ(ϕ) +N)2T (k0)ψ〉
= N2 + 2N3/2〈T (k0)ψ, φ(ϕ)T (k0)ψ〉+ 2N〈T (k0)ψ,NT (k0)ψ〉
+N〈T (k0)ψ, φ(ϕ)2T (k0)ψ〉 +
√
N〈T (k0)ψ, (Nφ(ϕ) + φ(ϕ)N ) T (k0)ψ〉
+ 〈T (k0)ψ,N 2T (k0)ψ〉.
Subtracting the square of (143), and applying again Lemma 2.1, Lemma 4.3 and the
assumption (141), we estimate the variance of the number of particles in the state
W (
√
Nϕ)T (k0)ψ by〈
W (
√
Nϕ)T (k0)ψ, (N − 〈N〉)2W (
√
Nϕ)T (k0)ψ
〉
≤ CN
for an appropriate constant C > 0. Here 〈N〉 is a shorthand notation for the l.h.s. of
(143). We conclude that〈
W (
√
Nϕ)T (k0)ψ,1
(
|N − 〈N〉| ≥ K
√
N
)
W (
√
Nϕ)T (k0)ψ
〉
≤ CK−2.
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Choosing K > 0 sufficiently large, we find〈
W (
√
Nϕ)T (k0)ψ,1
(
|N − 〈N〉| ≤ K
√
N
)
W (
√
Nϕ)T (k0)ψ
〉
≥ 1/2.
From (143), adjusting the value of K, we obtain〈
W (
√
Nϕ)T (k0)ψ,1
(
|N −N | ≤ K
√
N
)
W (
√
Nϕ)T (k0)ψ
〉
≥ 1/2.
This means that
N+K
√
N∑
j=N−K√N
∥∥∥PjW (√Nϕ)T (k0)ψ∥∥∥2 ≥ 1/2.
The average value of ‖PjW (
√
Nϕ)T (k0)ψ‖2 for j between N −K
√
N and N +K
√
N
is therefore larger or equal to N−1/2, in accordance with the assumption (142). In fact,
this argument shows that for every N there exists an M ∈ [N − K√N,N + K√N ]
with ‖PM W (
√
Nϕ)T (k0)ψ‖ ≥ N−1/4. Letting
ψN,M,t = e
−iHN t PM W (
√
Nϕ)T (k0)ψ
‖PM W (
√
Nϕ)T (k0)ψ‖
and denoting by γ
(1)
N,M,t the one-particle reduced density associated with ψN,M,t, one
can show, similarly to Theorem C.1, that
Tr
∣∣∣γ(1)N,M,t − |ϕt〉〈ϕt|∣∣∣ ≤ C exp (c1 exp(c2|t|))N1/4
The fact that the number of particles M does not exactly match the parameter N
entering the Hamiltonian and the Weyl operator W (
√
Nϕ) does not affect the analysis
in any substantial way, since |M −N | ≤ CN1/2 ≪ N .
Proof of Theorem C.1. We write the integral kernel of γ
(1)
N,t as
γ
(1)
N,t(x; y)
=
1
N‖PNW (
√
Nϕ)T (k0)ψ‖2
×
〈
e−iHN tPNW (
√
Nϕ)T (k0)ψ, a
∗
yaxe
−iHN tPNW (
√
Nϕ)T (k0)ψ
〉
=
1
N‖PNW (
√
Nϕ)T (k0)ψ‖2
×
〈
e−iHN tPNW (
√
Nϕ)T (k0)ψ,W (
√
Nϕ
(N)
t )
(
a∗y +
√
Nϕ
(N)
t (y)
)
×
(
ax +
√
Nϕ
(N)
t (x)
)
W (
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ
〉
.
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Hence, we find
γ
(1)
N,t(x; y)− ϕ(N)t (y)ϕ(N)t (x)
=
ϕt(x)√
N‖PNW (
√
Nϕ)T (k0)ψ‖2
×
〈
e−iHN tPNW (
√
Nϕ)T (k0)ψ,W (
√
Nϕ
(N)
t )a
∗
yW (
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ
〉
+
ϕt(y)√
N‖PNW (
√
Nϕ)T (k0)ψ‖2
×
〈
e−iHN tPNW (
√
Nϕ)T (k0)ψ,W (
√
Nϕ
(N)
t )axW (
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ
〉
+
1
N‖PNW (
√
Nϕ)T (k0)ψ‖2
〈
e−iHN tPNW (
√
Nϕ)T (k0)ψ,W (
√
Nϕ
(N)
t )
×a∗yaxW (
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ
〉
.
Therefore, for any compact operator J on L2(R3) we find
Tr J
(
γ
(1)
N,t − |ϕt〉〈ϕt|
)
=
1√
N‖PNW (
√
Nϕ)T (k0)ψ‖2
〈
e−iHN tPNW (
√
Nϕ)T (k0)ψ,W (
√
Nϕ
(N)
t )
× (a(Jϕt) + a∗(Jϕt))W (
√
Nϕ
(N)
t e
−iHN tW (
√
Nϕ)T (k0)ψ
〉
+
1
N‖PNW (
√
Nϕ)T (k0)ψ‖2
〈
e−iHN tPNW (
√
Nϕ)T (k0)ψ,W (
√
Nϕ
(N)
t )
×dΓ(J)W (
√
Nϕ
(N)
t e
−iHN tW (
√
Nϕ)T (k0)ψ
〉
where dΓ(J) denotes the second quantization of the operator J , defined by (dΓ(J)ψ)(n) =∑n
i=1 J
(i)ψ(n) for every ψ = {ψ(n)}n≥0 ∈ F (here J (i) denotes the operator acting as J on the
i-th particle and as the identity on the other (n−1) particles). Since ‖dΓ(J)ψ‖ ≤ ‖J‖ ‖Nψ‖,
we find, applying Lemma 2.1,∣∣∣Tr J (γ(1)N,t − |ϕt〉〈ϕt|) ∣∣∣
≤ ‖J‖√
N‖PNW (
√
Nϕ)T (k0)ψ‖
‖(N + 1)1/2W (
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ‖
+
‖J‖
N‖PNW (
√
Nϕ)T (k0)ψ‖
‖N W (
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ‖
where ‖J‖ denotes the operator norm of J . From Lemma 4.3, recalling the definition (57)
of the fluctuation dynamics, we find∣∣∣Tr J (γ(1)N,t − |ϕt〉〈ϕt|) ∣∣∣
≤ ‖J‖√
N‖PNW (
√
Nϕ)T (k0)ψ‖
‖N 1/2 T ∗(kt)W ∗(
√
Nϕ
(N)
t )e
−iHN tW (
√
Nϕ)T (k0)ψ‖
+
1
N‖PNW (
√
Nϕ)T (k0)ψ‖
‖N T ∗(kt)W ∗(
√
Nϕ
(N)
t e
−iHN tW (
√
Nϕ)T (k0)ψ‖
≤ ‖(N + 1)
1/2 U(t; 0)ψ‖√
N‖PNW (
√
Nϕ)T (k0)ψ‖
+
‖N U(t; 0)ψ‖
N‖PNW (
√
Nϕ)T (k0)ψ‖
.
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Using Proposition 4.2, we conclude that∣∣∣Tr J (γ(1)N,t − |ϕt〉〈ϕt|)∣∣∣ ≤ C‖J‖ ‖(N + 1)1/2 U(t; 0)ψ‖√
N‖PNW (
√
Nϕ)T (k0)ψ‖
+
C‖(N + 1)1/2 ψ‖√
N‖PNW (
√
Nϕ)T (k0)ψ‖
+
C‖(N + 1)ψ‖
N‖PNW (
√
Nϕ)T (k0)ψ‖
.
From the assumptions (141) and (142), we obtain∣∣∣Tr J (γ(1)N,t − |ϕt〉〈ϕt|)∣∣∣ ≤ C‖J‖N1/4 ‖(N + 1)1/2 U(t; 0)ψ‖ + CN1/4 .
Finally, Theorem 4.1 implies that∣∣∣Tr J (γ(1)N,t − |ϕt〉〈ϕt|)∣∣∣ ≤ C‖J‖ exp (c1 exp(c2|t|))N1/4 . (144)
Since the Banach space L1(L2(R3)) is the dual space to the space of compact operators,
equipped with the operator norm, (144) implies the claim.
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