Abstract Nonnegative least squares (NNLS) problem has been widely used in scientific computation and data modeling, especially for low-rank representation such as nonnegative matrix and tensor factorization. When applied to large-scale datasets, first-order methods are preferred to provide fast flexible computation for regularized NNLS variants, but they still have the limitations of performance and convergence as key challenges. In this paper, we propose an = 1 for all variables x i to implicitly exploit the second-order derivative, and to guarantee that μ and L are always bounded in order to achieve overbounded convergence of the algorithm, and to enhance the performance of internal processes based on exact line search, greedy coordinate descent methods, and accelerated search. The experiments on large matrices and real applications of nonnegative matrix factorization clearly show the higher performance of the proposed algorithm in comparison with the state-of-the-art algorithms.
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Introduction
Minimizing the sum of squares of the errors is one of the most fundamental problems in numeric analysis as known as the nonnegative least squares (NNLS) problem. It has been widely used in scientific computation and data mining to approximate observations [5] . Specially, in many fields such as image processing, computer vision, text mining, environmetrics, chemometrics, or speech recognition, observations b ∈ R d are often approximated by a set of measurements or basis factors {A i } contained in a matrix A ∈ R d×n via minimizing 1 2 Ax − b 2 2 . Moreover, in comparison with least squares (LS), NNLS has more concisely interpretable solutions, of which nonnegative coefficients x ∈ R n + can be interpreted as contributions of the measurements over the observations. In contrast, mixed-sign coefficients of LS solutions are uninterpretable because they lead to overlapping and mutual elimination of the measurements.
Because of no generic formula of solutions unlike least squares (LS) problem, although NNLS is a convex optimization problem, multiple iterative algorithms and gradient methods are widely employed to solve NNLS. The performance of NNLS algorithms mainly depends on selecting appropriate directions to optimize the objective function. To improve the performance, most effective algorithms remove redundant variables based on the concept of active sets [2, 5] in each iteration with different strategies [5] . These algorithms are fundamentally based on the observation that several variables can be ignored if they are negative when the problem is unconstrained [2, 15, 21] . In other words, NNLS can be considered an unconstrained problem in a subspace of several variables [13] that are positive in the optimal solution. In addition, algorithms using the second derivative [2, 15, 21] discover effective directions to more effectively reduce the objective function value. However, these approaches have two main drawbacks: invertibility of A T A and its heavy computation, especially for the methods recomputing (A T A) −1 several times for different passive sets. Hence, first-order methods [7, 13, 19] can be more effective for large-scale least squares problems.
Since 1990s, the methods of nonnegative matrix or tensor factorizations have widely used NNLS to achieve low-rank representation of nonnegative data [14, 22] . Specially, the low-rank representation transfers data instances into a lowerdimensional space of latent components to obtain increased speed and accuracy, and more concise interpretability of data processing that is essential in applications of signal and image processing, machine learning, and data mining [5] . However, the low-rank representation is usually a non-convex problem, and it often employs iterative multiplicative update algorithms. In addition, exact algorithms often lack flexibility for low-rank regularized variants and also have high complexity and slow convergence. Hence, fast approximate algorithms based on the first-order methods are more preferred to naturally provide a flexible framework for low-rank models [4, [9] [10] [11] .
In our view, to discover more appropriate gradient directions is to critically enhance the performance of NNLS algorithms based on the first-order methods for the low-rank representation. In this paper, we propose a fast and robust iterative algorithm called accelerated anti-lopsided algorithm, which combines several algorithms and ideas with different advantages to implicitly exploit the second-order derivative and reduce negative effects of variable scaling problems to obtain fast convergence. The proposed algorithm has the following advantages:
-Convergence: the accelerated anti-lopsided algorithm for NNLS attains linear convergence rate of ≤ μ ≤ L ≤ n, which increase the effectiveness of greedy coordinate descent and exact line search algorithms that depend on these parameters μ and L.
-Effectiveness: the experimental results for NNLS are highly competitive with the state-of-the-art methods. These results additionally show that the algorithm is the fastest first-order method for NNLS in both practice and theory.
The rest of the paper is organized as follows. Section 2 discusses the background and related work on nonnegative least square problems. Section 3 presents the accelerated anti-lopsided algorithm for NNLS. The theoretical analysis is discussed in Sect. 4. Section 5 shows the experimental results, and Sect. 6 summarizes the main contributions of this paper.
Background and related works
This section introduces the nonnegative least square (NNLS) problem, its equivalent nonnegative quadratic problem (NQP), and significant milestones in the algorithmic development for NNLS.
Background
Nonnegative least square (NNLS) can be considered one of the most central problems in data modeling, of which solution can estimate the parameters of models for describing the data [5] . It comes from scientific applications where we need to estimate a large number of vector observations b ∈ R d using a set of measures or basis factors {A i } contained in a matrix A ∈ R d×n via minimizing 
For low-rank representation models such as nonnegative matrix and tensor factorization, L 2 and L 1 regularizations are usually added to control the smoothness and sparsity of these models:
Usually, d n in the low-rank representation; hence, it should be equivalently turned into a nonnegative quadratic programming (NQP) problem:
From NNLS and its NQP formulation, these problems are convex since Q is positive semi-definite and the nonnegativity constraints form a convex feasible set. In this paper, we will solve Problem 3 instead of Problem 2 within thousands of variables, which often occurs in the low-rank representation.
Related works
In the last s everal decades of development, different approaches have been proposed to tackle the NNLS problem, which can be divided into two main groups: active set methods and iterative methods [5] .
Active set methods are based on the observation that variables can be divided into subsets of active and passive variables [8] . Particularly, the active set contains variables which are zero or negative when solving the least square problem without concerning nonnegative constraints; otherwise, the remaining variables belong to the passive set. The active set algorithms are based on the fact that if the passive set is identified, the passive variables' values in NNLS are the unconstrained least squares solution when the active variables are set to zero. However, these sets are unknown in advance. Hence, a number of iterations are employed to find out the passive set, each of which is to solve a unconstrained least squares problem on the passive set to update the passive set and the active set.
Concerning the significant milestones of the active set methods, Lawson and Hanson [15] proposed a standard algorithm for active set methods. Subsequently, Bro and De Jong [2] avoided unnecessary re-computations on multiple righthand sides to speed up the basic algorithm [15] . Finally, Dax [6] proposed selecting a good starting point by Gauss-Seidel iterations and moving away from a "dead point" to reduce the number of iterations. Furthermore, the iterative methods use the first-order gradient on the active set to handle multiple active constraints in each iteration, while the active set methods only handle one active constraint [5] . Hence, the iterative methods can deal with larger-scale problems [12, 13] than the active set methods. However, they do not guarantee the convergence rate.
More recently, Franc et al. [7] proposed a cycle block coordinate descent method having fast convergence in practice with low complexity of each iteration, but it still has been not theoretically guaranteed. Subsequently, Vamsi [19] suggested three modifications of random permutations [17] , shrinking, and random projections to speed up NNLS for the case that the matrix A is not thin (d ≤ n). Furthermore, accelerated methods [16] and proximal methods [18] having a fast convergence O(1/k 2 ) [10] only require the first-order derivative. However, one major disadvantage of accelerated methods is that they require a large number of iterations to reach high accuracy because the step size is limited by 1 L , which is usually small for large-scale NNLS problems with big matrices, where L is the Lipschitz constant. The comparison summary of NNLS solvers are presented in Table 1 . 
#(nd): nonzero number of matrix having size nd d dimension of data, n number of variables, μ convex parameter, L Lipschitz constant, ELS exact line search, Coord greedy block coordinate descent [7] , Accer accelerated method [10] , fast active set methods according to Bro R., de [2] Nm non-monotonic fast method [13] , frugal frugal coordinate descent [19] , Antilop: the proposed method ✓ satisfied (positive), ✗ unsatisfied, ? unknown In summary, active set methods and iterative methods are two major approaches in solving NNLS. Active set methods accurately solve nonnegative least squares problems, but require huge computation for solving unconstrained least squares problems and are unstable when A T A is illconditioned. Iterative methods are more potential for solving large-scale NNLS because they can handle multiple active constraints per each iteration. In our view, iterative methods are still ineffective due to the scaling variable problem, which seriously affects the finding of appropriate gradient directions. Therefore, we propose an accelerated anti-lopsided algorithm combining several algorithms and ideas having different advantages to reduce negative effects of the scaling problem, obtain appropriate gradient directions, and achieve over-bounded linear convergence in the subspace of passive variables.
Accelerated anti-lopsided algorithm
This section discusses the main ideas in the proposed algorithm Algorithm 1 to increase the speed of the NNLS solver. According to the literature, first-order methods have slow convergence because of zigzagging problems or variable scaling problems [1] . In other words, the imbalanced role of variables over the objective function causes the first derivative achieving the inappropriate direction to optimize the objective function. Hence, we propose Algorithm 1, represented in the flowchart 
or the acceleration of each variable equals 1. As a result, the roles of variables become more balanced because the level curve of the function becomes more spherical because
is convex. This part aims to make the post-processing parts more effective because it can implicitly exploit the second derivative information ≤ μ ≤ L ≤ n over the space of passive variables, which has a complexity O(n 2 ). The part aims to reduce the objective functions exponentially and precisely, although it suffers from variable scaling problems and nonnegative constraints. -Part 3. Greedy coordinate descent algorithm from Line 18 to Line 22 and repeated in Line 29: this part employs greedy coordinate descent using Gauss-Southwell rule 
22 /*Accelerated search carries a "momentum" based on the 23 changes in variables in exact line search and greedy coordinate descent part*/; x = x s − x k+1 /*x s and ∇ f s are assigned in Line 1*/; [17, 20] , which has a complexity of O(n 2 ). The part aims to reduce negative effects of variable scaling problems and nonnegative constraints, although it has zigzagging problems because of optimizing the objective function over each single variable. Due to having fast convergence in practice and reducing negative effects of variable scaling problems and nonnegative constraints, this part is repeated one more time after Part 4. This part relies on the global information of two distinct points to escape the local optimal information issues of the first derivative raised by the function complexity. This part originates from the idea that if the function is optimized from x s to x k by the exact line search and the coordinate descent algorithm, it is highly possible that the function value will be reduced along the vector (x k − x s ) because the NNLS objective function is convex and has (super) eclipse sharp.
In summary, the proposed algorithm has various advantages because it combines several algorithms. Hence, it can achieve these various advantages to significantly reduce the iteration number, and negative effects of variable scaling problems and nonnegative constraints in order to attain fast over-bounded convergence rate, although its iteration complexity increases several times.
Let us consider the effectiveness of the proposed algorithms by comparing with the exact gradient line search for the original NNLS problem, which is severely influenced by variable scaling problems. For example, if we employ the iterative exact line search method using the first-order derivative to optimize Function 4, we need 273 iterations to reach the optimal solution (see Fig. 2 ):
To reduce negative effects of these scaling problems, we rescale variables into a new space, in which new variables have more balanced roles and for that reason, we name the proposed algorithm as accelerated anti-lopsided algorithm. Specially, we rescale:
After rescaling variables, the original Problem 3 is equivalently transformed into NQP Problem 6: 
Remark 1 Consider the values of matrix Q, we have:
The scaling variable problem is significantly reduced because the acceleration of the function over variables equals 1, and the roles of variables in the function become more balanced. For example, Fig. 3 has the change in function 
value over variables more balanced than in Fig. 2 . In addition, the level curve of Function 4 is transformed from long-ellipse shaped (see Fig. 2 ) to short-ellipse shaped (see Fig. 3 ) in Function 6. Furthermore, by combining fast convergence algorithms such as exact line search, greedy coordinate descent, and accelerated search, the proposed algorithm can work much more effectively. For example, we need only 21 iterations instead of 271 iterations to reach the optimal solution for the Function 4 with the same initial point y 0 , where Fig. 3 ).
For each iteration of Algorithm 1 for solving the NQP problem with input Q and q, the objective function is optimized on the passive set:
Hence, the first-order gradient will be projected into the subspace of the passive set ∇f = [∇ f ] P(x) (∇f i = ∇ f i for i ∈ P(x), otherwise ∇f i = 0). Noticeably, the passive set can change through iterations, and Algorithm 1 is converged when P(x) = ∅ or ∇f 2 < based on KKT conditions. In addition, the orthogonal projection on the subspace of passive variables x = [x k + α∇f ] + is trivial [13] since the NQP Problem 6 is a strongly convex problem on a convex set.
Concerning computing a of the exact line search in Algorithm 1, we have:
Similarly, regarding computing a of the accelerated search, we have:
Furthermore, to reduce the complexity of Algorithm 1, we save Q∇f to avoid recomputing, see Line 15, and compute (Q x = ∇ f s − ∇ f ), see from Line 25 to Line 27.
Theoretical analysis
This section analyzes the convergence and complexity of the proposed algorithm.
Convergence
Concerning the convergence rate, our method argues Barzilai and Borwein's note that NNLS is an unconstrained optimization on the passive set of variables [2] . Moreover, the orthogonal projection on the subspace of passive variables x = [x k + α∇f ] + is trivial [13] since NNLS and its equivalent problem (NQP) are strongly convex on a convex set. In addition, the greedy coordinate descent using GaussSouthwell rule with exact optimization has fast convergence rate (1 − μ nL ) for each update [17, 20] . Hence, in this section, we analyze the convergence rate of the exact line search in Algorithm 1 and determine the over-bounds of μ and L in the subspace of passive variables, which significantly influence the convergence rate of the proposed algorithm. Furthermore, we only consider convergence of NLLS solver without regularizations because it is assumed that L 1 and L 2 coefficients α, β slightly affect the convergence of algorithms for the following reasons: first, the L 1 regularized coefficient β do not change the Hessian matrix; second, the L 2 regularized coefficient α is often small, and they slightly influence μ L because they change both the convex parameter μ and the Lipschitz constant L by adding the same positive value α.
Consider the convergence rate of the exact line search for
Based on Theorem 4.5 and Section 4.1.4 in Lecture 4 of [3] , we have:
Theorem 1 After (k + 1) iterations, the convergence rate of the exact line search is f
L ∇ f and x + is the updated value of x after an iteration by the first-order gradient using exact line search, we have:
Hence, for the minimum value f * of the objective function, we have:
2 , ∀x, y, we have:
Selecting y = x * and x = x k where x * is the optimal solution, we have:
From (8) and (10), we have the necessary result:
Proof We have ∇ 2 f = Q, and a i =
Moreover, based on Cauchy-Schwarz inequality, we have:
Therefore:
From Theorem 1 and Lemma 1 and by setting μ = 1 2 and L = Q 2 , we have:
, and μ, L are always bounded as
where n is the dimension of x. Hence, the convergence rate of exact line search in Algorithm 1 is over-
Moreover, because the greedy coordinate descent using Gauss-Southwell rule with exact optimization has convergence rate (1− μ nL ) for each update [17, 20] and these updates is conducted 2n times, we have:
Theorem 2 The convergence rate of Algorithm 1 is
[(1 − μ L )(1− μ nL ) 2n ] k
in the subspace of passive variables, where μ and L are always bounded as
Proof Based on Section 3.2 in [20] , the greedy coordinate descent using Gauss-Southwell rule, we have:
In other words, the convergence rate of each update in the greedy coordinate descent using Gauss-Southwell rule with exact optimization is (1 − 1 nL ). Overall, Algorithm 1 including one exact line search and 2n updates of the greedy coordinate descent has convergence rate of
Complexity
Concerning the average complexity of Algorithm 1, we consider the important parts in each iteration: O(n·nn(n) ).
where nn(n) is the number of negative elements in (x +α x) that is sparse. Therefore, if we consider computing A T A and A T b in O(dn + dn 2 ), we have:
Theorem 3 The average complexity of Algorithm 1 is
, wherek is the number of iterations.
Experimental evaluation
This section investigates the convergence of the gradient square over passive variables f 2 2 and the objective value Ax − b 2 2 /2 in comparison with state-of-the-art algorithms belonging to different research directions: block coordinate descent, accelerated methods, active set methods, and iterative methods. Furthermore, we employ the proposed accelerated anti-lopsided algorithm for a low-rank problem as nonnegative matrix factorization to investigate the effectiveness of the proposed algorithm for real applications.
Datasets: To investigate the effectiveness of the compared algorithms, 6 datasets are used and shown in Table 2: For 3 synthetic datasets:
-the matrix A is randomly generated by the function rand(d, n) × 100 for dense matrices, and sprand(d, n, 0.1) × 100 for space matrices. -10,000 first instances of CIFAR 2 are extracted to establish the matrix A, -10,000 first documents of 20-NEWS 3 are extracted to form the matrix A.
The number of variables is set by 10,000 because of the usually limited requirements of low-rank algorithms and the limitation of our algorithm in computing and storing A T A. In addition, the observed vectors b are randomly generated and added noisy to guarantee that NNLS will have non-trivial optimal solutions. The 6 datasets, the generated dataset code and our source codes are published for in the link. 4 Environment settings: we develop Algorithm 1 in MAT-LAB with embedded code C++ to compare them with other algorithms. For NNLS, we set system parameters to use only 1 CPU for MATLAB and the IO time is excluded in the machine 8-Core Intel Xeon E5 3 GHz. In addition, for evaluating on nonnegative matrix factorization, we set the parameter to use 8 CPUs.
Comparison with state-of-the-art algorithms
In this section, we investigate the convergence of the gradient square f 2 2 over the passive set (see Fig. 4 ) and the objective values Ax −b 2 2 /2 (See Fig. 5 ) during the running time (see Fig. 5 ). Specially, we compare our algorithm Antilop with state-of-the-art algorithms as follows:
-Coord: this is a cycle block coordinate descent algorithm [7] with fast convergence in practice [17] . -Accer: this is a Nesterov accelerated method with convergence rate O( L k 2 ) [10] . The source code is extracted from a module in the paper [10] . The source code is downloaded from. 5 -Fast: this is a modified effective version of active set methods according to Bro R., de Jong S., Journal of Chemometrics, 1997 [2] , which is developed by S. Gunn. 6 This algorithm can be considered as one of the fastest algorithms of active set methods. -Nm: this is a non-monotonic fast method for large-scale nonnegative least squares based on iterative methods [13] . The source code is downloaded from. 7 -Nm: this is frugal coordinate descent for large-scale NNLS. This code is provided by the author [19] . -Concerning the convergence of the gradient square f 2 2 over the passive variable set versus time in Fig. 4 , the proposed algorithm has the fastest convergence over 6 datasets. At the beginning, the frugal block coordinate descent algorithm FCD [19] and the non-monotonic method Nm [13] have the fast approximation because they do not compute A T A. However, for a long time, the faster convergence algorithms such as Antilop and Coord [7] will dominate, although they spend a long time on computing Hessian matrix A T A. In comparison with Coord, the proposed algorithm Antilop converges much faster because Coord has zigzagging problems in optimization of multiple variable functions. For the accelerated algorithm Accer, its gradient square gradually reduces because the step size is limited in 1 L . The active set method fast converges slowly because it has a high complexity at each iteration approximated to O(n 3 ) and handles a single active set simultaneously.
-Similarly, regarding the convergence of the objective value Ax − b 2 2 /2 versus, in Fig. 5 , the proposed algorithm has the fastest convergence over 6 datasets. At the beginning, the fast approximate algorithms FCD and Nm have faster convergence than the algorithms Antilop and Coord. However, Antilop and Coord more rapidly converge because they can detect the more appropriate direction to optimize the function. In comparison with Coord, the proposed algorithm Antilop converges much faster. For the accelerated algorithm Accer having convergence of 1/k 2 , the objective value gradually reduces because of its limited step size 1 L and negative effects of nonnegative constraints. In addition, the active set method fast converges slowly due to its high complexity.
These experimental results clearly indicate that the proposed algorithm has the fastest convergence of both two significant measures as the gradient square and the objective value, which are reasonable because the proposed algorithm combines several algorithms with different advantages to significantly reduce the negative effects of variable scaling problems, detect the more appreciate optimization directions, and attain the better theoretical guarantee. 
Application for low-rank representation
NLSS is widely used as the core algorithm in low-rank representation, especially for nonnegative matrix and tensor factorization [23] . In these applications, fast convergence and high accuracy both are required. In this section, we investigate the effectiveness of the proposed algorithm for low-rank representation as nonnegative matrix factorization (NMF) on the large datasets CIFAR and ILSVRC2013 with different ranks r = {150, 200, 250}. For the datasets CIFAR and ILSVRC2013, 60,000 instances are employed as in Table 3 .
In the NMF problem, a given nonnegative matrix V is factorized into the product of two matrix V ≈ W F. For Frobenius norm, multiple iterative algorithm like EM algorithm is usually employed, which contains two main steps. In each step, one of the two matrices W or F is fixed to find the other optimal matrix. For example, when the matrix W is fixed, the new matrix is determined by F ≈ argmin
Hence, a large number of NNLS problems must be approximately solved in NMF, and employing the proposed algorithm in NMF is a reasonable way to test its effectiveness.
We compare the algorithm NMF_Antilop using the proposed algorithm Antilop with state-of-the-art methods:
-NMF_Coord [11] using a greedy block coordinate descent method, -NMF_HALS [9] using the cycle block coordinate descent method, -NMF_Accer [10] using an accelerated method.
In comparison with state-of-the-art methods, the algorithm NMF_Antilop using the proposed NNLS algorithm converges much faster and has higher accuracy than the other algorithms in almost all test cases: - Figure 6 shows the convergence of the objective value V − W F 2 2 /2 versus running time. For the dataset CIFAR, the algorithm NMF_Antilop always converges faster than the other compared algorithms. For the dataset ILSVRC2013, NMF_Antilop converges slowly at the beginning. However, the algorithm NMF_Antilop has faster convergence rate than the other algorithms to obtain the lower objective values V − W F 2 2 /2 at the ending time. In addition, the algorithm NMF_Accer has the slowest convergence and its results has been not reported for the dataset ILSVRC2013 with r = {200, 250} because of its long running time.
-Moreover, Table 4 shows the objective values after 300 iterations of the multiple iterative algorithm. Based on the results, the algorithm NMF_Antilop has the highest accuracy in all the test cases. The results indicate that the proposed NNLS algorithm obtains higher accuracy than the other algorithms employed in NMF for the following reasons: first, NMF is a hard optimization problem within a large number of variables. It is difficult to reduce the objective value when the variables converge to the optimal solution, which is represented in Fig. 6 . Second, algorithm Antilop has fast convergence with high accuracy to obtain the better objective values.
Hence, the results in Fig. 6 and Table 4 have shown that the proposed NNLS algorithm has both the fastest convergence and highest accuracy, which can be potentially applied to low-rank representation.
Conclusion and discussion
In the paper, we proposed an accelerated anti-lopsided algorithm to solve the nonnegative least squares problem as one of the most fundamental problems for low-rank representation. The proposed algorithm combines several algorithms and ideas, namely anti-lopsided variable transformation, exact line search, greedy block coordinate descent, and accelerated search to reduce the number of iterations and to increase the speed of the NNLS solver. These techniques aim to deal with variable scaling problems and nonnegative constraints of NNLS, although the combinational algorithm's iteration complexity increases several times. In addition, the proposed algorithm has over-bounded linear convergence rate In addition, we carefully compare the proposed algorithm with state-of-the-art algorithms in different research directions for both synthetic and real datasets. The results clearly shows that the proposed algorithm achieves the fastest convergence of the gradient square over passive variables and the objective value. Moreover, we investigate the effectiveness of the proposed algorithm in a real application of nonnegative matrix factorization, in which numerous NNLS problems must be approximately solved. The results also indicate that the NMF solver employing the proposed algorithm converges fastest and has the best accuracy in almost all the test cases. Besides these advantages, our proposed algorithm still has several drawbacks such as computing and storing the Hessian matrix (A T A). Fortunately, in low-rank representation, the Hessian matrix is computed only once time, and parallel threads can use the same shared memory. Hence, the proposed algorithm can potentially be applied for low-rank representation models with Frobenius norm. In the future researches, we will apply the proposed algorithm to low-rank representation problems, especially for nonnegative matrix and tensor factorization.
