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摘要 
现如今，多标签分类已然是各大机器学习相关会议上的热门讨论话题。在传
统的分类问题中，一个样本只能对应一个标签，但是在多标签分类问题中一个样
本却往往对应一个标签集合，这个标签集合中通常含有 2个或者 2个以上的标签，
因此传统的方法已无法满足多标签分类的需求。多标签分类问题在现实生活中经
常出现，近十几年来，国内外学者对这个问题经过不断地探索产生了一些相关成
果，发表了各式各样的多标签分类算法。其中一种利用三层 BP 神经网络的多标
签分类算法表现出较好的性能，且应用领域广，可以应用到各种不同的分类数据
库中，但是这种算法往往都存在一些不足，比如算法性能低下、算法运行时间较
长等。究其原因，很大部分是由于以下两个部分：一方面有些算法未考虑标签之
间的相关性，另一方面有些算法并不能完整地或者正确地描述标签之间的相关性。
因此针对这种算法还是存在许多可以研究的方面。 
本文中我们首先从多标签分类问题目前的研究现状出发，然后进行了相关问
题的描述，并讨论了解决该问题面临的挑战。总结了目前多标签分类算法的性能
衡量指标和评估方法。详细地回顾了三层 BP 神经网络的基础知识，包括网络结
构、学习过程、训练流程、网络中一些参数的选取方法，还介绍了对输入数据进
行预处理的一些方法。接着本文深入地总结了目前利用三层 BP 神经网络进行多
标签分类的四种算法，并采用实验证明了此类算法中考虑标签之间关系的算法有
一定的优势。最后在前人的基础上，重新提出了一种利用标签相关性和三层 BP
神经网络的多标签分类算法。在该算法中充分考虑了标签集合中相关标签与不相
关标签间的关系、相关标签间的关系和不相关标签间的关系。并通过对比试验证
明该算法相比本文中其他算法表现更好。 
关键词：多标签分类；三层 BP 神经网络；标签相关性； 
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ABSTRACT 
Nowadays, multi-label classification is already a hot topic for discussion at all 
major machine learning conferences. In the traditional classification problem, a 
sample can only correspond to a label. But in a multi-label classification problem, a 
sample often corresponds to a set of labels, which usually contain two or more labels. 
So the traditional method has been unable to meet the needs of multi-label 
classification. Multi-label classification problems often occur in real life. Over the 
past decade, researchers at home and abroad have explored this problem and produced 
some related results, and published a variety of multi-label classification algorithms. 
One of the Multi-label classification algorithms using three-layer BP neural network 
shows good performance, and the application field is wide and can be applied to a 
variety of different classification databases. But this algorithm often has some 
shortcomings, such as algorithm performance Low, the algorithm runs longer. The 
reason is largely due to the following two parts: on the one hand, some algorithms do 
not take into account the correlation between labels, on the other hand some of the 
algorithms can not completely or correctly describe the correlation between the labels. 
So there are still many aspects of this algorithm can be studied. 
In this paper, we start from the current research status of multi-label 
classification, and then describe the relevant issues, and discuss the challenges to 
solve the problem. This paper summarizes the performance measurement and 
evaluation methods of the current multi - label classification algorithm. The basic 
knowledge of the three - layer BP neural network is reviewed in detail, including the 
network structure, the learning process, the training process, the selection of some 
parameters in the network, and some methods of preprocessing the input data. Then, 
this paper summarizes four algorithms which use three-layer BP neural network for 
multi-label classification, and prove that there are some advantages in the algorithm to 
consider the relationship between labels. Finally, a multi-label classification algorithm 
based on label correlation and three-layer BP neural network is proposed on the basis 
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of predecessors. In this algorithm, the relationship between the relevant label and the 
irrelevant label in the label set, the relationship between the relevant labels and the 
relation between the irrelevant labels are fully considered. And the experimental 
results show that the algorithm show better performance compared to other algorithms 
in this paper. 
 
Key Words: multi-label classification; three-layer BP neural network; label 
correlation; 
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第一章 绪论 
1.1 研究背景与意义 
去年 3 月，谷歌开发的智能程序与世界冠军进行了人机大战，最终这场比赛
以智能程序大比分领先落幕。这场比赛的胜利让人工智能一时间进入了公众的视
野。现今，机器学习已成为人工智能的重要组成部分，包含计算机技术、工程技
术、数理统计，横跨政治、医学、金融、地质学等多个领域，并能用来支持我们
日常生活应用，例如人体轮廓识别、垃圾邮件分类、手写体识别、产品推荐、顾
客分析，使我们的生活变得更加的智能化。利用机器学习，我们可以从无序的数
据中找出规律，然后利用该规律获取更多潜在的有效信息。机器学习的主要任务
就是分类，属于监督学习，分类就是确定对象属于哪个预定义的标签（即目标类），
例如：利用电子邮件的标题和内容区分邮件的有效性，利用医院设备采集的影像
判断肿瘤是恶性还是良性的，利用语音特征信号进行音乐的分类。其中如果预定
义标签集合中只有一个或者两个标签，则该类问题称为二值分类。如果预定义标
签集合中含有标签达到两个以上，则该类问题称为多类分类。以上两种都属于单
标签分类问题，即一个样本只能与一个标签关联。但是在现实生活中，由于数据
的多样性，可能存在一个样本同时与超过两个类别标签关联的特殊情况，我们称
之为多标签分类问题。 
多标签分类问题涉及的主要领域很多，包含图片场景数据、文本数据以及生
物医学数据等的分析。例如：在场景分类中，一张图片可能包含多个场景，关于
自然场景的图片中，这张图片可能同时包含“树木”、“天空”、“大海”这些标签。
在文本分类中，一篇文档可能含有多个预定义的主题，关于南非足球杯比赛胜利
的新闻报道中，该篇文章的主题可能包含‘非洲’、‘体育’这些标签。在邮件主
题分类中，每封邮件可能含有多个特点，如“私人的”、“情感为喜悦”、“主题为
祝贺”。在生物信息学中，每个基因可能含有多种功能，如“新陈代谢功能”、“转
录功能”、“蛋白质合成功能”；由此可知，随着世界的快速发展，数据量越来越
庞大，数据本身越来越复杂，多标签分类问题更加常见。因此对多标签分类算法
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的研究具有深远的现实意义和价值。但是解决多标签分类问题的过程中却会遇到
许多的挑战，例如多标签分类需要面临巨大的输出空间，即可能的标签集合的数
量达到指数级。多标签分类的过程对应于特征空间到标签子集空间的映射过程，
其中标签子集的空间等价于标签的幂集。因此，当存在大量甚至中等数量的标签
时，标签的幂集数目可达到百万级。 
人工神经网络（ANN）是一种模拟人体大脑活动的智能信息处理系统，在
生物科学、金融分析、医疗诊断等方面的应用取得了不错的成果。从数学的方面
来讲，人工神经网络可以认为是一种特殊的运算，给定相应的输入信息，让信息
在神经元之间进行传递，最终得到对应的输出信息。人工神经网络能够快速且准
确地进行自我学习且泛化能力突出，在处理一些复杂的问题上表现出一定的优势。 
经过不断研究创新，D.Rumelhart 等人在 1985 年提出 BP（Back—Propagation）
神经网络。在 BP 神经网络中，输入信息依次往前传递，输出值与期望输出间的
误差则往相反的方向传递。BP 神经网络的结构简单，易于理解，自我调整能力
较好且操作起来比较容易，具有自组织、自适应性以及较强的鲁棒性。BP 神经
网络算法通过有效学习，可以完成其它方法无法完成的特定任务，因此被大量使
用于模式分类、系统仿真、图像识别等方面。许多学者开始将 BP 神经网络用于
解决分类问题，并取得了不错的成果[32],[33],[34],[35]；其中 T. F. Burks 使用 160
张不同纹理图像为数据样本，使用 BP 神经网络进行图像分类，并取得了高达 96.7%
的正确率[32]。该学者还使用著名的地球卫星遥感图像数据集，探讨了不同 BP
神经网络结构对于图像分类的影响[33]。Justin D. Paola 等人使用图森、美国亚利
桑那州、奥克兰、加利福尼亚四个城市的土地图片为数据集，利用 BP 神经网络
进行图像分类，并与最大似然方法比较[34]。P. Wilding 等人使用人体的医疗数据，
利用 BP 神经网络进行乳腺癌和卵巢癌的诊断[35]。三层 BP 神经网络已经被证
明：当隐含层神经元个数达到一定程度，它就具有实现非线性系统的能力[55],[56]。 
通过以上内容可知，将三层 BP 神经网络用于多标签分类的探索具有一定的
现实意义和价值。 
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