Abstract. Given a set D of d patterns of total length n, the dictionary matching problem is to index D such that for any query text T , we can locate the occurrences of any pattern within T efficiently. This problem can be solved in optimal O(|T | + occ) time by the classical AC automaton (Aho and Corasick, 1975) where occ denotes the number of occurrences. The space requirement is O(n) words. In the approximate dictionary matching problem with one error, we consider a substring of T [i..j] an occurrence of P whenever the edit distance between T [i..j] and P is at most one. For this problem, the best known indexes are by Cole et al. (2004) , which requires O(n + d log d) words of space and reports all occurrences in O(|T | log d log log d + occ) time, and by Ferragina et al. (1999) , which requires O(n 1+ ) words of space and reports all occurrences in O(|T | log log n + occ) time. Recently, there have been successes in compressing the dictionary matching index while keeping the query time optimal (Belazzougui, 2010; . However, a compressed index for approximate dictionary matching problem is still open. In this paper, we propose the first such index which requires an optimal nH k + O(n) + o(n log σ)-bit index space, where H k denotes the kth-order empirical entropy of D, and σ is the size of alphabet set from which all the characters in D and T are drawn. The query time of our index is O(σ|T | log 3 n log log n + occ).
Introduction
Given a set D = {p 1 , p 2 ..., p d } of d patterns of total length n, the dictionary matching problem is to index D such that for any query text T, we can locate the occurrences of any pattern within T efficiently. This problem has many practical applications, such as locating genes in a genome, or detecting viruses in a computer program segments. The classical AC automaton proposed by Aho and Corasick [1] requires O(n) words of index space, and can answer a query in optimal O(|T | + occ) time, where occ denotes the number of occurrences. Over the years, several advances were made to solve the dynamic version of this problem (where patterns can be inserted to or deleted from D) [2] [3] [4] . Recently, there has been interests in making the index space compressed or succinct [6, 7, 12, 13] . The best solution requires only a compressed space of nH k + O(n) bits, where H k is the kth-order empirical entropy of D, while maintaining query time optimal.
We can generalize the dictionary matching problem to approximate dictionary matching problem by relaxing the definition of an occurrence. Precisely, in approximate dictionary matching with k errors, we consider P occurs at position i in T whenever there is some substring T [i.
.j] such that the edit distance between T [i..j] and P is at most k. 4 In this paper, we focus on the case where k = 1. Ferragina et al. [9] proposed an index with O(n 1+ ) words of space, which can answer a query in O(|T | log log n+occ) time. Then, Amir et al. [5] gave another index with a reduced space of O(n log 2 n) words, and the query time became O(|T | log 3 n log log n+occ). Later, Cole et al. [8] reduced the index space further to O(n + d log d) words, and simultaneously improved the query time to O(|T | log d log log d + occ).
Note that the space requirement of the above indexes are much more than optimum. Since the information today is very large and the memory of the computer is limited, it is essential to have compressed indexes. In this paper, we propose the first compressed space index for approximate dictionary matching with one error, whose index space is nH k + O(n) + o(n log σ) bits, which is (almost) optimal. The query time of our index is O(σ|T | log 3 n log log n + occ). Our approach is based on compressing Amir et al.'s index with sampling, where the latter is one of the powerful techniques in compressed text indexing [13] [14] [15] .
The organization of the paper is as follows. Section 2 describes some existing results that form the building blocks of our index. Section 3 reviews the index of Amir et al. [5] , while Section 4 gives the details of our compressed index. We conclude the paper in Section 5.
Preliminaries

Efficient Storage Scheme for Strings
Ferragina and Venturini [10] proposed the following efficient storage scheme for strings.
Lemma 1 ([10])
A string S[1...n] over an alphabet of size σ can be stored in nH k +o(n log σ) bits space, such that any substring of S of length can be retrieved in O(1 + / log σ n) time.
Suffix Trees and Suffix Arrays
Let S be a set of strings, and let τ be a compact (i.e., path-compressed) trie over this set of strings. For each node v in τ , we use path(v) to denote the concatenation of edge labels along the path from the root to v. Then we have the following definition.
Definition 1 For any string S, the locus of S in a compact trie τ is defined to be the lowest node v (i.e., the farthest node from the root) such that path(v) is a prefix of S.
The suffix tree [16, 18] for a set of strings S = {S 1 , S 2 , ..., S r } is a compact trie storing all suffixes of each string S i . Let n = r i=1 |S i | denote the total number of characters in S, so that there are n suffixes in the suffix tree. For each internal node v in the suffix tree, it is shown that there exists a unique internal node u in the tree, such that path(u) is equal to the string obtained from removing the first character of path(v). Usually, there is a pointer stored from v to u, and this pointer is known as the suffix link of v. By utilizing the suffix links, suffix tree admits very efficient string matching power, as shown in the following lemma.
Lemma 2 Let T be the input text, and T (j) be the suffix of T starting at the jth character. The loci of all T (j) in the suffix tree for S can be found in O(|T |) time.
The suffix array SA[1...n] is an array which stores the starting positions of all the suffixes when the suffixes are sorted in the lexicographical order. In other words, SA[i] is the starting position of the ith lexicographically smallest suffix (among all the n suffixes stored). We also define its inverse, SA For any pattern P , it is known that all suffixes whose prefix matches exactly with P will correspond to a contiguous region in SA. The range of such a region is called the suffix range of P . By storing SA and its inverse, we have the following lemma.
Lemma 3 Let [ 1 , r 1 ] and [ 2 , r 2 ] be the suffix ranges of patterns P 1 and P 2 . Then the suffix range [ , r] of P 1 P 2 (concatenation of P 1 and P 2 ) can be computed in O(log n) time.
Proof. Note that 1 ≤ ≤ r ≤ r 1 and the task is to find the range of i, such that
This can be performed in O(log n) time by doing a binary search on i.
Lemma 4 Let T be the input text, and T (j) be the suffix of T starting at the jth character. By preprocessing T initially in O(|T | log n) time, then for any character c, the locus of cT (j) in a suffix tree for any j can be answered in O(log 2 n) time, where cT (j) is a string formed by the concatenation of c and T (j).
Proof. For i = 1, 2, 4, 8, . . ., we divide the text T into |T |/i different blocks, each of length i, and find the locus of each block. This takes a total of O(|T | log n) time by Lemma 2. Now the locus of cT (j) can be obtained as follows: Partition T (j) into O(log n) maximal intervals, each starting and ending with a blocking boundary. Next, continuously add the partition of T (j) to c, and compute the suffix range by Lemma 3. Once the suffix range is empty, we backtrack to get the longest prefix of T (j) that can be added to c with a non-empty suffix range. Thus O(log n) suffix ranges are computed, taking a total of O(log 2 n) time by Lemma 3.
Centroid Path and Centroid Path Decomposition
Let ∆ be a tree with n nodes. We define the size of an internal node v to be the number of leaves in the subtree rooted at v. Then the centroid path of the tree ∆ is the path starting from the root, so that each node v on the path is the largest-size child of its parent. The centroid path decomposition of the tree ∆ is the operation where we decompose each off-path subtree of the centroid path recursively; as a result, the edges in ∆ will be partitioned into disjoint centroid paths.
Lemma 5 ([8])
The path from the root of ∆ to v traverses at most log n centroid paths.
Sparse Suffix Trees
Let α be a sampling factor. For a string S[1.
.|S|], we call every substring S[1 + iα.
.|S|] an α-sampled suffix of S, and similarly we call every substring S[1.
.iα] an α-sampled prefix of S. In our index, we maintain two tries ∆ f and ∆ r , where ∆ f is a trie of all α-sampled suffixes of p i ∈ D, and ∆ r is a trie containing the reverse of all α-sampled prefixes of p i ∈ D. The number of nodes in ∆ f and ∆ r is O(n/α), and hence their size is bounded by O((n/α) log n) bits. 5 Note that along with ∆ f and ∆ r , we will also store D. By applying the storage scheme in Section 2.1 (Lemma 1), we obtain the following lemma.
Lemma 6 By maintaining an index of size nH
Though a sparse suffix tree shares a lot of similarities with the ordinary suffix tree, Lemma 4 will not work directly in a sparse suffix tree, since the sampled tree contains only the original suffixes that are α positions apart. However, by considering each character in the sparse suffix tree as a concatenation of α characters from Σ, Lemma 4 can be extended as follows.
Lemma 7 Let T be the input text, and T (j) be the suffix of T starting at the jth character. Then by preprocessing T initially in O(|T | log n) time, the locus of C α T (j) (in ∆ f or ∆ r ) for any j can be answered in O(α + log 2 n) time, where C α is a string of length α.
Range Minimum Query (RMQ)
Let A be an array of length n. A range minimum query (RMQ) on A takes a query interval [i, j] and the task is to return an index k such that
This can be answered in constant time by maintaining a structure of 2n + o(n) bits over A [11] .
Three-Sided Range Query Structure
Let R = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )} be a set of n points in the two-dimensional space. Without loss of generality, we assume that x i ≤ x i+1 . A three-sided query on R is defined as follows: Given a query range [
Approximate Dictionary Matching with One Error
To simplify the discussion, throughout the remainder of this paper, we will assume that the error (if any) is due to character substitution. Insertion or deletion errors can be handled easily in a similar fashion. In this section, we first introduce Amir et al.'s index [5] for approximate dictionary matching with one error. Then we show a simple substitution idea, which changes the query algorithm so that the space bound of Amir et al.'s index can be improved. Next, all the nodes in ST D and ST D R are renamed according to the centroid path decomposition, such that the nodes in the same centroid path have contiguous id's. They also maintain a three-dimensional (n × n × σ) range searching structure which links the nodes v ∈ ST D , u ∈ ST D R , and a character c ∈ Σ, whenever the concatenation of (i) the reverse of path(u), (ii) c, and (iii) path(v) is equal to some pattern p i ∈ D. Note that u and v are represented by the node id's which are renamed according to the centroid path decomposition. The approximate dictionary matching algorithm is given as follows. Now our task is to quickly check if there is any pattern p k which matches T with exactly one error, where the error appears at the location t i . This query can be modeled as a range query on the linking structure between all the ancestors of u, all the ancestors of v, and character c = t i . Based on the property of centroid path decomposition, this query can be decomposed into O(log 2 n) 5-sided queries and can be answered in O(|T | log 3 n log log n + occ) time. Steps 1 and 2 can be answered by Lemma 2. The main space bottleneck in Amir et al.'s index is the three-dimensional range searching structure of Overmars [17] , so that their total space complexity is O(n log 2 n) words.
Substitution Idea
We show how to reduce the above three-dimensional range searching problem into a series of two-dimensional range searching problem, so that we can achieve an index with smaller space. In particular, we use a two-dimensional range searching structure, such that the nodes v ∈ ST D and u ∈ ST D R are linked if and only if the concatenation of (i) the reverse of path(u) and (ii) path(v) is equal to a pattern p i ∈ D. The query algorithm is modified as follows. 3. Similar to the approach in Section 3.1, we perform the intersection query on all ancestors of u and v, by splitting the query into O(log 2 n) three-sided queries.
The three-sided queries of Step 3 can be answered using the structures described in Section 2.6. The result can be summarized in the following theorem.
Theorem 1 Approximate dictionary matching with one error can be performed in O(σ|T | log 2 n log log n + occ) by maintaining an O(n)-word index.
Compressed Approximate Dictionary Matching with One Error
Now we describe our idea for compressed approximate dictionary matching with one error. Our index is similar to the index described in Section 3.2, and we use the sampling scheme of [13] to reduce the space requirement of our index. We handle long patterns (|p i | ≥ α) and short patterns (|p i | < α) separately using two different indexes, where α is a sampling factor.
Handling Long Patterns
For our index, we construct sparse suffix trees ∆ r and ∆ f of the patterns in D for a given sampling factor α. Also, we extract the longest prefix of each pattern whose length is a multiple of α, then block every α characters in each pattern into a big character, and construct an auxiliary suffix tree SST D on these blocked prefixes. Similarly we construct an suffix tree SST D R on the reversed form of the above blocked prefixes.
In ∆ f and ∆ r , if a node represents a suffix of a pattern (not a pattern itself) in D or D R , we mark this node, and call it a marked suffix node. Then, for each node representing a pattern, we mark it in a different way and store a pointer to its nearest marked ancestor node which also represents a pattern. In the SST D (respectively SST D R ), for each node we store a pointer pointing to the corresponding node in the compact trie ∆ f (respectively ∆ r ), which represents the same suffix in D (respectively D R ). For each pattern P whose length is not a multiple of α, we define the residue of P to be its last x characters, where x = |P | (mod α). We use the following Query Algorithm 1 to find all the matches such that the error appears in the "blocked prefix" part of the pattern. Then we use Query Algorithm 2 to find all the matches such that the error appears in the residue part of the pattern.
Query Algorithm 1
For j = 1, . . . , α do For i = 1, . . . , m/α do For each character in the substring t j+(i−1)α ...t j+iα−1 , we will change it σ times and do the following steps. Thus we would do the following steps for σα times.
1. Find the locus node v of the longest prefix of t j+iα ...t m in SST D . 2. Find the locus node u of the longest prefix of t j+iα−1 ...t 1 in SST D R . Note that in Steps 1 and 2, we query the suffix trees with big characters. 3. Use v to find the corresponding node in ∆ f and then we further traverse the sparse suffix tree ∆ f to find the correct locus node v of the longest prefix of t j+iα ...t m in ∆ f . We do this further traversal because the length of some long patterns might not be a multiple of α. 4. Use u to find the corresponding node u in ∆ r . According to u , we report all the marked ancestors (which correspond to long patterns in D) of u . 5. Perform the intersection query on those marked suffix nodes which are ancestors of v in ∆ f and those marked suffix nodes which are ancestors of u in ∆ r .
For each round, in Step 1, we use the result of Lemma 2 so that it takes amortized O(1) time (and a total of O(|T |) time). In Step 2, we use the result of Lemma 6 so that it takes O(log 2 n) time.
Step 3 and
Step 4 are straightforward and they take at most O(α) time. In Step 5, we use the same scheme as in the Section 3.2, so that it takes O(log 2 n log log n + |output|) time. Thus, for each round, the total time is O(log 2 n log log n+|output|). Since there are σ|T |α rounds, the total time of our algorithm is bounded by O(σ|T |α log 2 n log log n + occ). The space requirement of the sparse suffix trees and the auxiliary suffix trees is O(Σ d i=1 (|p i |/α + 1) log n) = O((n/α) log n) bits, and the space requirement of the centroid path decompositions and the range searching structure is also
Query Algorithm 2
For j = 1, .., α do For i = m/α, ..., 1 do For each character in the substring t j+iα ...t j+(i+1)α−2 , we will change it σ times and do the following steps. Thus we would do the following steps for σ(α − 1) times.
1. Find the locus node v of the longest prefix of t j+iα ...t j+(i+1)α−2 in ∆ f . 2. Find the locus node u of the longest prefix of t j+iα−1 ...
Step 2, we query the suffix tree with big characters. 3. Use u to find the corresponding node u in ∆ r . 4. Perform the intersection query of the marked suffix nodes (whose depth is larger than the length of the substring from t j+iα to the changed character) which are the ancestors of v in ∆ f and ancestors of u in ∆ r . Note that there are O(α) marked suffix nodes which are the ancestors of v , so that we will find these marked suffix nodes directly.
Query Algorithm 2 is very similar to Query Algorithm 1, and it is easy to show that they have the same time complexity. The space complexity is also the same as we use the same structures. This gives the following theorem.
Theorem 2 Let D 1 ⊆ D be the subset of all long patterns in D, where each pattern p ∈ D 1 has length at least α. Let p∈D 1 |p| = n 1 ≤ n. Then D 1 can be indexed in n 1 H k (D 1 ) + o(n log σ) + O((n/α) log n) bits of space, such that all the occurrences of patterns p ∈ D 1 which appear as a substring of an online text T with one error can be reported in O(σ|T |α log 2 n log log n + occ) time.
Handling Small Patterns
In order to handle short patterns, we maintain an index for exact dictionary matching for the set of all short patterns (|p i | ≤ α). Here we choose the nH k (D) + O(n)-bit index by Hon et al. [12] which can perform dictionary matching in optimal O(|T |+occ) time. Our approach is again by substitution. First we block the text T into overlapping intervals T 1 , T 2 , ... of length 2α, where
Then we obtain a set of new blocks by introducing an error in each position of each of these blocks. The total number of such new blocks (with one error) is
. Now all these new blocks can be checked separately to report the matches. However, this approach creates a small problem as all the reported occurrences need not be an approximate match (some can be exact matches as the introduced error need not be within an occurrence). However the number of occurrences within a block is bounded by 2α 2
= O(α 2 ), hence the total number of outputs can be bounded by O(σ|T |α 3 ). Among all outputs, those which match with an error position can be reported as the actual outputs.
Theorem 3 Let D 2 ⊆ D be the subset of all short patterns in D, where each pattern p ∈ D 2 has length less than α. Let p∈D 2 |p| = n 2 ≤ n. Then D 2 can be indexed in n 2 H k (D 2 ) + O(n 2 ) bits space, such that all the occurrences of patterns p ∈ D 2 which appear as a substring of an online text T with one error can be reported in O(σ|T |α 3 ) time.
Using the results from Theorems 2 and 3, we maintain separate indexes for short and long patterns. The following theorem can be obtained by choosing α = log n.
Note that H k is the kth order empirical entropy of the complete set (long and short) of patterns.
Theorem 4 Approximate dictionary matching with one error can be solved in (almost) optimal nH k +O(n)+o(n log σ) bits space and O(σ|T | log 3 n log log n+occ) query time.
Concluding Remarks
In this paper, we have proposed the first compressed index for approximate dictionary matching with one error, taking space close to the optimal. There are several interesting open problems in this research direction:
1. Can we improve the query time so that it becomes independent of σ, while keeping the space succinct/compressed? 2. Can we obtain an efficient compressed index for approximate dictionary matching with k errors? 3. Can we modify the index to allow efficient updates of patterns in D?
