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Abstract
View-based approach that recognizes 3D shape through
its projected 2D images achieved state-of-the-art perfor-
mance for 3D shape recognition. One essential challenge
for view-based approach is how to aggregate the multi-view
features extracted from 2D images to be a global 3D shape
descriptor. In this work, we propose a novel feature aggre-
gation network by fully investigating the relations among
views. We construct a relational graph with multi-view im-
ages as nodes, and design relational graph embedding by
modeling pairwise and neighboring relations among views.
By gradually coarsening the graph, we build a hierarchical
relational graph embedding network (HRGE-Net) to aggre-
gate the multi-view features to be a global shape descriptor.
Extensive experiments show that HRGE-Net achieves state-
of-the-art performance for 3D shape classification and re-
trieval on benchmark datasets.
1. Introduction
3D shape recognition is an important research area in
computer vision. The 3D shapes, including real scanned or
CAD objects, retain richer geometric and shape information
for recognition than the 2D images captured from a single
view. 3D shape recognition plays a critical role in applica-
tions such as automatic drive [24], archaeology [27], virtual
reality / augmented reality [11], etc.
There have been tremendous advances in research on
deep learning-based 3D shape recognition in recent years.
According to shape representation, they can be divided
into three categories including voxel-based, point-based,
and view-based methods. Voxel-based methods represent a
3D shape by a collection of voxels [25] in 3D Euclidean
space, then build neural networks on voxels to learn the
3D features for recognition [34, 20]. Though they are ef-
fective in performance, they commonly have great chal-
lenges including the computational complexity, voxel reso-
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(a) 3D shape and multi-view rendering.
(b) Examples of 2D images in neighboring views.
(c) Pairs of 2D images with symmetric poses.
Figure 1: Illustration of a 3D shape and its multi-view im-
ages. The images are rendered from 12 views by camera
around the shape as shown in (a). The images from neigh-
boring views are related in both poses and appearance as
shown in (b). In (c), the left and right pairs of images are
symmetric in poses.
lution, and data sparsity caused by voxelization of the shape
surface. Point-based methods directly define networks on
point clouds or mesh. PointNet [4] is a simple but pow-
erful deep architecture that takes point positions as input.
Succeeding methods, e.g., PointNet++ [26], SpiderCNN
[35], PointCNN [18], achieve improved performance for
3D shape recognition. View-based methods [31, 25, 37, 15]
recognize shape categories by extracting and aggregating
multi-view features, and commonly achieve state-of-the-
art performance for shape recognition. However, the chal-
lenges are how to project 3D shapes and how to effectively
aggregate features learned from multi-view 2D images.
In this work, we focus on the research of view-based 3D
shape recognition, and propose a novel network architecture
to embed the multi-view features to a global 3D shape de-
scriptor for 3D shape representation. For view-based meth-
ods, the simple max-pooling or average-pooling of multi-
view features ignores the relations among multi-view im-
ages. As shown in Fig. 1(b), the rendered 2D images cap-
tured from neighboring views have strong relation, e.g., the
poses and appearance are similar and smoothly changed.
Moreover, as shown in Fig. 1(c), the paired multi-view 2D
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images in different views are also related, e.g., the examples
of paired 2D images are symmetric. Therefore, we believe
that the 2D images of neighboring views and pairwise views
contain valuable information that could be meaningful for
aggregating multi-view features.
Motivated by the above analysis, we propose a novel re-
lational graph network to effectively aggregate the multi-
view features for 3D shape recognition. We first construct
a relational graph over the multi-view images, and then de-
sign a network block of relational graph embedding over
the graph. This network block explicitly models the pair-
wise and neighboring view relations among multi-view im-
ages respectively by pairwise relation module and neigh-
boring relation module. Based on this relational modeling,
we successively coarsen the relational graph, and design a
hierarchical relational graph embedding network, dubbed
as HRGE-Net, over the graph hierarchy. The learned
HRGE-Net can gradually aggregate the multi-view features
considering relations among views and produce a discrimi-
native global shape descriptor.
Compared with traditional view-based methods, this re-
lational graph can effectively explore the relations hid-
den among the views. We evaluate our method on 3D
benchmark datasets, and our network achieves state-of-the-
art performance, e.g., 95.0% per class and 96.8% per in-
stance classification accuracies on ModelNet40 [34], 77.2%
micro-averaged and 63.8% macro-averaged retrieval mAP
on ShapeNet Core55 [29].
2. Related Work
2.1. View-based 3D Shape Recognition
Multi-view images of a 3D shape contain rich shape
information, and view-based methods commonly lead to
higher accuracy for shape recognition compared with voxel
and point-based methods. In [1], an efficient 3D retrieval
system was built by extracting features of multi-view im-
ages by CNN and matching two shapes by defining similar-
ity between two sets of view features. In [31, 32], multi-
view image features were pooled across views by max-
pooling and then passed through additional network layers
to obtain a compact shape descriptor for recognition.
Recently, several works consider the advanced fusion
strategy for multi-view feature aggregation. [37] proposed a
harmonized bilinear pooling for aggregating the multi-view
features from the perspective of patches to patches similar-
ity. In [5, 12], the sequential multi-view images were se-
lected and / or aggregated by a RNN with attention for pro-
ducing a global shape representation. Both of [8, 33] inves-
tigated the grouping relationship of multi-view features and
designed feature pooling on view groups. In [36], a point-
view network was proposed for integrating the point cloud
and multi-view data for joint 3D shape recognition. Rota-
tionNet [15] is one of the state-of-the-art methods for shape
recognition, which treated the view index as an optimized
latent variable when predicting shape labels.
These research achieved promising results for 3D shape
classification and retrieval. Compared with them, our ap-
proach models the multi-view images of a shape as a graph
and explicitly learns the relations among the pairwise views
and neighboring views by a novel hierarchical relational
graph embedding network. As shown in the experiments,
it achieves state-of-the-art results for shape recognition.
2.2. Relational Graph Network
Modeling the relations among entities or objects is an
important task in real-world applications. Objects constitute
the nodes of a graph, and the relations among objects can
be modeled as graph edges. Early works [10, 9, 21] coped
with the object relations by a post-processing operation to
re-weight the objects. Recently, the relations are modeled
in deep learning framework, where LSTM is utilized for
sequential reasoning [17, 30]. Relation network [28] is a pi-
oneer work for relation reasoning with a simple neural net-
work. It first recognizes objects in the raw input data, and
then utilizes a relational reasoning module to reason about
the objects and their interactions. Based on [28], [22] pro-
posed a recurrent relational reasoning module to model the
message passing process on graph. In [14], attention strat-
egy was introduced to relation networks for instance recog-
nition. These works have shown notable performance in
applications such as visual QA (question and answer), text-
based QA, and dynamic physical systems, justifying the ef-
fectiveness of relational modeling of objects / entities.
Our network is inspired by relation network [28, 22], but
with novel designs considering domain knowledge in 3D
shape recognition. For example, we take the multi-view
features as graph nodes instead of objects, we further de-
sign two types of relations, i.e., pairwise and neighboring
view relations, and organize these relation models to be
a hierarchical deep architecture over gradually coarsened
graphs. By ablation study, our relational modules and graph
architecture are beneficial for improving the performance of
shape recognition.
3. HRGE-Net
In this section, we present the details on the design of our
HRGE-Net. As illustrated in Fig. 2, HRGE-Net consists of
three stages. In the view feature extraction stage, multi-
view features are extracted from projected 2D images of a
3D shape. In the hierarchical relational graph embedding
(HRGE) stage, the features are aggregated to be a global
feature to represent the shape, which is then sent to the last
label prediction stage for predicting its category.
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Figure 2: Pipeline of hierarchical relational graph embedding network. It consists of three stages: the view feature extraction,
hierarchical relational graph embedding (HRGE) and label prediction stages. The HRGE stage is proposed to aggregate
multi-view features.
3.1. View Feature Extraction
We project a 3D shape to multi-view 2D images using
similar settings as in [31, 32] by Phong reflection model
[23]. Given a 3D object, we first rescale it to fit the fixed
viewing volume. Then the virtual cameras are radially sym-
metric placed, and elevated with 30 degrees around the up-
right direction. Finally, we render the objects to the virtual
camera plane to form a series of images {Ii}Ni=1 with views
indexed by i, and the rendered images are with black back-
ground. For more details, please refer to [31, 32].
For the rendered multi-view images {Ii}Ni=1, we extract
their features by a fine-tuned ResNet-50 [13] network. The
network is firstly pre-trained on ImageNet [7] for image
classification, then fine-tuned on the shuffled multi-view
images of all the 3D shapes for classification. Finally, the
features before the last fully connected layer are taken as
multi-view features. All the 2D images from different views
share ResNet-50 for feature extraction. For multi-view im-
ages {Ii}Ni=1, after the feature extraction, we derive multi-
view features {xi}Ni=1, which are taken as inputs of our fol-
lowing hierarchical relational graph embedding stage.
3.2. Hierarchical Relational Graph Embedding
In this stage, we aim to aggregate the extracted multi-
view features {xi}Ni=1 to be a global 3D shape descriptor.
As illustrated in Fig. 1, the rendered images from neighbor-
ing views have strong relations (see Fig. 1(b)) in both poses
and appearance. Moreover, we also believe that the ren-
dered images between pairwise views also have strong rela-
tions, e.g., the images may be symmetric from some specific
paired views (see Fig. 1(c)). These relations should provide
additional discriminative information for shape recognition.
Motivated by these observations, we are interested to design
a network that can learn to aggregate these multi-view fea-
tures considering their relations.
Multi-view Relational Graph. Given the multi-view fea-
tures, a graph can be constructed using each view’s feature
as a node and the view-based relations (will be discussed
later) as edges. Since we assume that the virtual cameras
lie on a circle around object, therefore the graph is defined
on a circle around the object, as illustrated in HRGE stage
in Fig. 2. Our hierarchical relational graph embedding hier-
archically aggregates the input N view features ({xi}Ni=1)
from finer graph with N nodes to coarser graphs with de-
creasing number of nodes (i.e., views) by graph coarsening.
Without loss of generality, at level l of the graph hierarchy,
we denote the corresponding relational graph as Gl with its
graph node feature as {xli}Nli=1, where Nl is the number of
views at level l.
At the level l of graph hierarchy, we next design re-
lational graph embedding to aggregate shape features on
graph Gl considering the relations of pairwise views and
neighboring views.
3.2.1 Pairwise Relation Module
This module is responsible for modeling pairwise relation
among nodes (i.e., views) in graph Gl to investigate the re-
lations of all pairwise views. As shown in Fig. 3, we set
the graph edges as the edges connecting each pair of graph
nodes. Then, we define the pairwise relation between nodes
i, j of graph Gl as:
rlij = f
l
θl
([xli,x
l
j ]), i, j = 1, 2, ..., Nl (1)
where [·, ·] denotes the concatenation of two vectors. f lθl(·)
is a relation function with learnable parameter θl, aiming at
exploring the relation between two nodes of the graph. In
our implementation, we design it as a three-layer MLP with
2048 units in each pairwise relation module.
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By Eqn. (1), we derive the relations between any two
nodes of the graph, then we further gather these relations to
achieve the relational feature for each graph node:
Rli =
∑
j∈Ω(i)
rlij , i = 1, 2, ..., Nl (2)
where Ω(i) denotes all nodes that have edges connecting to
node i. This is similar to the message passing process that
collecting information from its connected nodes.
For node i, we then design an operation to fuse the rela-
tional feature Rli with its original feature x
l
i as:
x˜li = g
l
φl
([xli, R
l
i]), i = 1, 2, ..., Nl (3)
where glφl(·) is a feature fusion function with learnable pa-
rameter φl. In our implementation, it is designed as a simple
fully connected layer with 2048 units. By Eqn. (3), node
features are updated considering pairwise relations on the
graph, such that the updated features are with larger recep-
tive field on the graph. After pairwise relation module, we
derive the relational graph Gl with updated node features
x˜li, which are taken as inputs of the following neighboring
relation module.
3.2.2 Neighboring Relation Module
We further model the relations among neighboring views,
because the neighboring views are related with continu-
ously changed poses and appearance (e.g., Fig. 1(b)). For
the graph Gl with its node feature x˜li, we compute the
neighboring relation for each graph node i as:
xˆli =

hlψl([x˜
l
i−1, x˜
l
i, x˜
l
i+1]), i = 2, ..., Nl − 1
hlψl([x˜
l
Nl
, x˜li, x˜
l
i+1]), i = 1
hlψl([x˜
l
i−1, x˜
l
i, x˜
l
1]), i = Nl
(4)
where [·, ·, ·] is a concatenation operation, hlψl(·) is a re-
lation function with learnable parameter ψl, and it is de-
signed to investigate the relations among triplet of neigh-
boring views’ features, and maps the high dimensional con-
catenated features into a low dimension feature space. In
our work, we design hlψl(·) as a fully connected layer with
2048 units. By Eqn. (4), we fuse the node features with its
neighboring node features in the graph, and it can be seen
as a convolution operation on the graph with spatial neigh-
borhood of 1× 3.
After updating the node features, we then coarsen the
graph Gl by down-sampling the graph nodes with view
stride of s, achieving a new relational graph Gl+1 with
Nl+1 =
Nl
s nodes, whose nodes features are x
l+1
i = xˆ
l
s×i,
i = 1, · · · , Nl+1. We set s = 2 in our implementation.
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Figure 3: Relational graph embedding. The node features
are first sent to pairwise relation module, followed by neigh-
boring relation module and graph coarsening. The three
neighboring views are indicated by green, yellow and red
in the middle and right rings.
3.2.3 Summary of Relational Graph Embedding
In summary, as shown in Fig. 3, the input multi-view fea-
tures {xli}Nli=1 are successively processed by the pairwise
relation module and neighboring relation module. The fea-
tures of each graph node are updated considering features
of the other views, and the relations can be automatically
learned by training the network. Note that, for simplicity,
we implement the relation functions of f lθl(·), hlψl(·) and
feature fusion function glφl(·) with simple neural network
layers, and they can also be designed as other complex func-
tions with larger capacity.
3.2.4 Hierarchical Relational Graph Embedding
For one relational graph embedding stage l, it embeds
multi-view features on a graph Gl to output the updated
features on a coarsened graph Gl+1 with less number of
views. We concatenate multiple repetitions of relational
graph embedding to be a hierarchical deep architecture, i.e.,
the HRGE-Net. To retain all the shape features in the hier-
archy, in each stage except the last graph GL, we perform
max-pooling on multi-view features {x˜li}Nli=1 followed by l2
normalization (Norm) to be a global shape descriptor:
Fl =
Fˆl
||Fˆl||2
, Fˆl = maxpool({x˜li}Nli=1), l = 0, 1, ..., L− 1
(5)
For the last relational graph GL, we directly max-pool and
normalize its node features {xLi }NLi=1 to get FL, and the final
global shape feature is the concatenation of all the global
features at all levels: F = [F0, · · · , FL].
The proposed hierarchical relational graph embedding is
summarized in Algorithm 1 for clarity, where θl, φl, ψl (l =
0, . . . , L − 1) are network parameters to learn. We next
present two instances of HRGE-Net with different number
of input views.
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6-View HRGE-Net: The 6 views of a 3D shape construct
a relational graph with 6 nodes. The graph is coarsened
once with stride of two, then the HRGE-Net is with rela-
tional graph embedding defined over graphs in a hierarchy
with 6 nodes and 3 nodes. The final global feature of a 3D
shape is concatenation of F0, F1.
12-View HRGE-Net: Taking 12 view features as a rela-
tional graph with 12 nodes, the HRGE-Net performs rela-
tional graph embedding defined over graph hierarchy with
nodes of 12, 6, 3 respectively. Therefore, the final 3D shape
descriptor is the concatenation of F0, F1, F2. Please refer to
Fig. 2 for illustration of 12-view HRGE-Net.
Comparison with CNNs and GNNs: Compared with
CNNs defined over image grid for recognition, our deep
network is also a hierarchical architecture, but models re-
lational pattern of multi-view features defined over a hi-
erarchy of graphs. Compared with conventional graph
neural networks (GNN), our graph network is defined
over graphs of multi-view features, and models the inter-
relations among multi-views motivated by the domain
knowledge in multi-view imaging.
Algorithm 1: Forward computation of HRGE.
θl, φl, ψl (l = 0, · · · , L− 1) are parameters to learn.
Input: Relational Graph G0, number of the layers L
1 for 0 ≤ l < L do
2 for each node i of Gl do
3 # Learn pairwise relation
4 Rli ←
∑
j∈Ω(i) f
l
θl
([xli,x
l
j ])
5 # Update view feature
6 x˜li ← glφl([xli, Rli])
7 end
8 # Global shape feature by MP and Norm
9 Fˆl ← maxpool({x˜li}Nli=1)
10 Fl ← normalize(Fˆl)
11 for each node i of Gl do
12 # Learn neighboring relation and update view
feature
13 xl+1i ← hlψl([x˜l(·), x˜li, x˜l(·)]) by Eqn. (4)
14 end
15 # Graph coarsening by down-sampling
16 Gl+1 ← Gl ↓, {xl+1i }Nl+1i=1 ← {xli}Nli=1 ↓
17 end
18 # Global shape feature by MP and Norm
19 FˆL ← maxpool({xLi }NLi=1)
20 FL ← normalize(FˆL)
21 # Aggregate the feature in all layers
22 F = [F0, ..., FL]
23 Output: global feature F
3.3. Label Prediction
In this stage, we take the shape features F learned from
HRGE as input and predict the label of the 3D shape. In
our implementation, the label predictor is taken as a simple
fully connected layer followed by softmax operation and a
cross-entropy loss function.
3.4. Network Training
We train HRGE-Net by two steps similar to [31]. In
the first step, the pre-trained ResNet-50 on ImageNet [7]
is fine-tuned on all the multi-view images for classifica-
tion, then the fine-tuned ResNet-50 without its last fully
connected layer is taken as view feature extractor. In the
second step, we train the whole pipeline including the fea-
ture extractor, HRGE, and label predictor for shape recog-
nition by end-to-end training. The gradients of loss w.r.t.
parameters of HRGE and ResNet-50 can be computed by
auto-differentiation.
When fine tuning the ResNet-50, we use Adam opti-
mizer with weight decay, batch size, epoch number and
initial learning rate as 10−3, 64, 30, 5 × 10−5 respectively.
The learning rate is reduced by half every 10 epochs.
When training the whole architecture, we use Adam op-
timizer with weight decay, batch size, epoch number and
initial learning rate as 10−3, 72, 60, 10−5 respectively. The
learning rate is reduced by scale of 0.5 every 20 epochs.
These training takes about 8 and 16 hours respectively on a
NVIDIA GTX 1080 Ti GPU.
4. Experiments
In this section, we evaluate our HRGE-Net on bench-
mark datasets for 3D shape classification and retrieval.
4.1. Datasets
ModelNet40 [34]. This dataset consists of 12,311 3D
shapes from 40 categories, with 9,483 training models and
2,468 test models for shape classification. There are dif-
ferent number of shapes across categories. Various meth-
ods have reported their results on this dataset with differ-
ent shape representations including voxels, point clouds and
multi-view images.
ShapeNet Core55 [29]. This dataset contains a total
of 51,162 3D models categorized into 55 classes, which
are further divided into 203 sub-categories. The training,
validation and test sets consist of 35764, 5133 and 10265
shapes respectively. Different classes have varying number
of samples. We select the “normal” version of the dataset,
i.e., all of the shapes are consistently aligned and normal-
ized to a unit length cube.
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Figure 4: Per instance classification accuracy on Model-
Net40 for some leading view-based methods with 12 views.
4.2. Evaluation for 3D Shape Classification
We first evaluate our 12-view HRGE-Net on Model-
Net40 for shape classification. We compare with diverse
methods. MVCNN [31] is an effective multi-view shape
recognition method based on deep learning, and MVCNN-
new [32] improves its results by improving the rendering
technique. PVRNet [36] is an approach fusing the multi-
view image and point cloud features. RCPCNN [33] ex-
ploits the relation among view features using a cluster-
ing strategy, and similar strategy is employed in GVCNN
[8]. MHBN [37] aggregates the multi-view features by
bilinear pooling. We also compare with models based
on points, voxels and mixed representations, including
3DShapeNets [34], VoxNet [20], VRN Ensemble [3], Point-
Net++ [26], Kd-Networks [16], MVCNN-MultiRes [25].
The classification results of above methods are presented
in Table 1. It can be observed that we achieve the high-
est scores for both per class and per instance accuracies.
Among the previous methods, MVCNN-new [32] achieved
the highest accuracies, but our HERG-Net is superior on
both measurements by achieving 1.0% and 1.3% higher
scores. Compared with MVCNN-new [32] that aggregates
the multi-view features by max-pooling, the improvement
demonstrates the effectiveness of our feature aggregation
strategy, i.e., fusing the multi-view features gradually with
a relational graph. Compared with [33, 8], our HRGE-Net
achieved at least 3% higher in per instance accuracy.
For fair comparison, we also compare with view-based
methods with 12 views in Fig. 4. Compared with the tradi-
tional view-pooling methods like MVCNN [31], MVCNN-
new [32], MHBN [37], RCPCNN [33] and GVCNN [8],
our HRGE-Net achieves significantly higher accuracy. This
improvement shows the effectiveness of our proposed hier-
archical relational graph embedding.
RotationNet [15] is an interesting approach that esti-
mates poses and tries several variants of camera settings for
multi-view projections. Differently, our approach consid-
ers how to aggregate the 3D mutli-view features. In Ta-
ble 2, with ResNet-50 as multi-view feature extractor and
Table 1: Shape classification accuracy (in %) on Model-
Net40.
Method Input
Per Class
Acc.
Per Ins.
Acc.
3DShapeNets[34]
Voxels
77.3 −
VoxNet[20] 83.0 −
VRN Ensemble[3] − 95.5
PointNet++ [26] Points − 91.9
Kd-Networks [16] 88.5 91.8
MVCNN[31]
Images
90.1 90.1
MVCNN-new[32] 94.0 95.5
MVCNN-MultiRes[25] 91.4 93.8
PVRNet[36] 91.6 93.2
GVCNN[8] 90.7 93.1
RCPCNN[33] − 93.8
MHBN [37] 93.1 94.7
HRGE-Net Images 95.0 96.8
Table 2: Shape classification accuracy (in %) on Model-
Net40. All of following models take the ResNet-50 as view
feature extractor.
Method # Views Per Ins. Acc.
RotationNet-mean 20 94.77±1.10
RotationNet-max 20 96.92
RotationNet 12 90.65
HRGE-Net 12 96.84
12 views with upright orientation, our HRGE-Net achieves
6.19% higher in accuracy than RotationNet. By varying
the camera poses using 20 views from vertices of a do-
decahedron encompassing the object, the mean accuracy
of RotationNet is 94.77% ± 1.10%, which is also lower
than our HRGE-Net. Our HRGE-Net with less number
of views which fixed upright orientation achieves almost
the same accuracy with RotationNet-Max with best camera
poses with 20 views.
4.3. Ablation Study
We next go deeper to justify the effectiveness of each
component of our HRGE-Net. We will conduct experiments
to show the effectiveness of the pairwise relation module,
neighboring relation module, and hierarchical structure. We
will also show effects of number of views and feature nor-
malization on performance.
Effectiveness of pairwise and neighboring relations. We
first design following baseline architectures. Baseline: the
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global shape feature is the max-pooling of the multi-view
image features without graph embedding. PR: the multi-
view features are firstly sent to the pairwise relation mod-
ule, and then max-pooled as the global shape features. NR:
the multi-view features are firstly sent to a neighboring re-
lation module, whose output are then max-pooled as the
global shape feature. Note that Baseline is in fact the model
of MVCNN-new [32]. The results of the above architec-
tures are presented in Table 3. The improved per class and
per instance classification accuracies from Baseline to PR
and NR are 0.74%, 0.73% and 0.05%, 0.65% respectively,
which demonstrate the effectiveness of pairwise relation
and neighboring relation modules.
Effectiveness of hierarchical architecture. Given 12 in-
put views, we design the following variants of architectures.
HRGE-Net-1L: our HRGE-Net as shown in Algorithm 1 but
with L = 1 defined over a hierarchy of two graphs with 12
and 6 nodes. HRGE-Net: our full 12-view HRGE-Net. As
shown in Table 3, compared with Baseline, HRGE-Net-1L
achieves about 1.02% higher per instance accuracy, show-
ing the effectiveness of our proposed relational graph em-
bedding module. HRGE-Net achieves the highest 94.97%
per class accuracy and 96.84% per instance accuracy, which
are 0.84% and 0.32% higher than HRGE-Net-1L. Further
more, to justify the superiority of our neighboring relation
module in the hierarchical architecture, we replace the re-
lation function hlψl(·) in HRGE-Net with max-pooling and
average-pooling, resulting in HRGE-Net-MP and HRGE-
Net-AP. We also design HRGE-Net-ID by designing hlψl(·)
as a mapping for retaining the feature for the node of in-
terest. As in Table 3, HRGE-Net-MP is even worse than
HRGE-Net-ID as a result of destroying the local structure,
while HRGE-Net-AP performs an average combination of
neighboring features and improves the per instance accu-
racy by 0.12%. Compare with the above two pooling meth-
ods, our full HRGE-Net can significantly improve the per-
formance of HRGE-Net-ID by about 1.07% for per class ac-
curacy and 0.57% for per instance accuracy, which demon-
strates the advantages of our proposed neighboring relation
module.
Effectiveness of normalization operation. In Table 3, we
also present the results of HRGE-Net (w/o N) having the
same architecture as HRGE-Net except that we do not nor-
malize the max-pooled global features when concatenating
them. It achieves 0.54% and 0.37% lower scores for per
class and per instance accuracies, showing the necessity of
feature normalization. It is worth noting that the result of
HRGE-Net (w/o N) is similar to HRGE-Net-1L. This is be-
cause the global features at different layers are not in the
same scale, and feature normalization is necessary for en-
abling the network to learn with deeper layers.
Effect of the number of views. These above architectures
are all based on 12-view HRGE-Net, we further test 6-view
Table 3: Results (in %) of variants of HRGR-Net for shape
classification with different architectures.
# Views Method
Per Class
Acc.
Per Ins.
Acc.
6 HRGE-Net 94.36 96.39
12
Baseline 94.00 95.50
PR 94.74 96.23
NR 94.05 96.15
HRGE-Net-1L 94.13 96.52
HRGE-Net(w/o N) 94.43 96.47
HRGE-Net-MP 93.60 95.99
HRGE-Net-AP 94.58 96.39
HRGE-Net-ID 93.90 96.27
HRGE-Net 94.97 96.84
HRGE-Net, and it achieves 94.36% per class and 96.39%
per instance accuracies, 0.61% and 0.45% lower than the
12-view HRGE-Net. It is notable that the number of views
influences the number of layers in our networks.
4.4. Evaluation for 3D Shape Retrieval
We now evaluate our approach for 3D shape retrieval on
ShapeNet Core55 [29], which is a challenging dataset con-
taining 55 categories and 203 sub-categories. For given 3D
shapes, after rendering them to 12 views, we train HRGE-
Net for shape classification based on these multi-view im-
ages. Then these learned shape features when training clas-
sifiers can be taken as the features for retrieval. Follow-
ing [15], we train two classification HRGE-Nets to respec-
tively predict the shape categories (HRGE-Net-c55) and all
the sub-categories (HRGE-Net-c203). For a test data, we
send it to HRGE-Net-c55 and take the output before the last
fully-connected layer followed by l2 normalization as the
3D shape descriptor for shape retrieval. We first retrieve the
shapes using l2-distance of shape descriptors, and drop out
these shapes with l2-distance larger than a certain threshold.
For the list of retrieved shapes, we further apply HRGE-
Net-c203 to predict their sub-category labels and re-rank
the list such that shapes in same sub-category to the query
shape are ranked higher than others.
We compare with the state-of-the-art methods that at-
tended the track of SHREC’17 for Large-Scale 3D Shape
Retrieval [29] on ShapeNet Core55 dataset. The GIFT [1]
and Improved-GIFT are multi-view retrieval methods using
GIFT and improved GIFT techniques. MVFusionNet takes
multi-view images as input and employs a Compact Multi-
View Descriptor (CMVD) [6] to generate hand-crafted fea-
tures which are fused with features from CNN. The method
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Table 4: Shape retrieval results (in %) on ShapeNet Core55 dataset. The first and second top accuracies are presented with
bold and underline formats respectively.
Method microALL macroALL
P@N R@N F1@N mAP NDCG P@R R@N F1@N mAP NDCG
ZFDR 53.5 25.6 28.2 19.9 33.0 21.9 40.9 19.7 25.5 37.7
DeepVoxNet 79.3 21.1 25.3 19.2 27.7 59.8 28.3 25.8 23.2 33.7
DLAN 81.8 68.9 71.2 66.3 76.2 61.8 53.3 50.5 47.7 56.3
RotationNet[15] 81.0 80.1 79.8 77.2 86.5 60.2 63.9 59.0 58.3 65.6
Improved GIFT[2] 78.6 77.3 76.7 72.2 82.7 59.2 65.4 58.1 57.5 65.7
ReVGG 76.5 80.3 77.2 74.9 82.8 51.8 60.1 51.9 49.6 55.9
MVFusionNet 74.3 67.7 69.2 62.2 73.2 52.3 49.4 48.4 41.8 50.2
CM-VGG5-6DB 41.8 71.7 47.9 54.0 65.4 12.2 66.7 16.6 33.9 40.4
GIFT[1] 70.6 69.5 68.9 64.0 76.5 44.4 53.1 45.4 44.7 54.8
MVCNN[31] 77.0 77.0 76.4 73.5 81.5 57.1 62.5 57.5 56.6 64.0
Ours 76.8 81.5 78.2 77.2 85.4 52.2 71.8 57.2 63.8 69.6
Query Top 10 Retrieved 3D shapes
Figure 5: Retrieval results on ShapeNet Core55 test set. Top
10 matched shapes are shown. Red color indicates failure
cases.
of ReVGG extracts multi-view features by a reduced VGG-
M network, and defines similarity with modified Neighbor
Set Similarity. CM-VGG55-6DB combines multi-view fea-
tures to be a global feature and use Clocking Matching al-
gorithm [19] to compute shape dissimilarity. DLAN is a
point-set based model by deep aggregation of local 3D ge-
ometric features with two well-designed network blocks.
ZFDR integrates both visual and geometric information as
shape features. DeepVoxelNet designs network on binary
voxel grids and the features extracted from the intermediate
network layer are taken for shape retrieval.
As shown in Table 4, our net achieves the highest accu-
racies for micro-averaged R@N, mAP and macro-averaged
R@N, mAP and NDCG@N, and second best for the micro-
averaged F1@N and NDCG. Compared with Improve GIFT
and MVCNN, HRGE-Net improves mAP and NDCG@N
by more than 3.7% and 2.7% for microALL, 6.3% and
3.9% for macroALL. Furthermore, we outperform the cur-
rent state-of-the-art method, RotationNet, by 5.5% in mAP
and 4.0% in NDCG@N for macroALL. This is notable be-
cause RotationNet achieves high results by investigating
different settings of camera views, while our HRGE-Net
relies on a baseline 12-view setting popularly used in 3D
shape recognition. We also present examples of retrieval
results in Fig. 5. HRGE-Net can retrieve objects with di-
verse shapes. For example, in the fifth row that takes a
loudspeaker as query object, we can successfully retrieve
various loudspeakers. The red shapes indicate the failure
cases, e.g., in the last row that takes potted plant as a query,
we retrieve one wrong shape of lamp.
5. Conclusion
In this work, we propose a novel deep relational graph
network to aggregate multi-view features for 3D shape
recognition. Our proposed network is defined over multi-
view relational graphs with a hierarchical architecture,
and can be learned to gradually aggregate multi-view fea-
tures considering pairwise and neighboring relations among
views. We have extensively compared our network with
previous methods for shape recognition, and showed state-
of-the-art performance on benchmark datasets.
In the future work, we are interested to extend our cur-
rent network to other camera view settings, e.g., cameras
placed on a sphere or dodecahedron around object. It can
be achieved by extending our relation modules to be de-
fined on the corresponding graph. We are also interested to
introduce attention mechanism into our relational modules
to explore better way for feature aggregation.
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