Most image-retrieval systems rely on similarity measures for collecting images of similar types. Similarity measures are an integral part in the development of image management systems. In this paper, we propose frame-based similarity measures for accessing structured images, e.g. images can be understood by inferring from objects present and the relationships among them. The image content is described in the following ways: (1) adjacency blocks and/or (2) unary and binary attributes that are used to fill frame slots for representing image structures. The retrieval is based on similarity measures by comparing the contents of the query image and database image. The frame-based representation scheme is application-independent. Our similarity measures allow for images to be retrieved with different degrees of similarity and are flexible. We have developed a prototype system using the paradigms proposed. We demonstrate the usefulness of our system with some experimental results.
Introduction
MANY IMAGE information management systems use symbolic-numerical values for representing image contents. In image databases, images are preprocessed to produce content descriptions which are stored in the database alongside the images. These descriptions are used to search the image database based on certain similarity criteria during queries.
Four factors are most important for effective and efficient image access in image databases:
E image content representation methods; E similarity measures or criteria; for instance, images which are characterized by colors (e.g. sunset on a beach), we may use certain colors as similarity measures, whereas for office scenes we may need to use structural (relational) similarity measures; E fast search mechanism; for large image database, it is necessary to use search methods that are faster than sequential search; E flexible and convenient query format, which will provide a user-friendly interface, as the query can be formulated in more natural ways using examples either as scanned images, sketched graphs or images from other databases.
Traditional systems lack the ability to analyse and retrieve images based on actual image contents. A retrieval will fail if the query contains keywords which are not assigned to an image even though the object described by the keywords may be present in the image. As in most cases, the content of an image can be described only with imprecise and incomplete terms. It is difficult to perform flexible image retrieval using descriptive keywords. On the other hand, image processing and computer vision systems have the ability to process images and produce content descriptions for the image. However, they are not applicable directly to image information retrieval. Only in recent years have the computer vision and database research communities come together to develop more sophisticated image-information-retrieval systems in which images are retrieved by their contents [11] . Some content-based image-retrieval systems are now being developed [10, 12] to retrieve images based on low-level image features such as boundary, color, texture, shape and histogram. Obviously, it is impossible to use such features to represent the content of complex images, particularly that of structured images. In the system designed by Yoshitaka et al. [24] , images are represented using semantic descriptions. A condition mapper in the knowledge base is used to map image feature values to text descriptions. Images are retrieved using textual queries. Such a system is essentially an extension of conventional database systems with some image-processing capabilities. Very often image contents are better and more naturally represented in terms of structures. A useful representation scheme for structures is the so-called frame which consists of slots to be filled with attribute measurements. Similarity can be measured in terms of the degree to which two frames are similar. However, such measurements and descriptions in many applications can be in vague terms, as structures or contexts are intrinsically fuzzy and cannot be described adequately by conventional measures. For instance, we quite often describe a scene with such statements: 'there is a small chair, a large desk and normal-sized computer terminal in the room' to describe objects and 'the chair is on the left of the desk which is near the book shelves' to illustrate the structural (relational) contexts. In order to retrieve images based on such vague descriptions, it is necessary to develop a fuzzy similarity measure.
In practice, it is both impossible and unnecessary to represent all possible features for images. A very useful similarity measure may be based on the attributed relational graph (ARG) [4] which is able to provide image descriptions in terms of unary (e.g. size, length, orientation, etc.) and binary (distance, angle, containment, etc.) values. The unary and binary values can be used to describe approximately the characteristics of the image and used in queries. However, ARGs are rigid in their original form as it is required to provide the unary and binary values based on specific measurements for the pre-labeled objects in the image. Although, in most applications, the unary and binary values are given a range in which similarity is measured, the range is, to a large extent, fixed and lack in degree to which certain similarity measures are determined.
In this paper, we propose a image-retrieval system based on structural similarity measures. We have developed a prototype system that uses frame-based knowledge representation scheme, in which image object features are described using both symbolic and numerical attributes. The similarity measure for probing the image database takes into account both object features (unary) and object spatial/relational (binary) features.
Our proposed system shown in Figure 1 , includes the following basic components: activates the knowledge base for the domain knowledge which in turn provides necessary rules for domain-specific operations at different levels. E Spatial object which represents the image in terms of spatial features such as unary features: length, area, size, texture; and binary features: orientation, distance. E Geometrical object which specifies locations of the physical objects in the scene. For instance, a chair is at (100, 50) or at the top-center of the scene. E Temporal object which represents video sequences in time. In multimedia, video is often the primary information source. Retrieving certain segments of the video from tape or disk can be a very time-consuming process. Such a temporal object will enable the user to concentrate on the content of the video segment and on the task at hand, not on the tedious search process.
To demonstrate the proposed system, we have tested the prototype system for retrieving images of office scenes. In the rest of the paper, we will discuss image representation, image and feature database and similarity measures, and present some experimental results. 
Image Representation
In many applications, image contents are represented more meaningfully by structural information. For instance, a meeting room is characterized by the configuration of tables and chairs among other minor objects (e.g. pictures on the wall) and objects in the image are describable by their structural information. In intelligent image information systems as well as in computer vision, the structural information plays an important role for inferring functionality (an office or a meeting room) of the scene in the image. It is therefore necessary to represent such structural information along with the image. There are several useful representation schemes available in the literature. However, in this system, we represent objects using the frame scheme due to its flexibility. These frames are organized into a tree structure which is stored along with each image. Each object in the image is represented as a node in a tree. An object can contain subobjects and can have feature descriptions associated with it (see Figure 2) . A feature description can be the object size, shape (e.g. circle, square) or in terms of binary values.
Such a representation scheme is application-independent and has a greater capability of representing image contents, since the image has naturally hierarchical structures, i.e. a subpicture is itself a picture and likewise an object in a picture consists of subobjects. The scheme can be used for representing the contents of any image and is scalable. In a tree structure, feature objects (FO) are the leaf nodes. They have only feature descriptions associated with them. Subobjects (SO) are the nodes that have one or many children. Therefore, SOs may contain other SOs or FOs and may have feature descriptions associated with them. A simple example is given in Figure 3 , to represent the contents of an office scene that contains a chair, a desk and a computer; the objects in the image can be represented as nodes in a tree. Each of the nodes may contain feature descriptions and text descriptions.
Image and Feature Database
The database is a repository of image data and representations of image contents. Each object representation references to the corresponding image and vice versa. To speed up the retrieval process, the same type of objects are put into a cluster. During a retrieval, the candidate images are selected from the cluster to which the query image is classified. In this way, in a large image database, the amount of data to be processed is reduced greatly. An example is shown in Figure 4 ; the three image objects, O 1 , O 2 and O 3 , are recognized and interpreted as object types, T 1 , T 2 and T 3 . Assume that the image is classified as scene type S according to the objects it contained. The objects O , O 1 , O 2 and O 3 are put into the clusters S, T 1 , T 2 and T 3 as shown in Figure 5 . The object O contains references to both the image it represents and the subobjects it contains. The objects O 1 , O 2 and O 3 also contain references to the image they represent.
Image information systems deal primarily with image data. As the content of the image cannot be described precisely using a keyword, it is necessary that the user interface provides more flexible and convenient query formats other than text query. To enable the user to specify queries using actual images, the query-by-example (QBE) approach is used in the user interface. Through the interface the user can select an image and ask for all images which have similar features. Frequently, the image content is describable only in very vague terms. In order to retrieve images based on vague descriptions, fuzzy query specification is also implemented in our user interface. The similarity measures for supporting QBE and fuzzy query has been developed and are discussed in detail in Section 4.
Similarity Measure
One of the main differences between an image-retrieval system and a database system is that a database system typically retrieves images based on exact match, while an image-retrieval system is able to rank database images according to the degree of similarity with the query image. In order to achieve good retrieval results, an effective method for similarity measure is necessary. In this section, we present two schemes for similarity measures, namely, structured similarity measures and fuzzy similarity measure. The similarity measures have been developed based on the image representations described in Section 2.
In our system, we are interested in the similarity measure for the following aspects:
E feature similarity that measures the similarity in features, e.g. edges, boundaries, textures, etc., E relational similarity that measures the similarity of spatial position (relationship) between two objects, E structure similarity that measures the similarity of the structures of two objects, E similarity of subobjects.
The content similarity between two images is measured by comparing the two trees that are associated with the two images. Since in most cases tree structures are different in the number of FOs and SOs, we arrange FOs and SOs in the order of distance from a reference point, say (0,0), in an image. When measuring feature and spatial position similarity, only corresponding FOs with same object type and SOs are taken into account. For an example, in Figure 6 , if we assume that all FOs have the same object type, only objects, FO 11 
Feature Similarity Measure
The values of feature attributes of an FO or SO are represented as a vector
where a i is the value for the ith feature attribute.
The feature similarity is measured by the Euclidean distance between two vectors in the feature space:
where s fi is the feature similarity measure for the ith node.
Spatial Relation Similarity Measure
This similarity measure consists of measures for both relative and absolute spatial positions:
where s pi is the similarity measure for spatial position for the ith node, and s ri and s ai represent the similarity measure for relative and absolute spatial position for the ith node.
Measuring the similarity of absolute spatial position is straightforward. Only the distance between two objects is calculated.
where P i is the spatial position of the ith object.
To measure the similarity of relative spatial position, a reference point is chosen. For example, we can choose the first object in a node as a reference point. For comparing the relative spatial relation, it is necessary to measure the similarity in terms of s rdi and s r i as shown in Figure 7 . When s rdi :0 and s r i :0, the two objects have the same relative spatial positions. Therefore, s ri is defined as where s rdi is the similarity measure in terms of distance and s r i the similarity measure in terms of angle ( Figure 7 ). The following example shows how the similarity is computed for two nodes. As shown in Figure 8 , the positions of O 1 and O 1 are chosen as the relative points for node n and n. The similarity is measured as follows:
where R i :P i 9P 1 and R i :P i 9P 1 . 
Structural Similarity Measure
This similarity measure compares the structure of two nodes. If the two nodes contain exactly the same number of FOs (with same object type) and SOs, the structures of two nodes are the same. An example is shown in Figure 9 in which n, n represent the contents of two database images and q represents the content of a query image. 1 has a more similar structure to Q 1 than to O 1 . Based on the above discussion, we define the similarity measure as follows:
where j is numbers of objects types contained in a node, s QG is the structural similarity measure for the ith node and N j , N j are the numbers of the same type subobjects contained in the ith nodes.
Similarity Measure of Subobjects
Usually, an object contains subobjects. Consequently, the similarity measure between two parent objects will depend on their own feature, spatial and structural similarity as well as similarity measure of their subobjects. Therefore, we define this similarity as
where sm ci 3 +0, 1,, K is the numbers of subnodes under the ith node, and sn j is total similarity measure of the jth subnode [as defined by Equation (13)].
Total Similarity Measure
After the similarity measures have been calculated for each node, they are normalized so that degrees of similarity can be compared.
Normalization of feature similarity:
where sm fi 3+0, 1,, SM f :2;| V fmax | and V fmax is the largest feature vector of a particular object type, which is obtained during loading image database.
Normalization of spatial similarity:
where sm ri 3 +0, 1,, SM r is the length of diagonal of the largest image in the database, and SM r :MAX+19cos ,:2:
where sm ai 3+0, 1, and SM a is the length of diagonal of the largest image in the database.
Normalization of structural similarity:
where sm si 3 +0, 1, and SM s :MAX +s si ,.
Total similarity measure for a node: A node similarity measure is represented by the sum of the feature, spatial and structural relation similarity. However, sometimes a user may be more interested in finding images that have object features similar to those in the query image. For instance, the user wants to find all images that contain a round table and does not care about the location of the table. In this case, spatial relationship and structures of objects are not important. Therefore, weights are introduced to control the contribution of each component of the node similarity.
The total node similarity measure is defined as follows: 
in which s i 3+0, 1,, W f 3+0, 1, is the weight for measuring feature similarity, W r 3+0, 1, the weight for measuring the similarity of relative spatial position, W a 3+0, 1, the weight for measuring the similarity of absolute spatial position and W s 3+0, 1, the weight for measuring the structural similarity.
Total similarity measure for a tree: According to Equation (13) , smaller sn i values represent a higher degree of similarity. As normally in information retrieval systems, values that are closer to 1 represent a higher degree of similarity. Therefore, we define the total similarity measure for a node as follows:
where SM i 3+0, 1,. Then we obtained the similarity measure for each node of the tree. The root node represents the similarity measure for the image.
Fuzzy similarity measures for retrieval
In this section, we describe the fuzzy similarity measure defined in our current system and how the similarity is computed for a node. It is rarely the case that features in two images will have a fixed value or description. For instance, in ARGs or subgraphs [3] , the relationships between objects can be represented only approximately, often more preferably linguistically: 'A is near B', 'surface A is almost square'. Although traditional approximation methods give ranges as d a,b 3[x, y], they are not able to attach significant measure to a value. In such situations, it is more desirable to measure the feature by both its attributes and its degree of validity. This leads naturally to fuzzy membership functions for similarity measures.
The similarity of two images is measured by comparing their corresponding features in terms of fuzzy membership functions ( f )3[0, 1]. The higher the value the more similar the two features. For instance, if the same features are present in the images we should have ( f ):1. On the other extreme, if two images do not share common features, ( f ):0.
As we are concerned with retrieving structured images, it is necessary to define fuzzy membership functions at three different levels, namely, primitive features, objects and spatial/relational. The image is retrieved based on a global (or a total) similarity measure. 
However, in some cases, the admissible features are not necessarily compatible. For instance, the presence of a square shape and absence of it are incompatible events although they are all admissible to the fuzzy membership function for squares. To handle such cases, we provide the user with a occurrence value which is binary and defined as follows: We define a simple distance measure as follows:
where Card( i ) denotes the cardinality of i . The fuzzy similarity measure is defined by
It is obvious that if indeed two features are the same, d:0 and s:1, indicating a perfect match between the two attributes. Otherwise, d:1 for no similarity at all.
The fuzzy similarity measures are used in measuring both feature and spatial similarities. Figure 11 shows the process of fuzzy similarity measure for image attributes both in the database (FRAME X) and query ( Y ).
The Prototype System
A prototyped system has been developed. It has a client-server architecture. The client, i.e. the user interface, is implemented using TCL-TK. The server has an object-oriented Figure 11 . Fuzzy similarity measures structure and is implemented using C;;. The client communicates with the server through a socket connection. A data flow diagram in Figure 12 shows how information flows in the system. This section describes the high-level functions of each module shown in this diagram.
Module 1: Load domain knowledge.
This module loads domain knowledge according to the database name specified by the user. This domain knowledge will be used later for image interpretation image representation and similarity measures.
Module 2: Image processing and interpretation. This module processes input images and extracts the image features based on the image representation knowledge. The processing results are sent to module 3 during loading a database or sent to module 6 if the image is a query image.
Module 3:
Create frames. This module creates a frame-based representation for each object in the image. Each frame is implemented as an object in the system. The object contains a pointer to the corresponding image. An array of pointers points to subobjects, and to the feature and fuzzy features arrays describing the image object and the spatial position of the object. Selection of features for representing an image object is based on the image representation knowledge. The arrays are implemented as dynamic arrays, i.e. their elements can be changed at any time.
In addition, the module also creates a tree-structured frame system for representing the image content.
Module 4: Classify frames. This module classifies a frame according to its type and put the frame into a corresponding cluster. The cluster is implemented as a dynamic array containing pointers to the frames that are inserted. Cluster manager is implemented for adding, deleting and selecting frames within a cluster. Module 5: Query processing. This module handles user queries. If the user specifies a query using an example image, the module will send the query image to module 2 for analysing. If the user specifies a fuzzy query, the module will convert the fuzzy descriptions into fuzzy functions. These fuzzy functions are sent to module 6 for creating query image representation. The control weights specified by the user are sent to module 7 for similarity measures. Module 6: Create frames for query image. This module classifies the query image content according the result of image interpretation. It creates a tree-structured frame system to represent query image content in the same way as that in module 3. The result is sent to module 7 directly for similarity measure.
Module 7: Measuring similarity. This module supplies module 4 with the query images type and returns candidate images. According to query types, it compares the query image with candidate images using structured or fuzzy similarity measures. Images that have similarity measures higher than some given threshold values are returned to the user.
Module 8: User interface.
The graphical user interface supports query-by-example (QBE) and query by fuzzy description. The user can select a query type by clicking on 'Fuzzy Query' or 'QBE' button. If the user uses QBE, the user can click an example image and specifies the control weights for measuring feature, spatial and structural similarity. The selected query image together with the control weights are sent Figure 14 . The user interface for fuzzy query to module 5 for processing. If the user selects 'Fuzzy Query' option, the user will be asked to give descriptions for the objects that are interested. The fuzzy terms are predefined according to the fuzzy functions created for each type of object. Then the fuzzy description and control weights are sent to module 5 for processing.
The images retrieved are ranked in order according to their similarity values and are displayed as thumbnail images in the browsing window. The results of similarity measures for the retrieved images are displayed in the result description window. To examine the details of a retrieved image, the user can click on an image in the browsing window and then the corresponding image stored is displayed in the display window.
The weights in Equation (14) for measuring the similarities of feature, structure and spatial positions are defaulted to 1, but they can also be specified by a user. For example, if one wants to find only those images in which objects have similar features as that of the objects in the query image, feature weight may be set to 1 and other weights are set to 0.
In addition, the numbers of similar images retrieved can be controlled by specifying a threshold value for similarity measures. Images which have higher similarity measures than the threshold value are returned. The default threshold value is 0.
The user interface for query-by-example is shown in Figure 13 and the user interface for fuzzy query is shown in Figure 14 .
Results
In information management systems, two criteria have been used widely for evaluating the performance. The two criteria are recall and precision. Recall is the portion of relevant information retrieved [22] , precision is the portion of the retrieved information relevant to the search [22] . Therefore, recall and precision are inversely proportional. When we retrieve a high percentage of the relevant images, we also retrieve many more images that are not relevant. The precision is defined as follows:
where I r is the number of images retrieved that are relevant and I is the total number of images retrieved. Likewise, recall is defined as
where I r is the number of images retrieved that are relevant and I t is the total number of relevant images. In the following sections, for each query, we identify all the relevant images manually (currently we have collected 120 images), and we measure recall and precision based on the retrieved images.
Retrieval Using Structured Similarity
To test the performance of the similarity measures for image retrieval discussed in Section 4.3, we select five different queries. These queries use the same example image (see Figure 15 ) with different control weights:
Query (1) We set threshold value to 0·7 and measured recall and precision. The number of relevant images we identified is 19. The results are shown in Table 1 .
The retrieved images for query (1) are shown in Figure 17 .
Comparing the results, we can see that the retrieval for query (2) gives the highest recall of 100% with lowest precision of 31%, which means, to find relevant images, the user has to browse through more images. Query (3) has the highest precision of 87% with the lowest recall of 68%, which indicates that less relevant images are retrieved. Query (5) gives the best result, which has 95% recall and 78% precision. Figure 17 shows the 15 retrieved images, of which img69.gif is considered irrelevant.
Analysing the results, we find that the most irrelevant images returned are those containing unknown object features. For example, in the image (see Figure 16 ), we can identify only the features and spatial positions for three chairs. The unknown features of the rest of the chairs have no effect on the feature similarity measure. In the case of Figure 16 . A retrieved irrelevant image query (2), where image structure is not of interest, i.e. W s :0, this image is considered similar to the query image. The best retrieval result is achieved when searching images, based on the similarity of both features and structures as well as spatial positions.
Retrieval Using Fuzzy Similarity
We use four different queries to evaluate the performance of the fuzzy similarity retrieval discussed in Section 4.6. These queries have same fuzzy description with different control weights. . We set the threshold of similarity measure to 0.26 and measure recall and precision. The numbers of relevant images identified are 20. The results are shown in Table 2 .
Fuzzy query description
The results show that the queries (1) and (3) have the highest recall of 100% with the lowest precision of 33%. Query (2) has the highest precision of 79% with the lowest recall of 55%. Query (4) gives the best result which has 84% recall and 55% precision. Figure 18 shows the top 17 images for the query (4) .
Comparing the results of fuzzy query with that of QBE, we can see the fuzzy similarity retrieval has a higher average recall of 85% and lower average precision of 50% compared with the 83% recall and 69% precision of QBE. This demonstrates that by using fuzzy similarity measure we can achieve more flexible image retrieval at the cost of lower precision.
Conclusion
In this paper, we have presented an image-retrieval system based on similarities in image structures. This is an initial step in our intelligent image information management system (IIIMS) project. In this system, image contents are represented using the frame-based knowledge representation scheme. Image object features are described using both symbolic and numerical attributes. The frame-based scheme is application-independent and has greater capability of representing image contents compared to many other representation schemes. The similarity measures in this scheme take into account both object features and object spatial relationships. The method provides an effective way of retrieving images based on their contents. This paper also presents retrieval of structured images from image databases using fuzzy similarity measures which are able to cover large variations and uncertainty present in image descriptions at different levels of representations. In addition, fuzzy similarity measures can be used in conjunction with symbolic image interpretation [9] for retrieving images based on semantic meanings [4] . We have implemented fuzzy similarity measures in our prototype content-driven image-retrieval system and demonstrated the usefulness of such similarity measures.
We are currently testing our system on larger databases and, more importantly, investigating higher-level similarity measures that can be applied to image-retrieval techniques and offer greater intelligence and efficiency. More efficient image database indexing and search algorithms are being studied in addition to R-trees. We are also upgrading the user interface to support different types of queries.
For object description, we are modifying the symbolic image interpretation system in which high-level interpretation is performed using a network of concept frames [9] . It is very useful to use attributed relational graphs (ARGs) [4] or subgraph matching techniques [3] for effective object recognition. In addition, we are investigating a new subgraph matching technique [3, 15] . Using the subgraph matching technique, we can represent the input scene as a graph. To recognize the contents in the input image, the graph is matched to a number of prototype graphs, which represent model objects. Such a graph will provide structural descriptions for the image, which can be used at the high level for functionality similarity measures.
