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ABSTRACT

A threshold can be defined as the point where small changes in an
environmental driver produce an abrupt change within a biological system. These
changes can occur at different levels of organization, from organisms to
ecosystems. Although thresholds seem to be receiving more attention by
ecotoxicologist, not much is known about how contaminants cause or affect
thresholds at the landscape level, such as habitat fragmentation thresholds.
Habitat fragmentation thresholds can occur due to rapid changes in the
landscape structure after a certain amount of habitat is lost, which can cause
abrupt effects on the movement of organisms, population abundance and
community composition. In this dissertation, threshold effects were investigated
using computer simulations, laboratory and field experiments, focusing on the
interaction effects of habitat fragmentation and contaminants. In Chapter I,
different statistical methods and experimental designs are compared to estimate
thresholds of routinely used ecotoxicological tests. In chapter II, a laboratory
experiment was performed to estimate how contamination might interact with
fragmentation and affect the movement of organisms. In Chapter III, a
manipulative field experiment was conducted to evaluate how contamination can
interact with fragmentation in a more natural setting. In Chapter IV, a class of
random walkers (Lévy walks) were used to investigate threshold effects of
fragmentation on animals with different movement strategies. Chapter I shows
that threshold estimation might not be reasonable in all scenarios, such as in
datasets without a steep slope. Therefore, threshold models should be used
carefully in routine ecotoxicology essays or when there are biological reasons for
suspecting the existence of a threshold. In Chapter II and III, both mercury
exposure and habitat loss affected the movement behavior of organisms. Even
though nonlinear responses were observed in the speed and mean directional
changes of organisms, the data did not provide evidence of a threshold
response. Both chapters also show that depending on the scale and the
fragmentation process, organisms might respond differently to habitat
fragmentation. Nonetheless, mercury exposure consistently reduced the
movement of the marsh periwinkle in both scenarios. Chapter IV shows that
organisms with different movement behaviors might be affected by fragmentation
differently, which could result in a strong threshold response. For instance,
organisms performing Brownian walk were the most affected by fragmentation
but without a strong threshold response. Lévy walkers with μ ≈ 2 presented the
strongest threshold response. These evidences combined suggest that
contamination may interact with habitat fragmentation and reduce the functional
connectivity of landscapes by altering the movement of organisms. This would
decrease the search efficiency of organisms and make them more susceptible to
the effects of habitat fragmentation. Future studies should investigate the
possible interaction effects of theses stressors at higher levels of biological
organization.
xiv

AUTHOR’S NOTE
The research chapters that comprise this dissertation were written in manuscript
format for scientific publication. The formatting of each chapter follows the
guidelines of the journals to which the manuscript was or will be submitted.
Chapter I – This chapter was formatted following “PLoS ONE” submission
guidelines.
Chapter II – This chapter was formatted following “Ecology” submission
guidelines.
Chapter III – This chapter was formatted following “Ecology” submission
guidelines.
Chapter IV – This chapter was formatted following “Scientific reports” submission
guidelines.

xv

Applying the concept of thresholds in Ecotoxicology with focus on the joint effects
of habitat fragmentation and contamination

Introduction
A critical threshold can be defined as the point where small changes in an
environmental driver produce an abrupt change within a biological system (Groffman et
al., 2006). These changes can occur at different levels of organization where different
processes take place. Thresholds can be triggered by several factors, usually those of
anthropogenic origin (Dodds et al., 2010), such as fragmentation, or elevated
concentration of nutrients (Scheffer et al., 1993) or other contaminants (King and Baker,
2010). Thresholds are also linked to the interaction of multiple disturbances due to their
potential for non-linear behavior with unanticipated ecological consequences (Paine et
al., 1998).
Ecotoxicological thresholds have been addressed for more than fifty years now
(e.g., Finney, 1947; Rall, 1978), usually in studies involving lower levels of biological
organization (e.g., Kooijman, 1981; Cox, 1987). Van Straalen (1997) suggested that
thresholds may be more likely to occur in biochemical studies, such as the blockage of
a single biochemical receptor, than in more complex ecosystems; however, thresholds
have been described in a variety of ecosystems such as coral reefs, pelagic and benthic
environments, deserts, and forests (Scheffer et al 2001; Scheffer and Carpenter, 2003;
Folke et al, 2004; Schmidt et al, 2010). Recent studies also have shown threshold
responses in communities and ecosystems impacted by contamination (e.g.,
Sonderegger et al., 2009, Schmidt et al., 2010). Even though thresholds seem to be
receiving increasing attention from ecotoxicologist, not much is known about how
contaminants cause or affect thresholds at the landscape level, such as habitat
fragmentation thresholds.
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Habitat loss and fragmentation are currently two of the main threats to
biodiversity (Vitousek et al., 1997; Wu et al., 2003). Habitat fragmentation is caused by
loss or modifications of natural habitats, leading to the division of habitat into smaller
and more isolated fragments (Fahrig, 2003; Haddad et al., 2015). It may also affect the
daily movement and dispersion of organisms as the structural connectivity of the
landscape is reduced (Doerr et al., 2011). Studies based on percolation theory suggest
that rapid changes in the landscape structure (i.e., number, size and cluster of the
fragments) occur near a critical proportion of habitat of 60 percent of habitat cover
(Metzger and Décamps, 1997). Currently, it is estimated that tropical forests around the
globe will reach this critical point within the next 50 years (Taubert et al., 2018).
Empirical evidence also suggests that another threshold, extinction thresholds, may
occur for different groups of organisms, such as plants, birds and mammals at
approximately 30% of habitat cover (Andrén, 1994; Lima and Mariano-Neto, 2014;
Pardini et al., 2010). However, evidence to support a universal habitat threshold is
weak because studies have estimated different threshold values for a variety of species
(Andrén, 1994; Fletcher et al., 2018; Kupsch et al., 2019), variables (e.g., species
richness or abundance), or found no evidence of a threshold response (reviewed by
Swift and Hannon, 2010).
The movement capacity of organisms, or how capable organisms are of adjusting
their movements in a landscape, is also a key element to understanding how individuals
and populations are affected by fragmentation (Nathan, 2008). For instance, models
that studied the effect of fragmentation on single individuals reached similar conclusions
to metapopulation models (Andrén, 1994). Also, most of the advances in our
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understanding of functional connectivity in fragmented landscapes came from animal
movement studies (Doerr et al., 2011). Besides, fragmentation may also cause
threshold responses on movement potential of organisms (Doerr et al, 2011). For
instance, the probability of gap crossing for different species of birds sharply declines in
patches more than 25 m apart, suggesting there is a maximum distance organisms are
willing to cross fragmented patches (Belisle and Desrochers, 2002).
Another way that threshold responses emerge is through interactions of multiple
stressors (Paine et al., 1998). However, how fragmentation could interact with stressors,
such as climate change and pollution, is a key knowledge gap (Haddad et al., 2015).
There are different ways that contamination can interact with fragmentation and affects
fragmentation thresholds or produce a threshold response. For instance, contaminants
can potentially affect organism movement in the landscape. Non-lethal concentrations
of contaminants can affect the speed, grazing (Bernot et al., 2005), habitat selection
(McCloskey and Newman, 1995), tortuosity (Kane et al., 2004), and predator avoidance
behaviors (Zhou and Weis, 1999). Changes in these behaviors could decrease the
probability of survival and maintenance of species when dispersing through a
fragmented landscape, which could further reduce patch connectivity, and affect
fragmentation thresholds. The possible interactions of fragmentation and contamination
are further discussed in the next dissertation chapters.
Because of the complexity and large scale involved in fragmentation studies,
landscape ecologists have relied heavily on simulation and stochastic models since the
late 1980s (Gardner et al., 1987). More recent simulation studies incorporate individual
behavior (e.g., Kramer-Schadt et al., 2011; Kanagaraj et al., 2013) and animal
4

movement models, most notably Lévy walks, to evaluate the consequences of
fragmentation (e.g., Niebuhr et al., 2015). Effort has also been made to empirically
estimate the effects of fragmentation on the behavior and movement of organisms
relative to the habitat structure (e.g., Wiens et al., 1995; With et al., 1999; Morales and
Ellner, 2002). Because such controlled experiments are usually impracticable,
especially for large and rare species, ecologists have mostly used small scale
experimental model systems (EMS) (Ims and Stenseth, 1989). Conducting experiments
in lower scales allows the landscape to be manipulated more easily and may provide
ways of testing assumptions of landscapes ecology theories (Wiens and Milne, 1989;
Wiens et al., 1997).
Given that contaminants can potentially interact in different ways with
fragmentation and little is known about their possible effects on fragmentation
thresholds, this dissertation will focus in the concept of threshold at the landscape level.
It is divided into four chapters that integrate computer simulations, laboratory and field
experiments investigating thresholds in ecotoxicology. In the first chapter, statistical
methods and experimental designs are compared to estimate thresholds in binomial
datasets of routinely used ecotoxicological tests. In the second chapter, a small-scale
laboratory experiment was performed to estimate how contamination might interact with
fragmentation and affect the movement of organisms. In the third chapter, a
manipulative field experiment was conducted to evaluate how contamination can
interact with fragmentation in a more natural setting. In both laboratory and field
experiments, random walks simulations were performed to further explore how these
two factors can interact and affect organisms in long term. In the fourth chapter, a
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special class of random walkers (Lévy walks) were used to investigate threshold effects
of fragmentation on animals with different movement behaviors. The inferences
obtained from both laboratory and field experiments, combined with the simulations
conducted in last chapter, provides important insights about how contamination may
affect the movement of organisms and interact with fragmentation thresholds.
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Chapter I
Comparing statistical analyses to estimate thresholds in ecotoxicology
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Abstract
Different methods are used in ecotoxicology to estimate thresholds in survival
data. This paper uses Monte Carlo simulations to evaluate the accuracy of four methods
(maximum likelihood (MLE) and Markov chain Monte Carlo estimates (Bayesian) of the
no-effect concentration (NEC) model, Piecewise regression and Receiver operating
characteristic (ROC) curves) in estimating true and apparent thresholds in survival
experiments with datasets having different slopes, background mortalities, and
experimental designs. Datasets were generated with models that include a threshold
parameter (NEC) or not (log-logistic). Accuracy was estimated using the RMSEs, and
RMSE ratios were used to estimate the relative improvement in accuracy by each
design and method. All methods had poor performances in shallow and intermediate
curves, and accuracy increased with the slope of the curve. The EC5 was generally the
most accurate method to estimate true and apparent thresholds, except for steep
curves with a true threshold. In that case, the EC5 underestimated the threshold, and
MLE and Bayesian estimates were more accurate. In most cases, weighted information
criteria did not provide strong evidence in support of the true model, suggesting that
identifying the true model is a difficult task. Piecewise regression was the only method
where the weighted criteria had high support for the threshold model; however, the rate
of spurious threshold model selection was also high. Even though thresholds are an
attractive concept from a regulatory and practical point of view, threshold estimates,
under the experimental conditions evaluated in this work, should be carefully used in
survival analysis or when there are any biological reasons to support the existence of a
threshold.
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Introduction
The existence of thresholds in ecotoxicology has been questioned and
addressed for more than fifty years now [1-4]. For many years, precise and accurate
estimation of thresholds was impractical, unreliable or too complex to be done with the
available tools and methods. Statistical methods such as analysis of variance and
generalized linear models (GLM), used to estimate the no observed effect concentration
(NOEC) and the effect concentration (ECx) respectively, were the best available tools to
analyze ecotoxicological data. Both methods remain as the most used approaches in
the field. However, serious criticisms have been made of both metrics (e.g., [5]) and
ecotoxicologists are now suggesting that thresholds estimates are more ecological
relevant meaningful and more useful in risk assessment [6-8].
With computational advances, different statistical methods have been developed
and applied in ecotoxicology (e.g., [4, 9-11]). One of the first recognized and most used
approaches is the no-effect concentration (NEC) model [3]. The term NEC now seems
to describe a series of models with a threshold parameter that can be assumed to be
time-independent and have an elimination rate of the organism as a parameter (e.g. [7])
or not (e.g. [9, 10]). Another common approach used in ecotoxicology is the piecewise
regression, which also includes a threshold parameter (e.g., [11]). The term EC0 have
also been used to describe thresholds (e.g., [11]) and by definition, both terms, NEC
and the EC0, assume that there is no effect before the threshold concentration other
than background mortality.
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Another approach, usually used in medical sciences, is to use receiver operating
characteristics (ROC) curves for decision making. ROC curve allows evaluating the
performance of a model for all possible threshold values [12]. The decision about what
is the optimum threshold is based on the sensitivity (i.e., the proportion of true positives)
and specificity (i.e., the proportion of true negatives) of the predicted model and the
observed values. ROC curves have been used by ecotoxicologists to evaluate the
ability to correctly classify an outcome of a diagnostic test, such as in the case of
sediment quality guidelines [13]. However, their uses to estimate optimum thresholds in
survival data have not been evaluated yet.
Previous simulation studies have shown that the NEC models can be used to
accurately estimate thresholds in survival, time to death and count data (e.g. [7,9]).
However, given that different methods are now available, the question remains about
which statistical method is the most accurate to estimate thresholds in ecotoxicology.
Another important question is how these models behave with datasets for which a true
threshold does not exist, or what is the rate of spurious threshold detection. In many
situations, models with and without thresholds could fit to the observed data equally well
and deciding which model to use is not straightforward [14]. In such cases, an apparent
threshold can be estimated, which can have practical value [15]. However, the rates of
spurious threshold estimation and the advantages of estimating an apparent threshold
instead of estimating lower ECx values have not been fully accessed yet.
This paper aims to (i) identify the most accurate and precise method to estimate
critical thresholds in survival data among four different methods, (ii) compare the
accuracy of 2 different sampling designs in estimating threshold, (iii) evaluate the rate of
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spurious threshold detection when using model selection, and (iv) evaluate if there are
any advantages in estimating an apparent threshold from datasets that do not have a
true threshold. Four different statistical methods were selected to estimate thresholds in
survival datasets: (i) maximum likelihood estimation of the threshold parameter by fitting
a NEC model; (ii) a Bayesian estimation of the NEC model using Markov Chain Monte
Carlo (MCMC) methods, (iii) GLM Piecewise regression, and (iv) Receiver operating
characteristic (ROC) curves. The application of other analysis such as the binomial
cumulative sum control chart (CUSUM) analysis and changepoint analysis were also
evaluated in earlier versions of the manuscript. Even though they might be useful in
detecting break points in ecotoxicology, their application in analyzing survival data is
limited. Both methods are mathematically and conceptually different from the previous
described methods and thus not included in this work.

Methods
Simulated data
All datasets were generated to simulate the survival of ten organisms exposed to
different effluent concentrations. A non-linear model with a threshold parameter was
modified from Pires et al., [9] and used by Fox [10], to describe the survival probability
of organisms exposed to an effluent with the equation
𝑃(𝑦𝑗 ) = 𝑙𝑒 [−𝑚 (𝑥𝑗−𝑐)𝐼(𝑥𝑗−𝑐)] ,
1, 𝑥 > 𝑐
𝐼(𝑥𝑗 − 𝑐) = {
,
0, 𝑥 ≤ 𝑐
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(1)

where (i) 𝑃(𝑦𝑗 ) is the survival probability in the 𝑥𝑗 concentration, (ii) 𝑙 is the intercept, (iii)
𝑚 is the rate of decay (throughout the paper, 𝑚 is referred as a “slope” to make it
consistent with all the other models), (iv) 𝑐 is the threshold parameter, and (v) 𝐼(𝑥𝑗 − 𝑐)
is the indicator function. When 𝑥𝑗 is lower or equal to the threshold, the probability of
survival is equal to the intercept.
Three types of curves were generated with different slopes parameters: (i)
shallow (𝑚 = 3), (ii) intermediate (𝑚 = 5) and (iii) steep (𝑚 = 10) slopes (Fig 1a). In all
curve, the threshold concentration was set to 20% of the effluent. This concentration
was selected to make sure that most datasets, within all different types of curves,
designs and background mortalities, would have at least one concentration with partial
kills. The application of the methods described in this manuscript is not recommended
for datasets without partial kills and, for this reason, simulations with different values of
the threshold parameter were not conducted. All equations were solved to estimate the
true EC5, EC10 and EC50 values from the probability curves.
Three different intercepts were selected to consider different levels of
background mortality: the lowest (0.05), medium (0.1) and the highest (0.15). The rates
of test rejection of all background mortalities are presented in Supplementary Material 1,
Table S1. Datasets that had the mean survival lower than 80% in the control were
discarded and replaced by another dataset. Note that as background mortality
increases, variability around the threshold should also increase.
Datasets without the presence of a true threshold were generated using a three
parameter log logistic model as described by Ritz [16]
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𝑃(𝑦𝑗 ) =

𝑑
1+ 𝑒

(𝑏(log (𝑥𝑗)−log (𝑒))

,

(2)

where (i) 𝑃(𝑦𝑗 ) is the survival probability in the 𝑥𝑗 concentration, (ii) 𝑏 is the slope, (iii) 𝑒
is the inflection point, or the EC50, and (iv) 𝑑 is the intercept. Three types of curves
were created with the same slope parameters of the NEC models (i.e. 3, 5 and 10 for
the shallow, intermediate and steep curve respectively). The EC50 of the NEC models
were used as the parameter 𝑒 for each type of curve in order to generate similar curves
among the two models (Fig 1b). The true values of the EC50, EC10, and EC5 for both
types of curves are presented in Table 1.

Experimental designs
Two different designs were used: (i) the categorical design, which consisted of 5
concentrations with 3 replicates per concentration plus the control (i.e. 0%, 6.25%,
12.5%, 25%, 50% and 100%) and (ii) the continuous design, without replicates at the
same treatment and fifteen concentrations equally spaced in the loge scale from 100%
to 3.94%. In the continuous design, replication only occurred in the control treatment to
ensure quality control of the organisms used in the test. Thus, both designs had the
same number of experimental units (n=18) and number of organisms (n=180). Each
concentration is assumed to be independent (true replicates). The concentrations in the
continuous design include the same 5 concentrations of the categorical design plus 10
different concentrations. For each design (i.e., categorical and continuous), background
mortality (i.e., low, medium and high) slope (i.e., shallow, intermediate and steep) and
type of dataset (with and without a threshold parameter), one thousand datasets were
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generated. As a result, 36 thousand datasets were analyzed. One example of each
slope and design for the datasets generated with the NEC model is provided in Fig 2.

ECx estimates
For each dataset, three parameter log logistic models were fit to estimate the
EC5, EC10 and EC50 values. To allow comparisons among all types of curves and
designs, and for the simplicity of this work, the same model was fit to all datasets even
though in many cases, three parameter Weibull models were selected as the best fit
based on the Akaike’s information criterion (AIC). All models were fitted using maximum
likelihood estimates (MLE) with the quasi-Newton method, and the confidence intervals
were estimated using the Delta method, with the drc R package [17]. Because it would
be unfeasible to manually evaluate model fit for thousands of models, such as checking
the residuals distribution and Q-Q plots, wide confidence intervals were used as a proxy
for very poor model fit. Indeed, after a closer inspection of these models and datasets,
models with very wide confidence intervals presented very poor model fit and should not
be used for statistical inference. Therefore, models with wide confidence intervals (i.e.
above 100) were counted and excluded from the analysis. This approach was used for
all models fitted in this manuscript.

MLE of the NEC
This approach consists in fitting the model described in equation 1 using MLE
(quasi-Newton method) of the parameters. Because background mortality was added to
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all types of curves, a three-parameter model (i.e., intercept, slope and threshold
parameter) was used. Confidence intervals were estimated using the Delta method and
models were fit with the drc R package [17].

Bayesian NEC
The model described in equation 1 was fit using Markov Chain Monte Carlo
(MCMC) methods with a Gibbs sampler algorithm. Uniform distributions were used as
uninformative flat priors for both the intercept and slope parameters, assuming a
minimum and maximum value of 0 and 1, and 0 and 20 for the intercept and slope,
respectively. Uninformative priors were also used for the threshold parameters using a
gamma distribution with the shape and scale parameter equal to 0.001. Three
independent chains were used in parallel with 205 interations for adaptation. An
additional 105 interactions were run and the samples were monitored every 10 steps.
The Bayesian models were fitted with the rjags R package [19].

Piecewise regression
The GLM piecewise regression, using a logit link function, can be written as
𝑙𝑜𝑔𝑖𝑡(𝜋𝑖 ) = 𝛽0 + 𝛽1 𝑥𝑖 + 𝛽2 (𝑥𝑖 − 𝛹)𝐼(𝑥𝑖 − 𝛹),

(3)

1, 𝑥 > 𝛹
𝐼(𝑥𝑗 − 𝛹) = {
,
0, 𝑥 ≤ 𝛹
where (i) 𝛽0 is the intercept, (ii) 𝛽1 is the first slope on the left, (iii) 𝛽2 is the difference-inslopes after the threshold, (iv) 𝛹 is the threshold parameter and (v) 𝐼(𝑥𝑖 − 𝛹) is the
indicator function, similar to the indicator function in equation (1). The first slope was set
to zero, so the model has three parameters and it assumes that there is no effect before
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the threshold. Note that different from the other approaches, this model can also include
more than one threshold and other covariates. The GLM models were fit using a biasreduction method [19] to avoid perfect separation, or monotone likelihood, where
nonfinite estimates of coefficients or standard errors are produced [20]. Without the bias
correction many of the models produced extremely high or infinite standard errors that
would have to be excluded from the analysis. To avoid convergence to local minima,
four different initial values for the threshold concentration were used (i.e. 10%, 15%,
20% and 25%). GLM models were fit using the brglm package [22] and Piecewise
regressions with the Segmented R Package [22].

ROC curves
Sensitivity and specificity were estimated from the predicted values of the log
logistic model and the observed values [12]. Different methods can be used to select
the best threshold cut-off such as (i) maximize sensitivity, (ii) maximize specificity or (iii)
and maximize both sensitivity and specificity [23]. In this paper, the threshold was
estimated using the last methods as it represents the best agreement between the
observed and predicted values and have also been used to estimate thresholds in
ecology [12, 24]. In order to calculate the concentration of the response threshold, the
three parameters log-logistic model was rearranged as
𝑙𝑜𝑔𝑒 𝑥 = 𝑙𝑜𝑔𝑒 (

𝑑−(𝑦×𝑑)
𝑦×𝑑

)⁄𝑏 + 𝑙𝑜𝑔𝑒 𝑒

where (i) 𝑑 is the intercept, (ii) 𝑙𝑜𝑔𝑒 𝑒 is the log of the inflection point, (iii) 𝑏 is the slope
and, (iv) 𝑦 is the response value estimated from the ROC curve. ROC analyses were
conducted using the pROC R package [26].
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(4)

Data analysis
For each method, accuracy was estimated with the root-mean-square error
(RMSE) as
1

𝑅𝑀𝑆𝐸 = √𝑛 ∑𝑛𝑖=1(𝛿𝑖 − 𝜃)2 ,

(5)

where 𝛿𝑖 is the ith parameter estimate and 𝜃 is the true parameter value. Thus, smaller
RMSE values indicate higher accuracy. Note that the RMSE is calculated from a
distribution of estimates so it also takes into account the precision of the method.
Because the log-logistic model does not have a true threshold, two different approaches
were used to estimate the RMSE: (i) assuming an apparent threshold equal to the
threshold in the NEC models (i.e. 20%) in all curves, and (ii) assuming an apparent
threshold equal to the true EC5 values of each log-logistic curve. Only the results from
the apparent threshold equal to 20% are presented because there were no differences
in the general trend of the results and, assuming an apparent threshold equal to the
EC5 would inherently favor ECx analysis. The RMSE ratios among the designs were
used to estimate the relative improvement in accuracy by each design and methods.
Hence, RMSE ratios (RMSECategorical: RMSEContinuous) should not deviate substantially
from 1 if there is no difference in the accuracy of the design, and values higher than 1
would favor the denominator. The probability density distribution of the ECx and
threshold estimates were plotted using Kernel density estimates with the beanplot R
package [26]. High density intervals (HDI) were calculated for all thresholds and ECx
estimates with the BEST R package [27]. Separate limits for discontinuous HDIs in
multimodal distributions were not considered, so HDIs could be overestimated in these
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cases. Model selection was used to identify the true and spurious incidences of
threshold detection. The AIC was estimated for each model and only models that were
fitted with the same method were compared. The DIC was calculated using MCMC in
the Bayesian NEC and models were compared to a three parameter Bayesian loglogistic model. The piecewise regression was the only case where the two compared
models had different numbers of parameters (i.e. with and without the threshold) so the
AIC with a correction for finite sample sizes (AICc) was used. Note that model selection
criteria using bias reduction methods is controversial [21]. However, very similar results
were obtained with and without the bias reduction GLM fit and with the Konishi's
generalized information criterion (GIC). The weighted criteria, which provides a relative
weight of evidence for each model, was also used to estimate how many datasets had
strong evidence (e.g., AICw>0.9) in support of a specific model [28]. All simulations and
analysis were conducted using the R statistical environment software version 3.2.1[29].

Results
ECx analysis
When log-logistic models were fitted to the datasets with a threshold (i.e., NEC
datasets), the EC50 was slightly overestimated and the EC5 and EC10 were
underestimated (Fig 3). The distribution of EC5 and EC10 in the NEC datasets in the
categorical design also tended to be bimodal for the steeply sloped curve. Due to the
low number of concentrations used in the categorical design, stochastic variation may
have a drastic impact in the curve fitting process of datasets with a threshold. The ECx
estimates were generally more accurate in the datasets generated with the log-logistic
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models, especially in datasets with a steep slope. The EC50 estimates were more
precise and accurate estimates in comparison to the EC5 and EC10 for all slopes and
background mortality. The number of datasets that fitted to the model, accuracy and
precision also increased with the slope of the curves. The mean ECx estimates were
similar in all levels of background mortality; however, the 95% high density intervals
became wider with the increase in background mortality. Consequently, the RMSE
estimates also increased (Supplementary material 2, Fig S1 and S2).
In most cases, the RMSE ratio did not deviate substantially from 1 but favored
the continuous design most of the time (Supplementary material 3, Table S1). The
RMSE of the EC5 and EC10 estimates of the continuous design in datasets with a
steep slope were, on average, 1.3 and 1.37 higher in the datasets with a threshold
parameter. The RMSE ratios also increased with the slope. However, the categorical
design was more accurate, with lower RMSE estimates by factors ranging from 0.62 to
0.84, in the ECx estimates in the log-logistic datasets with a steep slope
(Supplementary material 3, Table S1). This was the only instance where the categorical
design outperformed the continuous design in the ECx analysis. The mean estimates of
the slope were generally overestimated in log-logistic datasets and underestimated in
the NEC datasets.

Threshold analysis
Both accuracy and precision of all threshold estimates also increased with the
slope of the curves (Fig 4). All methods evaluated in this study had very poor
performance (i.e. high RMSE and HDIs) in datasets with shallow slopes. Increases in
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the background mortality also led to an increase in the 95% HDIs and RMSE estimates
(Supplementary material 5, Fig S1 and S2).
The piecewise regression was the only method where the accuracy increased
with background mortality (Fig 4, Supplementary material 5, Fig S1 and S2). In all
scenarios, the piecewise regression underestimated the true threshold. On the other
hand, ROC curves always overestimated the threshold and were the least accurate
method, with higher RMSE values. Most of the time, the true and apparent thresholds
were outside the HDI range in all scenarios with the ROC methods. The Bayesian
estimation of the NEC model in datasets with a steep slope was the most accurate of
the methods considered in this paper. The number of models that the Bayesian NEC fit
acceptably to the data decreased with the slope and with the increase in background
mortality. The estimates of the slope parameter were usually overestimated with the
MLE NEC, especially for datasets generated with the log-logistic model. Higher
estimates of the slope were also found in the datasets generated with log-logistic
models with the Bayesian approach
In most cases, EC5 estimates from datasets with shallow and intermediate
slopes were the most accurate and precise estimations of both true and apparent
thresholds. However, the Bayesian and MLE NEC estimates outperformed the EC5 in
datasets with a steep slope and a true threshold parameter (Fig 5). In this case, the
MLE NEC in the continuous design with a steep slope had similar accuracy to the EC5,
with the mean RMSE ratio close to 1. The piecewise regression only outperformed the
EC5 in datasets with highest background mortality and a true threshold. The piecewise
regression was sensitive to the increase in the background mortality with a decrease in
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the RMSE in both designs. The Bayesian NEC in the continuous design and steep
slope was the only case where an apparent threshold was more accurate than the EC5.
In datasets with a true threshold and a steep slope, the Bayesian NEC had on average
RMSE values 1.67 times lower in comparison to the MLE NEC. In the categorical
design, both MLE and Bayesian NEC had similar RMSE, being on average 1.64 times
lower than the EC5.
Regarding the threshold estimates among the two different designs, the RMSE of
the continuous design was on average 1.31 lower than the RMSE of the categorical
design with the Bayesian method in datasets with a true threshold parameter and a
steep slope (Fig 6). In the log-logistic datasets, there was not a strong support for the
continuous design with an average RMSE ratio of 1.12. In the MLE NEC approach, the
RMSEs of the categorical design were lower than the continuous design in the steep
slope in both datasets. The piecewise regression was more accurate in the continuous
design in datasets with a true threshold. However, for datasets without a true threshold,
the categorical design the RMSEs became lower with the increase of the slope. RMSEs
in the categorical design were also lower in both the NEC and log-logistic datasets with
steep slopes using the ROC methods.

Model selection
The rate of true threshold models selection with the Bayesian and Piecewise
regression increased with the slope of the curve (Fig 7). The slope of the curve had a
smaller effect on the model selection of the MLE NEC approach. In the MLE NEC, the
threshold model was selected on average 66.3% of the datasets with the continuous

26

design and 40.6% with the categorical design in all slopes. The continuous design
usually had higher rates of true model selection in comparison to the categorical design.
In the Bayesian NEC, the mean rates in datasets with a steep slope were 72.6% and
67.5% for the continuous and categorical design respectively. In the Piecewise
regression, the rates were on average 92.7% and 74.3% in the continuous and
categorical datasets with a steep slope. The increase in the background mortality
generally decreased the rate of true threshold model selection, except for the piecewise
regression where the rate increased with background mortality (Supplementary material
6, Tables S1, S2 and S3).
On the other hand, the rate of model selection with the weighted AIC and DIC
were much lower. In the MLE NEC approach, the weighted AIC was usually below 5%
of the datasets with a mean of 6.1%, 2.1% and 3.2% in the shallow, intermediate, and
steep curve of the continuous design, respectively. In the categorical design, this rate
was even lower with 1.1%, 0.4%, and 1.1% in the shallow, intermediate and steep
curve, respectively. In the Bayesian approach, most weighted DIC values were below
1% in both designs. The piecewise regression had a higher model selection rate with
the weighted AICc in datasets with a steep slope with a mean of 80.4% and 41.7% in
the continuous and categorical design respectively. Usually, the weighted AIC and DIC
provided higher support for the log-logistic models in shallow and intermediate slopes
and were higher than the rate of support to the NEC models in all cases
(Supplementary material 6, Tables S1, S2 and S3).
The rates of spurious threshold model selection also increased with the slope of
the curve in the Bayesian NEC and piecewise regression but decreased in the MLE
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NEC approach (Fig 7). The rates of spurious threshold detection were generally also
higher with the continuous design, except for datasets with a steep slope in the
Bayesian NEC approach, which had a mean of 87.9% in the categorical and 42.9% in
the continuous. The rates of spurious model selection with the piecewise regression
were even higher than the rates of true threshold selection in datasets with a steep
slope, with a mean of 79.7% and 92.1% in the categorical and continuous design
respectively. The weighted AICc also had much higher values in comparison to the
Bayesian and MLE NEC approach, with a mean of 40.9% and 75.6% in datasets with a
steep slope in the categorical and continuous design respectively. The rates of spurious
threshold model selection with the weighted DIC were below 1% in all scenarios and
designs. In the MLE NEC methods, the rates of spurious threshold model selection with
the weighted AIC was also low and below 2% in almost all scenarios. The weighted DIC
and AIC also supported log-logistic models more frequently than NEC models.

Discussion
Threshold estimates in ecotoxicology have been proposed as an alternative to
ECx and NOEC estimates. One advantage threshold models have over both the ECx
and the NOEC is that a no-effect concentration, and confidence intervals, could be
estimated during the curve fitting process. Different methods have been used to
estimate these thresholds, such as the MLE NEC [9], Bayesian NEC [10], and
piecewise regression [11]. In this paper, the accuracies of four different methods were
compared to each other and to EC5 estimates under different scenarios and designs.
Overall, the four methods were less accurate than the EC5 estimates in datasets with a
shallow and intermediate curve, even in datasets which contained true thresholds.
28

Based on these results, there seems to be no advantage in using any of these methods
instead of ECx analysis in datasets with shallow and intermediate slopes.
ROC curves overestimated the true and apparent threshold and were the least
accurate and precise method in all scenarios. This is in agreement with the findings of
Ficetola and Denoël [24] in which ROC curves did not reliably detect threshold values in
simulated data. These authors also found that GLM piecewise regressions could
provide accurate estimates of threshold. In the present work, piecewise regressions
were usually less accurate than EC5 estimates and underestimated the true thresholds.
However, estimates of the apparent threshold with the piecewise regressions were
more accurate than the MLE NEC and, in some cases, the Bayesian NEC. One
disadvantage of the piecewise regression is that it was more sensitive to the effects of
background mortality than are the other methods. Overall, increases in the background
mortality lead to an increase in the HDI of all methods, which is in agreement with Bass
et al. [7] who reported that increases in control mortality can make the estimation of the
NEC more difficult. Besides, background mortality also affected the rates of true and
spurious threshold models selection in all evaluated methods.
Of all the methods evaluated in this paper, the Bayesian NEC was the most
accurate method in datasets with a steep slope. The Bayesian approach also has a
series of advantages such as the direct inclusion of uncertainty in the estimates of the
threshold parameter, which can be draw from the posterior distribution. Another
advantage is that prior information can also be adjusted by using expert elicitation (e.g.,
[8]), information from the literature, or previous experiments. For instance, information
about background mortality can be easily gathered for commonly used species in
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ecotoxicology. One disadvantage of the Bayesian NEC is that the number of models
that fit the data acceptably decreased with the slope, especially with higher background
mortality.
Regarding the true threshold estimates, the only scenarios where threshold
methods were more accurate than the EC5 were with the Bayesian and MLE NEC in
datasets with a steep slope and a true threshold, and with the piecewise regression with
high background mortality. Nevertheless, in such cases, the EC5 underestimated the
true threshold, with a mean value of approximately 17% in both designs and
background mortalities. In most cases, the widths of the HDIs of the Bayesian, MLE and
EC5 within the same design were in the same range (Fig 4 and S4). This indicates that
the main driver of the lower RMSE values of the EC5 in datasets with a true threshold
and a steep slope is the underestimation of the threshold and not the lack of precision of
the method. Thus, if EC5 analyses are used in datasets with a true threshold, the EC5
is expected to on average, underestimate the threshold value. This is a reasonable
result when the shape of both the log-logistic curve and the NEC curves are compared
(Fig 1 and Table 1).
The Bayesian NEC in the continuous design with a steep slope was also the only
method where apparent threshold estimates were more accurate than EC5 estimates.
In this case, both methods had very close mean estimates of the apparent threshold
with 20.78% and 21.08% respectively. However, the HDIs estimates were wider for the
EC5 in comparison to the Bayesian approach. This was not observed in the categorical
design which EC5 estimates had very precise and accurate estimates. Thus, from a
practical point of view, there seems to be no advantage in estimating an apparent
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threshold instead of an EC5 in almost all scenarios evaluated in this work. In fact, the
MLE NEC overestimated the apparent threshold in steep slopes with a mean of around
23% of the effluent in both designs. Overestimation and underestimation of the
threshold value in relation to the EC5 may occur and were also observed by ForfaitDubuc [8] with real datasets.
The rate of spurious threshold model selection based solely on the information
criteria might be as high as 99.4% or as low as 6.5% depending on the method, slope,
and design (Fig 7). The piecewise regression had the highest rates of spurious
threshold detection and was the only method for which the weighted criteria provided
high support for the threshold model. Daily et al [30] also reported high rates of spurious
threshold detection in multivariate simulated datasets with piecewise quantile
regression. The weighted criteria with the Bayesian and MLE NEC had rates of true and
false threshold model selection usually below 5% and, in most cases, below 1%. Hence,
there seems to be weak evidence in favor of one model over the other as pointed out by
Ulm [14]. This is especially true in datasets with steep slopes, which had the lowest
weighted criteria’s and in cases where the threshold is overestimated. As discussed by
Fox [10], the introduction of a threshold parameter in the model does not presuppose
the existence of a threshold, but just allows it to be estimated. However, the
identification of the correct model is a hard task.
Regarding the experimental designs, the RMSEs ratios favored the continuous
designs in most cases, but not in all cases. For instance, in the steep slope, the
categorical design was more accurate than the continuous design with the MLE NEC
method, and the opposite occurred with the Bayesian NEC. The main idea of favoring
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the number of concentrations instead of the number of replicates per treatment is that it
might increase the accuracy in estimating the shape of the curve [31] which can
increase the ability to estimating thresholds [11]. One example of the problem with fitting
threshold model with low number of concentrations can be illustrated in Fig 1a, where
the log-logistic and NEC models provided very different results. In this example, the
NEC model would predict a much higher threshold (45.4% of the effluent) and be
favored by the AIC, but not supported by the weight AIC.
The low number of sampling replicates (i.e., organisms) per concentration in the
continuous design might also make it difficult to precisely estimate the threshold or ECx
value, especially if there is high background mortality. Thus, experimental designs
should balance the number of concentrations and sampling replicates in a way that it
maximizes the accuracy of the statistical method. Because there are innumerable
design permutations and design will also depend on the funding of the study, pilot and
simulation studies are recommended if threshold models are going to be used. Future
studies should also evaluate the accuracy of ECx estimates in relation to (i) different
threshold models (such as the time-independent NEC and models that assume
triangular distributions), and (ii) other distributions, such as Gaussian and Poisson.

Conclusion
Thresholds are an attractive concept from a regulatory and practical point of
view. However, threshold estimates might not be reasonable in all scenarios, such as
when the data have shallow or intermediate slopes. In most scenarios, EC5 estimates
were the most accurate method. Nevertheless, EC5 may underestimate the true
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threshold in steep slopes and in such scenario the Bayesian NEC was the most
accurate methods. However, there seems to be no strong evidence in favor of either
log-logistic or NEC models in all cases. Thus, selecting the correct models is an
extremely hard task. The piecewise regression was the only method where the
weighted criteria had higher support for the threshold model; however, the rates of
spurious threshold selection were also high. Measuring an apparent threshold does not
seem to have any advantage over the EC5 in most cases, and in fact, it can
overestimate the apparent threshold. Hence, threshold models should be used carefully
or when there are any biological reasons to support the existence of a threshold. In
such cases, more data should be gathered around the estimated threshold to better
understand the shape of the dose-response curve and the mechanisms behind
threshold effects.
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Tables
Table 1. True values of ECx and threshold for the NEC and log-logistic curves.

Shallow (Slope=3)
EC50
EC10
EC5
Threshold
Intermediate (Slope=5)
EC50
EC10
EC5
Threshold
Steep (Slope=10)
EC50
EC10
EC5
Threshold

NEC curve

Log-logistic curve

43.10 %
23.51 %
21.71 %
20.00 %

43.10 %
20.72 %
16.15 %
-

33.86 %
22.10 %
21.02 %
20.00%

33.86 %
21.82 %
18.79 %
-

26.93 %
21.06 %
20.50 %
20.00%

26.93 %
21.61 %
20.06 %
-
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Figures
Figure 1

Figure 1 Three types of probability curves with background mortality equal to 0.1. (a)
NEC and (b) log-logistic models used in this study.
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Figure 2

Figure 2. Examples of simulated datasets with intermediate background mortality
for each slope. (a, b, c) categorical and (d, e, f) continuous design. Solid and dashed
lines represent the three parameter log logistic and MLE NEC models respectively.
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Figure 3

Figure 3. Distributions of the ECx estimates for the continuous and categorical
designs (with intermediate background mortality) for three different types of
curves (rows) and for the datasets generated from NEC and log-logistic models
(columns). All models were fit with a three parameter log-logistic model. Black dashed
lines indicate the true values of the ECx, and gray dashed lines indicate the 95% HDI.
The RMSE and number of datasets are presented for each design.
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Figure 4

Figure 4. Distribution of the threshold and EC5 estimates for the continuous and
categorical designs (with intermediate background mortality) for three different
types of curves and for the datasets generated from NEC and log-logistic curves.
Dashed lines represent the true threshold value for the NEC datasets and the apparent
threshold in log-logistic datasets, assuming an apparent threshold equal to the NEC
models. The numbers above the boxplots are the RMSE of the estimates and the
number datasets that the method fitted to the data.
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Figure 5

Figure 5. RMSE ratios between the MLE NEC, Bayesian NEC and EC5 estimates.
Each point in the graphic represents one background mortality value (not differentiated
in the figure) and each boxplot represents the shallow, intermediate and steep slopes
(from the left to the right). Values above 1 (dashed line) favors the denominator.
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Figure 6

Figure 6. RMSE ratios between the categorical (numerator) and continuous
designs (denominator) for the MLE NEC, Bayesian NEC, Piecewise regression,
ROC curves and EC5. Each point in the graphic represents one background mortality,
and each boxplot represents the shallow, intermediate and steep slopes (from the left to
the right). Values above 1 (dashed line) favors the continuous design.

43

Figure 7

Figure 7. Rate of true and spurious threshold models selection from datasets with
and without thresholds respectively. Each point in the graphic represents one
background mortality value (not differentiated in the figure) and each boxplot represents
the shallow, intermediate and steep slopes (from the left to the right). Asterisk marks
represents the rate of model selection with the weighted AIC, DIC and AICc for the MLE
NEC, Bayesian NEC and Piecewise regression respectively. The dashed horizontal line
is a reference line set at 50% of the datasets to help visualizing the figure.
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Supplementary Material S1
Table S1.
Table S1. Percent and standard deviations of the number of tests rejected based on the
control survival of the three background mortality probabilities used in this work,
assuming 90% and 80% of survival quality control (n=106).
Rejection rates
Background mortality

90% of survival

80% of survival

Low (0.05)

6.12% (±0.74)

0.06% (±0.07)

Medium (0.10)

35.2% (±1.50)

2.61% (±0.50)

High (0.15)

67.8% (±1.46)

15.2% (±1.12)
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Supplementary Material S2
Figure S1

Figure S1. Distributions of the ECx estimates for the continuous and categorical designs
(with low background mortality) for three different types of curves and for the datasets
generated from NEC and log-logistic models. All models were fit with a three-parameter
log-logistic model. Black dashed lines indicate the true values of the ECx, and gray
dashed lines indicate the 95% HDI. The RMSE and number of datasets are presented
for each design.
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Figure S2

Figure S2. Distributions of the ECx estimates for the continuous and categorical designs
(with high background mortality) for three different types of curves and for the datasets
generated from NEC and log-logistic models. All models were fit with a three-parameter
log-logistic model. Black dashed lines indicate the true values of the ECx, and gray
dashed lines indicate the 95% HDI. The RMSE and number of datasets are presented
for each design.
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Supplementary material 3
Table S1. Comparison of accuracy of the ECx estimates for the categorical and
continuous design. The mean RMSE all background mortalities were used for each type
of datasets and curve. RMSE ratios higher than 1 indicate higher accuracy for the
denominator.
Mean CV ratio (Categorical:Continuous)
NEC
Logistic
Background
mortality
Shallow
0.05
0.1
0.15
Mean:
Intermediate 0.05
0.1
0.15
Mean:
Steep
0.05
0.1
0.15
Mean:
Slope

Ovearll Mean
[95% HDI]

EC50

EC10

EC5

EC50

EC10

EC5

1.06
1.03
1.05
1.05
1.03
1.13
1.17
1.11
1.15
1.17
1.11
1.15
1.10
[1.1.
1.17]

1.12
1.21
1.22
1.18
1.18
1.28
1.27
1.24
1.34
1.33
1.24
1.30
1.24
[1.11.
1.34]

1.11
1.26
1.26
1.21
1.18
1.27
1.28
1.24
1.43
1.39
1.30
1.37
1.27
[1.11.
1.42]

1.03
0.98
1.04
1.01
1.29
1.22
1.28
1.27
0.68
0.64
0.61
0.65
0.97
[0.61.
1.28]

1.16
1.06
1.18
1.13
1.19
1.06
1.10
1.12
0.68
0.50
0.58
0.59
0.95
[0.5.
1.19]

1.19
1.09
1.22
1.17
1.18
1.04
1.07
1.10
0.70
0.51
0.58
0.60
0.95
[0.51.
1.22]

48

Supplementary Material 4
Table S1. Parameter estimates with a three-parameter log-logistic model for the shallow
slope. Type of data indicates if datasets are either log-logistic (LL) or contain a
threshold (NEC).
Type
of
Curve
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow
Shallow

Type
of
Data
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC

Desing Parameter
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cont
Cont
Cont
Cont
Cont
Cont
Cont
Cont
Cont
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cont
Cont
Cont
Cont
Cont
Cont
Cont
Cont
Cont

Slope
Slope
Slope
Intercept
Intercept
Intercept
EC50
EC50
EC50
Slope
Slope
Slope
Intercept
Intercept
Intercept
EC50
EC50
EC50
Slope
Slope
Slope
Intercept
Intercept
Intercept
EC50
EC50
EC50
Slope
Slope
Slope
Intercept
Intercept
Intercept
EC50
EC50
EC50

Background
Mortality

True
Value

Mean

0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15

3
3
3
0.95
0.90
0.85
43.1
43.1
43.1
3
3
3
0.95
0.90
0.85
43.1
43.1
43.1
3
3
3
0.95
0.90
0.85
43.1
43.1
43.1
3
3
3
0.95
0.90
0.85
43.1
43.1
43.1

3.48
3.45
3.67
0.96
0.91
0.86
43.29
42.84
42.63
3.22
3.31
3.31
0.95
0.90
0.86
43.14
42.89
42.56
3.39
3.48
3.48
0.96
0.91
0.87
44.91
44.70
43.90
3.34
3.23
3.21
0.96
0.91
0.87
45.11
44.70
43.83
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HDI
HDI 95%
95%
Upper
lower
1.71
4.98
1.55
5.16
1.21
8.50
0.89
1.01
0.83
0.97
0.78
0.94
35.05
53.12
33.42
52.58
32.89
53.30
1.68
5.07
1.45
5.37
1.35
5.52
0.90
1.00
0.84
0.97
0.78
0.93
33.75
52.53
33.77
53.08
31.93
52.83
1.91
4.79
1.63
5.21
1.38
5.33
0.90
1.01
0.84
0.97
0.80
0.95
36.62 54.35
35.11 54.24
33.84 55.21
1.78
4.68
1.80
4.91
1.66
5.14
0.91
1.00
0.86
0.98
0.80
0.94
36.30 53.79
36.00 53.97
33.78 54.24

Table S2. Parameter estimates with a three parameter LL model for the intermediate
slope. Type of data indicates if datasets are either log-logistic (LL) or contain a
threshold (NEC).
Type
of
Curve
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm
Interm

Type
of
Data
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC
NEC

Desing Parameter
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cont
Cont
Cont
Cont
Cont
Cont
Cont
Cont
Cont
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cat
Cont
Cont
Cont
Cont
Cont
Cont
Cont
Cont
Cont

Slope
Slope
Slope
Intercept
Intercept
Intercept
EC50
EC50
EC50
Slope
Slope
Slope
Intercept
Intercept
Intercept
EC50
EC50
EC50
Slope
Slope
Slope
Intercept
Intercept
Intercept
EC50
EC50
EC50
Slope
Slope
Slope
Intercept
Intercept
Intercept
EC50
EC50
EC50

Background
Mortality

True
Value

Mean

0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15
0.05
0.1
0.15

5
5
5
0.95
0.9
0.85
33.86
33.86
33.86
5
5
5
0.95
0.9
0.85
33.86
33.86
33.86
5
5
5
0.95
0.9
0.85
33.86
33.86
33.86
5
5
5
0.95
0.9
0.85
33.86
33.86
33.86

6.86
6.46
6.23
0.95
0.90
0.86
34.23
34.17
34.08
5.86
6.00
6.32
0.95
0.90
0.86
33.88
33.91
33.87
4.45
4.54
4.43
0.96
0.91
0.86
35.74
35.60
35.41
4.30
4.45
4.12
0.97
0.91
0.87
35.72
35.45
35.11
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HDI
95%
lower
2.89
2.83
2.77
0.89
0.83
0.79
26.64
26.78
26.30
3.08
2.68
2.61
0.91
0.84
0.79
27.98
28.45
28.26
2.05
2.15
1.42
0.90
0.84
0.79
26.88
27.94
27.74
2.56
2.23
2.28
0.91
0.86
0.80
30.06
28.99
27.72

HDI
95%
Upper
19.38
16.14
15.81
0.99
0.96
0.93
44.83
43.25
42.81
9.91
10.11
10.39
1.00
0.96
0.92
38.89
40.23
40.40
6.42
6.72
7.25
1.00
0.97
0.94
42.44
44.80
45.92
6.25
6.72
6.69
1.00
0.97
0.94
41.95
42.24
42.13

Table S3. Parameter estimates with a three parameter LL model for the intermediate
slope. Type of data indicates if datasets are either log-logistic (LL) or contain a
threshold (NEC).
Type
Type
Background True
HDI 95% HDI 95%
of
Desing Parameter
Mean
of Data
Mortality
Value
lower
Upper
Curve
Steep
LL
Cat
Slope
0.05
10
18.31
3.93
39.91
Steep
LL
Cat
Slope
0.1
10
15.97
5.50
19.22
Steep
LL
Cat
Slope
0.15
10
15.51
5.35
18.88
Steep
LL
Cat
Intercept
0.05
0.95
0.95
0.88
0.99
Steep
LL
Cat
Intercept
0.1
0.9
0.90
0.84
0.96
Steep
LL
Cat
Intercept
0.15
0.85
0.86
0.79
0.92
Steep
LL
Cat
EC50
0.05
26.93 26.69 24.61
30.71
Steep
LL
Cat
EC50
0.1
26.93 26.43 24.58
28.62
Steep
LL
Cat
EC50
0.15
26.93 26.28 24.47
28.63
Steep
LL
Cont
Slope
0.05
10
15.89
5.16
46.41
Steep
LL
Cont
Slope
0.1
10
16.09
5.13
42.98
Steep
LL
Cont
Slope
0.15
10
15.97
4.00
42.49
Steep
LL
Cont
Intercept
0.05
0.95
0.95
0.91
0.99
Steep
LL
Cont
Intercept
0.1
0.9
0.90
0.84
0.96
Steep
LL
Cont
Intercept
0.15
0.85
0.86
0.79
0.92
Steep
LL
Cont
EC50
0.05
26.93 27.03 24.07
30.32
Steep
LL
Cont
EC50
0.1
26.93 26.78 23.57
30.32
Steep
LL
Cont
EC50
0.15
26.93 26.81 23.27
30.60
Steep
NEC
Cat
Slope
0.05
10
8.46
2.80
18.24
Steep
NEC
Cat
Slope
0.1
10
7.76
3.17
17.36
Steep
NEC
Cat
Slope
0.15
10
7.64
3.13
16.97
Steep
NEC
Cat
Intercept
0.05
0.95
0.96
0.90
1.01
Steep
NEC
Cat
Intercept
0.1
0.9
0.91
0.84
0.97
Steep
NEC
Cat
Intercept
0.15
0.85
0.86
0.80
0.94
Steep
NEC
Cat
EC50
0.05
26.93 27.40 23.32
32.09
Steep
NEC
Cat
EC50
0.1
26.93 27.21 23.29
32.08
Steep
NEC
Cat
EC50
0.15
26.93 26.95 22.77
31.96
Steep
NEC
Cont
Slope
0.05
10
7.20
3.66
11.52
Steep
NEC
Cont
Slope
0.1
10
7.03
3.45
12.02
Steep
NEC
Cont
Slope
0.15
10
6.81
3.44
11.22
Steep
NEC
Cont
Intercept
0.05
0.95
0.96
0.91
0.99
Steep
NEC
Cont
Intercept
0.1
0.9
0.91
0.86
0.96
Steep
NEC
Cont
Intercept
0.15
0.85
0.86
0.80
0.93
Steep
NEC
Cont
EC50
0.05
26.93 28.60 25.05
32.79
Steep
NEC
Cont
EC50
0.1
26.93 28.28 24.77
32.63
Steep
NEC
Cont
EC50
0.15
26.93 28.22 24.17
32.40
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Supplementary material 5
Figure S1

Figure S1. Distribution of the threshold and EC5 estimates for the continuous and
categorical designs (with low background mortality) for three different types of curves
and for the datasets generated from NEC and log-logistic curves. Dashed lines
represent the true threshold value for the NEC datasets and the apparent threshold in
log-logistic datasets, assuming an apparent threshold equal to the NEC models. The
numbers above the boxplots are the RMSE of the estimates and the number datasets
that the method fitted to the data.
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Figure S2

Figure S2. Distribution of the threshold and EC5 estimates for the continuous and
categorical designs (with high background mortality) for three different types of curves
and for the datasets generated from NEC and log-logistic curves. Dashed lines
represent the true threshold value for the NEC datasets and the apparent threshold in
log-logistic datasets, assuming an apparent threshold equal to the NEC models. The
numbers above the boxplots are the RMSE of the estimates and the number datasets
that the method fitted to the data.
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Supplementary material 6
Table S1. Rate of the number of models selected by the AIC and weighted AIC between
a three-parameter log-logistc and NEC models fitted with maximum likelihood methods.
Categorical design
NEC datasets (%)
Log-Logistic datasets (%)
Background
Slope
LL
NEC W.LL
W.NEC
LL
NEC W.LL
W.NEC
mortality
Shallow
0.05 67.7 32.3
46.0
1.1
71.8 28.2
40.4
0.5
0.1 48.5 51.5
12.4
3.1
57.1 42.9
12.5
1.9
0.15 52.0 48.0
7.3
5.0
56.6 43.4
7.7
2.0
Mean: 48.5 32.3
21.9
1.1
61.8 38.2
20.2
1.5
Interm.
0.05 71.5 28.5
45.6
0.2
73.3 26.7
40.6
0.7
0.1 63.2 36.8
20.2
0.3
62.7 37.3
12.3
0.3
0.15 66.8 33.2
17.5
0.7
69.7 30.3
14.5
0.1
Mean: 67.2 32.8
27.8
0.4
68.6 31.4
22.5
0.4
Steep
0.05 49.5 50.5
4.1
2.3
81.9 18.1
6.3
3.5
0.1 52.5 47.5
10.4
0.8
82.4 17.6
1.1
0.7
0.15 63.1 36.9
22.5
0.1
84.3 15.7
2.1
0.1
Mean: 55.0 45.0
12.3
1.1
82.9 17.1
3.2
1.4
Ovearll mean: 59.4 40.6
20.7
1.5
71.1 28.9
15.3
1.1
Continuous design
NEC datasets (%)
Log-Logistic datasets (%)
Background
Slope
LL
NEC W.LL
W.NEC
LL
NEC W.LL
W.NEC
mortality
Shallow
0.05 43.3 56.7
25.3
1.7
61.0 39.0
22.9
1.1
0.1 32.2 67.8
9.3
5.9
49.2 50.8
10.4
5.6
0.15 33.0 67.0
9.3
10.6
50.2 49.8
11.6
6.1
Mean: 36.2 63.8
14.6
6.1
53.5 46.5
15.0
4.3
Interm.
0.05 38.5 61.5
20.5
3.3
64.6 35.4
28.4
0.7
0.1 30.8 69.2
5.2
1.7
56.1 43.9
7.3
0.6
0.15 34.8 65.2
6.4
1.2
54.1 45.9
6.3
1.7
Mean: 34.7 65.3
10.7
2.1
58.3 41.7
14.0
1.0
Steep
0.05 28.8 71.2
5.1
6.2
68.5 31.5
8.7
1.5
0.1 27.7 72.3
2.4
2.4
67.0 33.0
3.5
0.0
0.15 34.1 65.9
3.9
1.1
66.8 33.2
3.2
1.0
Mean: 30.2 69.8
3.8
3.2
67.4 32.6
5.1
0.8
Ovearll mean: 33.7 66.3
9.7
3.8
59.7 40.3
11.4
2.0
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Table S2. Rate of the number of models selected by the DIC and weighted DIC
between a three-parameter log-logistc and NEC models fitted with MCMC methods.
Categorical design
NEC datasets (%)
Log-Logistic datasets (%)
Background
Slope
LL
NEC
W.LL W.NEC
LL
NEC
W.LL W.NEC
mortality
Shallow
0.05 75.0
25.0
14.5
0.1
80.4
19.6
14.1
0.3
0.1 89.5
10.5
5.4
0.2
86.2
13.8
8.4
0
0.15 90.5
9.5
5.4
0.0
91.2
8.8
6.5
0.3
Mean: 85.0
15.0
8.4
0.1
85.9
14.1
9.7
0.2
Interm.
0.05 65.6
34.4
3.3
0.2
71
29
34.2
0.7
0.1 72.5
27.5
13.4
0.4
67.6
32.4
0.7
0.0
0.15 78.3
21.7
1.9
0.0
67.1
32.9
9.4
0.0
Mean: 72.1
27.9
6.2
0.2
68.6
31.4
14.8
0.2
Steep
0.05 27.9
72.1
0.1
0.9
8.5
91.5
0
0.0
0.1 29.2
70.8
0.4
0.1
11.9
88.1
0.1
0.0
0.15 40.3
59.7
0.8
0.0
15.9
84.1
0.2
0.0
Mean: 32.5
67.5
0.4
0.3
12.1
87.9
0.1
0.0
Ovearll Mean: 63.2
36.8
5.0
0.2
55.5
44.5
8.2
0.1
Continuous design
NEC datasets (%)
Log-Logistic datasets (%)
Background
LL
NEC
W.LL W.NEC
LL
NEC
W.LL W.NEC
mortality
Slope
Shallow
0.05
59
41
14.6
0.2
82.5
17.5
13.6
0.1
0.1 78.4
21.6
11.7
0.1
89.2
10.8
5.6
0.1
0.15 89.5
10.5
6.3
0
93.5
6.5
3.1
0
Mean: 75.6
24.4
10.9
0.1
88.4
11.6
7.4
0.1
Interm.
0.05 39.1
60.9
2
2.2
59.7
40.3
5.8
0.6
0.1 51.3
48.7
13.2
0.5
61.5
38.5
7.4
0.1
0.15 76.9
23.1
10.6
0.1
63.7
36.3
8.6
0
Mean: 55.8
44.2
8.6
0.9
61.6
38.4
7.3
0.2
Steep
0.05 23.9
76.1
0.7
4.9
60.3
39.7
3.9
0.4
0.1 26.1
73.9
0.7
2.1
56.9
43.1
4.7
0
0.15 32.2
67.8
5.1
1.4
54.2
45.8
5.7
0.1
Mean: 27.4
72.6
2.2
2.8
57.1
42.9
4.8
0.2
Ovearll Mean: 52.9
47.1
7.2
1.3
69.1
30.9
6.5
0.2
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Table S3. Rate of the number of models selected by the AICc and weighted AICc
between a two-parameter GLM logit model and a three-parameter GLM logit piecewise
regression.
Categorical design
NEC datasets (%)
Log-Logistic datasets (%)
Backgroun
Slope
LL
NEC
LL(w) NEC(w)
LL
NEC
LL(w) NEC(w)
d mortality
Shallo
w
0.05 55.9
44.1
0
15.1
53.5
46.5
0
17.2
0.1 32.4
67.6
0
34.3
34.7
65.3
0
30.2
0.15 26.9
73.1
0
37.6
26.7
73.3
0
41.2
Mean: 38.4
61.6
0.0
29.0
38.3
61.7
0.0
29.5
Interm.
0.05 46.3
53.7
0
20.7
26
74
0
43.6
0.1 22.9
77.1
0
46.7
9.3
90.7
0
74
0.15 15.5
84.5
0
56.7
4.8
95.2
0
82.2
Mean: 28.2
71.8
0.0
41.4
13.4
86.6
0.0
66.6
Steep
0.05 33.2
66.8
0
36.5
32.2
67.8
0
25
0.1 15.6
84.4
0
59.1
16
84
0.1
46.3
0.15 10.9
89.1
0
66.9
12.6
87.4
0.6
51.4
Mean: 19.9
80.1
0.0
54.2
20.3
79.7
0.2
40.9
Ovearll Mean: 28.8
71.2
0.0
41.5
24.0
76.0
0.1
45.7
Continuous design
NEC datasets (%)
Log-Logistic datasets (%)
Backgroun
Slope
LL
NEC
LL(w) NEC(w)
LL
NEC
LL(w) NEC(w)
d mortality
Shallo
w
0.05 38.4
61.6
0
27.8
45
55
0
22.1
0.1 21.5
78.5
0
46.3
27.5
72.5
0.1
40.9
0.15 17.1
82.9
0.2
51
19
81
0
50.1
Mean: 25.7
74.3
0.1
41.7
30.5
69.5
0.0
37.7
Interm.
0.05 27.2
72.8
0
46.4
20.9
79.1
0
56.2
0.1 13.2
86.8
0
66.7
6.4
93.6
0
77.8
0.15
8.4
91.6
0
70.7
3.7
96.3
0
86.3
Mean: 16.3
83.7
0.0
61.3
10.3
89.7
0.0
73.4
Steep
0.05 15.5
84.5
0
65.4
15.3
84.7
0
59
0.1
4.5
95.5
0
85.4
7.7
92.3
0
73.9
0.15
1.8
98.2
0
91.4
0.6
99.4
0
96.8
Mean:
7.3
92.7
0.0
80.7
7.9
92.1
0.0
76.6
Ovearll Mean: 16.4
83.6
0.0
61.2
16.2
83.8
0.0
62.6
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Chapter II
Joint effects of fragmentation and mercury contamination on marsh
periwinkle (Littoraria irrorata) movement
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Abstract
There are different ways contaminants can interact and enhance the effects of habitat
fragmentation, such as modifying the movement of organisms. This work tested the
hypothesis that mercury exacerbates the effects of fragmentation by affecting the
movement of the marsh periwinkle, Littoraria irrorata, and reducing the probability of
snails crossing fragmented microlandscape experimental systems. How these changes
could affect search efficiency of organisms in the long term was assessed using Hidden
Markov Models (HMM) and random walks simulations. Bayesian nonlinear models were
used to analyze the effects of fragmentation and contamination on the mean speed and
mean directional change of organisms. Snail movement for control and two mercuryexposure treatments were recorded in microlandscapes with six different levels of
habitat cover and three landscape replicates. Results indicated that exposed organisms
had lower probabilities of crossing the landscape, reduced speed, and shifts in the step
length distributions. Both mercury exposure and habitat fragmentation affected the
movement of the marsh periwinkle. Mercury exacerbated the effects of habitat
fragmentation by affecting the cognition (e.g., route planning, orientation and spatial
learning) and movement of L. irrorata. Hence, the interaction of these stressors could
further reduce the functional connectivity of landscapes and reduce the search
efficiency of organisms.
Key words: Habitat fragmentation; Bayesian statistics; Hidden Markov Models; multiple
stressors; Movement behavior; ecotoxicology
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Introduction
The combination of habitat loss and fragmentation is currently one of the primary
causes of global biodiversity loss (Vitousek et al., 1997; Wu et al., 2003). Habitat
fragmentation is caused by the division of habitat leading to smaller and more isolated
areas, reducing landscape connectivity, patch area and/or increasing patch edges
(Fahrig, 2003). After decades of research, scientists have now amassed strong and
consistent experimental evidence of the ecological effects on organisms and
ecosystems processes caused by habitat fragmentation (e.g., Alexander et al., 2012;
Billings and Gaydess, 2008; Zartman, 2003). However, how fragmentation can interact
with other stressors, such as contaminants and climate change, is considered a key
knowledge gap (Haddad et al., 2015). In fact, it has been predicted that interaction
among fragmentation and other stressors could worsen the effects of fragmentation
(Doerr et al., 2011; Haddad et al., 2015).
There are different ways that contaminants can interact with habitat
fragmentation. For instance, increases in the number and size of edges in a landscape
can lead to an increase in contamination deposition and consequent reduction in habitat
quality (Hasselrot and Grennfelt, 1987; Hester and Hobbs, 1992). Pollution can also
cause habitat loss, such as in oil spill disasters (Beland et al., 2017) and nutrient
enriched salt marshes (Deegan et al., 2012), which could lead to habitat fragmentation.
Deforestation and habitat fragmentation can also enhance soil erosion and leaching of
mercury (Hg), becoming an important source of contamination to watersheds and
aquatic life (Mainville et al., 2006; Roulet et al., 1999). Contaminants can also
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potentially act as chemical barriers in ecological systems, hence reducing the
connectivity of the landscape even at lower concentrations (Araújo et al., 2018).
Reduction of the structural connectivity of the landscapes (i.e., changes in the physical
characteristics of the landscape) caused by habitat fragmentation may affect the ability
of organism to move and disperse across suitable and unsuitable patches (i.e.,
functional connectivity) (Doerr et al., 2011; Offerman et al., 1995). In fact, increasing the
structural connectivity among fragments, such as in the presence of corridors or
steppingstone patches, may lessen the effects of fragmentation by increasing
organism’s dispersion and functional connectivity (Doerr et al., 2011; Haddad, 1999;
Pardini et al., 2005). However, pollutants can potentially affect organism movement and
dispersion in the landscape. For instance, non-lethal concentrations of contaminants
can affect speed, grazing (Bernot et al., 2005), habitat selection (Araújo et al., 2016;
McCloskey and Newman, 1995), path tortuosity (Kane et al., 2004) and predator
avoidance (Zhou and Weis, 1999). Changes in these behaviors could further reduce
animal movement and functional connectivity of the landscape and consequently,
worsen the effects of fragmentation.
Because large scale experiments would be impractical due to ethical and legal
constraints of releasing chemicals in ecosystems (Focks, 2014) and manipulating large
landscape characteristics, small scale experimental model systems (EMS) (Ims and
Stenseth, 1989) are a more suitable approach to test hypotheses about interactions
among these two stressors. Smaller scale experiments also allow easier landscape
manipulation, larger sampling sizes and higher statistical power (Wiens and Milne,
1989). Because the scale depends on the organism and process of interest,
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microlandscape experiments have been successfully used by ecologists to test
hypotheses regarding the effects of fragmentation in the movement behavior of small
organisms such as insects (e.g., McIntyre and Wiens, 1999; Morales and Ellner, 2002;
Wiens and Milne, 1989, Wiens et al., 1997; With et al., 1999). Microlandscape
experiments are especially useful as they may accelerate the development of
quantitative conceptual frameworks (Wiens and Milne, 1989) and may provide ways of
testing assumptions of landscapes ecology theories (Wiens et al., 1997). Experiments
at this scale can also provide important insights about the searching behavior of
organisms (e.g., Kölzsch et al., 2015) which could be incorporated into simulations to
test further hypothesis (Morales and Ellner, 2002).
The present work evaluates how habitat fragmentation and mercury exposures
can interact and affect the movement of the marsh periwinkle Littoraria irrorata using
microlandscape experimental systems. The marsh periwinkle was selected as a model
organism due to (i) high abundance; (ii) an important organism in salt marsh food web
(Zengel et al., 2016); (iii) slow dispersion and movements (Hamilton, 1977) that can be
easily and precisely recorded; and (iv) a strong tendency to move towards vertical
objects (Hamilton and Winter, 1982) which can be used as a stimulus to the movement
of organisms and allows inferences about the cognitive behavior of organisms
(Kabadayi et al., 2018). During low tide, these organisms forage in the exposed marsh
surface and avoid predation by climbing saltmarsh grass stems (Spartina alterniflora
and S. cynosuroides) as soon as tide turns to flood the marsh (Bingham, 1972; Warren,
1985). Hence, being able to find and climb grass stems are crucial to the survival of
marsh periwinkles. These snails graze not only detritus/algae (Bingham, 1972) but also
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graze live salt marsh cordgrass, primarily to consume invasive fungi on the cordgrass
(Silliman and Newell, 2003). Mercury was selected as a contaminant of interests as it is
a widespread persistent contaminant that can accumulate in environment and in
organisms’ tissues (Krabbenhoft and Sunderland, 2013); and it is a well-recognized
neurotoxin that can affect the cognitive behavior of organisms, animal movement and
search efficiency (Adams and Frederick, 2008; Bouton et al., 1999; Kobiela et al.,
2015). The hypotheses were tested that (i) mercury worsens the effects of
fragmentation by reducing the probability of snails crossing fragmented landscapes and
reaching Spartina alterniflora blades; and (ii) by affecting the movement of organisms,
mercury impacts their speed, path linearity, and step length distribution. The study
further explored how these changes in movement behavior might affect search
efficiency of organisms in the long term using Hidden Markov Models (HMM) and
random walks simulations.
Methods
Test organisms
Organisms were collected in a relatively undisturbed saltmarsh with unknown
pollution point sources, located in Hayes, Virginia, USA (37°16'52.6"N, 76°23'23.8"W).
Sampled organisms (n=810) had similar shell length (2.16 ± 0.1 cm; mean and standard
deviation), width, (1.52 ± 0.07 cm) and total weight (2.63 ± 0.33 g). Snails were
acclimatized in aquariums with aerated water, sediments and Spartina alterniflora
blades for two to three weeks in the laboratory prior to the experiment. Water salinity
was kept constant at 20 psu, the same salinity of the sampling site. Water changes
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occurred every 3 to 5 days. Organisms were kept in the laboratory for a maximum
period of two months before being used in the experiment.
Organism exposure and chemical analysis
Mercury solutions were prepared daily by dissolving mercury chloride, HgCl 2
(purity ≥99.5%, Alfa Aesar, USA), in fresh aerated artificial seawater kept at 20 psu. A
96h survival experiment was conducted to select non-lethal concentrations of dissolved
ionic mercury to be used in the experiment. Based on the results, two concentrations of
mercury were selected for the microlandscape experiment: 100µg/L and 250µg/L, both
being below the concentration predicted to cause 5% mortality, LC5 of 370.4 ± 74.1µg/L
(95% confidence interval). The marsh periwinkle is extremely tolerant to inorganic
mercury relative to other invertebrates (see Cabecinhas et al., 2015). Organisms were
individually exposed in 60ml plastic cups covered with perforated plastic lids to ensure
the complete submersion of organisms and prevent them from escaping. Organisms
were kept in an incubator with temperature set to 20°C during the experiment with daily
water changes. Mercury concentrations in the solutions were measured immediately
after the solutions were prepared and organisms were frozen after the experiment trials
were over for mercury tissue analysis. Ten organisms of each mercury treatment for
each landscape replicate were cracked open with a hammer, sexed and checked for the
presence of trematodes parasites. Soft tissues were rinsed with deionized water and
freeze-dried for 72h or until constant weight was reached. Freeze-dried soft tissues
were pulverized with a grinder. Both water and tissue analysis were measured using a
Milestone DMA-80 Direct Mercury Analyzer (Shelton, CT). The accuracy and precision
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of the data was assessed using the tissue reference material DORM-3 (NRCC, Canada)
and a mercury standard solution (BDH, London).
Experimental setup
Random microlandscapes (25.4 x 38.1 cm) were created in a 38.1 x 38.1 x 15.24
cm Plexiglas trays. Six different levels of habitat loss were used (i.e., 0, 15, 30, 45, 60
and 75 percent of habitat loss). An example of the experimental set up is illustrated in
Figure 1. The dimensions of the tray and microlandscapes were selected based on pilot
experiments to maximize the movement of snails towards the other side of the
landscape instead of moving towards the lateral edges of the tray. Microlandscapes
were fragmented with 2.54x2.54 cm of copper tape, an electrically conductive material
that repulses the snail on contact with the moist foot integument (Cutter, 1988). Hence,
in this experiment, habitat loss and fragmentation are caused by a type of chemical
barriers where organisms are unable to cross unsuitable patches. Because organisms
are unable to cross fragmented patches but are still able to see the Spartina stems,
inferences about the cognitive behavior of organisms can be made under the detour
paradigm (e.g., route planning, orientation and spatial learning) (Kabadayi et al., 2018).
Copper tape was also placed on the tray sides to prohibit climbing and escaping.
Microlandscape patterns were created using a function developed in the R environment
(R Core Team, 2017) that samples random patterns given the area of the tray and the
percent of habitat loss. Only landscapes with a free path were selected (i.e., landscape
that percolates). Even though snails cannot directly cross the copper tape, they can still
cross tapes diagonally (e.g., figure 1e). Therefore, the movement of snails in the
microlandscape can be related to the 8 nearest neighbors’ rule in a percolation theory
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framework (see Pearson et al., 1996). Because a completely free path was very unlikely
in landscapes with 25% of cover, landscapes with paths connected diagonally were
considered in the experiment.
Fifteen organisms that were not used previously in any experiment were
individually released in one side of the landscape. Clumps of Spartina alterniflora blades
were set on the opposite side of the tray as a stimulus to the organisms to cross the
landscape. For each level of cover, three random microlandscapes patterns were
created. Replication at this level is necessary to enable inferences about the level of
cover, and not any particular landscape pattern. In this way, a total of 810 organisms
were used in this experiment. The movement of control and mercury-exposed snails in
the microlandscapes were recorded with a digital camera (Logitech C920 HD Pro). The
experimental trials were finished after 4h or when the periwinkle crossed the landscape.
After experimental trials, snails were immediately frozen for analyzes of mercury content
in soft tissues. Videos were broken into every 5 seconds pictures and the position of
each organism digitized to x/y coordinates using the software ImageJ/Fiji (Schneider et
al., 2012) and the MtrackJ plugin (http://fiji.sc/TrackMate). Because the marsh
periwinkle produces a mucus trail that might be followed by other snails, trays were
cleaned with ethanol 90%, deionized water and dried after each trial to ensure the
independence of samples (Tankersley, 1990). All tracks and landscapes configurations
are provided in Supplementary material S1 (Figures S1, S2 and S3).
Experimental trials were recorded three different times per day in six trays (each
tray with a different level of cover) divided into two rows and three columns (Figure 1).
The position of the trays was randomly chosen and changed daily to avoid any possible
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effect of the tray position in the snail movement. The walls of the trays were covered
with a white cardboard to avoid visual contact outside the tray and with other snails.
Because it would be infeasible to record all experimental trials at the same time, each
microlandscape replicate was recorded one at a time. After recording 15 organisms per
mercury treatment in one microlandscape pattern, the copper tape of all trays was
removed. Trays were cleaned with ethanol 90% and deionized water and a new pattern
was set up. To avoid using snails that had remained in the laboratory more than two
months, new organisms were sampled following the procedures described above each
time a new pattern was set up. Pilot experiments showed that after long periods in the
laboratory, snails were less tolerant to the effect of mercury.
Data analysis
A Bayesian Generalized Linear model with the Logit link function was used to
evaluate the effects of fragmentation and mercury exposure on the probability of snails
crossing the landscape. A Cauchy distribution was chosen as the prior for all
parameters with center and scale parameters set at 0 and 2.5 respectively as
recommended by Gelman et al., (2008). Models were fit using Markov Chain Monte
Carlo (MCMC) methods with a Hamiltonian sampler algorithm. Three independent
chains were used in parallel with initial 2000 iterations for adaptation. This was followed
by another 2000 iterations during which samples were monitored every 3 steps. Among
the fixed effects included in the models were habitat loss, mercury exposure, length,
weight, day of the experiment, landscape resistance, recording day and landscape
replicates. Model selection was performed based on the weighted Watanabe (or widely
applicable) Akaike information criterion (WAIC). Evidence ratios (ER) were used to test

66

the hypothesis that parameters were different from zero or different between treatments,
assuming a 95% credible interval.
For each pathway, the mean speed (cm min-1), net displacement, turning angles
and total time moving were calculated. Mean directional change was also calculated as
a measurement of path nonlinearity (Kitamura and Imafuku, 2015). As each snail
started to move at different times, all metrics and tracks were analyzed after organisms
left a radius of 2cm from its starting position. Because movement tracks were sampled
at a short temporal and spatial scale, and consequently more sensitive to errors
(Edelhoff et al., 2016), tracks were smoothed by applying a Savitzky–Golay filter with
the trajr R package (McLean and Skowron Volponi, 2018). Bayesian non-linear models
(asymptotic regression) were used to analyze path metrics following the same
procedures described above. The associated three-parameter asymptotic regression
equation can be written as follows,
𝛽

𝑦𝑗𝑖 = 𝛩𝑖 + (𝑅0𝑖 − 𝛩𝑖 )𝑒(−𝑥𝑗𝑒 𝑖 )
where 𝑦𝑗𝑖 is the response variable in the 𝑥𝑗 level of cover in the ith treatment; 𝑅0𝑖 is the
parameter representing the response when the level of cover 𝑥𝑗 is equal to zero; 𝛩𝑖 is
the asymptote on the right side; and 𝛽𝑖 is the loge of the rate constant. In Bayesian
nonlinear models, random and fixed effects are set on the nonlinear parameters.
Because nonlinear models require stronger (i.e., narrower) priors for chain convergence
(Bürkner, 2017), and no data were available on the effects of habitat fragmentation on
the movement of snails, a normal distribution with mean of 0 and standard deviation of 2
were used. Other nonlinear models were used, such as logistic and exponential
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regressions, but did not converge. All Bayesian models were fit with the brms R
package (Bürkner, 2017).
Stochastic hidden Markov state-switching models (HMM) were used to analyze
how fragmentation and mercury exposure could affect the movement behavior and
states of the marsh periwinkle. This type of model assumes that organisms can present
different movement states such as slower (shorter step lengths with higher number of
directional changes) or faster states (longer step lengths with fewer directional
changes). Hence, organisms can switch or remain in a state through time with a certain
probability. Because a single model with mercury exposure as a covariate would pool all
step lengths into a single distribution, HMMs were fitted to the data for each
independent mercury treatment using maximum likelihood methods. Habitat loss was
loge transformed before being analyzed as a covariate. A wrapped Cauchy distribution
was fitted to the turning angles and an exponential, Weibull or gamma distribution for
the step length distribution. Model selection was performed based on the weighted AIC.
Differences in the parameter estimates were assessed based on the 95% confidence
intervals. HMM were fitted using the moveHMM R package (Michelot et al., 2016).
Pseudo-residuals and simulations of the speed and mean step length were used to
assess model fit.
To evaluate how changes in the movement behavior of organisms could affect
the search efficiency of snails, simulations were used following similar procedures to
Bartumeus et al., (2005). For each treatment, random paths of 50 organisms with
10x107 steps were drawn from the HMMs models. Uniform random distributed targets
(e.g., food, mates or site) were set in a bidimensional continuous landscape with
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periodic boundaries. An encounter occurs if a target lies within a detection radius r. The
search efficiency is calculated by dividing the number of encounters by the total
distance travelled and scaled based on the mean free path parameter λ. The mean free
path is calculated as the following,
𝜆=

𝐿2
2𝑟𝑁𝑡

where L is the size of the system in one dimension, r is the detection radius, and Nt is
the number of targets. Without loss of generality, λ was calculated by setting the size of
the system at 128, the detection radius of 0.5, and the number of targets to 16. After an
encounter, the target is removed, and a new target is randomly placed in the landscape
to keep λ constant. Because the number of targets were held constant over the different
levels of habitat cover, the simulations did not include the effects of habitat loss on
resources availability and distribution. Hence, the effects of mercury exposure on the
search efficiency of organisms can solely be related to changes in the movement
behavior caused by fragmentation. Evidences of differences in the search efficiency
among treatments and levels of cover were assessed based on the 95% high density
confidence interval.
Results
Chemical analyzes
Mean mercury concentrations in the water (± standard deviation) were 248 ± 7
µg L-1 (n=78), 100 ± 3 µg L-1 (n=105) and 0.0002 ± 0.0002 µg L-1 (n=80) in the 250 µg L1,

100 µg L-1 and control treatment, respectively. Mean mercury concentration in the

water after 24 hours of exposure were 40 ± 29 µg L-1 (n=118), 14 ± 10 µg L-1 (n=188)
and 0.0003 ± 0.0002 µg L-1 (n=65) in the 250 µg L-1, 100 µg L-1 and control treatment,
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respectively. Mercury tissue concentration were 27 ± 8 mg kg-1 (n=30), 19 ± 5 mg kg-1
(n=30) and 0.8 ± 0.2 mg kg-1 (n=30) in the highest mercury treatment to the lowest
respectively. Mean mercury concentrations in the water and tissues per landscape
replicate is presented in Supplementary material S2, Table S1. Results indicated good
analytical precision and accuracy with an average recovery rate of 99.4 ± 2.1% (n=40)
in the water and 100.6 ± 7% (n=12) in the tissue samples. No mortality was observed
during the experiment. Trematode parasites were also not found in any opened
organisms.
Probability of snails crossing the landscape
Based on the weighted WAIC (wWAIC), the best model selected was that
including an interaction term of mercury and habitat loss plus the effect of landscape
replicate (wWAIC = 0.913). The results of model selection analyses are provided in
Supplementary material S3 Table S1 and parameters estimates in Supplementary
material S4 Table S1. Marginal effects plots are provided in Supplementary material S5
Figure S1. Very strong evidence supports the hypothesis that both mercury treatments
and habitat loss affected the probability of snails crossing the landscape (all ER >1000).
There was also a very strong evidence suggesting that the 250 µg L -1 Hg treatment had
lower probability of crossing the landscape when compared to the 100 µg L -1 treatment
(ER>1000). Hence, control snails had a higher probability of crossing the landscape,
which decreased with habitat loss and with mercury concentration. Very strong
evidence supports the hypothesis that organisms from the landscapes replicates two
and three had a lower probability of crossing the landscape (ER = 799 and >1000
respectively). This indicates that snails had higher probability of crossing the landscape
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in the first pattern replicate. However, there was very weak evidence to support
differences between the second and third landscape replicate (ER=1.5). The interaction
of cover and the 250 µg L-1 mercury treatment was also significant (ER = 366) while
there was no strong evidence if favor of an interaction of cover and the 100 µg L -1 Hg
treatment (ER = 1.3)
The inflection points and 95% fitted credible interval of the control treatment were
31% [27 - 36], 23% [19 - 28] and 24% [20 - 29] of habitat loss for the first, second and
third landscape replicate respectively. In the 100 µg L-1 Hg treatment, the inflection
points were about 10% lower in comparison to the control with 19% [14 - 23], 10% [5 15] and 11% [6 - 16] respectively. It was not possible to estimate the inflection point of
the 250 µg L-1 Hg treatment as most snails did not cross the landscape even in the case
of no habitat loss.
Movement tracks
Snails present high variability within treatments relative to their time to start
moving, total distance travelled, and total time moving (Figure 3). On average, control
organisms started moving first with a mean and 95% credible interval of 5 minutes [0.3 12.5]. Exposed organisms started to move on average after 9 minutes [0.3 - 31] and 25
minutes [0.3 - 122] for the 100 and 250 µg L-1 Hg treatment, respectively. Control
organisms also had a higher total displacement and were active for longer periods of
time, with an average of 75cm [5 - 192] in 24 minutes [3 - 58]. In the mercury
treatments, snails moved on average shorter distances, 55cm [3 - 166] and 30cm [1 75], in an average period of 19 [3 - 50] and17 minutes [2 - 39] in the lowest and highest
exposed concentrations, respectively.
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Based on model selection, asymptotic regression provided a better fit to the data
than linear models for both mean speed and mean directional change. For both mean
speed and mean directional change, the best model selected (wWAIC=1 each) included
mercury, landscape replicate and if the organisms crossed the landscape or not. Models
that included the interaction term of habitat loss and mercury did not converge. Results
of model selection analyses are Supplementary material 3 Tables S2 and S3, and
parameters estimates in Supplementary material 4 Tables S2 and S3. Marginal effects
plots are provided in Supplementary material 5 Figures S2 and S3. Regarding the mean
speed of organisms, there was strong evidence that the asymptote parameter Θ of the
highest mercury exposure concentration is lower in comparison to the control (ER=69)
and moderate evidence that it is different from the 100 µg L -1 Hg treatment (ER=12.3).
However, there was no evidence to support the hypothesis that there were differences
between the asymptote parameter of the control and the 100 µg L -1 Hg treatment
(ER=0.7). There was also strong evidence to support the hypothesis that 𝑅0 (i.e., mean
speed without fragmentation) is higher in the control treatment in comparison to the
lowest (ER=554) and highest (ER=999) mercury exposure concentration. There was
only weak support for the hypothesis that there were differences between both mercury
concentrations (ER=2.8). Regarding the decay rate constant (β), the 100 µg L -1 Hg was
the only treatment that had a lower decay rate in comparison to the other treatments
(ER=67). Moderate and week evidence suggests that there was a difference among
landscape replicates for all three parameters (ER ranging from 3.4 to 9.9) except for the
rate constant parameter in the third landscape replicate that indicated strong evidence
(ER= 49). Organisms that crossed the landscape also had a higher mean speed without
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fragmentation (ER>1000) and higher asymptote parameter (ER=134) but no evidence
to support the hypothesis that the rate constant is lower (ER=0.5).
Regarding the mean directional change, there was weak and moderate evidence
of effects of mercury in the asymptote of both treatments (ER=2.2 and 5.1 for the lowest
and highest exposure concentration). For the constant rate, there was moderate
evidence of effects of mercury (ER=5.2 and 12.8). However, there was strong evidence
that the mean directional change of organisms without fragmentation (i.e., 𝑅0 ) was
higher in organisms exposed to 250 µg L-1 Hg (ER=56) and moderate evidence
(ER=12.8) for the lowest mercury concentration. Organisms that crossed the landscape
also had a lower directional change without fragmentation (ER>1000) with a higher
decay rate (ER=29), but with no effects on the asymptote (ER=1.8). Moderate evidence
suggests a difference in the asymptote of the second and third landscape replicate
(ER=7.4 and 5.1 respectively) but there is only weak evidence for differences in the
constant rate among replicates (ER=3 and 1.5). Thus, there was only strong evidence of
differences in the mean directional change of control and exposed organisms in the
highest concentrations without habitat fragmentation.
Hidden Markov models and random walk simulations
For all treatments, a Gamma distribution provided a best fit to step length
distribution (wAIC=1 for all treatments). Results of model selection are provided in
Supplementary material S3 Table S4 and parameters estimates in Supplementary
material S4. Organisms in the first state presented smaller steps and less correlated
turning angles in comparison to the second state (Figure 4). Hence, organisms on the
first state could be characterized as sedentary, searching or detouring movements,
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while organisms in the second state could be classified as active directional movement.
As expected, the probability of snails remaining in the active state was higher at low
levels of fragmentation in all treatments. Exposed organisms had lower shape and scale
parameters in comparison to control in both states, with lower parameters estimates in
the 250 µg L-1 Hg treatment (Supplementary material 4, Table S4). Without
fragmentation, control organisms also had a higher probability of staying in the active
state, suggesting more directional movements than exposed organisms. The probability
of snails remaining in the active state decreases with habitat loss in all treatments and
with a faster rate in exposed organisms. Simulations generally provided good
agreement with the data based on the mean step length and mean speed
(Supplementary material S6, Figure S1). However, the mean speed of organisms in
lower habitat loss (i.e., 0 and 15%) were generally underestimated in all treatments.
Regarding the search efficiency simulation, control organisms generally had a higher
search efficiency in comparison to both mercury exposure treatments (Figure 5). The
highest mercury treatment had the lowest search efficiency. Differences between
control and the 100 µg L-1 Hg treatment were only observed in the lowest levels of
cover, until 30% of habitat loss. The effects of habitat fragmentation were less apparent,
or no significant, in both mercury exposure concentrations as all 95% confidence
intervals overlaps the search efficiency estimates in all levels of habitat loss. The effects
of fragmentation, in comparison to no habitat loss, were more pronounced in the control
treatment after 45% of habitat loss. However, confidence intervals of all levels of habitat
loss (from 15% to 75%) overlapped in the control treatment, suggesting no differences
among these levels.
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Discussion
Movement of individuals is a fundamental element of almost any ecological and
evolutionary process, especially when dealing with habitat fragmentation where a direct
causal link with movement and environmental changes can be established (Nathan,
2008). Indeed, most of the advances in our understanding of habitat connectivity came
from animal movement behavior studies (Doerr et al., 2011). The results from the
present work showed that mercury exposure can worsen the effects of fragmentation by
affecting animal cognition (e.g., route planning, orientation and spatial learning) and
movement and consequently, the probability of snails crossing the landscape. The
effects of fragmentation were pronounced at higher levels of habitat loss where most
snails were unable to cross the landscape independent of mercury exposure. However,
the effects of contamination were evident even without habitat loss where most snails
were unable to cross the landscape in the highest mercury treatment. Shifts in the
inflection points of the probability of crossing the landscape were observed in exposed
organisms (Figure 2). These results indicate that fragmentation can lead to reduction in
the functional connectivity of landscapes.
There was also an effect of landscape replicate in the probability of snails
crossing the landscaping which suggests an effect of the landscape configuration.
However, it could also be a result of organisms’ state in the time they were sampled.
For instance, the resistance of the landscape had no or neglected improvement in any
model fitted (Supplementary material S3, Tables S1, S2 and S3). Also, landscape
replicate was among the variables included in the models for both mean speed and
mean directional change, which could indicate different behavior among organisms.
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Previous studies also showed temporal variation in the sensitivity of organisms sampled
in the field to contaminants even with a few months sampling difference (Kater et al.,
2000; McGee et al., 1998). The marsh periwinkle also presented a monthly difference in
respiration rate and caloric content related to seasonal effects, with higher respiration
rates during the summer (Shirley et al., 1978). Littoraria irrorata also have monthly
differences in the activity time, with lower activity in the warmer months (Iacarella and
Helmuth, 2012). Because control organisms also had a lower probability of crossing the
landscape in the second and third landscape replicate, it is likely that the overall
condition of organisms, such as metabolic states, could be an important factor.
Therefore, the effect of landscape replicate could also be caused by the organism
condition at the time they were sampled. Nevertheless, the reduction in the ability of
snails crossing the landscape was consistent in all landscape replicates and treatments.
The effects of fragmentation depend on how organisms perceive the landscape,
their ability to disperse and the quality of the surrounding nonhabitat matrix (With, 1997;
Metzger and Décamps, 1997). Because fragmentation was generated using chemical
barriers in this study, the effects of fragmentation in the movement behavior could be
overestimated when compared to fragmented areas where organisms can cross
unsuitable patches. In the case of chemical and physical barriers such as dams
(Anderson et al., 2018; Wu et al., 2003), the effects of fragmentation on animal
movement might be exacerbated as it can completely arrest dispersion among patches
or force organisms to detour around unsuitable areas. For instance, Garner et al.,
(2017) found that around 20% of marsh periwinkle reached S. alterniflora blades in trays
completely covered with oil within 4 hours. Fragmentation can reduce the interpatch
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movement of butterflies, though interpatch movement was still observed in patches
384m apart (Haddad, 1999). However, changes in movement behavior could reduce the
maximum amount of distance an organism can travel and reach other patches. The
results from the HMM showed that mercury exposure can cause shifts in the step length
distribution and consequently may reduce the searching behavior and distances
organisms can travel. Changes in the step length distribution and search strategies can
potentially lead to a substantial increase in mortality of individuals in fragmented
landscapes (Niebuhr et al., 2015).
Moreover, increases in habitat loss and fragmentation seem to have a nonlinear
impact on animal movement state probabilities, search efficiency, mean speed, and
mean directional change. These findings are in agreement with the notion that
fragmentation may have nonlinear effects on movement potential and strategies (Doerr
et al, 2011). The effects of fragmentation on path metrics were also similar to previous
works conducted with beetles that were able to move through unsuitable patches. A
decrease in mean speed and step length, and an increase in path tortuosity (another
metric for path linearity) were also reported for beetles and crickets in microlandscapes
(Wiens et al., 1997; McIntyre and Wiens, 1999; With et al., 1999). In fact, these results
also showed that the movement response of beetles to habitat fragmentation may
present strong nonlinear responses (Wiens et al., 1997). Yet, short-term movement of
insects and snails is expected to show less complexity and variability than long term
movement of larger organisms such as many vertebrates (Doerr and Doerr, 2005).
Hence, the effects of fragmentation in higher spatial scales on the mean speed and step
length distribution, are extremely important to understand more complex scenarios.
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Based on random walk simulations, mercury exposures can have a greater
impact on the long-term movement and search efficiency of organisms in comparison to
habitat fragmentation per se. Adams and Frederick (2008) also reported a reduction in
search efficiency of birds, measured as consumption of fish during a given time,
chronically fed low doses of methylmercury. However, due to limitations associated with
extrapolating complex long-term movements behaviors from short term experiments
(Morales and Ellner, 2002), the effects of fragmentation could be underestimated. In
fact, the speed of organisms was generally overestimated in lower levels of habitat loss
in all treatments (Supplementary material 6, Figure S1), which could possibly be linked
to individual variation. Also, the possible effects of fragmentation on resource
distribution and the emergence of barriers in the landscape were not considered in this
simulation. In fact, random walks simulations showed that the distribution of resources
may have a key role on the survival probability of organisms in fragmented landscape
(Niebuhr et al., 2015). Only the effects of fragmentation and mercury exposure on the
movement of organisms were included, and further investigation is necessary to test
such hypothesis. Also, the exposed concentration is an important factor because the
decrease in the search efficiency was higher in the 250 µg L-1 Hg than the 100 µg L-1 Hg
treatment.
Because the marsh periwinkle was very tolerant of inorganic mercury, it is
unlikely that the concentrations of mercury used in this work would be encountered in
nature, unless a large accidental discharge occurred. However, nonlethal effects of
many other classes of contaminants may cause similar behavior effects on a broad
range of organisms. In fact, long-term exposures may also cause changes in animal
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behavior in much lower concentration and affect the amount of time organisms stays in
a movement state (e.g., Kobiela et al., 2015). For instance, Henry et al., (2012) showed
that the pesticide thiamethoxam, a selective agonist of nicotinic acetylcholine receptors,
affects be movement and increases homing failure. Pentachlorophenol, Carbaryl,
copper, sulfate, DDT, cadmium, zinc, and cyanide can also affect swimming behavior in
different species of fish (Little and Finger, 1990). Studies that used HMM, also showed
that diazinon and formaldehyde can affect animal movement speed and states of
Daphnia magna and Danio rerio (Nguyen et al., 2011; Li et al., 2013; Liu et al., 2011).
Chevalier et al., (2015) evaluated the effects of different contaminants in the behavior of
Daphnia magna and concluded that chemicals with dissimilar modes of action can show
similar behavioral effects and that no distinct behavioral profiles could be drawn from
the chemical mode of action. These studies illustrate that broad classes of contaminants
with different modes of actions affect movement of organisms. Hence, the effects of
fragmentation could also be exacerbated by contaminants other than mercury and affect
other classes of organisms. This is especially worrisome as contaminants are detected
even in the most remote places of the planet (Maltby, 2013). Also, nearly 20% of the
world’s remaining forest is within 100m of an edge, and 70% are within 1km of an edge
(Haddad et al., 2015). Hence, most of the world’s remaining forests are close to
agricultural, industrial, or urban areas, where there are many point and nonpoint
contaminant sources. The world’s largest rivers have also been extensively fragmented
by dams and face many pollution sources and other stressors (Best, 2018). It is also
likely that other factors such as increases in diseases, parasites, introduced species
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and temperature could co-occur and interact with both fragmentation and
contamination.
Conclusion
The effects of contamination and habitat fragmentation on animal movement
behavior are well recognized in the literature; however, how these effects interact is
crucial knowledge in a rapid changing world. Microlandscape experiments allowed us to
test initial hypothesis about the joint effect of such widespread stressors. The results of
this work indicated that both chemical pollutant exposure and habitat fragmentation
affected the movement of the marsh periwinkle. These results suggest that mercury
worsened the effects of habitat fragmentation by affecting the cognition and movement
of L. irrorata. Based on our current understanding of habitat fragmentation and
contamination, the interaction of these stressors could further reduce the functional
connectivity of landscapes and reduce the search efficiency of organisms. This could
lead to changes in metapopulation dynamics, such as the colonization of new patches.
This work also shows that non-lethal concentrations of contaminants may also affect
ecological processes that are not commonly considered in risk assessments. These
results underscore the importance of incorporating landscape ecology and spatial
distribution of contaminants in ecological risk assessments. It also suggests that
management of fragmented areas should consider sources and potential effects of
contamination on animal movement behavior and functional connectivity. With
advances in radiotelemetry, satellite tracking technology, and modeling techniques,
more evidence should be gathered, and further hypotheses tested by long-term and
large-scale experiments.
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Figure 1

Figure 1. Experimental set up and examples of movement tracks (black solid line) in
microlandscapes with a) 0%, b) 15%, c) 30%, d) 45%, e) 60% and f) 25% of habitat.
Gray squares represent the copper tape and the white background the Plexiglas. The
snails in the figure represents the initial position they were released, on the opposite
side of the Spartina blades. Digital cameras were set about one meter above the trays.
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Figure 2

Figure 2. Probability of control and mercury exposed snails crossing the landscape and
95% predicted credible interval (shaded lines) for each landscape replicate. Solid lines
represented the predicted lines from the model for each landscape replicate.
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Figure 3

Figure 3. Boxplot of the a) total displacement, b) total time moving, c) mean speed and
d) mean loge directional change of control and exposed organisms.
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Figure 4

Figure 4. Results from the HMM for the control, 100µg -1L Hg and 250µg -1L Hg
treatments: (a) histogram and fitted Gamma distribution to the step length; (b) histogram
and fitted wrapped Cauchy distribution to the turning angles; and (c) stationary state
probability of both states in function of habitat loss (%) and 95% confidence intervals.
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Figure 5

Figure 5. Search efficiency simulations of control and exposed organisms for each level
of habitat loss. Error bars represents the 95% high density confidence interval.
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Supplementary material
Supplementary material S1. Movement tracks of organisms in all experimental
microlandscape replicates.
Figure S1

Figure S1. Movement tracks of control (black), 100μg L-1 Hg (blue) and 250μg L-1 Hg
(red) treatments in the first microlandscape replicate. Each solid line represents a
different individual. Gray squares represent patches of copper tape and the white
background the bare Plexiglas. Snails were released at the bottom of the plots (y
approximately = 0 and x approximately = 19.05), on the side opposite to the Spartina
blades.
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Supplementary material S1.
Figure S2

Figure S2. Movement tracks of control (black), 100μg L-1 Hg (blue) and 250μg L-1 Hg
(red) treatments in the second microlandscape replicate. Each solid line represents a
different individual. Gray squares represent patches of copper tape and the white
background the bare Plexiglas. Snails were released at the bottom of the plots (y
approximately = 0 and x approximately = 19.05), on the side opposite to the Spartina
blades.
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Supplementary material S1.
Figure S3

Figure S3. Movement tracks of control (black), 100μg L-1 Hg (blue) and 250μg L-1 Hg
(red) treatments in the third microlandscape replicate. Each solid line represents a
different individual. Gray squares represent patches of copper tape and the white
background the bare Plexiglas. Snails were released at the bottom of the plots (y
approximately = 0 and x approximately = 19.05), on the side opposite to the Spartina
blades.
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Supplementary material S2. Mean mercury concentration and standard deviation
in water and tissues of organisms,
Table S1. Mean mercury concentration and standard deviation in water and tissues of
organisms in each exposure treatment per landscape replicate.

Treatment

Control
100 µg L-1
250 µg L-1
Recovery
Control
100 µg L-1
250 µg L-1
Recovery

Replicate 1
Replicate 2
Mean (± standard
Mean (± standard
deviation)
deviation)
Water mercury content
0.0002 ± 0 µg L-1(n=24) 0.0002 ± 0 µg L-1 (n=9) ǂ
98 ± 2 µg L-1 (n=37)
103 ± 2 µg L-1 (n=29)
-1
248 ± 7 µg L (n=39)
254 ± 11 µg L-1 (n=3) ǂ
99.5 ± 1.9% (n=21)
100.4 ± 1.5% (n=6) ǂ
Tissue mercury content
-1
0.7 ± 0.2 mg kg (n=10) 0.8 ± 0.2 mg kg-1 (n=10)
20 ± 3 mg kg-1 (n=10)
20 ± 6 mg kg-1 (n=10)
26 ± 8 mg kg-1 (n=10)
25 ± 7 mg kg-1 (n=10)
100.2 ± 6.8% (n=12)

Replicate 3
Mean (± standard
deviation)
0.0002 ± 0 µg L-1 (n=47)
99 ± 2 µg L-1 (n=37)
250 ± 6 µg L-1 (n=36)
98.2 ± 2% (n=11)
0.7 ± 0.2 mg kg-1 (n=10)
17 ± 7 mg kg-1 (n=10)
29 ± 8 mg kg-1 (n=10)

ǂ Part of the data was lost due to a problem with the file the data was stored in the
equipment.
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Supplementary material S3. Results of model selection of the probability of
crossing the landscape, mean speed, mean directional change and Hidden
Markov models.
Table S1. Watanabe Information Criteria (WAIC) and WAIC weights for each fitted
logistic regression model that evaluated the probability of snails crossing the landscape.
Interaction terms in the models are presented in the table with an asterisk (*).
Model
Mercury + Habitat Cover
Mercury + Habitat Cover + Camera Position
Mercury + Habitat Cover + Weight
Mercury + Habitat Cover + Length
Mercury + Habitat Cover + Landscape
replicate
Mercury+ Habitat Cover + Recoding period
Mercury+ Habitat Cover + Landscape
resistance
Mercury * Habitat Cover
Mercury * Habitat Cover + Camera Position
Mercury * Habitat Cover + Weight
Mercury * Habitat Cover + Length
Mercury * Habitat Cover + Landscape
replicate
Mercury* Habitat Cover + Recording period
Mercury * Habitat Cover + Landscape
resistance
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WAIC
491.8389
494.9159
493.9018
492.5407

WAIC weights
0.0006
0.0001
0.0002
0.0004

483.1878
492.1262

0.0459
0.0005

487.9475
486.2187
490.0652
488.0397
486.6396

0.0042
0.0102
0.0015
0.0041
0.0083

477.2029
487.1694

0.9148
0.0063

488.6074

0.0031

Supplementary material S3.
Table S2. Watanabe Information Criteria (WAIC) and WAIC weights for each fitted
asymptotic regression model evaluating the effects on the mean speed of organisms.
WAIC
weights

Model

WAIC

Mercury + Habitat cover
Mercury + Habitat cover + Length
Mercury + Habitat cover + Weight
Mercury + Habitat cover + Landscape replicate
Mercury + Habitat cover + Landscape replicate +
Crossed the landscape
Mercury + Habitat cover + Landscape replicate +
Length
Mercury + Habitat cover + Landscape replicate +
Landscape resistance

1858.41
1862.32
1859.05
1851.43

0
0
0
0

1772.11

1

1855.04

0

1858.73

0
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Supplementary material S3.
Table S3. Watanabe Information Criteria (WAIC) and WAIC weights for each fitted
regression model evaluating the effects on mean directional change of organisms.

WAIC
weights

Model

WAIC

Mercury + Habitat cover
Mercury + Habitat cover + Length
Mercury + Habitat cover + Weight
Mercury + Habitat cover + Landscape replicate
Mercury + Habitat cover + Landscape replicate + Crossed
the landscape
Mercury + Habitat cover + Landscape replicate + Length
Mercury + Habitat cover + Landscape replicate +
Landscape resistance

597.74
595.69
595.98
595.79

0
0
0
0

524.34

1

595.93

0

596.29

0
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Supplementary material S3.
Table S4. Akaike Information Criteria (AIC) and AIC weights for each fitted Hidden
Markov Model (HMM) evaluating the step length distribution for each mercury treatment.
Control
Step length
distribution
Weibull
Gamma
Exponential

AIC
weights
-91539.9
0
-137461.7
1
-135923.6
0
AIC

100µg L-1 Hg
AIC
AIC
weights
-50058.8
0
-107744.7
1
-80091.2
0
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250µg L-1 Hg
AIC
AIC
weights
-68586.8
0
-121655.8
1
-110195.6
0

Supplementary material S4. Parameter estimates of the probability of crossing
the landscape, mean speed and mean directional change.

Table S1. Mean parameter estimates of the best fitted logistic model of the probability of
snails crossing the landscape. Additionally, the standard deviation of the posterior
distribution, 95% estimated credible interval and 𝑅̂ are provided.

Parameter
Intercept
100µg L-1 Hg
250 µg L-1 Hg
Habitat Loss
Landscape replicate 3
Landscape replicate 2
100µg L-1 Hg *Habitat loss
250µg L-1 Hg *Habitat loss

Estimate
3.62
-1.54
-3.92
-0.12
-0.83
-0.92
0
0.05

Standard
Deviation
0.46
0.51
0.51
0.01
0.29
0.29
0.02
0.02
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Lower
95%CI
2.77
-2.52
-4.93
-0.14
-1.41
-1.47
-0.03
0.02

Upper
95% CI
4.54
-0.55
-2.93
-0.09
-0.28
-0.34
0.04
0.09

𝑅̂
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00

Supplementary material S4
Table S2. Mean parameter estimates of the best fitted asymptotic regression model of
the mean speed of organisms. Additionally, the standard deviation of the posterior
distribution, 95% estimated credible interval and 𝑅̂ are provided.
Parameter
Θ Intercept
Θ 100µg L-1 Hg
Θ 250µg L-1 Hg
Θ Landscape replicate 2
Θ Landscape replicate 3
Θ Crossed the landscape
R0 Intercept
R0 100µg L-1 Hg
R0 250µg L-1 Hg
R0 Landscape replicate 2
R0 Landscape replicate 3
R0 Crossed the landscape
β Intercept
β 100µg L-1 Hg
β 250µg L-1 Hg
β Landscape replicate 2
β Landscape replicate 3
β Crossed the landscape

Estimate
2.22
-0.15
-0.51
-0.68
-0.1
1.15
3.34
-0.64
-0.92
0.25
0.07
1.98
-2.72
-1.05
0.72
-0.54
-0.97
1.02

Standard
deviation
0.56
0.84
0.73
0.73
0.84
0.4
0.32
0.25
0.27
0.27
0.22
0.23
1.55
1.15
1.93
1.83
1.51
0.76
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Lower
95% CI
0.61
-2.65
-1.86
-2.5
-2.62
0.25
2.7
-1.14
-1.45
-0.24
-0.36
1.54
-5.24
-3.63
-3.25
-3.89
-4.24
-0.61

Upper
95% CI
2.77
0.85
1.13
0.45
0.74
1.73
3.95
-0.16
-0.39
0.8
0.51
2.45
0.68
1.07
3.94
3.38
1.7
2.42

𝑅̂
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
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Table S3. Mean parameter estimates of the best fitted asymptotic regression model of
the mean directional change of organisms. Additionally, the standard deviation of the
posterior distribution, 95% estimated credible interval and 𝑅̂ are provided.

Parameter

Estimate

Θ Intercept
Θ 100 µgL-1 Hg

Standard Lower
deviation 95% CI

Upper
95% CI

𝑅̂

22.06

170.32

0.19

114.65

1.00

1.38

7.76

-5.66

14.01

1.00

Θ 250µg
Hg
Θ Landscape replicate 2
Θ Landscape replicate 3
Θ Crossed the landscape
R0 Intercept

2.74
15.59
3.87
2.94
-0.04

15.23
327
22.97
13.27
0.07

-5.78
-4.85
-5.39
-5.29
-0.18

21.36
30.88
24.18
21.2
0.09

1.00
1.00
1.00
1.00
1.00

R0 100µg L-1 Hg

0.08

0.06

-0.04

0.21

1.00

0.14
-0.64

0.07
0.06

0.02
-0.76

0.27
-0.53

1.00
1.00

0.02
-0.15
-7.92

0.06
0.06
1.28

-0.1
-0.26
-10.87

0.14
-0.03
-5.79

1.00
1.00
1.00

-0.37

1.34

-1.51

0.49

1.00

-0.65
1.38
-0.1
0.13

0.99
0.69
0.66
0.6

-2.24
-0.04
-1.62
-1.31

0.39
2.48
0.94
1.1

1.00
1.00
1.00
1.00

L-1

R0 250µg

L-1

Hg

R0 Landscape replicate 2
R0 Landscape replicate 3
R0 Crossed the landscape
β Intercept
β 100µg L-1 Hg
L-1

β 250µg
Hg
β Landscape replicate 2
β Landscape replicate 3
β Crossed the landscape
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Supplementary material S4
Table S4. Parameter estimates and 95% confidence intervals of the best fitted Hidden
Markov Model (HMM) of the step length and turning angle distribution.

Treatment
Control
100 ug L-1
250 ug L-1

Treatment
Control
100 ug L-1
250 ug L-1
Treatment
Control
100 ug L-1
250 ug L-1

Step Length distribution (Weibull distribution)
State 1
State 2
Shape
Rate
Shape
Rate
1.41 [1.05 – 1.52]
17.53 [17.1 – 17.9] 8.74 [8.67 – 8.83]
23.26 [22.9 – 23.6]
1.03 [1.02 – 1.04]
18.13 [17.5 – 18.8] 7.21 [7.21 – 7.32]
19.69 [19.3 – 19.7]
0.98 [0.87 – 0.99]
38.94 [37.7 – 40.2] 4.07 [4.04 – 4.11]
15.89 [15.6 – 16.2]
Turning angle distribution (Wrapped Cauchy distribution)
State 1
State 2
Mean
Concentration
Mean
Concentration
0.001 [ 0.00 – 0.00] 0.85 [0.84 – 0.85]
-0.001 [-0.00 – 0.00] 0.95 [0.94 – 0.95]
0.005 [0.00 – 0.00] 0.84 [0.84 – 0.84]
0.002 [0.00 – 0.00]
0.95 [0.95 – 0.95]
0.000[-0.00 – -0.00] 0.82 [0.81 – 0.82]
-0.005 [ 0.00 – 0.00] 0.95 [0.95 – 0.95]
Transitional States Probabilities (Habitat loss)
Intercept
State 1 - State2
Intercept
State 2 - State 1
-4.61 [-4.85 – -4.35] 0.33[0.26 – 0.39]
-2.55 [-2.74 – -2.34] -0.16 [-0.22 – -0.10]
-4.33 [-4.67– -3.99] 0.23 [0.13 – 0.32]
-3.23 [ -3.58 – -2.88] -0.05[-0.14 – 0.04]
-4.20 [-4.45 – -4.15] 0.19 [0.12–0.26]
-3.89 [-3.97– -3.62]
0.07 [-0.02 – 0.15]
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Supplementary material S5. Marginal effects plots.

Figure S1. Marginal effects plots for the logistic regression of the probability organisms
crossing the landscape. Shaded lines and error bars represent the 95% predicted
credible interval.
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Supplementary material S5

Figure S2. Marginal effects plots for the asymptotic regression of the mean speed of
organisms. Shaded lines and error bars represent the 95% predicted credible interval.
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Supplementary material S5

Figure S3. Marginal effects plots for the asymptotic regression of the mean directional
change of organisms. Shaded lines and error bars represent the 95% predicted credible
interval.
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Supplementary material S6. Simulated data from HMM.

Figure S1. Mean step length and speed for the simulated data and original dataset for
the control, 100 µg L-1 and 250 µg L-1. Error bars represents the standard deviation.
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Chapter III
Interaction effects of habitat fragmentation and mercury exposure on marsh
periwinkle daily movement
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Abstract
The possible interactions between habitat fragmentation and other stressors, such as
contaminants, are a key knowledge gap. The present work evaluates how fragmentation
and mercury exposure interact and affect the movement behavior of the marsh
periwinkle in a manipulative field experiment. The hypotheses were tested that mercury
will worsen the effects of fragmentation by (i) reducing the cumulative daily movement
of organisms, (ii) shifting the foraging behavior and; (iii) affecting the vertical migration
of snails. Random walks simulations were used to further explore how changes in the
foraging behavior might affect the search efficiency of organisms in the long term.
Eighteen 1.5m2 experimental plots were constructed in an undisturbed salt marsh where
landscapes characteristics were manipulated to reach three different levels of cover
(i.e., 100%, 60% and 30% of habitat). Daily horizontal and vertical movement of twelve
marked control and mercury exposed snails were measured in each plot. Repeated
measures Bayesian mixed models were used to analyze the effects of fragmentation
and contamination on the cumulative distance travelled and vertical migration of
organisms. Mixture distribution models were fitted to the step length distribution to make
inferences about the foraging behavior of organisms. Both habitat fragmentation and
mercury affected the movement behavior of the marsh periwinkle. Habitat fragmentation
increased the horizontal movement of organisms and decreased the vertical migration,
while mercury exposure had an opposite effect. Exposed organisms moved less
horizontally but increased their vertical migration. Composite walks better described the
foraging behavior of the marsh periwinkle in all treatments. Random walk simulations
indicate that changes in the foraging behavior of organisms would yield an increase in
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foraging efficiency of organisms in higher levels of habitat fragmentation, while mercury
exposure decreases it. The results of the present work show that mercury exposure
worsens the effect of habitat fragmentation by changing the vertical, horizontal and
foraging behavior of the marsh periwinkle.
Key words: Habitat fragmentation; Random walks; Multiple stressors; Movement
behavior; Ecotoxicology; Bayesian statistics
Introduction
The Earth is rapidly becoming less forested, warmer, and less biologically
diverse (Steffen et al., 2007) with unprecedented species extinction rates (Pimm et al.,
1995). Habitat loss, fragmentation, overexploitation, introduced species, climate change
and environmental pollution are among the main drivers of such changes (Mooney et al,
2009). Because most of these drivers co-occur, it is important to understand their
combined effects in addition to their discrete impacts (Brook et al., 2008). For instance,
forest loss is occurring at different spatial scales and in almost every biome of the planet
(Hansen et al., 2010) and even the most remote places on Earth are contaminated
(Maltby, 2013). However, not much is known about the interaction effect of such
widespread stressors.
Habitat fragmentation and loss are currently considered as major threats to
biodiversity (Vitousek et al., 1997; Wu et al., 2003). Habitat fragmentation is caused by
discontinuities in the spatial distribution of resources and conditions in a landscape,
leading to changes in habitat structural configuration (Fahrig, 2003; Franklin et al.,
2002). Long-term experiments have shown that fragmentation consistently degrades
ecosystems, reducing species persistence and richness (Stratford and Stouffer, 1999),

113

ecosystem services (Billings and Gaydess, 2008), affecting species interactions
(Brudvig et al., 2015) and organisms’ movement (Diffendorfer et al., 1995). Among the
main reasons for such detrimental effects are the increase in patch edge area and
increase in the number and isolation of patches (Fahrig, 2003). Changes in the number
and isolation of patches in a landscape (i.e., structural connectivity) can affect the ability
of organisms to move and disperse in a landscape (i.e., functional connectivity) (Doerr
et al., 2011). Indeed, one way of reducing the detrimental effects of habitat
fragmentation is to increase structural connectivity of landscape, such as in the
presence of steppingstone patches and corridors (Damschen et al., 2006). Hence,
animal movement behavior studies play a crucial role in our understanding of functional
connectivity and the effects of habitat fragmentation (Doerr et al., 2011).
The effects of habitat fragmentation on animal movement will depend on the
scale, or how organisms perceive the landscape (Jackson and Fahrig, 2012), the quality
of non-habitat matrix (Ricketts, 2001), and the ecology and internal motivation of
organisms (Doherty et al., 2017). For instance, patch-dependent species may have
reduced movement if they avoid crossing the non-habitat matrix (Volpe et al., 2016) or if
patches are beyond the maximum distance organisms are willing to travel (Doerr et al.,
2011). In such cases, the non-habitat matrix act as barriers in the system, hindering the
dispersion and movement of organisms (Sieving et al., 1993). Conversely, organisms
may also increase their movement if they must search for resources, find mates, optimal
environmental conditions or to avoid competition and predation (Diffendorfer et al.,
1995; Young et al., 2018). However, increase in movement, coupled with reduction in
overall habitat quality, can increase energetic budget, reduce the reproduction success
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of species and impact organism fitness (Doherty et al., 2017). Increased movement and
bare patch crossing behavior in highly fragmented landscapes can also increase
predation risks (Pietrek et al., 2009).
Hence, there is a trade-off between the associated costs of crossing non-habitat
matrix, such as higher predation risk and higher energy cost associated with travelling
longer distances, and the need to find resources and optimum environmental
conditions. Alteration of the physical environment also affects the microenvironment,
such as temperature, wind speed, soil moister, solar radiation (Saunders et al., 1991;
Murcia, 1995), which in turn, influences habitat selection and organism behavior,
especially ectotherms (Kearney et al, 2009).
A broad class of contaminants are also capable of changing movement (Bayley,
2002) and foraging behavior (Kasumyan, 2001), usually at concentrations much lower
than that causing mortality (Little and Finger, 1990). For instance, sublethal lead
concentrations alter the movement rate and flight height of free-ranging golden eagles,
Aquila chrysaetos (Ecke et al., 2017). Low concentrations of neonicotinoid pesticides
decrease the foraging success of bees (Henry et al., 2012). Sublethal concentration of
malathion and diazinon pesticides reduced the speed, distance travelled and path
tortuosity of rainbow trout (Brewer et al., 2001). Contaminant exposure can also affect
decision making by organisms, such as balancing the costs associated with foraging
and predator avoidance (Kobiela et al., 2015). Among the mechanisms behind such
effects are the disruption of the sensory capabilities of organisms for locating resources
and suitable environments (e.g., inability to detect chemical cues) (Ward et al., 2007;
Lürling and Scheffer, 2007); increase in metabolic burden (e.g., damage repair and
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detoxification) (Campbell et al. 2002); physiological and cellular damage (e.g.,
enzymatic dysfunction) (Brewer et al., 2001); and impairment of the cognitive ability of
organisms (Smith et a., 2010), including humans (Zhang et al., 2018). Therefore,
exposure to contaminants could worsen the effects of habitat fragmentation by affecting
the movement behavior of organisms and further reducing landscape functional
connectivity.
The present work evaluates how habitat fragmentation and contamination can
interact and affect the daily movement of organisms in a manipulative field experiment.
As previously discussed in Krull and Newman (in prep), the marsh periwinkle, Littoraria
irrorata, was selected as a model organism due to high abundance in salt marshes; it is
an important organism in the salt marsh food web (Silliman and Bertness, 2002; Zengel
et al., 2016); and has slow dispersion and movements that can be easily and precisely
recorded. The marsh periwinkle moves on average between 11cm and 20cm during an
activity period (Hamilton, 1977; Hamilton, 1978) and less than one meter from their
point of release in 20 days (Hamilton, 1978). Snails also rarely moved more than 2m
from their release point in a 11 to 15 months period (Vaughn and Fisher, 1992). During
low tide, these organisms forage in the exposed marsh surface and avoid predation by
climbing saltmarsh grass stems (Spartina alterniflora and S. cynosuroides) as soon as
tide turns to flood the marsh (Bingham, 1972; Warren, 1985). The marsh periwinkles
vertical migration is also regulated by microenvironment conditions (Iacarella and
Helmuth, 2012), where individuals climb grass stems to avoid desiccation (McBride et
al., 1989), and migrate down to the substrate in cold weather conditions (Vaughn and
Fisher, 1992). The marsh periwinkle also avoids stressful conditions and desiccation
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(e.g., low humidity, high salinity or high temperatures) by attaching their shells into
Spartina blades with dried mucus, retracting their mantle into the shell and becoming
inactive (Bingham, 1972b). These organisms are not only detritus/algae deposit feeders
(Bingham, 1972a) but they also graze live salt marsh cordgrass, primarily to consume
invasive fungi on the cordgrass (Silliman and Newell, 2003). Under high densities, snail
grazing can substantially decrease aboveground S. alterniflora biomass (Silliman and
Bertness, 2002), causing habitat loss and fragmentation (Siliman et al., 2005). Mercury
was selected as a contaminant of interests as it is a widespread persistent contaminant
that can accumulate in the environment and in organisms’ tissues; and it is a
neurotoxicant that can affect the cognitive behavior of organisms, animal movement,
and search efficiency (Adams and Frederick, 2008; Bouton et al., 1999; Kobiela et al.,
2015).
The hypotheses were tested that mercury worsens the effects of fragmentation
by (i) reducing the cumulative daily movement of organisms; (ii) shifting the foraging
behavior of organisms, and; (iii) altering the vertical movement of the marsh periwinkle.
The study further explored how changes in the foraging behavior might affect the search
efficiency of organisms in the long term using random walks simulations.
Methods
Study site
The experimental site is located in a relatively undisturbed saltmarsh with no
known pollution point sources, located in Hayes, Virginia, USA (37°16'52.6"N,
76°23'23.8"W). The site is in the Guinea Marsh system within Monday creek, by the
mouth of the York River estuary in the Chesapeake Bay. This area contains an
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extensive system of Spartina alterniflora-dominated polyhaline marsh creeks with
salinities around 20 psu. The experiment was set in the daily flooded low marsh region,
dominated by short Spartina alterniflora cordgrass, parallel to the shoreline (Figure 1a).
Organism exposure and chemical analysis
Organism exposure and chemical analysis followed the same procedures
described in Krull and Newman (in prep). Mercury solutions were prepared daily by
dissolving mercury chloride, HgCl2 (purity ≥99.5%, Alfa Aesar, USA), in fresh, aerated
artificial seawater kept at 20 psu, same salinity of the sampling site. Organisms with
similar length (2.18 ± 0.11 cm; standard deviation), width, (1.51 ± 0.06 cm) and weight
(2.58 ± 0.31 g) were collected from the site (n=217) and brought to the laboratory for
mercury exposure. Organisms were exposed to 250µg L-1 Hg in the water for 96h
before being released in the experimental plots. This concentration of inorganic mercury
was selected based on previous experiments that evaluated the effect of mercury on the
movement behavior of the marsh periwinkle (Krull and Newman, in prep), which is
below the concentration predicted to cause 5% mortality, LC5 of 370.4 ± 74.1µg L -1
(95% confidence interval). Organisms were individually exposed in 60mL plastic cups
covered with plastic lid with holes to ensure the complete submersion of organisms and
prevent them from escaping. Organisms were kept in an incubator with temperature set
to 20°C during the experiment with daily water changes. Mercury concentrations in the
solutions were measured immediately after the solutions were prepared and organisms
were frozen after the experiment for posterior mercury tissue analysis. Three organisms
of each plot were cracked open with a hammer, sexed and checked for the presence of
trematodes parasites Soft tissues were rinsed with deionized water and freeze-dried for
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72h or until constant weight was reached. Freeze-dried soft tissues were pulverized with
a grinder. Both water and tissue analysis were measured using a Milestone DMA-80
Direct Mercury Analyzer (Shelton, CT). The accuracy and precision of the data was
assessed using the tissue reference material DORM-3 (NRCC, Canada) and a mercury
standard solution (BDH, London).
Experimental design
Eighteen 1.5m2 experimental plots were constructed with a 90cm height
galvanized zinc fence (1.27cm mesh), anchored to the substrate by 2.54cm diameter
PVC pipes. Snails avoid contact with the galvanized zinc mesh, providing a physical
and chemical barrier that prevents snails from climbing and escaping (Bertness, 1984).
The size of the plots was selected based on previous studies on the marsh periwinkle
movement (Hamilton, 1987; Hamilton, 1988; Vaughn and Fisher, 1992) and was
expected to be within the scale where effects on organisms movement would be
observed (i.e., the size of the landscapes is between 4–9 times the median dispersal
distance of snails) (Jackson and Fahrig, 2012). Plots were built in three rows parallel to
the shoreline and six columns (Figure 1a). Three different levels of habitat cover were
used: 100% (without fragmentation), 60% and 30% of habitat cover. For each level of
cover, three 8 by 8 (i.e., 18.75 by 18.75cm) random landscapes patterns were created.
Landscape patterns were generated using a function developed in the R environment
(R Core Team, 2017) that returns random landscape patterns given the area of the plot,
the numbers of rows and columns of the landscape, and the percent of habitat cover.
Plots were fragmented by cutting the marsh vegetation as close as possible to the soil
surface. Before the plots were fragmented, the precise total area of the plots was
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measured, and the size of the fragmented quadrats were adjusted to accommodate any
small differences in total area. Marsh vegetation removed from eight quadrats of each
plot were haphazardly sampled and stored for subsequently biomass, density, and
height estimates. Marsh samples were dried in an oven at 60°C until a consistent weight
was achieved and the height of 5 haphazardly selected stems from each quadrat were
measured. Marsh plants from plots without fragmentation were sampled the same way
after the experiment ended.
A Latin square design, where each habitat cover treatment occurs exactly once
in each row and column, was used. Each landscape pattern was replicated side by side
in order to keep exposed and control organisms separated in each plot (Figure 1b).
Exposed organisms were kept in different plots to avoid the possible effect of snail track
following (Tankersley, 1989) of non-exposed organisms; ensure independence of
treatments and; because it was unlikely that exposed and non-exposed organisms
would co-exist in a contaminated site, given the area of the plots. All snails and
predators, such as blue crabs, inside the plots were counted and removed from the
plots before the start of the experiment.
After mercury exposure in the laboratory, the shells of all organisms were painted
with a red nail polish, air dried and individually numbered with an indelible marker. In
each plot, twelve marked organisms were released in the center of the plot at low tide.
In this way, a total of 216 snails were used in this experiment. The x, y and z (height)
coordinates of each individual snail were measured daily for 10 days at low tide.
Additionally, snail activity data (i.e., active or not), and the patch where snails were
found (i.e., a bare fragmented patch or a saltmarsh grass patches) were recorded. After
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the experiment was over, the precision of snails location measurements was assessed
by releasing marked dead snails randomly placed in the plots and taking repeated
measures of their x and y position.
Data analysis
Repeated measures Bayesian general linear and non-linear mixed-effects model
were used to analyze the daily cumulative horizontal movement of snails. The random
factors in the models were plot and subject (i.e., snail ID) nested within plot. The fixed
effects factors in the models were day, level of cover, mercury exposure and row of the
plot (blocking factor). Row of the plot includes both distance from the water margin and
the landscape configuration effect. Temperature, length and weight of organisms, marsh
density, and biomass were included as covariates. Landscape cohesion was also
included as a covariate as a measurement of landscape connectivity and configuration
(Schumaker, 1996). Landscape cohesion was calculated with the landscapemetrics R
package (Hesselbarth et al., 2019). Both additive and interaction models with random
intercepts and/or slopes were considered.
Priors for the non-linear models (asymptotic regression) were selected based on
previous work conducted by Hamilton (1977) that evaluated the daily movement of the
marsh periwinkle. Because the original dataset is no longer available (Hamilton,
personal communication), daily movement data of 100 snails were simulated 500 times
given the mean daily movement and standard deviation provided by Hamilton (1977).
Non-linear models were fit to the simulated data, including subject as a random factor,
using maximum likelihood methods with the nlme R package (Pinheiro et al., 2018).
Mean parameters estimate and standard deviations were calculated and used as
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normal priors for the non-linear parameters. The associated three-parameter asymptotic
regression equation can be written as follows,
𝛽

𝑦𝑗𝑖 = 𝛩𝑖 + (𝑅0𝑖 − 𝛩𝑖 )𝑒(−𝑥𝑗𝑒 𝑖 ) + 𝜀𝑗𝑖
where 𝑦𝑗𝑖 is the cumulative displacement of organisms in the 𝑥𝑗 day of the experiment in
the ith treatment; 𝑅0𝑖 is the parameter representing the response when the day of the
experiment 𝑥𝑗 is equal to zero; 𝛩𝑖 is the asymptote on the right side; 𝛽𝑖 is the loge of the
rate constant; and 𝜀𝑗𝑖 is the normal distributed error with mean of 0 and variance of σ 2.
Because no prior information was available on the effects of mercury and fragmentation
on the daily movement of the marsh periwinkle, weakly informative student-t priors with
3 degrees of freedom and location parameter of 0 were used for the linear models
(Bürkner, 2017).
Repeated measures Bayesian generalized linear mixed-effects model were used
to analyze the vertical movement (negative binomial and Poisson distributions) and the
probability of snails’ being active (binomial distribution). Because no data were available
on the effects of habitat fragmentation and contamination on the vertical movement of
snails, weakly informative student-t priors were used for the Poisson and negative
binomial models (Bürkner, 2017). A Cauchy distribution was chosen as the prior for all
parameters in the logistic model, with center and scale parameters set at 0 and 2.5
respectively as recommended by Gelman et al., (2008). Model selection was performed
based on the weighted Watanabe (or widely applicable) Akaike information criterion
(WAIC). Evidence ratios (ER) were used to test the hypothesis that parameters are
different from zero or different between treatments, assuming a 95% credible interval.
Models were fit using Markov Chain Monte Carlo (MCMC) methods with a Hamiltonian
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sampler algorithm (Carpenter et al., 2017). Three independent chains were used in
parallel with initial 2000 iterations for adaptation. This was followed by another 5000
iterations during which samples were monitored every 2 steps. All Bayesian models
were fit with the brms R package (Bürkner, 2017) in the R environment (R Core Team,
2017).
To analyze how habitat fragmentation and mercury exposure affects the
searching behavior of the marsh periwinkle, exponential, power law, gamma and
Weibull distributions were fitted to the step length data using likelihood methods. Two
and three mixture gamma, Weibull and exponential distributions were also fitted to the
data with the mixtools R package (Benaglia et al., 2009) using maximum likelihood
estimation with the expectation-maximization (EM) algorithm. Because the sample size
(i.e., number of steps) was not big enough to fit models at the individual or plot level,
step lengths of each level of cover were pooled for each mercury treatment before
model fitting. Models were also fit to the step length distribution pooled by mercury
treatment, combining all levels of cover. Model selection was based on the weighted
AIC. Goodness-of-fit test (Kolmogorov–Smirnov test, α = 0.05) were used to evaluate if
the data are consistent with coming from the best fitted distribution. Kolmogorov–
Smirnov test were also used to assess if turning angle distributions are consistent with
coming from a uniform distribution (i.e., uncorrelated or unbiased movement).
To evaluate how changes in the movement behavior of organisms could affect
the search efficiency of snails, simulations were used following similar procedures to
Bartumeus et al., (2005) and Krull and Newman (in prep). Briefly, for each treatment,
random paths of 20 organisms with 10x107 steps were drawn from the best fitted step
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length distribution. Uniform random distributed targets (e.g., food, mates or site) were
set in a bidimensional continuous landscape with periodic boundaries (i.e., if organisms
reach the edge, they emerge on the other side of the landscape). An encounter occurs if
a target lies within a detection radius r. The search efficiency is calculated by dividing
the number of encounters by the total distance travelled and scaled based on the mean
free path parameter λ. The mean free path is calculated as the following,
𝜆=

𝐿2
2𝑟𝑁𝑡

where L is the size of the system in one dimension, r is the detection radius, and Nt is
the number of targets. Without loss of generality, λ was calculated by setting the size of
the system at 128, the detection radius of 0.5, and the number of targets to 16. After an
encounter, the target is removed, and a new target is randomly placed in the landscape
to keep λ constant. Because the number of targets was held constant over the different
levels of habitat cover, the simulations did not include the effects of habitat loss on
resources availability and distribution. Hence, the effects of mercury exposure and
habitat fragmentation on the search efficiency of organisms can solely be related to
changes in the movement behavior of organisms. Evidences of differences in the
search efficiency among treatments and levels of cover were assessed based on the
95% high density intervals (Meredith and Kruschke, 2018).
Results
Chemical analyzes
Mean mercury concentrations in the water (± standard deviation) were 247 ± 9
µg L-1 (n=16) and 0.35 ± 0.39 µg L-1 (n=12) in the 250 µg L-1 and control treatment,
respectively. After 24 hours of exposure, mean mercury concentration in the water were
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27 ± 9 µg L-1 (n=20) and 0.09 ± 0.09 µg L-1 (n=18) in the two treatments. Mercury
concentration in tissues increased linearly through time and reached an average
concentration of 40 ± 2 mg kg-1 (n=3) after 96h of exposure (Supplementary material
S1, Figure S1). After the 10 days experiment, mercury tissue concentrations were 22 ±
5 mg kg-1 (n=28) and 0.6 ± 0.1 mg kg-1 (n=27) in the highest mercury treatment and
control, respectively. Results indicated good analytical precision and accuracy with an
average recovery rate of 98 ± 1% (n=7) in the water and 101 ± 4% (n=12) in the tissue
samples. No mortality was observed during the experiment. Trematode parasites were
also not found in any opened organisms.
Horizontal movement
The average recapture rate of tagged snails during the 10 days experiment was
92%, with a total of 1983 steps sampled. Four snails were never found, and two snail
lost their tag. The precision and 95% credible intervals of the x and y position
measurements was estimated to be 1cm [0-2.1cm] (n=108). Snails movement tracks for
each landscape are provided in Figure 2. On average, the mean daily displacement of
organisms decreased with time (Supplementary material S2, Figure S1). Temperature
varied substantially during the experiment and decreased with time. Temperature
ranged from 26°C in the first days of experiment to almost 1°C by the end of the
experiment (Supplementary material S2, Figure S2). The mean and total distance
travelled by the snails were higher in the control treatment in comparison to exposed
snails (Supplementary material S2, Figure S2). The mean total distance travelled
increased with habitat loss in both control (160cm, 162cm and 195cm in 100%, 60%
and 30% of cover, respectively) and exposed (108cm, 100cm and 126cm in 100%, 60%
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and 30% of cover, respectively) treatments. On average, control snails moved 16.8 cm
per day and exposed snails moved 10.9 cm per day.
The average frequency of fragmented patches crossing, estimated as the number of
times a fragmented patch was crossed by the total number of steps, increased with
fragmentation in both treatments and decreased with mercury exposure. Control
organisms crossed fragmented patches 9.1% and 15.9% of the times in the 60% and
30% of habitat cover, respectively, while exposed organisms crossed 1.7% and 6.9%.,
respectively Even though organisms were able to cross bare sediment patches,
movement paths were strongly biased towards marsh patches as both control and
exposed organisms as snails were mostly found in marsh patches. Control organisms
were found 92% and 81% of the time in the marsh patches in the 60% and 30% of
habitat cover, respectively, while exposed organisms were found 98% and 89%.
Control organisms were found active much more often (70.9%) in comparison to
exposed organisms (29.4%). The best model selected evaluating snails activity
probability included the fixed effect of habitat cover, mercury exposure and the
interaction of mercury exposure and temperature with random slopes and intercept.
Results of model selection analyses are provided in the Supplementary material S3,
Table S1, and parameters estimates in Supplementary material S4, Table S1. Marginal
effects plots are provided in Supplementary material S5 (Figure S1 and S2). There was
only positive evidence that organisms on the 60% of habitat treatment were less active
in comparison to organisms in landscapes without fragmentation (ER=7.02). However,
there was no evidence that organisms on the lower habitat cover were less active
(ER=1.01). Very strong evidence suggests that control organisms were more likely to be
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active in comparison to exposed snails (ER>1000). Very strong evidence also indicates
effects of temperature (ER>1000) and the interaction of temperature and mercury
exposure (ER>1000). The probability of control organisms being active increased
substantially with temperature, while the probability of exposed organisms being active
decreased with temperature (Supplementary material S5, Figure S3). Random
intercepts and slopes of plot and snail ID nested within plots were significantly greater
than zero (all ER>1000). Very strong evidence indicates negative correlations among
intercepts and slopes for both the random effect plot and snail ID nested within plot
(ER>1000 and ER>1000).
Regarding the cumulative displacement of organisms (Figure 3), the best model
selected included the additive effect of habitat cover, mercury exposure and the random
effects of snail ID nested within plot (wWAIC=0.68). Results of model selection analyses
are provided in the Supplementary material S3, Table S2, and parameters estimates in
Supplementary material S4, Table S2. Marginal effects plots are provided in
Supplementary material S5 (Figure S3 and S4). Very strong evidence suggests higher
asymptote parameter Θ in the mercury exposure treatment (ER=299) and in the 60%
and 30% of habitat loss (ER=93 and ER>1000 respectively) in comparison to control.
Very strong evidence also supports the hypothesis that the rate constant β is lower in
the mercury exposure treatment in relation to control (ER>1000). However, there is no
evidence to support the hypothesis that the rate constant is higher in the 60% and 30%
of habitat loss treatments (ER= 0.54 and ER=0.23, respectively). Only positive and
moderate evidence suggests lower R0 parameter in the mercury treatment (ER=4.6)
and higher R0 in the 60% (ER=3.29) and 30% (ER=12.76) of habitat loss. Very strong
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evidence also indicates significant random effects of plot and snails ID nested within
plot (ER>1000 for all parameters), indicating strong plot and individual variation.
Vertical movement
On average, control snails had a lower vertical migration in comparison to
exposed organisms (Figure 4). After the 8th day of the experiment, when temperature
dropped below 5°C, most snails were found at lower heights in the marsh. Based on the
wWAIC, a negative binomial distribution provided a better fit to the data in comparison
to the Poisson distribution. The best model selected was the additive model of habitat
cover, mercury exposure, row and temperature, with random intercepts and slopes
(wWAIC = 0.597). Results of model selection analyses are provided in the
Supplementary material S3, Table S3, and parameters estimates in Supplementary
material S4, Table S3. Marginal effects plots are provided in Supplementary material
S5, Figure S5 and S6. Very strong evidence supports the hypothesis that mercury
exposed organisms stayed mainly at greater heights in the marsh stalks in comparison
to control organisms (ER >1000). There was only positive evidence in favor of the
hypothesis that organisms in the 60% of habitat cover treatment remained at greater
heights (ER=5.12); however, there was strong evidence to support differences in the
30% of habitat cover treatment (ER=64.22). When temperature dropped below 10°C
after the 8th day, most control and exposed snails moved under clumps of S. alterniflora
and become inactive. Very strong evidence also supports the hypothesis that the day of
the experiment had a negative effect on vertical migration of snails, and higher
temperatures had a positive effect (all ER>1000). There was only weak and positive
evidence in favor of row effect (ER=1.94 and ER=4.23 for the second and third row
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respectively). Also, random intercepts and slopes of snail ID nested within plots were
significantly different from zero (all ER>1000). Positive and weak evidence suggested
negative correlations among intercepts and slopes for the plot and snail ID nested within
plot (ER=14.31 and ER=1.53, respectively).
Foraging behavior and random walk simulation
In all cases, a mixture model of two or three gamma distribution provided a better
fit to data. The results of model selection analyses, parameter estimates, and
goodness-of-fit tests are provided in the Supplementary material S6, Tables S1-8.
Goodness-of-fit tests rejected the null hypothesis that the data are inconsistent with
coming from the best fitted distribution in all treatments. Mercury consistently caused
shifts in the step length distribution, reducing the probability of organisms taking larger
steps in all levels of covers (Figure 5). Kolmogorov–Smirnov test also rejected the null
hypothesis that the turning angle distribution are inconsistent with coming from a
uniform distribution (Supplementary material S6, Figure S1), suggesting no evidence for
a correlated (i.e., concentrated around zero) or biased (i.e., skewed distribution)
movement. Regarding the random walk simulations, no difference was observed
between the 100% and 60% of cover in both control and mercury exposed treatment
(Figure 6). However, there is evidence that the search efficiency is higher in landscapes
with 30% of habitat in both treatments. In all treatments, mercury exposed organisms
had a lower search efficiency in comparison to control organisms (Figure 5).
Discussion
The interaction effects of habitat fragmentation and other widespread stressors,
such as contamination, are predicted to intensify the effects of fragmentation (Doerr et
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al., 2011; Haddad et al., 2015). The present work provides evidence that both mercury
and habitat fragmentation affected the movement behavior of the marsh periwinkle. As
hypothesized, mercury exposure exacerbated the effects of fragmentation by reducing
the horizontal movement, shifting the foraging behavior and affecting the vertical
migration of the marsh periwinkle.
Horizontal movement
In both control and exposed treatments, the effects of fragmentation were
consistent, with an increase in the cumulative displacement of organisms at higher
levels of habitat loss. This indicates that, at the scale of this study, patch boundaries did
not completely constrain the movement of snails. Therefore, these organisms might be
less sensitive to the effects of fragmentation in comparison to species which movement
is constrained by habitat fragmentation (e.g., Jackson et al., 2009). This could also
explain the lack of evidence to support the hypothesis of differences among landscapes
configuration (i.e., effect of plot row or landscape cohesion). Increase in movement in
fragmented landscapes were also observed in broad groups of species, such as forest
lizards (Young et al., 2018), terrestrial tortoises (Anadón et al., 2012), marine snails
(Crowe, 1996), forest songbirds (Norris and Stutchbury, 2001) and small mammals
(Diffendorfer et al., 1995). Because fragmented landscapes may have sparse or
reduced resources, such as food, refugia and mates, it may force organisms to move
farther distances to increase their foraging efficiency or to find suitable patches
(Diffendorfer et al., 1995; Young et al., 2018). In the case of the marsh periwinkle,
finding and climbing marsh blades are critical to avoiding predation in the high tide
(Warren, 1985). Hence, habitat fragmentation may increase the distance between
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Spartina blades and force organisms to move longer distances to seek refuge.
Increased movement can also occur if patch habitat quality is reduced or due to high
patch intraspecific competition, leading to an increase in emigration rate (Fahrig, 2007).
As many snails reached the edge of the plot within the first few days of experiment in
fragmented landscapes, increase in movement could also be an emigration response to
perceived reduction in habitat quality.
Even though the ability to cross unsuitable patches may increase movement in
fragmented landscapes, and subsequently maintain landscape functional connectivity
(Anadón et al., 2012), it could also affect overall organism fitness (Cattarino et al.,
2016). For example, organisms may face higher mortality due to higher exposure to
predators in fragmented landscapes (Panzacchi et al. 2009) and may spend more
energy moving and foraging rather than in growth and reproduction (Huhta et al., 1999).
This could lead to a decrease in survival probability of organisms (Niebuhr et al., 2015).
It is also expected that there is a maximum threshold distance where organisms are
willing to cross fragments patches (Doerr et al., 2010). For instance, the probability of
gap crossing for different species of birds greatly declines in patches more than 25 m
apart (Belisle and Desrochers, 2002).
Because nonlethal mercury exposure reduced the horizontal movement,
functional connectivity of fragmented landscapes might be reduced. For instance, the
frequency of bare patch crossing in exposed snails was reduced by almost 10% in both
levels of habitat loss. As the probability of taking longer steps was reduced (Figure 5), it
is also likely that mercury reduces the maximum distance organisms are willing to travel
and reach farther fragmented patches. Among some of the reasons that could explain
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the reduction in movement of exposed organisms is the decrease in appetite and
consequent foraging effort (Bouton et al., 1999; Spalding et al., 2000). Increase in basal
metabolic and energetic demand due to detoxification and cellular repair could also
reduce the energy spent in foraging, growth and reproduction (Calow and Forbes,
1998). Indeed, exposed snails were found inactive much more often than control
organisms. Mercury exposure could also potentially increase the energy cost of
movement itself (Ma et al., 2018), reduce reproductive success (Wolfe et al., 1998;
Varian-Ramos et al., 2014), increase predation risk (Weis and Weis, 1995) and
consequent overall organism fitness (Calow and Forbes, 1998). Therefore, in the long
term, mercury exposure could also potentially exacerbate the effects of fragmentation at
higher levels of organization, such as populations.
Several non-excluding mechanisms could also explain the decrease in horizontal
movement through time and consequent non-linear response of the cumulative
displacement of snails. First, many organisms reached the edge of the plots within the
first few days of experiment which could act as a dispersion barrier and constrain
movement. Second, sudden changes in environmental variables, such as temperature
during the experiment are very likely to have affected the movement of snails (Bingham
et al., 1972a; Iacarella and Helmuth, 2011; Vaughn and Fisher, 1992). For instance,
many snails shifted their vertical migration in function of colder temperature after
temperatures dropped below 5°C (Figure 4). Finally, stress caused by lab manipulation
could have induced an escape response in organisms within in the first few days of
experiment, leading to a decrease in movement through time.
Foraging behavior and random walk simulation
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In both treatments, a composite walk (i.e., mixture of gamma distributions) best
described the foraging behavior of the marsh periwinkle. Krull and Newman (in prep)
also found that composite walks best described the foraging behavior of mercury
exposed and control snails in fragmented microlandscapes in a laboratory experiment.
The rationale behind the composite movement of the marsh periwinkle could be related
to several non-exclusive mechanisms. First, organisms could switch between different
behavioral strategies, such as a sedentary, bedding or feeding state, with smaller
displacements, followed by active searching with longer steps (Franke et al., 2004;
Michelot et al., 2017; Morales et al., 2004). Composite movement could also arise due
to heterogenous spatial distribution of resources and conditions in a landscape,
fragmented or not. As discussed above, sudden changes in environmental variables
such as temperature can also affect the movement of the marsh periwinkle, resulting in
different movement patterns. Finally, composite walks could also emerge from variation
among individuals in a population, where organisms can present different movement
potential (Petrovskii et al., 2011). In fact, individual and plot effects were shown to be
important factor in the probability of snails being active, and in both horizontal and
vertical movement of snails.
Random walk simulations showed that changes in movement patterns in
landscapes with low percent of habitat cover, and same amount of resources, led to an
increase in search efficiency of organisms in both treatments (Figure 6). Previous
random walk studies showed that the effects of fragmentation on the spatial distribution
of resources may have a drastic negative effect on the search efficiency of organisms
and survival probability (Niebuhr et al., 2015). However, organisms with dissimilar
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movement strategies may be affected by fragmentation in different ways. For instance,
Niebuhr et al., (2015) showed that random walkers performing Brownian walks have a
higher mortality rate and lower search efficiency in comparison to random walkers able
to take longer steps, such as Lévy and ballistic walks. Hence, the results of this work
support the concept that changes in the foraging behavior (i.e., increase in movement)
due to fragmentation can be a response to reduced resources and the need for
increased foraging effort (Diffendorfer et al., 1995; Young et al., 2018). Changes in the
long-term search efficiency in the 60% of habitat loss were not observed, which agrees
with no evidence to support higher cumulative horizontal movement in this treatment.
This is likely because organisms were still able to move mostly through suitable
patches, not causing major shifts in the step length distribution in comparison to snails
in landscapes without fragmentation.
These results are contrary to what was observed in random walks simulations of
the marsh periwinkle moving in landscapes fragmented with chemical barriers. In the
case of physical or chemical barriers, where organisms are unable to cross unsuitable
patches, fragmentation had a negative effect on animal movement, reducing the search
efficiency of organisms at highly fragmented landscapes (Krull and Newman, in prep).
Hence, the quality of the surrounding matrix and the ability of organisms to disperse
through the landscape also influence how organisms are affected by fragmentation
(Ricketts, 2001). Nonetheless, mercury exposure consistently caused shifts in the step
length distribution and reduced the search efficiency of organisms, independent of the
surrounding matrix.
Vertical movement
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Both mercury exposure and fragmentation also caused shifts in the vertical
habitat use of snails. Predation, thermal stress, and desiccation avoidance are the main
drivers of the vertical movement of the marsh periwinkle (Henry et al., 1993; Iacarella
and Helmuth, 2012; McBride et al., 1989; Vaughn and Fisher, 1988; Vaughn and Fisher,
1992). Under the presence of predators, L. irrorata attempted to avoid predators by
substantially increasing their vertical migration (Griffin et al., 2011). However, snails on
marsh canopy experience higher water loss due to increased wind speed and lower
body temperature (Iacarella and Helmuth, 2012). Hence, individuals must balance the
trades-off between predation, body temperature and desiccation risks by vertical
migrating. The results of this work show that both habitat loss and mercury exposure
can affect these trades-off.
Habitat loss and fragmentation can affect both thermal and desiccation stress by
altering the microenvironment (e.g., wind speed, humidity, and soil and air temperature)
(Johnson and Haddad, 2011), and predation risk, (e.g., by facilitating the movement of
predators, such as blue crabs, in dense saltmarshes and reducing vertical refuge for
snails) (Lewis and Eby, 2002). Because snails were found at lower heights in
fragmented landscapes, it is more likely that desiccation avoidance is the main driver of
the observed effects. Indeed, temperature was one of the main factors that explained
both the vertical migration of snails and the probability of being active. Hence, by
reducing their height on Spartina blades in fragmented landscapes, snails may reduce
desiccation stress caused by increase in wind speed.
Conversely, mercury exposure led to an increase in the vertical migration of
snails. Even though increases in vertical migration of the marsh periwinkle can be an
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anti-predator response (Griffin et al., 2011), evidence of anti-predator induced behavior
due to contaminant exposure are uncommon in the literature, especially for metals
(reviewed by Saaristo et al., 2018; but see Kobiela et al, 2015). In fact, most studies of
the effects of contaminants show reduced ability of prey species to avoid predation
when exposed to metals (Saaristo et al., 2018). Due to metabolic and physiologic
effects, contaminant exposure can also lead to behavioral selection of a lower preferred
temperature in ectotherms (reviewed by Sokolova and Lannig, 2008). During daytime,
snails closer to the substrate presented higher body temperature (Iacarella and
Helmuth, 2012). Therefore, it is also likely that exposed snails increased their vertical
movement to adjust for optimum body and air temperature in fragmented landscapes.
Because shifts in the vertical migration of the marsh periwinkle can ultimately enhance
per capita damage in S. alterniflora and cause severe habitat loss in salt marshes
(Griffin et al., 2011), the ecological effects of contamination and fragmentation on
predator-prey interactions should be evaluated in future studies.
Conclusion
Understanding the interaction effects of habitat fragmentation and other widespread
stressors is extremely important for better conservation practices. The present work fills
this knowledge gap by providing evidence that habitat fragmentation and contamination
can interact and alter the movement of organisms. Patch boundaries did not completely
constrain the movement of the marsh periwinkle and consequently, snails increased
their horizontal movement in highly fragmented landscapes. However, mercury
exposure reduced the movement of snails and consequently (i) may reduce the
functional connectivity of landscapes, (ii) caused shifts in the foraging behavior, (iii)
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increased vertical migration, and (iv) reduced the search efficiency of organisms. Future
studies should evaluate the consequences of these effects at higher levels of biological
organization and in the long-term, such as in the persistence of species, metapopulation dynamics and community structure. Also, other classes of contaminants may
be highly relevant in fragmented landscapes, such as pesticides, and the combined
effect of these stressors should be evaluated in more realistic exposure scenarios. The
results of the present work suggest that management of fragmented areas, restoration
efforts and risk assessments should also consider potential sources and effects of
contaminants on the functional connectivity of landscapes.
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Figures
Figure 1

Figure 1. Aerial view of the experimental sampling site. (a) Plots located in the short
Spartina alterniflora-form marsh; (b) From left to right: plots of 60%, 30% and 100% of
habit cover; from bottom to top: Side by side replicated landscape patterns contain
either control or exposed organisms (please, see methods).
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Figure 2

Figure 2. Tracks of control and exposed organisms for each plot. The position of snails
is represented by solid circles. Individual consecutive steps are connected by solid lines
(individuals are not discriminated in the figure). Marsh patches are represented by
green squares in each plot and the white background represents the non-habitat bare
sediment. Spatial distribution of treatments in the figure do not correspond to the actual
experiment (see methods).
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Figure 3

Figure 3. Cumulative horizontal distance travelled by the snails in the control and
exposed treatment for each level of cover. Bars represent 95% confidence intervals.
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Figure 4

Figure 4. Height of control and exposed snails for each level of cover. Temperature is
presented in blue (data from NOAA, 2018). Bars represent 95% confidence intervals.
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Figure 5

Figure 5. Frequency distribution of horizontal step lengths of the marsh periwinkle of
control and exposed organisms in a) 100%, b) 60%, c) 30% and b) all treatments
combined. Best fitted model (mixture of gamma) is presented by the solid lines.
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Figure 6

Figure 6. Search efficiency simulations of control and exposed organisms for each level
of habitat loss. Error bars represent 95% credible intervals.
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Supporting information
Supplementary material S1. Ionic mercury uptake by the marsh periwinkle in the
96h of exposure.

Figure S1. Mean mercury concentration (and standard deviation) through time in (a)
water (n=12 per time) and (b) organisms’ tissues (n=3 per time). Dashed curves are the
predicted fitted values from a Bayesian (a) exponential and (b) linear model. Shaded
curves are the predicted 95% credible intervals.
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Supplementary material S2. Mean, total and daily horizontal movement of the
marsh periwinkle.

Figure S1. Mean and 95% confidence interval of the daily movement of control (a) and
exposed (b) organisms. Daily air temperature is presented in blue (third axis). Air
temperature data available from the NOAA’s National Data Buoy Center
(http://www.ndbc.noaa.gov, Station YKRV2) located at the York River, VA,
approximately 5 km southeast of the sampling site.
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Supplementary material S2

Figure S2. Total (a) and mean (b) distance travelled per organisms in the 100%, 60%
and 30% of habitat cover for both control and exposed treatments.
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Supplementary material S3. Results of model selection analysis of the horizontal
and vertical movement of the marsh periwinkle.
Table S1. Watanabe Information Criteria (WAIC) and WAIC weights for each fitted
Binomial model evaluating the probability of snails being active. Interaction terms in the
models are presented in the table with an asterisk (*). Random factors are represented
with the (1 |Factor) notation. Slash indicates nested factors. For linear models, (1
|Factor) indicates random intercept models and (1 + Factor1|Factor2) indicates random
intercept and slope models.
Model

WAIC

Mercury + Habitat cover + Day + (1|Plot/ID)
Mercury * Habitat cover + Day + (1Day+|Plot/ID)
Mercury * Habitat cover * Day +(1+Day|Plot/ID)
Mercury * Day+ Habitat cover +(1+Day|Plot/ID)
Mercury * Day +Habitat cover + Landscape cohesion +
(1+Day|Plot/ID)
Mercury * Day +Habitat cover + Snail Weight + (1+Day|Plot/ID)
Mercury * Day +Habitat cover + Snail Length + (1+Day|Plot/ID)
Mercury * Day +Habitat cover + Spartina density + (1+Day|Plot/ID)
Mercury * Day +Habitat cover + Spartina biomass + (1+Day|Plot/ID)
Mercury * Day +Habitat cover + Snail Length + Spartina biomass +
(1+Day|Plot/ID)
Mercury + Habitat cover +Temperature + (1+Day|Plot/ID)
Mercury + Habitat cover + Row +Temperature + (1+Day|Plot/ID)
Mercury + Habitat cover + Day + (1+Temperature|Plot/ID)
Mercury * Temperature + Habitat cover + (1+Day|Plot/ID)
Mercury * Temperature + Habitat cover + (1+Temperature|Plot/ID)
Mercury * Temperature + Day + (1+Day|Plot/ID)
Mercury * Temperature + Day + (1+Temperature|Plot/ID)
Mercury * Temperature + Day + (1+Temperature|Plot/ID)
Mercury * Temperature + (1+day|Plot/ID)
Mercury * Temperature + Habitat cover + Day+ (1+Day|Plot/ID)
Mercury *Day+ Temperature + (1+Day|Plot/ID)
Mercury + Temperature + (1+Day|Plot/ID)
Mercury + Temperature + biomass + (1+Day|Plot/ID)

1632.069
1442.596
1455.467
1452.247

WAIC
weights
0.00
0.00
0.00
0.00

1455.359
1451.205
1452.972
1452.884
1453.572

0.00
0.00
0.00
0.00
0.00

1453.014
1442.308
1444.435
1420.079
1388.035
1570.449
1402.843
1413.805
1413.548
1389.887

0.00
0.00
0.00
0.00
0.72
0.00
0.00
0.00
0.00
0.28
0.01
0.00
0.00
0.00
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1401.1

1452.234
1443.304
1441.191

Supplementary material S3
Table S2. Watanabe Information Criteria (WAIC) and WAIC weights for each fitted
linear and non-linear (asymptotic regression) models evaluating the cumulative
horizontal movement of snails. Interaction terms in the models are presented in the
table with an asterisk (*). Random factors are represented with the (1 |Factor) notation.
Slash indicates nested factors. For linear models, (1 |Factor) indicates random intercept
models and (1 + Factor1|Factor2) indicates random intercept and slope models.
Non-linear models (asymptotic regression)
Model
Mercury + Cover + (1| Plot)
Mercury + Cover + (1|ID)
Mercury + Cover + (1|Plot/ID)
Mercury + Cover + Row + (1|Plot/ID)
Mercury + Cover + Landscape Cohesion + (1|Plot/ID)
Mercury * Cover + (1|Plot/ID)
Mercury * Cover + Row + (1|Plot/ID)
Mercury + Cover + Spartina density + (1|Plot/ID)
Mercury + Cover + Spartina biomass + (1|Plot/ID)
Mercury + Cover + Snail length + (1|Plot/ID)
Mercury + Cover + Snail weight + (1|Plot/ID)
Linear models
Model
Day + Mercury + Cover +(1|Plot/ID)
Day + Mercury + Cover +(1+Day|Plot/ID)
Day + Mercury * Cover +(1|Plot/ID)
Day + Mercury * Cover +(1+Day|Plot/ID)
Day * Mercury + cover +(1+Day|Plot/ID)
Day * Mercury * Cover + Cohesion + (1+Day|Plot/ID)
Day * Mercury * Cover + Snail Weight + (1+Day|Plot/ID)
Day * Mercury * Cover + Snail Length + (1+Day|Plot/ID)
Day * Mercury * Cover + Spartina Density + (1+Day|Plot/ID)
Day * Mercury * Cover + Spartina Biomass + (1+Day|Plot/ID)
Day * Mercury * Cover + Spartina Biomass + Snail Length +
(1+Day|Plot/ID)
Day + Mercury * Cover + Spartina Biomass + (1+Day|Plot/ID)
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WAIC
wWAIC
18051.72 0.000
13573.41 0.057
13569.23 0.463
13581.85 0.008
13572.62 0.085
13571.37 0.159
13582.94 0.000
13573.95 0.043
13576.06 0.015
13571.25 0.168
13577.42 0.008
WAIC wWAIC
16207.55 0.000
14912.26 0.000
14910.79 0.000
14914.55 0.000
14911.02 0.000
14909.99 0.000
14903.89 0.000
14917.03 0.000
14904.56 0.000
14909.23 0.000
14912.64

0.000

14909.54

0.000
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Table S3. Watanabe Information Criteria (WAIC) and WAIC weights for each fitted
Poisson and Negative binomial model evaluating vertical movement of snails.
Interaction terms in the models are presented in the table with an asterisk (*). Random
factors are represented with the (1 |Factor) notation. Slash indicates nested factors. For
linear models, (1 |Factor) indicates random intercept models and (1 + Factor1|Factor2)
indicates random intercept and slope models.
Poisson distribution
Model

WAIC

Mercury + Habitat cover + Row + Day + (1|Plot/ID)
Mercury + Habitat cover + (1|Plot/ID)
Mercury + Habitat cover + Row + Day+(1+Day|Plot/ID)
Mercury + Habitat cover + Day+(1+Day|Plot/ID)
Mercury * Habitat cover + Row + Day + (1|Plot/ID)
Mercury * Habitat cover + Row + Day+(1+Day|Plot/ID)
Mercury + Habitat cover + Temperature + Row + Day + (1|Plot/ID)
Mercury * Habitat cover + Temperature + Row + Day + (1|Plot/ID)
Mercury + Habitat cover + Temperature + Row + Day+(1+Day|Plot/ID)
Mercury + Habitat cover + Temperature + Day+(1+Day|Plot/ID)
Mercury * Habitat cover + Temperature + Row + Day+(1+Day|Plot/ID)
Mercury + Habitat cover + Temperature + Day + (1+Day|Plot/ID)
Negative Binomial distribution
Model

13040.9
13133.4
12699.8
12793.2
13041.0
12713.7
12976.8
12975.4
12660.6
12737.4
12658.3
12737.4
WAIC

Mercury + Habitat cover + Row + Day + (1|Plot/ID)
Mercury + Habitat cover + Day + (1|Plot/ID)
Mercury + Habitat cover + Row + Day+(1+Day|Plot/ID)
Mercury + Habitat cover + Day+(1+Day|Plot/ID)
Mercury * Habitat cover + Row + Day + (1|Plot/ID)
Mercury * Habitat cover + Row + Day+(1+Day|Plot/ID)
Mercury + Habitat cover + Temperature + Row + Day + (1|Plot/ID)
Mercury * Habitat cover + Temperature + Row + Day + (1|Plot/ID)
Mercury + Habitat cover + Temperature + Row + Day+(1+Day|Plot/ID)
Mercury + Habitat cover + Temperature + Day + (1+Day|Plot/ID)
Mercury * Habitat cover + Temperature + Row + Day+(1+Day|Plot/ID)
Mercury * Habitat cover + Temperature + Day + (1+Day|Plot/ID)
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11086.5
11175.8
11050.9
11148.7
11085.9
11053.1
11063.6
11061.4
11027.3
11120.4
11028.1
11123.3

WAIC
weights
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
WAIC
weights
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.597
0.000
0.403
0.000

Supplementary material S4. Parameters estimates of the horizontal and vertical
movement models of the marsh periwinkle.
Table S1. Mean posterior parameters estimates, standard errors, 95% credible intervals
and 𝑅̂ of the best fitted logistic model of the probability of snails being active.

Plot
Intercept
Slope
cor(Intercept, Slope)
Plot/ID
Intercept
Slope
cor(Intercept, Slope)
Parameter
Intercept
Mercure Exposure
Temperature
30% of Habitat cover
60% of Habitat cover
Mercure Exposure*
Temperature

Random effects
Standard
Estimate
Error
6.37
1.41
0.81
0.17
-1.00
0.00
Standard
Estimate
Error
1.37
0.30
0.11
0.05
-0.87
0.21
Fixed effects
Standard
Estimate
Error
-4.79
0.94
3.33
0.86
0.49
0.08
0.01
0.34
-0.38
0.33
-0.52

0.08
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Lower
95%CI
4.14
0.55
-1.00
Lower
95%CI
0.83
0.01
-1.00

Upper
95% CI
9.74
1.20
-0.99
Upper
95% CI
1.99
0.20
-0.19

Lower
95%CI
-6.66
1.77
0.36
-0.63
-1.04

Upper
95% CI
-2.97
5.12
0.65
0.70
0.25

1.00
1.00
1.00
1.01
1.00

-0.69

-0.39

1.00

̂
𝑹
1.01
1.01
1.00
̂
𝑹
1.00
1.00
1.00
̂
𝑹
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Table S2. Mean posterior parameters estimates, standard errors, 95% credible intervals
and 𝑅̂ of the best fitted asymptotic regression of the cumulative horizontal movement of
snails.

Plot
Θ standard deviation
β standard deviation
R0 standard deviation
Plot/ID
Θ standard deviation
β standard deviation
R0 standard deviation
Parameter
Θ Intercept
Θ Mercury exposure
Θ 30% of habitat cover
Θ 60% of habitat cover
β Intercept
β Mercury exposure
β 30% of habitat cover
β 60% of habitat cover
R0 Intercept
R0 Mercury exposure
R0 30% of habitat cover
R0 60% of habitat cover
Family Specific
Parameters
σ2

Random effects
Standard Lower
Estimate
Error
95%CI
78.43
26.39 37.12
0.36
0.14
0.12
4.47
2.94
0.31
59.1
6.37
0.5
0.04
21.11
1.6
Fixed effects
Standard
Estimate
Error
139.13
29.32
96.05
34.91
136.39
39.61
79.35
39.35
-1.6
0.22
-1.27
0.23
-0.23
0.26
-0.1
0.27
3.27
4.11
-3.85
4.18
6.93
5.01
3.16
4.76
Standard
Estimate
Error
9.04
0.18

162

Upper
95% CI
138.93
0.65
11.16

47.85
0.43
18.15

72.59
0.58
24.43

Lower
95%CI
75.73
32.59
66.76
9.87
-2.05
-1.72
-0.74
-0.61
-4.53
-12.01
-3.31
-6.6
Lower
95%CI
8.69

Upper
95% CI
189.76
166.46
217.22
163.59
-1.2
-0.78
0.3
0.44
12.02
4.34
15.98
11.83
Upper
95% CI
9.4

̂
𝑹
1.00
1.00
1.01
1.00
1.00
1.00
̂
𝑹
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
̂
𝑹
1.00
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Table S3. Mean posterior parameters estimates, standard errors, 95% credible intervals
and 𝑅̂ of the best fitted negative binomial model of the vertical movement of snails.

Plot
Intercept
Slope
cor(Intercept, Slope)
Plot/ID
Intercept
Slope
cor(Intercept, Slope)
Parameter
Intercept
Day
Plot row II
Plot row III
60% of Habitat cover
30% of Habitat cover
Mercure Exposure
Temperature
Family Specific
Parameters
Shape

Random effects
Standard
Estimate
Error
0.53
0.16
0.04
0.01
-0.57
0.33
Standard
Estimate
Error
0.39
0.07
0.04
0.01
-0.03
0.38
Fixed effects
Standard
Estimate
Error
1.43
0.33
-0.06
0.02
0.1
0.26
0.28
0.36
-0.23
0.25
-0.54
0.25
0.97
0.24
0.02
0.00
Standard
Estimate
Error
3.32
0.2
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Lower
95%CI
0.28
0.02
-0.96
Lower
95%CI
0.27
0.01
-0.57

Upper
95% CI
0.92
0.08
0.26
Upper
95% CI
0.52
0.06
0.85

Lower
95%CI
0.78
-0.09
-0.39
-0.43
-0.73
-1.03
0.51
0.01
Lower
95%CI
2.94

Upper
95% CI
2.09
-0.03
0.66
1
0.28
-0.06
1.43
0.03
Upper
95% CI
3.71

̂
𝑹
1.01
1.00
1.01
̂
𝑹
1.00
1.01
1.00
̂
𝑹
1.00
1.00
1.00
1.01
1.00
1.00
1.00
1.00
̂
𝑹
1.00

Supplementary material S5. Marginal effects figures of the models evaluating the
probability of organisms being active, vertical movement and cumulative
horizontal movement of the marsh periwinkle.

Figure S1. Marginal effects plots for the Logistic model of the probability of organisms
being active. Shaded lines and error bars represent the 95% predicted credible interval.
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Figure S2. Forest plots of the estimated random effects of plot and snail ID (nested
within plot) for the Logistic model of the probability of organisms being active. Error bars
represent the 95% predicted credible interval. Control and mercury exposed organisms
are presented in black and red respectively.
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Figure S3. Marginal effects plots for the asymptotic regression model of the cumulative
horizontal movement of organisms. Shaded lines and error bars represent the 95%
predicted credible interval.
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Figure S4. Forest plots of the estimated random effects of plot and snail ID (nested
within plot) for the asymptotic regression model of the cumulative horizontal movement
of organisms. Error bars represent the 95% predicted credible interval. Control and
mercury exposed organisms are presented in black and red respectively.
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Figure S5. Marginal effects plots for the Negative Binomial model of the vertical
movement of organisms. Shaded lines and error bars represent the 95% predicted
credible interval.
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Figure S6. Forest plots of the estimated random effects of plot and snail ID (nested
within plot) for the Negative Binomial regression model of the vertical movement of
organisms. Error bars represent the 95% predicted credible interval. Control and
mercury exposed organisms are presented in black and red respectively.
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Supplementary material S6. Step length distribution analysis
Table S1. Parameter estimates and 95% high density credible intervals (parametric
bootstrap estimates of the best fitted model (n=1000)), log maximum likelihoods (MLL),
AIC, AIC weights and Goodness-of-fit test (Kolmogorov-Smirnov test) for each fitted
model evaluating the step length distribution of control organisms in the 100% of habitat
cover treatment.
Control – 100% of cover
MLL

AIC

Weighed
AIC

µ=1.49

-1146.3

2294.66

0.000

Truncated
power law

µ=1.43

-1087.6

2177.22

0.000

Exponential

λ=0.06

-1053.6

2109.32

0.000

Mix of two
exponentials

p=0.18; λ1=0.03;
λ2=0.07
p1=0.18; p2=0.73;
λ1=0.03; λ2=0.07;
λ3=0.07

-1075.9

2101.99

0.000

-1075.9

2106.00

0.003

2152.99

0.000

-1053.2

2116.3

0.036

-1046.9

2107.7

0.961

-1076.9

2158.0

0.000

-1061.6

2133.2

0.000

-1054.2

2122.4

0.003

Model

Parameter

Power law

Mix of three
exponentials
Gamma
Mix of two
Gammas

Mix of three
Gamma

Weibull
Mix of two
Weibulls
Mix of three
Weibulls

α=1.21; β=0.07
p=0.37; α1=4.3;
β1=1.29; α2=1.61;
β2=14.94;
p1=0.52 [0.34-0.68];
p2=0.26 [0.10-0.50;
α1=3.9 [2.6-6.5];
β1=1.4 [0.6-2.4];
α2=10.1 [1.3-40.1];
β2=1.85 [0.1-6.5];
α3=2.71 [1.1-18.6];
β3=15.4 [1.5-23.7]
k= 1.04; λ=17.6
p1=0.56; k1= 1.17;
λ1=25.9; k2= 1.68;
λ2=8.56
p1=0.50; p2=0.26; k1=
1.19; λ1=27.6; k2= 1.7;
λ2=12.03; k3= 2.45;
λ3=5.97
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Goodnessof-fit
(P value)

P=0.66
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Table S2. Parameter estimates and 95% high density credible intervals (parametric
bootstrap estimates of the best fitted model (n=1000)), log maximum likelihoods (MLL),
AIC, AIC weights and Goodness-of-fit test (Kolmogorov-Smirnov test) for each fitted
model evaluating the step length distribution of exposed organisms in the 100% of
habitat cover treatment.
Exposed – 100% of cover
MLL

AIC

Weighed
AIC

µ=1.47

-1353.4

2708.8

0.000

Truncated
power law

µ=1.10

-1231.3

2464.6

0.000

Exponential

λ=0.09

-1178.7

2359.5

0.000

Mix of two
exponentials

-1075.9

2364.5

0.000

Mix of three
exponentials

p=0.75; λ1=0.09;
λ2=0.09
p1=0.46; p2=0.48;
λ1=0.09; λ2=0.09;
λ3=0.09

-1075.9

2367.5

0.000

Gamma

α=2.1; β=0.197

-1146.1

2267.7

0.000

Mix of two
Gammas

p=0.82 [0.6-0.94];
α1=3.7 [2.9-4.9];
β1=2.1 [1.3-2.9];
α2=5.5 [1.8-17.1];
β2=4.5 [1.6-8.5];

-1115.5

2231.9

0.923

-1112.5

2237.2

0.065

-1146.1

2296.2

0.00

-1115.5

2241.0

0.009

-1112.5

2239.1

0.022

Model

Parameter

Power law

Mix of three
Gamma
Weibull
Mix of two
Weibulls
Mix of three
Weibulls

p1=0.72; p2=0.23;
α1=3.9; β1=1.8;
α2=4.3; β2=3.9;
α3=19.6; β3=1.8
k= 1.41; λ=11.95
p1=0.48; k1= 1.45;
λ1=16.1; k2= 2.45;
λ2=7.97
p1=0.38; p2=0.38;
k1= 1.50; λ1=18.0;
k2= 2.4; λ2=9.62; k3=
3.16; λ3=6.07

171

Goodnessof-fit
(P value)

p=0.75
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Table S3. Parameter estimates and 95% high density credible intervals (parametric
bootstrap estimates of the best fitted model (n=1000)), log maximum likelihoods (MLL),
AIC, AIC weights and Goodness-of-fit test (Kolmogorov-Smirnov test) for each fitted
model evaluating the step length distribution of control organisms in the 60% of habitat
cover treatment.
Control – 60% of cover
MLL

AIC

Weighed
AIC

µ=1.43

-1358.8

2719.587

0.000

Truncated power
law

µ=1.10

-1267.4

2546.74

0.000

Exponential

λ=0.62

-1245.3

2492.6

0.000

Mix of two
exponentials

p=0.27; λ1=0.04;
λ2=0.08
p1=0.27; p2=0.64;
λ1=0.04; λ2=0.08;
λ3=0.08

2492.3

0.000

2492.3

0.000

Model

Parameter

Power law

Mix of three
exponentials
Gamma
Mix of two
Gammas

Mix of three
Gamma

Weibull
Mix of two
Weibulls
Mix of three
Weibulls

α=1.71; β=0.07
p=0.81; α1=1.84;
β1=5.3; α2=3.3;
β2=13.2;
p1=0.1 [0.0-0.40];
p2=0.7 [0.16-0.86];
α1=6.8 [1.6-15.3];
β1=0.3 [0.02-1.7];
α2=2.5 [1.6-10.8];
β2=4.3 [0.05-6.3];
α3=3.2[0.9-13.2];
β3=13.2 [3.2-22.1];

-1242.8

2489.6

0.000

-1225.1

2460.2

0.154

-1220.4

2454.8

0.837

k=1.04; λ=16.28
p1=0.53; k1=1.06;
λ1=22.8; k2=1.54;
λ2=9.77
p1=0.49; p2=0.36;
k1=1.13; λ1=26.4;
k2=1.59; λ2=12.39;
k3=1.89; λ3=6.03

-1244.9

2493.8

0.000

-1229.5

2469.1

0.046

-1227.2

2468.4

0.005
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Goodnessof-fit
(P value)

p=0.86
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Table S4. Parameters estimate and 95% high density credible intervals (parametric
bootstrap estimates of the best fitted model (n=1000)), log maximum likelihoods (MLL),
AIC, AIC weights and Goodness-of-fit test (Kolmogorov-Smirnov test) for each fitted
model evaluating the step length distribution of exposed organisms in the 60% of habitat
cover treatment

Exposed – 60% of cover
MLL

AIC

Weighed
AIC

µ=1.49

-1329.3

2660.70

0.000

Truncated power
law

µ=1.10

-1193.5

2388.99

0.000

Exponential

λ=0.10

-1174.8

2351.5

0.000

Mix of two
exponentials

p=0.45; λ1=0.10;
λ2=0.10
p1=0.45; p2=0.48;
λ1=0.10; λ2=0.10;
λ3=0.10

-1174.8

2355.5

0.000

-1174.8

2359.5

0.000

α=2.00; β=0.20
p=0.70; α1=3.02;
β1=2.13; α2=6.14;
β2=2.92;
p1=0.08 [0.02-0.5];
p2=0.43 [0.01-0.7];
α1=6.79 [2.2-20];
β1=0.28 [0.0-0.2];
α2=6.58 [3.1-31];
β2=0.88 [0.0-2.2];
α3=4.02 [1.6-16];
β3=3.69 [1.3-5.2];

-1133.3

2270.7

0.022

-1128.0

2266.0

0.222

-1125.7

2263.6

0.754

k=1.44; λ=10.9
p1=0.50; k1=1.49;
λ1=13.7; k2=1.71;
λ2=8.24
p1=0.46; p2=0.31;
k1=1.55; λ1=14.3;
k2=1.7; λ2=9.45; k3=
2.2; λ3=6.18

-1139.6

2283.2

0.000

-1134.7

2279.4

0.000

-1130.4

2274.9

0.002

Model

Parameter

Power law

Mix of three
exponentials
Gamma
Mix of two
Gammas

Mix of three
Gamma

Weibull
Mix of two
Weibulls
Mix of three
Weibulls
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Goodnessof-fit
(P value)

p=0.85
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Table S5. Parameters estimate and 95% high density credible intervals (parametric
bootstrap estimates of the best fitted model (n=1000)), log maximum likelihoods (MLL),
AIC, AIC weights and Goodness-of-fit test (Kolmogorov-Smirnov test) for each fitted
model evaluating the step length distribution of control organisms in the 30% of habitat
cover treatment.
Control – 30% of cover
MLL

AIC

Weighed
AIC

µ= 1.42

-1302.3

2606.58

0.000

Truncated power
law

µ= 1.10

-1207.8

2417.55

0.000

Exponential

λ=0.08

-1178.3

2418.7

0.000

Mix of two
exponentials

p=0.86; λ1=0.09;
λ2=0.05
p1=0.14; p2=0.21;
λ1=0.05; λ2=0.09;
λ3=0.09

-1178.1

2409.9

0.000

-1178.1

2413.9

0.000

α=1.01; β=0.05
p=0.83; α1=1.7;
β1=6.3; α2=6.2;
β2=9.8;
p1=0.68 [0.4-0.8];
p2=0.22 [0.06-0.5];
α1=6.8 [1.5-3.1];
β1=0.3[1.8-6.3];
α2=6.5[1.7-25];
β2=0.9[0.23-10.5];
α3=4.0[1.1-48];
β3=3.7[0.6-6.4]

-1208.3

2420.6

0.000

-1183.6

2377.1

0.431

-1177.5

2370.9

0.955

k=0.96; λ=18.9
p1=0.53; k1= 1.1;
λ1=30.2; k2=1.6;
λ2=8.8
p1=0.46; p2=0.32;
k1=1.2; λ1=33.9;
k2=1.5; λ2=;11.0
k3=1.9 ; λ3=6.6

-1207.8

2419.7

0.000

-1187.2

2383.8

0.001

-1185.7

2383.5

0.000

Model

Parameter

Power law

Mix of three
exponentials
Gamma
Mix of two
Gammas

Mix of three
Gamma

Weibull
Mix of two
Weibulls

Mix of three
Weibulls
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Goodnessof-fit
(P value)

p=0.37
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Table S6. Parameters estimate and 95% high density credible intervals (parametric
bootstrap estimates of the best fitted model (n=1000)), log maximum likelihoods (MLL),
AIC, AIC weights and Goodness-of-fit test (Kolmogorov-Smirnov test) for each fitted
model evaluating the step length distribution of exposed organisms in the 30% of habitat
cover treatment.
Exposed – 30% of cover
MLL

AIC

Weighed
AIC

µ= 1.47

-1192.4

2386.27

0.000

Truncated power
law

µ= 1.10

-1302.3

2606.58

0.000

Exponential

λ=0.08

-1178.3

2358.7

0.000

Mix of two
exponentials

p=0.86; λ1=0.09;
λ2=0.05
p1=0.1; p2=0.2;
λ1=0.05; λ2=0.09;
λ3=0.09

-1178.1

2362.3

0.000

-1178.1

2366.3

0.000

α=1.36; β=0.11
p=0.93; α1=1.18;
β1=5.2; α2=23.6;
β2=2.2;
p1=0.1[0-0.37];
p2=0.8[0.48-0.88];
α1=10.9[2.1-23];
β1=0.18[0.0-1.2];
α2=2.5[2.0-5.8];
β2=4.3[1.0-5.0];
α3=22.3[-1.2-56];
β3=2.3[0.6-11.4]

-1169.2

2342.3

0.000

-1148.1

2306.3

0.006

-1141.0

2296.1

0.994

k=1.13; λ=13.3
p1=0.48; k1=1.1;
λ1=18.0; k2=0.5;
λ2=1.6
p1=0.41; p2=0.42;
k1=1.2; λ1=20.8;
k2=1.8; λ2=10.0;
k3=1.8; λ3=5.2

-1174.2

2352.3

0.000

-1157.8

2354.8

0.000

-1155.6

2325.6

0.000

Model

Parameter

Power law

Mix of three
exponentials
Gamma
Mix of two
Gammas

Mix of three
Gamma

Weibull
Mix of two
Weibulls

Mix of three
Weibulls
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Goodnessof-fit
(P value)

0.76

Supplementary material S6
Table S7. Parameters estimate and 95% high density credible intervals (parametric
bootstrap estimates of the best fitted model (n=1000)), log maximum likelihoods (MLL),
AIC, AIC weights and Goodness-of-fit test (Kolmogorov-Smirnov test) for each fitted
model evaluating the step length distribution of control organisms in all levels cover
treatment combined.
Control – All levels of cover combined
MLL

AIC

µ= 1.42

-3480.2

6962.45

Weighed
AIC
0.000

Truncated power
law

µ= 1.10

-3851.6

7705.23

0.000

Exponential

λ=0.06

-3534.0

7070.1

0.000

Mix of two
exponentials

p=0.34; λ1=0.3;
λ2=0.08
p1=0.34; p2=0.58;
λ1=0.35; λ2=0.08;
λ3=0.08

-3524.2

7054.5

0.000

-3524.2

7058.5

0.000

-3530.5

7064.9

0.000

-3469.6

6949.2

0.001

-3460.2

6934.5

0.999

-3534.0

7072.0

0.000

-3481.9

6974.3

0.000

-3471.5

6957.0

0.000

Model

Parameter

Power law

Mix of three
exponentials
Gamma
Mix of two
Gammas

Mix of three
Gamma

Weibull
Mix of two
Weibulls

Mix of three
Weibulls

α=1.12; β=0.06;
p=0.65; α1=2.1;
β1=4.1; α2=1.8;
β2=19.0;
p1=0.3 [0.1-0.56];
p2=0.58 [0.2-0.74];
α1=3.1[1.9-6.1];
β1=1.5 [0.4-2.7];
α2=2.5 [1.7-10.3];
β2=5.9 [1.4-8.9];
α3=6.6 [1.7-15.5];
β3=9.0 [3.7-15.6]
k=1.0; λ=17.6
p1=0.52; k1=1.1;
λ1=26.7; k2=1.5;
λ2=9.2
p1=0.45; p2=0.35;
k1=1.1; λ1=29.7;
k2=1.7; λ2=11.8;
k3=2.1; λ3=5.6
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Goodness-of-fit
(P value)

0.35

Supplementary material S6
Table S8. Parameters estimate and 95% high density credible intervals (parametric
bootstrap estimates of the best fitted model (n=1000)), log maximum likelihoods (MLL),
AIC, AIC weights and Goodness-of-fit test (Kolmogorov-Smirnov test) for each fitted
model evaluating the step length distribution of exposed organisms in all levels cover
treatment combined.
Exposed – All levels of cover combined

Model
Power law

Parameter
µ= 1.10

MLL
-3962.9

AIC
7927.87

Weighed
AIC
0.000

Truncated power
law

µ= 1.47

-3682.5

7366.99

0.000

Exponential

λ=0.09

-3537.3

7076.7

0.000

Mix of two
exponentials

p=0.75; λ1=0.09;
λ2=0.09
p1=0.47; p2=0.47;
λ1=0.09; λ2=0.09;
λ3=0.09

-3537.3

7980.7

0.000

-3537.3

7084.4

0.000

α=1.74; β=0.16
p=0.79; α1=2.5;
β1=3.2; α2=2.2;
β2=9.8;
p1=0.83 [0.30.94]; p2=0.05
[0.1-0.7]; α1=2.6
[2.0-4.8]; β1=3.0
[0.6-3.4]; α2=144
[2-246]; β2=0.1
[0.0-3.7]; α3=4.0
[1.3-13];
β3=7.5 [2.0-12.3];

-3456.0

6916.0

0.000

-3417.6

6845.2

0.180

-3414.2

6842.1

0.820

k=1.3; λ=12.0
p1=0.48; k1=1.3;
λ1=16.2; k2=1.9;
λ2=8.3
p1=0.4; p2=0.37;
k1=1.3; λ1=17.6;
k2=1.8; λ2=9.8;
k3=2.2; λ3=6.6

-3485.2

6974.4

0.000

-3432.9

6845.2

0.000

-3425.6

6866.4

0.000

Mix of three
exponentials
Gamma
Mix of two
Gammas

Mix of three
Gamma

Weibull
Mix of two
Weibulls

Mix of three
Weibulls
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Goodnessof-fit
(P value)

0.12

Supplementary material S6

Figure S1. Turning angle distributions in degrees of control (a) and exposed (b)
organisms for each level of cover and all levels of cover combined.
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Chapter IV
Threshold effects of habitat loss and fragmentation on Lévy walkers
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ABSTRACT
Habitat loss and fragmentation are currently major threats to biodiversity. In many
cases, habitat loss and fragmentation may produce a threshold response, where the
rate of change in response variable increases abruptly after a certain amount of habitat
is lost. However, organisms with different search strategies may be affected differently.
In this work, one class of random walkers (Lévy walkers) was used to investigate the
effects of fragmentation on organisms with different search strategies. The step length
distribution of Levy walkers follows an inverse power-law distribution with exponent μ
and uncorrelated steps. Piecewise regressions were used to estimate thresholds in
destructive and nondestructive search efficiency of walkers with different movement
capacity. Results indicate that walkers performing Brownian walks were the most
affected by fragmentation in all scenarios. However, Lévy walkers with μ ≈ 2 presented
the strongest threshold responses in nondestructive searches and in the increase in
intrapatch movement. Walkers with μ < 1.4 were the least affected by habitat loss.
Threshold responses, when observed, were mostly noted between 60 and 80% of
habitat loss. Because movement behavior can be affected by resources distribution and
landscape configuration, the final effect of fragmentation will depend on how animals
adjust their movement behavior.
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Introduction
Habitat loss and fragmentation are currently one of the main threats to biodiversity 1, 2.
Habitat fragmentation is caused by loss or modifications of natural habitats, leading to
the division of habitat into smaller and more isolated fragments

3, 4.

These structural

changes in the landscape can affect the distribution of resources and the ability of
organisms to move and disperse in a landscape (i.e., functional connectivity) 5.
Ultimately, structural changes in the landscape can cause declines in population,
changes in community composition and affect ecosystem services

6, 7, 8.

Currently, it is

estimated that tropical forests around the globe are reaching a critical point where the
total number and isolation of fragments will increase substantially 9.
Due to the complexity and large scale involved in studying the effects of fragmentation,
landscape ecologists have benefited from the use of simulations and stochastic
modeling since the late eighties 10. Spatial explicit simulations and empirical evidence
suggests that in some cases, fragmentation may present a threshold response, where
the rate of change in a response variable increases abruptly after a certain amount of
habitat is lost 11, 12, 13. The existence and relevance of fragmentation thresholds have
been questioned and investigated for different response variables such as individual
behavior, abundance and species richness 14. However, observed threshold responses
may vary greatly among studies and species, suggesting that a universal habitat loss
threshold is not likely 13, 15. Species response to habitat loss and fragmentation may be
determined by their ecological characteristics such as movement capacity or area/edge
sensitivity 11, 12, 13, 14. Indeed, the dispersion capability of organisms is usually a key
component of metapopulation and extinction threshold models
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12.

Recent work by

Fletcher et al.6 also suggests that the threshold effects of fragmentation on the
population of the herbivorous beetle, Chelinidea vittiger, were primarily due to reduced
movement and dispersion of individuals.
Movement of individuals is also a fundamental element of many ecological processes,
especially when dealing with habitat fragmentation where a direct causal link with
movement and environmental changes can be established

16.

Indeed, most of the

advances in our understanding of functional connectivity in fragmented landscapes
came from animal movement studies 5. One way of characterizing the movement of
organisms in a random walk framework is with step length and turning angles
distributions 17. Scientific interest in the movement of organisms emerged after
theoretical works showed that Lévy walks can optimize the encounter rates in scarce
environments 18, 19. Lévy walks may be characterized as a class of random walk with
uncorrelated steps that follows an inverse power-law tail distribution with exponent µ
(Equation 2) 18. Lévy walks are displayed by a variety of organisms such as jackals 20,
dinoflagellates 21, snails 22, top marine predators23, wandering albatrosses, 18, 24 and
humans 25.
Recently, random walks simulations using Lévy walks provided valuable insights and
addressed relevant questions about the effects of fragmentation

26, 27, 28.

These studies

used Lévy walks with different exponents of a power law distribution to evaluate
optimum search strategies in fragmented landscapes. One of the advantages of using
power laws is that different search strategies can be simulated for different values of the
exponent, where values of μ ≥ 3 has similar statistical features of Brownian walks, while
a μ → 1 reaches the ballistic walks limit 27. However, these studies assumed that
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organisms can freely walk through the non-habitat matrix. Therefore, habitat
fragmentation would only affect the distribution of resources but not the structural
connectivity of the landscape and consequently, animal movement. Even though many
organisms are still able to cross fragmented patches, the probability of crossing a
fragmented patch tends to decrease with the size of the fragment

29.

Further, some

organisms have been shown to be averse to cross fragmented patches

30, 31.

In the present work, Lévy walkers were used to investigate the effects of habitat
fragmentation as a semi-permeable matrix where organisms may or may not cross
fragmented patches, depending on their movement capacity and on the structure of the
landscape. The aim of this work is to evaluate how habitat fragmentation affects the
search efficiency and movement of animals with different search strategies and, to
identify possible threshold effects of habitat loss and fragmentation. The search
efficiency is defined by the total distance travelled by a walker and the number of
encounters with specific targets (e.g., mates, food, or sites). Two different types of
encounters dynamics were considered: destructive and nondestructive searches. In
destructive searches, the target is removed from the landscape after an encounter
occurs. In nondestructive searches, a target is only temporarily removed from the
landscape after an encounter. Hence, organisms can revisit the same target in
nondestructive searches such as in the case of bees revisiting the same plant or in the
case of a clustered or patchy distributed resources

19.

Nondestructive searches emulate

instances where searchers become satiated and leave the area or target sites become
only temporarily depleted 19.

Results
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Destructive searches
In the case of destructive searches, organisms with a μ = 1.1 had the highest search
efficiency in all levels of habitat cover (Figure 1a, b and c). As μ increased, the search
efficiency decreased, and organisms became more susceptible to the effects of habitat
fragmentation (Figure 1c). Walkers with μ > 2.4 were the most affected by fragmentation
with substantial decreases in search efficiency even at low levels of habitat loss.
Walkers in this range of μ did not present a threshold response (e.g., μ = 2.8) or had the
lowest rate of change among slopes (e.g., μ = 2.5) (Supplementary Figure S1).
Thresholds estimates, and the first slope before the threshold, decreased with the
increase of μ (Figure 2a and 2b). However, the highest rate of change among slopes
occurred with μ between 1.7 and 2.1 (Figure 2c). All parameter estimates are provided
in Supplementary Table S1. The average threshold response for walkers with μ < 1.9
occurred at 75% of habitat loss and at 65% for μ = 2 (Figure 2a). The mean search
efficiency of walkers with μ > 1.4 were barely affected by the effects of habitat
fragmentation, with less than 10% decrease in search efficiency in landscapes with 90%
of habitat loss.
Nondestructive searches
In nondestructive searches, the effects of habitat fragmentation on the mean search
efficiency of walkers were much less pronounced in comparison to destructive searches
(Figure 1d, e and f). Effects on the mean search efficiency were not observed for μ <
2.1 even at high levels of habitat loss. Reductions in the mean search efficiency were
only observed in walkers with a μ ≥ 2 at high levels of habitat loss. Decreases in mean
search efficiency were mostly below 25%. Organisms with a μ ≈ 2 had the highest
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search efficiency at all levels of cover, expect for landscapes with 90% of habitat loss
(Figure 1d). However, variance over the mean increased substantially with both, habitat
loss and μ (Figure 3). Thresholds averaged 71.4% with habitat loss over all μ (Figure 4a
and Supplementary Figure S2). Both the first slope and the difference in slopes
increased with μ (Figure 4b and c). All parameters estimates are provided in
Supplementary Table S2.
Step length distribution and intrapatch movement
As fragmentation increased and more steps were truncated, the step length distribution
took on the form of a mixture of distributions (Supplementary Figure S3). When
truncated steps are removed from the analysis, most estimated μ remained unchanged
from the original distribution, except for µ > 2.4 in landscapes with 90% of habitat loss
(Supplementary Table S3). In such cases, µ estimates were 0.1 higher than the original
distribution. However, if the search efficiency mean, variance and intrapatch movement
are corrected based on the estimated value of μ, no differences were observed in the
estimated threshold. Therefore, the long tail properties of the original power law
distribution remained unchanged with fragmentation in almost all cases. Threshold
effects on the increase in intrapatch movement were observed for all values of μ (Figure
5, Supplementary Figure S4). Threshold values decreased with the increase in μ,
ranging from 75.4% of habitat loss for μ ≥ 1.9, 65% for 2.5 > μ ≥ 2 and 56% for μ ≥ 2.6
(Figure 4a). Intrapatch movement of organisms with μ ≥ 1.4 were almost unaffected by
fragmentation. The highest rate of increase in intrapatch movement before and after the
threshold occurred in walkers with μ between 1.6 and 2.4 (Figure 4b and c). All
parameters estimates are provided in Supplementary Table S4.
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Discussion
Organisms with different search strategies are affected by habitat fragmentation in
different ways, and as a consequence, may or may not present strong threshold
responses to habitat fragmentation. Further, different kinds of encounters dynamics
produce different responses to fragmentation. However, threshold responses in both
search efficiency mean, variance, and intrapatch movement, when observed, were
mostly found between 60 and 80% of habitat loss, which is in accordance to what have
been empirically estimated for different species of birds and mammals

11.

Both

destructive and nondestructive searches provided complementary biological insights on
the effects of habitat fragmentation on organisms with different movement strategies.
For both destructive and nondestructive searches, organisms performing Brownian
walks (i.e., 𝜇 ≈ 3) were the most affected by habitat fragmentation, with declines in
mean search efficiency occurring even at low levels of habitat loss. The effects of
fragmentation on walkers with 3 > μ > 2.5 did not present a strong threshold effect on
their mean search efficiency. Because organisms are less likely to take longer steps,
the probability of crossing large fragmented patches, and the rate of new patch
colonization, decreases substantially with habitat fragmentation. As a result, the time
spent in a fragmented patch, or intrapatch movement, increases which may lead to
resource overexploitation and increased local extinctions

32.

This would explain the

increase in variance in nondestructive searches but minor effects on the mean.
Because organisms can revisit the same target, individuals can present very high
search efficiencies when they remain in a patch with abundant resources. However, if
organisms migrate to patches with limited resources, they might be unable to have
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successful encounters for long periods of time. As a result, the variance over the mean
in nondestructive searches tends to increase with fragmentation and μ, both before and
after the threshold. Therefore, all movement strategies considered in this work are likely
to experience this effect, which could lead to an increase in mortality rate, especially for
walkers with 𝜇 ≈ 3 27.
Empirical studies provided evidence that many terrestrial and aquatic organisms may
perform Brownian movement under high food density

23, 33.

These studies have also

shown that these organisms can switch to Lévy walk movement when resources
become less abundant. The rationale behind this shift in behavior is that under high
resources densities, there would be no advantage in performing either search strategies
23.

However, under low resources density, Lévy walks would outperform Brownian walks

in nondestructive searches

19

(and figure 3a) with empirical evidence supporting this

hypothesis 24.
Because habitat loss and fragmentation can decrease the amount and distribution of
resources, it is also likely that fragmentation could lead to an increase in μ. Indeed,
many organisms increased their movement in function of habitat fragmentation, such as
small mammals
songbirds

38.

34,

Krull

forest lizards
36

35,

marsh snails

36,

terrestrial tortoises

37,

and forest

showed that shifts in the step length distribution of the marsh

periwinkle (Littoraria irrorata) in response to high levels of habitat fragmentation (30% of
habitat cover) yield an increase in the search efficiency of organisms while at lower level
of habitat loss (60% of habitat cover), their search efficiency was unaffected.
Habitat fragmentation can also reduce landscape connectivity and constrain animal
movement if organisms are highly averse to crossing fragmented patches or patch
187

edges

30, 31.

Physical barriers, such as dams, or chemical barriers, such as high

concentrations of contaminants, may also reduce organism’s movement

39.

In such

extreme cases, not only adaptations in the search strategies of organisms might be
hindered but it could also lead to a decrease in μ for some species. For instance, de
Jager et al.40 showed the movement of mussels shifted from Lévy-like movement
towards Brownian motion when movement is highly constrained upon encounters. In
such cases, the effects of habitat fragmentation would be worsened. In the present
work, fragmentation also caused changes in the step length distribution (Supplementary
Figure S3) leading to a composite walk (i.e., mixture of distributions). This composite
movement can be explained by the increase in edge encounters with the non-habitat
matrix and, consequent increase in intrapatch movement. However, when intrapatch
movement is removed from the analysis, the estimate μ remains unchanged from the
original distribution in almost all scenarios. Similar results were reported by Jager et
al.40 in experiments when truncated steps were removed from the analysis.
In the case of destructive searches, Lévy walkers with 𝜇 ≈ 2 presented the strongest
threshold response (i.e., highest rate of change among slopes) to fragmentation, with an
abrupt change in mean search efficiency occurring on average at 67.87% of habitat
loss. Lévy walkers with 𝜇 ≈ 2 also had the strongest rate of increase in intrapatch
movement, which is likely the main reason for the abrupt changes in mean search
efficiency. Because Lévy walkers with 𝜇 ≈ 2 also have high probabilities of taking
shorter steps, intrapatch movement should increase abruptly after longer steps are
constantly truncated in highly fragmented landscapes. Although Levy walkers with 𝜇 ≈
2 optimize their rate of encounters in low abundant resources
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19, 24

and maximize

population abundances in sensitive Lotka–Volterra systems

32,

they might be more

susceptible to threshold effects of fragmentation in landscapes with low levels of habitat
cover.
Organisms moving with μ < 1.5 were the least affected by fragmentation. Until today,
there is no evidence of organisms shifting their behavior from a 𝜇 ≈ 2 towards ballistic
motion. However, the movement of three different species of marsupials resembled a
truncated power law with μ close to 1.3 in fragmented landscapes

41.

If organisms can

shift their behavior toward ballistic motion, the effects of fragmentation would be
reduced. Even though increase in movement in the non-habitat matrix may increase
predation and mortality risks, previous random walk studies that included these effects
in their simulations, showed that ballistic motion would still be the least affected in highly
fragmented landscapes 27.
Other environmental factors besides habitat fragmentation and resources distributions
may also reduce animal movement, and potentially cause shifts in μ. Other stressors
could affect the movement capacity of organism by changing their energetic balance
and the allocation of energy for movement. For instance, contaminant exposure may
increase basal metabolic and energetic demand due to detoxification and cellular repair
and reduce the energy spent in foraging 42. Consequently, contaminants can also cause
shifts in the step length distribution of organisms and decrease their search efficiency
43.

36,

This is a major concern as evidence of contamination exists even in the most remote

places on Earth

44.

Parasite infections and diseases may also decrease movement due

to increases in the physiological costs of infection
increase in fragmented landscapes

46, 47,

45.

Because infection risk may

it is also possible that these interactions could
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lead to a higher effect of habitat fragmentation at the population level. Hence,
understanding how habitat fragmentation affects organisms with different movement
behaviors is also extremely important to understand possible interactions effects of
fragmentation and other stressors.

Conclusion
The results of this work suggest that organisms with different search strategies might be
affected by fragmentation in different ways. It also shows that Lévy walkers with 𝜇 ≈ 2
presents the highest threshold response due to habitat fragmentation in destructive
searches and an increase in intrapatch movement. Because organism movement can
be affected by resource distribution and landscape configuration, the final impact of
fragmentation will depend on how animals adjust their behavior. If organisms can
increase their movement in a fragmented landscape, the effects of fragmentation might
be reduced. However, if organism movement potential remains unchanged or is
reduced by any factor, they will be more affected by fragmentation. Therefore, future
studies should investigate how different species are able to adjust their movement in
function of habitat fragmentation. Investigating how other factors can affect the
movement potential of organisms might also shed light on the interaction effects of
fragmentation and other stressors. These findings can be helpful to understand and
explain the existence, or not, of extinction thresholds for different species. Incorporating
animal movement into fragmentation studies can be a useful tool for managers as
movement strategies can be easily estimated with available methods which could be
used to test further hypotheses.

Methods
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Random landscapes with nine different levels of habitat cover (i.e., from 90% to 10% of
habitat cover) were generated. Each landscape consists of a 128 x 128 units, with 1 by
1-unit square sites. Two types of habitats were considered, the habitat matrix and the
non-habitat matrix (i.e., fragmented patches). In this work, the non-habitat matrix was
partially impermeable. This means that walkers cannot cross the fragmented landscape
unless the sampled step length is bigger than the fragmented patch size. Therefore, the
probability of crossing a fragmented patch decreased with the step length probability
density function and the size of the fragmented patch. In the case in which a step places
the organism to a non-habitat patch, another step is sampled from the same step length
distribution.
Fifteen different landscapes were generated for each level of cover and walkers were
released in the center of the landscape. Uniform random distributed targets (e.g., food,
mates or site) were set in a two-dimensional continuous landscape with periodic
boundaries (i.e., if organisms reach the edge, they emerge on the other side of the
landscape). Targets were restricted to the habitat portion of a matrix; no targets existed
in the non-habitat portions. An encounter occurs if a target lies within a detection radius
rd. The search efficiency is calculated by dividing the number of encounters by the total
distance travelled and scaled based on the mean free path parameter λ

48.

The mean

free path is calculated as the following,

𝜆=

𝐿2
2𝑟𝑑 𝑁𝑡

191

(1)

where L is the size of the system in one dimension, rd is the detection radius, and Nt is
the number of targets. Without loss of generality, λ was set to 1000, the length of the
landscape to 128 and the detection radius to 0.4.
A truncated power law was used to generate each step length using the probability
density function

𝑃(𝑙) =

(𝜇 −1)
1−𝜇
1−𝜇
(𝑟𝑑 +𝑙𝑚𝑎𝑥 )

𝑙 −𝜇

(2)

where 𝜇 is the power law exponent, 𝑟𝑑 is the minimum step length and 𝑙𝑚𝑎𝑥 is the
maximum step length. The minimum step length was set to 0.2 and the maximum step
length to two times the length of the landscape. Twenty different values of 𝜇 were used
in each landscape (from 1.1 to 3.0, by 0.1). Turning angles were randomly sampled
from a uniform distribution. The simulation stopped after a walker reached a total
distance travelled of 5x107 units. Therefore, wall walkers travelled the same total
distance independent of μ.
Two different types of encounters dynamics were considered: destructive and nondestructive searches. In destructive searches, after an encounter occurs, the target is
removed from the landscape and another target is randomly placed in another location
of the landscape to keep λ constant. Note that in the case of destructive search, the
search efficiency could also be interpreted as a colonization efficiency, or the efficiency
of visiting unique new sites. In non-destructive searches, the target is temporarily
removed from the landscape until the walker is an undetection radius rud away from the
target. The target is then placed back in the same previous position on the landscape.
The undetection radius was set at three times the detection radius rd.
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To investigate how the maximum step length could impact the results, simulations were
also conducted with the maximum step length set to half the length of the landscape (64
units) and one quarter of the landscape (32 units) for walkers with μ = 2. The results
from these simulations are presented in the Supplementary Figure S6, S7 and S8.
These results indicated that reductions in lmax resulted in only minor declines in the
mean search efficiency, increases in variance and in intrapatch movement. Estimated
thresholds and slopes were also almost unaffected by lmax. However, if lmax is reduced
below the mean average neighborhood distance of suitable patches, organisms would
be mostly constrained to very few patches. This would result in a drastic impact of
fragmentation independent of the values of μ.
Data analysis
A piecewise regression was used to identify possible thresholds in the search efficiency
of organisms as a function of fragmentation. The piecewise regression can be written as

𝑦𝑖 = 𝛽0 + 𝛽1 𝑥𝑖 + 𝛽2 (𝑥𝑖 − 𝛹)𝐼(𝑥𝑖 − 𝛹) + 𝜀𝑖

(3)

1, 𝑥 > 𝛹
𝐼(𝑥𝑖 − 𝛹) = {
0, 𝑥 ≤ 𝛹

where (i) 𝛽0 is the intercept, (ii) 𝛽1 is the first slope on the left, (iii) 𝛽2 is the difference-inslopes after the threshold, (iv) Ψ is the threshold parameter; (v) (𝑥𝑖 − 𝛹) is the indicator
function and (vi) 𝜀𝑖 is the normally distributed error term with mean of 0 and variance of
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σ2. If xi is higher than Ψ, the slope becomes equal to 𝛽1 + 𝛽2. Piecewise regressions
were used to estimate thresholds on both decline in search efficiency mean, increase in
variance and increase in intrapatch movement. Intrapatch movement was defined as
step lengths lower than 1 unit (the length of a site in the landscape). Bootstrap methods
were used to estimate the variance of walkers. In order to evaluate if threshold models
were consistent with the data, model selection among linear and piecewise models
were performed based on the weighted AICc. To evaluate if the fat tail properties of the
step length distribution were maintained during the simulations, truncated power laws
were fit to step length distribution using maximum likelihood methods following Jansen
et al.

49.

Piecewise regressions were fit using maximum likelihood methods with the

segmented R package

50.

All simulations and analysis were conducted in the R

environment 51.
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Figure Legends

Figure 1. Mean search efficiency and 95% confidence intervals for walkers with
different values of the exponent μ and different levels of habitat loss. Destructive
searches are presented in the top panel and nondestructive searches in the bottom
panel. (a and d) Mean search efficiency in function of μ; (b and e) mean search
efficiency in function of habitat loss, and; (c and f) percent decline in mean search
efficiency.
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Figure 2. Estimated threshold (a), first slope 𝛽1 (b) and differences in slope 𝛽2 after the
threshold (c) for the mean search efficiency in destructive searches. Error bars
represent the 95% confidence interval. Missing values in the plot represent values of μ
where there was no evidence of threshold responses.
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Figure 3. Search efficiency variance for walkers with different values of the exponent μ
and different levels of habitat loss. Destructive searches are presented in the top panel
and nondestructive searches in the bottom panel. Note differences in the y axis and in
the heat map color legend in destructive and nondestructive searches. (a and d) Search
efficiency variance in function of μ; (b and e) search efficiency variance in function of
habitat loss, and; (c and f) increase in search efficiency variance in folds.
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Figure 4. Estimated threshold (a), first slope 𝛽1 (b) and differences in slope 𝛽2 after the
threshold (c) for the search efficiency variance in nondestructive searches. Error bars
represents the 95% confidence interval. Missing values in the plot represents values of
μ where there was no evidence of threshold responses.
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Figure 5. Estimated threshold (a), first slope 𝛽1 (b) and differences in slope 𝛽2 after the
threshold (c) for intrapatch movement of organisms. Error bars represents the 95%
confidence interval.
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Supplementary material
Table S1. Parameters estimate from piecewise regression of the mean search
efficiency (destructive searches) for each value of μ.

μ

𝛽0

𝛽1

𝛽1 95%
Confidence
interval

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3.0

0.961
0.957
0.951
0.943
0.932
0.915
0.893
0.865
0.829
0.778
0.725
0.658
0.599
0.540
0.488
0.431
0.290831

-0.0001
-0.0001
-0.0002
-0.0003
-0.0005
-0.0008
-0.0012
-0.0017
-0.0023
-0.0025
-0.0030
-0.0030
-0.0034
-0.0034
-0.0037
-0.0032
-0.0035

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.001
0.001
0.000
0.001
0.000
0.000
0.000
0.000
0.000

𝛽2

𝛽2 95%
Confidence
interval

-0.0012
-0.0018
-0.0032
-0.0049
-0.0069
-0.0090
-0.0117
-0.0136
-0.0144
-0.0100
-0.0090
-0.0064
-0.0051
-0.0035
-0.0022
-0.0017
0.0015

0.000
0.000
0.001
0.001
0.001
0.002
0.003
0.004
0.005
0.002
0.002
0.001
0.001
0.001
0.001
0.000
0.0003
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Threshold
Ψ 95%
Ψ
Confidence
(Habitat
interval
loss %)
76.31
2.5
75.51
2.7
75.74
2.5
76.31
1.9
75.41
2.5
74.56
2.9
74.73
2.7
74.00
3.8
73.56
4.5
65.27
4.5
64.67
4.1
55.15
5.5
55.12
5.1
46.28
4.3
45.82
6.7
28.67
5.6
64.7
3.4

Table S2. Parameters estimate from piecewise regression of the search efficiency
variance (nondestructive searches) for each value of μ.

μ

𝛽0

𝛽1

𝛽1 95%
Confidenc
e interval

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3.0

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
-0.01
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.0000
0.0000
0.0001
0.0001
0.0001
0.0001
0.0003
0.0002
0.0002
0.0009
0.0004
0.0004
0.0006
0.0009
0.0007
0.0009
0.0008

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

𝛽2

𝛽2 95%
Confidenc
e interval

0.0005
0.0002
0.0027
0.0018
0.0062
0.0016
0.0080
0.0177
0.0037
0.0136
0.0067
0.0035
0.0029
0.0034
0.0160
0.0132
0.0069

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
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Threshol
dΨ
(Habitat
loss %)
78.4
61.2
78.5
78.3
78.4
68.4
77.9
79.3
58.2
77.3
65.5
60.1
60.0
64.1
78.1
77.2
72.6

Ψ 95%
Confidenc
e interval
1.6
3.9
0.6
1.5
0.8
6.8
1.6
0.4
9.0
3.5
4.6
5.5
9.1
5.9
1.6
2.9
7.0

Table S3. Parameters estimate from piecewise regression of the intrapatch movement
for each value of μ.

μ

𝛽0

𝛽1

𝛽1 95%
Confidence
interval

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3.0

123827
203193
329446
526203
826585
1271408
1906507
2777338
3911283
5534647
7102217
8854144
10648869
12396173
14034452
15608424
16936591
18093836
19087934
19954111

1529
2571
4246
6870
10844
16424
23789
32646
42212
39591
49002
53710
55455
55196
53093
45000
41399
37468
34057
30280

435
727
1189
1905
2999
4466
6258
8272
10272
14004
12597
11379
10322
9113
7754
8184
6234
5288
4246
3532

𝛽2

𝛽2 95%
Confidence
interval

22490
37309
60624
94686
139196
190774
251828
293466
316039
223547
223654
200878
171051
143762
117643
83074
67215
54414
44215
35826

4013
6706
10964
17562
27649
41173
57700
76263
94707
54238
48788
44069
39977
35294
30030
17362
13224
11217
9007
7492
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Threshold
Ψ 95%
Ψ
Confidence
(Habitat
interval
loss %)
76.0
2.0
75.9
2.1
75.9
2.1
75.8
2.1
75.7
2.3
75.3
2.6
75.2
2.8
74.7
3.2
74.2
3.8
65.0
4.7
66.1
4.1
65.5
4.2
64.7
4.6
64.3
4.9
63.9
5.2
56.7
5.3
56.2
5.0
55.6
5.3
55.9
5.2
55.6
5.4

`

Table S4. Maximum likelihood estimates and standard deviation of μ for each level of habitat loss for steps ≥1 (n=40, with
30000 steps each).

μ
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3.0

0
1.1 ± 0.01
1.2 ± 0.01
1.3 ± 0.01
1.4 ± 0.01
1.5 ± 0.01
1.6 ± 0.01
1.7 ± 0.01
1.8 ± 0.01
1.9 ± 0.01
2.0 ± 0.01
2.1 ± 0.01
2.2 ± 0.01
2.3 ± 0.01
2.4 ± 0.01
2.5± 0.01
2.6± 0.01
2.7± 0.01
2.8± 0.01
2.9± 0.01
3.0± 0.01

10
1.1 ± 0.01
1.2 ± 0.01
1.3 ± 0.01
1.4 ± 0.01
1.5 ± 0.01
1.6 ± 0.01
1.7 ± 0.01
1.8 ± 0.01
1.9 ± 0.01
2.0 ± 0.01
2.1 ± 0.01
2.2 ± 0.01
2.3 ± 0.01
2.4 ± 0.01
2.5± 0.01
2.6± 0.01
2.7± 0.01
2.8± 0.01
2.9± 0.01
3.0± 0.01

20
1.1 ± 0.01
1.2 ± 0.01
1.3 ± 0.01
1.4 ± 0.01
1.5 ± 0.01
1.6 ± 0.01
1.7 ± 0.01
1.8 ± 0.01
1.9 ± 0.01
2.0 ± 0.01
2.1 ± 0.01
2.2 ± 0.01
2.3 ± 0.01
2.4 ± 0.01
2.5± 0.01
2.6± 0.01
2.7± 0.01
2.8± 0.01
2.9± 0.01
3.0± 0.01

30
1.1 ± 0.01
1.2 ± 0.01
1.3 ± 0.01
1.4 ± 0.01
1.5 ± 0.01
1.6 ± 0.01
1.7 ± 0.01
1.8 ± 0.01
1.9 ± 0.01
2.0 ± 0.01
2.1 ± 0.01
2.2 ± 0.01
2.3 ± 0.01
2.4 ± 0.01
2.5± 0.01
2.6± 0.01
2.7± 0.01
2.8± 0.01
2.9± 0.01
3.0± 0.01

Habitat loss (%)
40
50
1.1 ± 0.01 1.1 ± 0.01
1.2 ± 0.01 1.2 ± 0.01
1.3 ± 0.01 1.3 ± 0.01
1.4 ± 0.01 1.4 ± 0.01
1.5 ± 0.01 1.5 ± 0.01
1.6 ± 0.01 1.6 ± 0.01
1.7 ± 0.01 1.7 ± 0.01
1.8 ± 0.01 1.8 ± 0.01
1.9 ± 0.01 1.9 ± 0.01
2.0 ± 0.01 2.0 ± 0.01
2.1 ± 0.01 2.1 ± 0.01
2.2 ± 0.01 2.2 ± 0.01
2.3 ± 0.01 2.3 ± 0.01
2.4 ± 0.01 2.4 ± 0.01
2.5± 0.01
2.5± 0.01
2.6± 0.01
2.6± 0.01
2.7± 0.01
2.7± 0.01
2.8± 0.01
2.8± 0.01
2.9± 0.01
2.9± 0.01
3.0± 0.01
3.0± 0.01
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60
1.1 ± 0.01
1.2 ± 0.01
1.3 ± 0.01
1.4 ± 0.01
1.5 ± 0.01
1.6 ± 0.01
1.7 ± 0.01
1.8 ± 0.01
1.9 ± 0.01
2.0 ± 0.01
2.1 ± 0.01
2.2 ± 0.01
2.3 ± 0.01
2.4 ± 0.01
2.5± 0.01
2.6± 0.01
2.7± 0.01
2.8± 0.01
2.9± 0.01
3.0± 0.01

70
1.1 ± 0.01
1.2 ± 0.01
1.3 ± 0.01
1.4 ± 0.01
1.5 ± 0.01
1.6 ± 0.01
1.7 ± 0.01
1.8 ± 0.01
1.9 ± 0.01
2.0 ± 0.01
2.1 ± 0.01
2.2 ± 0.01
2.3 ± 0.01
2.4 ± 0.01
2.5± 0.01
2.6± 0.01
2.7± 0.01
2.8± 0.01
2.9± 0.01
3.0± 0.01

80
1.1 ± 0.01
1.2 ± 0.01
1.3 ± 0.01
1.4 ± 0.01
1.5 ± 0.01
1.6 ± 0.01
1.7 ± 0.01
1.8 ± 0.01
1.9 ± 0.01
2.0 ± 0.01
2.1 ± 0.01
2.2 ± 0.01
2.3 ± 0.01
2.4 ± 0.01
2.5± 0.01
2.6± 0.01
2.7± 0.01
2.8± 0.01
2.9± 0.01
3.0± 0.01

90
1.1 ± 0.01
1.2 ± 0.01
1.3 ± 0.01
1.4 ± 0.01
1.5 ± 0.01
1.6 ± 0.01
1.7 ± 0.01
1.8 ± 0.01
1.9 ± 0.01
2.0 ± 0.01
2.1 ± 0.01
2.2 ± 0.01
2.3 ± 0.01
2.5 ± 0.01
2.6± 0.01
2.7± 0.01
2.8± 0.01
2.9± 0.01
3.0± 0.01
3.0± 0.01
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Figure S1. Bestfitted piecewise (solid lines) or linear regressions (dashed lines)
of the destructive search efficiency mean in response to habitat loss for each
value μ.
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Figure S2. Best-fitted piecewise (solid lines) or linear regression (dashed lines)
of the nondestructive search efficiency variance in response to habitat loss for
each value μ.

211

`

Figure S3. Examples of the resulting step length distribution of walkers for
different levels of habitat loss for (a) μ = 2 and (b) μ = 3 (number of steps = 3 x
104).
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Figure S4. Best-fitted piecewise (solid lines) of the increase in intrapatch
movement in response to habitat loss for each value μ.
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Figure S5. Intrapatch movement (steps < 1) for walkers with different values of
the exponent μ and different levels of habitat loss. (a) total displacement of steps
<1 in function of μ; (b) total displacement of steps <1 in function of habitat loss,
and; (c) percent of displacements of steps <1 in relation to the total distance
travelled.
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Figure S6. Results from simulations with μ=2 and different values of lmax.
Destructive searches mean search efficiency is presented on the top panel,
nondestructive searches variance in the middle, and intrapatch movement in the
bottom panel. (a) response variable in function of μ; (b) response variable in
function of habitat loss, and; (c) relative differences in percentage or fold
(nondestructive searches variance).
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Figure S7. Best-fitted piecewise (solid lines) regressions of the decrease in
mean search efficiency (top panel), increase in variance in nondestructive
searches (middle panel) and increase in intrapatch movement (bottom) in
response to habitat loss for μ = 2 and different values of lmax.
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Figure S8. Estimated threshold (a), first slope 𝛽1 (b) and differences in slope 𝛽2
after the threshold (c) for μ = 2 and each value of lmax. Results from destructive
searches mean search efficiency are presented in the top panel, nondestructive
searches variance in the middle panel and, intrapatch movement of organisms in
the bottom. Error bars represents the 95% confidence interval
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Conclusion
In this dissertation, the concept of thresholds in ecotoxicology was
investigated using different approaches such as computer simulations,
laboratory, and field experiments. By simulating and analyzing thousands of
datasets from routinely used bioassays, Chapter I shows that threshold
estimation might not be reasonable in all scenarios, such as in datasets without a
steep slope. Among all the statistical methods used to estimate thresholds in
binomial datasets, Bayesian NEC was the most accurate method. However,
there seems to be no strong evidence in favor of either log-logistic or threshold
models in almost all cases. Measuring an apparent threshold in most datasets
that do not contain thresholds also did not provide any advantage over the EC5.
Therefore, threshold models should be used carefully during routine analysis of
ecotoxicology essays or when there are any biological reasons to support the
existence of a threshold.
In the second and third research chapters, experiments were conducted to
investigate the interaction effects on fragmentation and contamination. In these
experiments, threshold responses were expected to emerge from the effects of
fragmentation or due to the interaction effects of these stressors. Even though
nonlinear responses were observed in both chapters, no evidence was found in
favor of a threshold response. However, mercury exposure affected the cognitive
behavior of marsh periwinkles and caused shifts in the probability of snails
crossing fragmented landscapes (Chapter II). Both mercury and fragmentation
also affected the movement behavior of the marsh periwinkle by reducing
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organisms speed and causing shifts in the step length distribution (chapter II and
III).
By fragmenting the habitat in two different ways, such as chemicals
(chapter II) and habitat removal (chapter III), it became clear that habitat
fragmentation can either reduce or increase the movement of individuals
depending on the scale and the fragmentation process. In the case of chemical
or physical barriers, habitat fragmentation is expected to reduce the movement of
organisms. In chapter III, organisms increased their movement to find suitable
patches while foraging in a fragmented landscape. Consequently, changes in the
movement of organisms due to fragmentation may cause a decline in the mean
search efficiency of organisms if movement is constrained or an increase if
organisms are able to cross fragmented patches. Nonetheless, mercury
exposure consistently reduced the movement of the marsh periwinkle in both
scenarios. This indicates that contaminants might worsen the effects of
fragmentation by reducing the movement capacity of organisms, which could
lead to a reduction in functional connectivity.
In chapter IV, fragmentation thresholds were observed in the search
efficiency of organisms moving in semi-permeable landscapes at high levels of
habitat loss. In such cases, organisms with lower movement capacity, such as
those displaying Brownian motion, were more affected by fragmentation in
comparison to organisms with higher movement capacity, such as those
displaying ballistic motion. However, Lévy walkers with μ ≈ 2 presented the
strongest threshold response among all walkers in the case of destructive
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searches and intrapatch movement. These finds were especially important
because many researches claim that different species movements resemble a
Lévy walk with μ ≈ 2 (Atkinson et al., 2002; Bartumeus et al. 2003; Kölzsch et al.,
2015; Humphries et al., 2010; Viswanathan et al., 1996; Humphries et al., 2012;
Reynolds et al., 2018). Organisms with a μ ≈ 3 were less likely to present a
strong threshold response because habitat fragmentation affected the search
efficiency of organisms even at lower levels of habitat loss. Because organism
movement behavior can be affected by resource distribution and landscape
configuration (Chapter II and Chapter III), the final effect of fragmentation will
depend on how animals can modify their movement behavior.
These findings, combined with the second and third chapter, suggests that
contamination exposure could potentially increase the values of μ and
consequently exacerbate fragmentation effects. There is no evidence, however,
to support the hypothesis that contamination could cause abrupt shifts in
fragmentation thresholds (i.e., shift thresholds from 80% to 30% of habitat loss)
as strong threshold responses, when observed, were mostly estimated between
60 and 80% of habitat loss independent of μ. However, this dissertation provided
initial assessments of how habitat fragmentation and contamination could interact
and affect animal movement, or how it could cause threshold responses.
Because contamination exposure can also affect species interactions, survival
and reproduction of individuals, shifts in fragmentation thresholds could only
emerge at higher levels of biological organization such as populations and
communities. Future studies should investigate this hypothesis and evaluate how
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habitat loss and fragmentation could interact at higher levels of biological
organization. More biologically relevant exposure scenarios, such as chronic
exposure to environmentally relevant contaminant concentrations, are also
necessary to better understand this interaction effects. Hypothesis regarding the
shifts in movement behavior of organisms in response to fragmentation in higher
temporal and spatial scale are also extremely relevant.
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