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 Dispersion effects on offshore freshwater extent and discharge investigated 
 Toe moves seaward monotonically with increased dispersion 
 Tip-dispersion relationship is non-monotonic 
 Dispersion increases fresh groundwater discharge to the sea 
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Recent recognition of the widespread occurrence of freshwater beneath the ocean has 
renewed interest in approaches to understand and predict its extent. The most straightforward 
methodologies are based on the sharp-interface approximation, which neglects dispersive 
mechanisms. The understanding of dispersion effects on freshwater extents in coastal aquifers 
is based almost entirely on onshore aquifer situations. This study explores dispersion in 
offshore coastal aquifers, in terms of the steady-state freshwater extent, seawater circulation 
and freshwater discharge, through numerical experimentation. Results show that increasing 
dispersion causes a seaward shift in the interface toe location, as expected, whereas the 
interface tip shows a non-monotonic relationship with dispersion that depends on the contrast 
between aquifer and aquitard hydraulic conductivities. Higher dispersion leads to enhanced 
seawater recirculation rates and freshwater discharge, as opposed to non-monotonic 
relationships obtained previously for onshore aquifers. The mixing zone at the toe widens as 
dispersion increases, similar to onshore cases, whereas the mixing zone at the tip has a 
surprisingly non-monotonic relationship with dispersion. The dispersion relationships 
revealed in this study can be explained by counteractions between dispersion, density and 
advective forces, and refraction across the aquifer-aquitard interface, which in combination 
produce offshore aquifer behaviour that differs, in some ways, to the manner in which 
onshore aquifers respond to dispersive processes. Consequently, previous empirical 
corrections to sharp-interface methods (to account for dispersive effects) applied to onshore 
coastal aquifers are ineffective in their application to offshore settings. 
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Notation(relevant equations given in brackets) 
αL  Aquifer longitudinal dispersivity (4) 
αL1  Aquitard longitudinal dispersivity 
αT  Aquifer transverse dispersivity 
αT1  Aquitard transverse dispersivity 
β Dimensionless parameter to define the groundwater salinity within the aquitard 
(0 means that the aquitard contains seawater whereas 1 indicates that the 
aquitard contains freshwater; Werner and Robinson, 2018) 
δ Dimensionless density difference between freshwater and seawater 
ΔQf  Change in freshwater discharge to the sea (1) 
Δx  Horizontal grid discretisation 
Δz  Vertical grid discretisation 
λs  Dimensionless offshore aquitard length 
μ  Dimensionless discharge in the confined section 
ρf  Freshwater density (3, 4) 
ρs  Seawater density (3, 4) 
Dm  Molecular Diffusion 
ho Onshore hydraulic head 
H Thickness of the aquifer (4) 
Hl Thickness of the aquitard 
K  Aquifer hydraulic conductivity (4) 
Kz  Aquitard vertical hydraulic conductivity (3) 
lf  Leakage factor 
Lc Length of the onshore confined aquifer 














ne  Effective porosity (4) 
Pex  Grid Peclet number on the aquifer model domain 
Pez  Grid Peclet number on the aquitard model domain 
qz Darcy flux of vertical freshwater flow through the aquitard at the position 
where the 0.5 isochlor intercepts the base of the aquitard (3, 4) 
Qf Analytically derived freshwater flow into the offshore aquifer per unit length 
of coastline (1) 
Qfn Numerically derived freshwater flow into the offshore aquifer per unit length 
of coastline (1, 2) 
Qs  Seawater flow from/to the sea per unit length of coastline (2) 
Qsf Seawater flow through the horizontal seafloor per unit length of coastline  
Qsv Seawater flow through the vertical face of the continental shelf 
per unit length of coastline 
Raδ  Critical boundary Rayleigh number (3) 
Ra*  Modified Rayleigh number (4) 
Stip  Sensitivity of the tip location to changes in αL 
Stoe  Sensitivity of the toe location to changes in αL 
SC  Seawater circulation rate (2) 
U+/U-  Regional discharge ratio (4) 
V
*
  Mixed convection ratio 
Wtip Horizontal distance between the 0.05 and 0.95 isochlors at the top of the 
aquifer 
Wtip Dimensionless width of the mixing zone at the top of the aquifer 















Wtoe Dimensionless width of the mixing zone at the bottom of the aquifer 
xtip  Tip location relative to the shoreline 
xtoe  Toe location relative to the shoreline 
xT  Dimensionless toe location 




The discovery of widespread fresh groundwater in continental shelves (e.g., Post et al., 2013) 
has promoted a renewed interest in methods to quantify the extent of these resources. The 
development of simplified methodologies is particularly relevant to subsea freshwater 
estimation because offshore data are usually scarce and rapid approximations are critical first 
steps in recognising the potential for offshore freshwater reserves. For example, Solórzano-
Rivas and Werner (2018) employed simplified conceptual models of offshore aquifers in their 
numerical modelling study of subsea freshwater extents, and proposed an approximate 
method for simulating the offshore sea boundary condition using the General Head Boundary 
package of SEAWAT (Langevin et al., 2008). They recommended revision of analytical 
solutions to the extent of offshore fresh groundwater, developed by Bakker (2006) and 
Bakker et al. (2017), to allow for alternative salinity assumptions in the offshore aquitard. 
Werner and Robinson (2018) subsequently developed this revision, and Knight et al. (2018) 
applied it to the rapid assessment of numerous offshore aquifers from around the world. 
 
The above analytical methods are based on assumptions that there is no mixing between 
freshwater and seawater (i.e., a sharp interface), and that seawater is stagnant rather than the 














Studies have shown that the seawater extent in coastal aquifers is overestimated by sharp-
interface methods (e.g., Cooper et al., 1964; Volker and Rushton, 1982). However, sharp-
interface methods overestimate the extent of freshwater lenses for variable-density situations 
in riverine riparian zones (Werner, 2017a), and therefore, neglecting dispersion may lead to 
over- or underestimation of fresh groundwater bodies in variable-density systems. 
 
The extent of seawater in coastal aquifers is commonly quantified by the interface toe 
location, i.e., where the interface intercepts the bottom of the aquifer (e.g., Volker and 
Rushton, 1982; Werner and Simmons, 2009). While the toe location typically indicates the 
most landward advancement of seawater, at least in homogeneous aquifers, the tip location 
(i.e., where the interface intercepts the top of the aquifer), usually reflects the maximum 
offshore extent of freshwater penetration. This is an important additional consideration in 
studies concerned with the storage of freshwater beneath the seafloor. The best known and 
studied cases of terrestrial discharge into the sea occur within the intertidal zone (e.g., Reilly 
and Goodman, 1985; Bear et al., 1999), thereby presuming that the tip is effectively 
connected to, or near to, the shoreline. Consequently, the current understanding of the key 
factors (in particular, the role of dispersion) influencing the tip position, and by association 
the offshore extent of freshwater, is somewhat deficient. 
 
Although extensive research has been carried out to assess the impact of neglecting 
dispersion in sharp-interface models of onshore aquifers (e.g., Cooper et al., 1964; Pool and 
Carrera, 2011; Llopis-Albert and Pulido-Velazquez, 2014; Werner, 2017b), only Hill (1988) 
has considered the effect of dispersion on the distribution of subsea freshwater. Hill (1988) 
compared sharp-interface and dispersive-interface solutions to the freshwater-seawater 














County, New Jersey). Hill (1988) evaluated the freshwater extent in three aquifers with 
intervening aquitards (an unconfined aquifer overlying two semi-confined aquifers), 
extending offshore some 22 km. Hill (1988) compared Essaid‟s (1986) sharp-interface 
numerical solution to dispersive numerical results for the stratified-aquifer system. The 
results showed that the tip and toe of the dispersive mixing zone were considerably more 
seaward than the sharp-interface solution in the upper- and lowermost aquifers, whereas in 
the middle aquifer, the sharp interface occurred within the numerical mixing zone, albeit 
differing in slope relative to the dispersive mixing zone. Hill (1988) attributed the 
sharp/dispersive interface mismatch within the upper- and lowermost aquifers to differences 
in inter-aquifer freshwater flow exchange between the sharp-interface and dispersive 
methods. That is, while the dispersive solution treated inter-aquifer exchange using standard 
flow and transport equations, Essaid‟s (1986) solution required special treatment of upward 
freshwater leakage where it flowed into saltwater in the overlying aquifer. Hill (1988) found 
that Essaid‟s (1986) method caused overestimation of the seawater extent, as Mehdizadeh et 
al. (2014) later confirmed. Hill (1988) also reported that dispersive results better matched 
sharp-interface estimates with lower transverse dispersivity (T), although supporting 
evidence for this outcome was not presented. 
 
Given that Hill‟s (1988) analysis of offshore dispersive effects was confounded by Essaid‟s 
(1986) assumption of inter-aquifer freshwater exchange, and the effect of dispersion was not 
systematically investigated, a more thorough analysis of the role of dispersion on offshore 
salinity distributions, including on both the toe and tip locations, is warranted. Furthermore, 
the influence of dispersion on estimates of freshwater discharge and on rates of seawater 














investigate the effect of dispersion on freshwater discharge to, and within, offshore aquifers, 
when inland boundary conditions are specified by fixed heads rather than fixed fluxes. 
 
Thus, the main aim of this study is to explore the role of dispersion in influencing the key 
features of offshore freshwater-seawater relationships, including the characteristics of the 
freshwater-seawater interface (e.g., the tip and toe location, and the mixing zone width), rates 
of freshwater discharge, and seawater circulation rates. Intentionally simplified offshore 
aquifer settings are considered, in the form of cross-sectional models of uniform geometry 
and homogeneous, isotropic hydraulic properties. This allows for comparison to the Werner 
and Robinson (2018) solution for the sharp-interface position, and assists in elucidating 
generalised behaviour that would otherwise be challenging to discern using more complicated 
situations. We extend the research of Solórzano-Rivas and Werner (2018), who studied 
steady-state salinity distributions in subsea aquifer-aquitard systems without accounting for 
dispersion (i.e., based on the sharp-interface assumption). The dispersion-independent form 
of the boundary Rayleigh number considered by Solórzano-Rivas and Werner (2018) is 
revisited for dispersive situations. Additionally, the study of largely onshore seawater 




2.1 Analytical solution 
 
The Werner and Robinson (2018) solution is used here to provide exact distributions of the 
offshore freshwater-seawater interface under steady-state sharp-interface conditions. The 














Bakker et al., 2017; Solórzano-Rivas and Werner, 2018) for the offshore continuation of 
continental fresh groundwater is illustrated in Figure 1. This two-dimensional, cross-sectional 
conceptual model is based on the assumption of one-dimensional flow (i.e., the Dupuit 
approximation) within an offshore aquifer that is homogeneous and isotropic. Freshwater and 
seawater are immiscible and separated by a sharp interface. 
 
 
Figure 1. Simplified cross section of a coastal aquifer extending offshore to the end of the 
continental shelf (i.e., the right vertical edge of the diagram) (adapted from Solórzano-Rivas 
and Werner, 2018). Dark blue represents seawater, where the zone with the pattern represents 
the saline part of the aquifer, light blue represents freshwater, dark brown is the onshore 
confining unit, and light brown is the offshore semi-confining unit (i.e., the aquitard). The 
vertical dashed line indicates the shoreline location. 
 
Solórzano-Rivas and Werner (2018) compared non-dispersive numerical solutions against the 
Bakker (2006) and Bakker et al. (2017) analytical solutions, demonstrating that the analytical 
solution overestimated the extent of offshore fresh groundwater (at the top of the aquifer) due 














seawater. Solórzano-Rivas and Werner (2018) concluded that if the aquitard, in areas 
overlying fresh groundwater, is assumed to contain freshwater instead of seawater, the 
analytical solution would give better results. Based on Solórzano-Rivas and Werner (2018) 
findings, Werner and Robinson (2018) developed a solution that allows the aquitard salinity 
to be specified, confirming that when freshwater is assumed in the aquitard, the analytical 
solution and the non-dispersive numerical solution are in better agreement. For example, 
Werner and Robinson (2018) report an improvement in the analytically derived tip location 
from an average discrepancy of 87% (with the non-dispersive numerical results) when 
adopting seawater in the aquitard, to only 2% when the salinity was changed to that of 
freshwater. Some of the input parameters to apply the Werner and Robinson (2018) solution 
are illustrated in Figure 2. 
 
 
Figure 2. Conceptual model to apply the Werner and Robinson (2018) sharp-interface 
solution (modified from Solórzano-Rivas and Werner, 2018). Colour lines denote the model 
input/output boundaries: blue for the inland freshwater boundary and red for the sea 














dashed line indicates the freshwater potential (which is higher than sea level due to density 
effects). 
 
The symbols in Figure 2 are as follows: H is the thickness of the aquifer [L]; H1 is the 
thickness of the aquitard [L]; Hs is the depth of the sea at the top of the aquitard [L]; zs is the 
depth of the sea at the bottom of the aquifer [L]; Qf is the freshwater flow (per unit length of 
coastline) into the offshore aquifer [L
2 T]; ho is the onshore hydraulic head [L], Lc is the 
length of the onshore confined aquifer [L], and Ls is the length of the offshore semi-confined 
aquifer [L]. 
 
The Werner and Robinson (2018) solution has the flexibility of specifying Qf or ho at the 
onshore boundary (i.e., blue line in Figure 2). Here, we adopted the option of specifying ho, 
which is more practical given the tendency to measure and characterise groundwater heads 
rather than fluxes. Qf can be calculated by applying Darcy‟s law in the onshore section in 
conjunction with knowledge of the head at the toe (if the toe is onshore), or obtaining the 
head at the shoreline through application of Werner and Robinson‟s (2018) solution (if the 
toe is offshore). 
 
Werner and Robinson (2018) introduced a dimensionless parameter (β) that defines the 
uniform groundwater salinity within the aquitard in the region where freshwater occurs in the 
aquifer. It can be specified within the range of 0 to 1, whereby a value of 0 indicates that the 
aquitard contains seawater (i.e., the assumption of Bakker (2006) and Bakker et al. (2017)), 
and 1 indicates that the aquitard contains freshwater, which accords with the recommendation 
of Solórzano-Rivas and Werner (2018). Werner and Robinson (2018) define three key 














in the confined section (i.e., onshore aquifer),        (  
  )⁄ , where lf is the leakage 
factor [L] defined by    √      ⁄ , K is the aquifer hydraulic conductivity [L T
-1
], Kz is 
the aquitard vertical hydraulic conductivity [L T
-1
], δ is the dimensionless density difference 
between freshwater, ρf [M L
-3
], and seawater, ρs [M L
-3
], given by (     )   ⁄ ; (2)     ⁄ ; 
and (3) the dimensionless offshore aquitard length:        ⁄ . Other variables have been 
defined earlier in the paper. The reader is referred to Werner and Robinson (2018) for a 
complete description of the mathematical solution. 
 
Bakker (2006) divided the original analytical solution into four interface cases, which Werner 
and Robinson (2018) follow, and which depend on the toe and tip position relative to the 
shoreline. Cases I and III have an onshore toe, and in Cases II and IV the toe is offshore. The 
tip position is landward of the vertical sea boundary in Cases I and II, and is attached to the 
offshore limit of the aquifer (e.g., the edge of the continental shelf) in Cases III and IV. The 
remainder of the text designates these cases as Analytical cases I to IV to distinguish them 
from the numerical model cases used in this study. 
 
Figure 3 shows contours of analytically derived dimensionless toe location, xT (i.e., toe 
location relative to the shoreline, xtoe, divided by lf, where negative and positive values 
indicate onshore and offshore toe locations, respectively), as a function of µ and λs. The range 
-2.0  xT  1.5 is shown. Red lines are the boundaries separating each Analytical case, 
wherein the line labelled xT = 0 identifies the conditions under which the toe is coincident 
with the shoreline. The x-axis is truncated at λs = 3.5, because higher values of λs do not affect 
the salinity distribution in the subsea aquifer for Analytical cases I and II. That is, offshore 
















Figure 3. Contours of dimensionless toe location within a range -2.0  xT  1.5, as a function 
of µ and λs for a constant value of βH/Hl = 0.1 (adapted from Werner and Robinson, 2018). 
Red lines demarcate the separation of Analytical cases I to IV. 
 
The contours in Figure 3 provide important information about the toe position in onshore-
offshore aquifer settings that is relevant to the current research objectives. For example, the 
contours of xT are nearly vertical in parts of Analytical case IV (tip connected to the offshore 
boundary and the toe is offshore), indicating low sensitivity of xT to changes in freshwater 
discharge (µ). Additionally, Analytical cases I and II are represented by horizontal xT 
contours, highlighting that those situations are independent of the dimensionless offshore 
length λs. According to Knight et al. (2018), published situations of significant subsea fresh 














least under modern-day conditions, and therefore, Analytical cases I and II are likely the most 
common. For that reason, and considering also that the tip can vary in its location in 
Analytical cases I and II, thereby clearly differentiating our offshore aquifer analysis from 
onshore situations (where the tip is relatively immobile; attached to the coastline), we focus 
on Analytical cases I and II in this investigation. That is, both the tip and toe potentially vary 
in response to parameter changes in our analysis. 
 
2.2 Numerical methodology 
 
The finite-difference numerical code SEAWAT (version 4; Langevin et al., 2008) was used 
to simulate dispersive cases of subsea freshwater groundwater. SEAWAT combines 
MODFLOW-2000 (Harbaugh et al., 2000) and MT3DMS (Zheng and Wang, 1999) to solve 
the equations that describe variable-density flow and solute transport in porous media. The 
governing equations and methodology used by SEAWAT are omitted here for brevity, and 
the reader is referred to the user manual (Langevin et al., 2008) for details of the code. 
 
Numerical experiments were based on the conceptual model illustrated in Figure 2, and to 
some degree on cases developed by Solórzano-Rivas and Werner (2018), except with the 
incorporation of dispersion parameters. Steady-state salinity distributions were obtained for 
various offshore aquifer situations by running SEAWAT in transient mode until the models 
converged on steady-state conditions. Two different geometries are presented in this study: a 
small domain to allow for simulation using a fine grid (Cross section A), and a more realistic 
field-scale domain (Cross section B) that required coarser discretisation. Cross section A 
contains 111 layers and 1875 columns (total dimension of 250.05 m long by 11.1 m deep). 














the horizontal discretisation (Δx) varies from 0.1 m near the seaward boundary up to 10 m at 
the landward boundary. Cross section B (2508 m long by 55.5 m deep) comprises 111 layers 
and 1137 columns with Δx = 2 m at the seaward boundary gradually increasing to 10 m at the 
landward boundary, and a constant Δz of 0.5 m. The grid sizes of both cross sections were 
designed such that interfaces occurred in the regions of finest discretisation (i.e., 0.1 m by 0.1 
m in Cross section A, and 2 m by 0.5 m in Cross section B). We tested the effect of grid 
discretisation in Cross section A. For example, a finer grid was tested in Cross section A of 
0.05 m by 0.05 m. Changes in salinity distributions attributable to the grid resolution were up 
to 2% (i.e., freshwater zone was 2% larger using a finer grid, estimated by averaging the 
differences in tip and toe locations), indicating that model results are within reasonable 
bounds of grid dependency. In any case, the grid resolutions used in this study are at the limit 
of refinement in the context of model runtimes, which were up to 178.3 hours (using an 
Intel® Xeon® CPU, with specifications E5-1650 v4, 3.60 GHz and 32 GB RAM). 
 
Following the model layout of Solórzano-Rivas and Werner (2018), the topmost grid layer in 
the offshore portion simulates the effect of the ocean using a high value for K (i.e., 10,000 
m/d), and the subsequent ten layers simulate the desired aquitard thickness. The onshore 
boundary (blue line in Figure 2) is a specified head with concentration conditions equal to 
freshwater (i.e., zero concentration). Along the two sea boundaries (red lines in Figure 2), 
seawater hydrostatic heads were assigned. The influence of the ocean on salinities at the 
aquifer-ocean interface were simulated as follows: 
(a) The vertical sea boundary represents the offshore limit of the aquifer, and therefore, the 
concentration condition depends on the flow direction, such that discharge to the sea 
occurs at the ambient groundwater concentration, whereas seawater concentration was 














(b) The horizontal sea boundary represents seawater immediately above the seafloor, and 
therefore boundary cells were assigned constant seawater concentration, presuming that 
freshwater discharge does not cause freshening of the sea. 
 
Smith (2004) recommends precaution in using type (b) boundary conditions, because salt 
may accumulate at the boundary in an unrealistic manner. A similar issue was recognised in 
the original Henry problem, as reported by Segol et al. (1975), and others. Following Smith‟s 
(2004) recommendation, we tested both approaches to the assignment of boundary conditions 
(i.e., (a) and (b), described above) to the horizontal seafloor. Results are reported for 
boundary condition (b) along the seafloor, and only a selection of results obtained using 
boundary condition (a) are given (for brevity). As neither boundary condition accurately 
represents the physical mixing of freshwater and seawater within, and immediately above, the 
seafloor, an argument can be made for one choice over the other. The effect of seafloor 
boundary condition choice is reported in Section 3.2. 
 
Five offshore aquifer scenarios (termed Scenarios 1 to 5) were used to explore dispersion 
effects on the distribution of subsea fresh groundwater. Cross section A was used for 
Scenarios 1 to 3, and Cross section B for Scenarios 4 and 5. Each scenario adopted a range of 
















Table 1. Model parameters for five offshore aquifer scenarios (see Figure 2 for a pictorial 




Cross section A Cross section B 








1 1 1 5 5 
Hs 
Depth of the sea 
above the 
aquitard [m] 












32 33 32 78 82.5 
zs 
Sea level height 
above aquifer 
base [m] 



































1, 2.5, 5, 
10 
1, 2.5, 5, 
10, 20, 30, 
40, 50 
1, 2.5, 5, 





































Parameters were selected to obtain interfaces that remained sufficiently distant from the 
seaward and landward model limits, partly to avoid boundary effects. The aquifer K-aquitard 
Kz contrast, known to be a key controlling factor of subsea freshwater extent, increased from 
1/20 in Scenario 1 to 1/1600 in Scenario 5. Adopted values of K (10 to 40 m/d) and Kz (0.025 
to 0.5 m/d) are generally within the range of typical field values for subsea aquifers (e.g., 
0.86 to 90 m/d; Knight et al., 2018) and aquitards (10
-6
 to 0.1 m/d; Knight et al., 2018), 
respectively, with the exception being the relatively high Kz value of 0.5 m/d adopted for 
Scenarios 1 and 2. We chose this relatively high value of Kz so that small aquifer K-aquitard 
Kz contrasts (i.e., 20:1 and 50:1; Scenarios 1 and 2, respectively) and near-shore tip locations 
were included in the range of conditions. Otherwise, parameters were derived from a review 
of other coastal aquifer modelling studies (e.g., Kooi and Groen, 2001; Smith, 2004, Werner, 
2017a; Werner, 2017b, Solórzano-Rivas and Werner, 2018). The dimensionless variables  
and lf used in this study allow for comparison with field conditions as reported by Knight et 
al. (2018). Values of  used in Scenarios 1 to 5 are 0.19, 1.06, 0.52, 0.89 and 0.69, 
respectively, and the corresponding lf values are 14 m, 22 m, 45 m, 500 m and 630 m. A wide 
range of field conditions are observed in the data of Knight et al. (2018), for which  values 
vary between 0.01 and 16 and lf values range from 140 m to 770 m. The values of  used in 
all five scenarios are therefore relatively low albeit they fall within the range for realistic 
situations. lf values from Scenarios 1 to 3 are below the lower limit of Knight et al.‟s (2018) 
cases, whereas lf values for Scenarios 4 and 5 are within the range of real-world cases. 
 
It is well established that dispersion (in models) represents the largely unknown heterogeneity 
in the subsurface, and that its magnitude is proportional to the scale of the analysed domain 














values of dispersion parameters, the longitudinal dispersivity (αL) and transverse dispersivity 
(αT) were varied systematically. Within the aquifer, the following criteria were considered: 
 The minimum value of αL was constrained by the recommended grid Peclet number 
(Pex: given by Δx/αL ≤ 2; Zheng and Bennett, 2002) to reduce artificial oscillations in 
SEAWAT‟s solution.  
 The maximum value of αL was set to approximately 1/10 of the offshore aquifer length 
(e.g., Gelhar, 1992; Bear and Cheng, 2010). 
 Given that flow near the mixing zone has a significant vertical component (e.g., Abarca 
et al., 2007), the maximum value of αL was further limited to the thickness of the 
aquifer (i.e., maximum αL ≤ H). 
 A constant dispersivity anisotropy ratio (αL/αT) of 10 was adopted. This is consistent 
with previous studies (e.g., Kooi and Groen, 2001; Smith, 2004; Badaruddin et al., 
2017; Werner, 2017a). 
 In order to evaluate if seawater circulation rates in offshore aquifers show the same 
non-monotonic relationship with dispersion as found by Smith (2004) for onshore 
aquifers, our dimensionless dispersion values (e.g., αL/H, αT/H) were designed to cover 
the entire range used by Smith (2004), within the limits described above. 
 
For the aquitard, each scenario used a single value for the longitudinal dispersivity (αL1): 0.05 
m for all models adopting Cross section A (i.e., Scenarios 1 to 3), and 0.25 m for models 
adopting Cross section B (i.e., Scenarios 4 and 5). Given that flow within the aquitard is 
predominantly vertical (e.g., Solórzano-Rivas and Werner, 2018), αL1 was set according to 
the Pez (Δz/αL1 ≤ 2) restriction of Zheng and Bennett (2002). Frind (1982) suggested that a 
normal contrast of dispersivity values between aquifer and aquitard is around three orders of 














dispersivity contrast between aquifer and aquitard varies between one and three orders of 
magnitude for Cross section A, and between one and two orders of magnitude for Cross 
section B. The lowest aquifer-aquitard dispersivity contrast used in this study was also 
adopted by Huyakorn et al. (1987). 
 
2.3 Output variables 
 
The effects of dispersion on subsea aquifers were quantified in terms of the output variables 
described below and illustrated in Figure 4. Similar output variables have been used by others 
(e.g., Smith, 2004; Pool and Carrera, 2005; Abarca et al., 2007; Badaruddin et al., 2017). 
 
 
Figure 4. Schematic of the variables used to describe the results of dispersive subsea aquifer 
simulations. Light blue and dark blue arrows represent the inflow/outflow of groundwater 
with salinity (relative to seawater) of <50% and >50%, respectively. Arrows lengths do not 
infer the rates of inflow and outflow. Pink and cyan shaded areas represent the onshore and 















The tip penetration (xtip) and toe penetration (xtoe) are defined by the steady-state location of 
the 0.5 isochlor at the top and bottom of the aquifer, respectively, measured from the 
shoreline (i.e., onshore and offshore values of xtoe are negative and positive, respectively; 
Figure 4). The dimensionless widths of the mixing zone at the aquifer top (Wtip) and bottom 
(Wtoe) are defined as Wtip/H and Wtoe/H, respectively, where Wtip and Wtoe are the horizontal 
distances between the 0.05 and 0.95 isochlors at the top and bottom of the aquifer, 
respectively. A similar definition was used by Badaruddin et al. (2017). The onshore 
boundary was defined by ho, while Qf (see Figure 2) to the subsea aquifer was calculated 
rather than specified. We use Qf and Qfn for the analytically derived and numerically derived 
freshwater discharge rates, respectively. Qfn is compared to Qf  using: 
    ( )  
(      )
  
     (1) 
 
We expect that dispersion will influence the rate of seawater circulation, given the findings of 
Smith (2004) for onshore aquifers. Seawater circulation is induced by the entrainment of 
seawater in the freshwater discharge to the sea, and requirements for balanced salt mass in the 
subsea aquifer under steady-state conditions (e.g., Cooper et al., 1964). Smith (2004) studied 
the phenomenon of seawater circulation within a two-dimensional cross-sectional model of 
onshore freshwater discharge towards the sea, and included a short offshore section of 
aquifer. His conceptual model differs from ours in that there is not an intervening aquitard 
separating the submarine aquifer from the sea in Smith‟s (2004) models. The absence of an 
offshore aquitard leads to very little offshore fresh groundwater, and rather, the interface tip 
remains near to the shoreline. For the purposes of analysing seawater recirculation patterns, 
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     (2) 
 
where Qs is the rate of seawater flow [L T
-2
] from/to the sea. Qs is made of two components, 
namely seawater inflow through the horizontal seafloor (Qsf) and through the vertical face of 
the continental shelf (Qsv).  
 
2.4 Mixed convection analysis 
 
Unstable buoyancy conditions in fluid motion arise when a denser fluid overlies a lighter one. 
Under certain circumstances, this can give rise to the onset of downward-moving plumes, 
typically in the shape of „fingers‟. When unstable problems are governed by both forced 
convection (i.e., due to hydraulic forces) and free convection (i.e., buoyancy or fluid density-
driven forces), it is said to be a mixed-convective flow regime (e.g., Simmons et al., 2010). 
Solórzano-Rivas and Werner (2018) undertook a mixed-convection analysis in subsea 
aquitards subject to upward freshwater flow towards the seafloor. They used the boundary 
layer theory of Wooding et al. (1997), whereby a critical boundary Rayleigh number (Raδ) 
exists at which the buoyancy and dispersive forces are in equilibrium, forming a stable solute 
layer beneath the boundary. Solórzano-Rivas and Werner (2018) adopted for convenience a 
dispersion-independent form of Wooding et al.‟s (1997) Raδ (see below), which allowed them 
to avoid the need to quantify artificial, numerical dispersion within their „zero-dispersion‟ 
SEAWAT simulations. 
     
 (     )  
    
 (3) 
 
Here, qz is the Darcy flux of vertical freshwater flow through the aquitard at the position 
where the 0.5 isochlor intercepts the base of the aquitard [L T
-1














obtained by Solórzano-Rivas and Werner (2018) for the conditions leading to half-seawater 
concentrations (i.e., the 0.5 isochlor) at the top of the offshore aquifer. This value of Raδ was 
considered a predictor of the transition between freshwater and seawater within the aquitard, 
assuming predominantly vertical aquitard flow and low-dispersion conditions. 
 
We extend the Rayleigh analysis of Solórzano-Rivas and Werner (2018), which focused on 
sharp-interface solutions, by studying mixed convective processes under varying degrees of 
dispersiveness. That is, values of qz (where the 0.5-isochlor meets the aquifer top) were 
obtained from modelling results and used in equation (3) to explore whether the critical value 
of Raδ, obtained for low-dispersion conditions by Solórzano-Rivas and Werner (2018), 
applies under more realistic levels of dispersiveness. 
 
The Raδ analysis described above is relevant to the development of boundary salt layers 
within aquitard sediments, whereas Smith and Turner (2001) proposed a modified Rayleigh 
number (Ra*) to assess the forces that cause water from a saline estuary to sink into an 
underlying freshwater aquifer, without an intervening aquitard. In their case, the groundwater 
beneath the estuary flows laterally. That aspect of their conceptual model is comparable to 
ours, except Smith and Turner (2001) did not consider the intervening aquitard (Figures 1 and 
2). From numerical experimentation, Smith and Turner (2001) concluded that the critical Ra
*
 
for the occurrence of saltwater below the estuary is approximately five.They proposed the 
following Rayleigh number formulation: 
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Here, ne is the effective porosity [-] and U+/U- is the regional discharge ratio between the 














the estuary), respectively. Other parameters have been previously defined. In order to apply 
the Smith and Turner (2001) formulation to the conceptual model shown in Figure 2, qz is 
taken at the location of the 0.5-isochlor at the top of the aquifer (see Equation 4) as a 
substitute for their uniform discharge across the riverbed (i.e., Ud in the notation of Smith and 





3.1 Sensitivity to dispersion 
 
3.1.1 Tip and toe penetration 
 
Figure 5 presents the steady-state locations of the 0.5 isochlor from five scenarios (see Table 
1), showing the variability that arises with changes in dispersivity. The left column of graphs 
depicts the tip and toe location, while the right column shows interface shapes. Numerical 
results are compared with the Werner and Robinson (2018) analytical solution, which are the 
grey-coloured symbols and lines. Hereafter, we refer to the Werner and Robinson (2018) 
















Figure 5. Steady-state locations of the 0.5 isochlor (50% seawater salinity) for the five 
scenarios (see Table 1), where panels (a) to (e) are Scenarios 1 to 5, respectively. Tip and toe 
locations from each simulation are given in the left column of graphs, while interface shapes 
are shown in the right column. The parameterisation of αL is depicted by the colour of 
symbols and lines. Grey lines and symbols represent the sharp-interface solution, and the 















The results show that dispersion has a major influence on the position of the 0.5 isochlor. The 
left-column graphs of Figure 5 illustrate that xtoe has a monotonic relationship with 
dispersion, indicated by xtoe increases (i.e., seaward advance) with larger dispersivity. This is 
consistent with studies of the effects of dispersion on xtoe in onshore coastal aquifers (e.g., 
Volker and Rushton, 1982). The same general trend is observed for all K:Kz contrasts (i.e., 
Scenarios 1 to 5). The tip also moves seaward with increasing dispersivity, monotonically, in 
Scenarios 1 and 2. However, changes in xtip with varying dispersivity show a non-monotonic 
relationship in Scenarios 3 to 5. That is, increasing dispersivity leads to more seaward xtip 
values until a maximum is reached, and then xtip retreats towards the shoreline with 
increasing dispersivity. Therefore, the trend in xtip arising from changes to dispersivity 
depends on the K:Kz contrast. Figure 5 also shows that xtoe is more responsive to changes in 
dispersivity compared to corresponding changes in xtip. 
 
The largest K:Kz contrast (e.g., 1600:1 in Scenario 5; Figure 5e) and highest dispersivity 
values (e.g., L = 50 m) lead to xtip values that approach the sharp-interface xtip position. This 
is in contrast to the notion devised from studies of onshore coastal aquifers that dispersion 
creates more extensive freshwater bodies and smaller seawater wedges relative to sharp-
interface solutions. Instead, the contraction of the offshore freshwater extent with increased 
dispersion is similar behaviour to that of riparian freshwater lenses (Werner and Laattoe, 
2016; Werner, 2017a). Thus, freshwater-seawater interfaces of offshore aquifers show 
dispersive behaviour that is a mixture of that observed in onshore coastal aquifers and within 














The responses in the tip and toe to changes in dispersion were quantified through sensitivity 
analysis, as presented in Table 2. We report the „traditional sensitivity‟ (e.g., Robinson and 
Werner, 2017), given by      
       
       
 and      
       
       
 for the toe and tip, respectively. 
 
Table 2. Dimensionless sensitivities (Stip and Stoe) describing changes in the tip and toe with 
changes to αL (indicated by the shaded numbers) in the five scenarios described in Table 1. 
Negative values of Stip indicate that increasing αL causes a decrease in xtip, otherwise xtip 
increases with αL. xtoe increased with αL in all cases, and therefore negative Stoe values 
indicate that xtoe is onshore. 
 Stip to changes in αL 
αL [m] = 0.1-0.25 0.25-0.5 0.5-0.75 0.75-1 1-2.5 2.5-5 5-10 
Scenario 1 0.024 0.028 0.040 0.033 0.021 0.024 0.049 
Scenario 2 0.015 0.018 0.020 0.019 0.010 0.007 0.017 
Scenario 3 0.022 0.023 0.020 0.014 -0.001 -0.017 -0.012 
αL [m] = 1-2.5 2.5-5 5-10 10-20 20-30 30-40 40-50 
Scenario 4 0.014 0.002 -0.015 -0.033 -0.039 -0.033 -0.023 
Scenario 5 0.008 -0.006 -0.026 -0.040 -0.047 -0.047 -0.034 
 Stoe to changes in αL 
αL [m] = 0.1-0.25 0.25-0.5 0.5-0.75 0.75-1 1-2.5 2.5-5 5-10 
Scenario 1 -0.07 -0.12 -0.19 -0.27 -0.26 -0.58 -1.40 
Scenario 2 0.12 0.17 0.23 0.25 0.23 0.29 0.30 
Scenario 3 -0.22 -0.51 -1.47 -6.68 -5.05 0.96 0.59 
αL [m] = 1-2.5 2.5-5 5-10 10-20 20-30 30-40 40-50 
Scenario 4 0.28 0.32 0.33 0.32 0.29 0.26 0.24 
Scenario 5 0.83 0.60 0.53 0.41 0.32 0.27 0.23 
 
Table 2 demonstrates that for all scenarios, the toe is more sensitive to dispersion than the tip, 














results in Figure 5. Specifically, the ratio of toe shift to tip shift (i.e., Δxtoe/Δxtip) caused by 
changes in dispersivity, on average, is about 9:1 in our simulations. There is some evidence 
of patterns in Stoe behaviour with rising dispersivity and with increasing K:Kz contrast 
(recalling that K:Kz increases from Scenarios 1 to 5; Table 1), albeit the change in αL from 1 
to 2.5 m in Scenarios 1 and 2 are anomalous to otherwise generalizable trends. That is, |Stoe| 
rises with increasing dispersivity in Scenarios 1 and 2, rises-then-falls in Scenarios 3 and 4, 
and falls in Scenario 5. Note that Scenarios 1 to 3 adopted a set of αL values that differed to 
those used in Scenarios 4 and 5 (see Table 1), and yet, the rising-then-falling trend in |Stoe| 
was nevertheless observed in both Scenarios 3 and 4. Despite the relationship between Stip and 
dispersivity being rather complex, whenever negative value of Stip were obtained (i.e., the tip 
shifted landward), the value of Stoe shows a downward trend (with increasing αL), albeit this 
behaviour is based on only three simulations and is difficult to conceptualise in terms of 
physical causes. 
 
3.1.2 Width of the mixing zone 
 
The effect of dispersion on Wtip and Wtoe for each scenario is illustrated in Figure 6. It is 
evident that Wtip and Wtoe respond differently to changes in dispersivity. While an increase in 
dispersivity widens Wtoe, Wtip shows a surprising non-monotonic relationship with 
dispersivity. Even though both Wtip and Wtoe show asymptotic behaviour with increasing αL, 
Wtip reaches a maximum in Scenarios 4 and 5, and subsequently a declining trend with 
increasing dispersivity is apparent. Also, the maximum Wtip value is reached at lower 
dispersivity values as the K:Kz contrast increases (i.e., Scenario 5 reaches the maximum Wtip 














(Scenario 1), Wtip and Wtoe differ the most under lower dispersivity, and appear to converge 
on similar values at higher dispersivity values. 
 
 
Figure 6. Dimensionless mixing zone widths at the tip (Wtip) and toe (Wtoe) for different 
values of dispersivity. The effects of changing the K:Kz contrast is demonstrated by 
differences in subfigures (a) to (e), which represent Scenarios 1 to 5 (the K:Kz ratio is shown 















Changes to the contrast in K and Kz play a significant role in the patterns of interface 
widening. For example, stronger K:Kz contrasts (i.e., increasing from Scenarios 1 to 5) lead to 
wider interfaces despite otherwise the same dispersivity values being adopted, as evident in 
higher values of both Wtip and Wtoe (compare Figures 6a to 6c, and 6d to 6e). Specifically, 
Wtip and Wtoe were 255% and 98% larger (respectively) in Scenario 3 relative to Scenario 1, 
and were 22% and 24% larger (respectively) in Scenario 5 relative to Scenario 4 (averaged 
across the simulations of each scenario). Also, Wtoe is much lower than Wtip at low values of 
αL in the higher K:Kz scenarios (i.e., Scenarios 3 to 5), whereas in Scenario 1, Wtip and Wtoe 
are much closer for all values of αL. Additionally, Wtip exceeds Wtoe in all simulations except 
for higher values of αL in Scenarios 1 and 2. These results highlight the strong dispersive 
effect that is imposed by the aquifer-aquitard boundary, which, depending on the contrast 
between K and Kz, may cause more interface widening at the tip than the effect of varying the 
dispersivity values within reasonable limits. 
 
3.1.3 Change in freshwater discharge to the sea 
 
The effect of dispersion on ΔQf (positive values indicate that numerical fluxes exceed 
analytical fluxes) is shown in Figure 7. Monotonic relationships between ΔQf and dispersion 
were obtained, whereby an increase in ΔQf represents an increase in Qfn, because Qf is 
dispersion-independent. Figure 7 shows asymptotic behaviour for all cases except Scenario 1, 
in that for higher dispersivity values (i.e., αL/H is greater than about 0.4), ΔQf varies little 
with changes to dispersivity. The slope of the Scenario 1 curve gradually reduce with αL/H, 














although testing this would require the use of unrealistic αL values. The ratio K:Kz does not 
correlate to ΔQf, demonstrated by the mixed order of scenarios with respect to ΔQf (Figure 7). 
 
 
Figure 7. Freshwater discharge deviation (ΔQf) attributable to dispersion effects, i.e., as a 
function of dimensionless dispersivity. Positive values of ΔQf indicate that the numerically 
derived freshwater flux is larger than the corresponding analytically derived freshwater flux. 
 
The very small negative ΔQf value (i.e., -0.13%) at the start of the Scenario 2 curve, 
indicating that Q f exceeds Qfn, is a numerical artefact. We simulated Scenario 2 with no 
dispersion (i.e., αL = 0) in SEAWAT to explore the role of numerical aspects (e.g., artificial 
numerical dispersion, truncation error, etc.) in this initial negative value of ΔQf. The resulting 
non-dispersive Qfn value was 2.96 m
3
/d, compared to Qf = 2.97 m
3
/d from the analytical 
solution. This slight difference results in the small negative value for ΔQf in Scenario 2 (αL/H 
= 0.01). Using the non-dispersive Qfn value as a substitute for Qf (i.e., to allow the calculation 














ΔQf for αL/H = 0.01 would be 0.42% instead of -0.13%. Thus, we conclude that Qfn increases 
consistently with dispersion across all scenarios. 
 
3.1.4 Seawater circulation 
 
Figure 8 depicts the relationship between SC and dispersion (defined in terms of αT/H for 
ease of comparison to the onshore-aquifer results of Smith (2004)) for each scenario. The 
labelled values of µ in Figure 8 are from the analytical solution. The results show that as 
dispersivity increases, SC increases monotonically. This does not accord with the non-
monotonic relationship observed for onshore aquifers by Smith (2004), who adopted similar 
ranges of αL/H and αT/H to those of the current study. Figure 8 also indicates that SC depends 
on µ, showing an inverse correlation between the two variables. It is noteworthy that in 
Scenario 1, seawater moved within several circulation cells, while other scenarios involved 
only a single seawater circulation cell. The result shown in Figure 8 is based on the rate of 
seawater flux passing through the model domain, and therefore, the fluxes of any closed 
















Figure 8. Dimensionless seawater circulation rates (SC) versus dimensionless dispersivity 
(given in terms of αT/H). Curves are labelled with the analytical, sharp-interface value of of 
µ, showing that the vertical sequencing of the curves is correlated to µ (i.e., µ increases from 
top to bottom). 
 
While only the analytically derived µ is labelled in Figure 8 for simplicity, the same 
relationship between µ and SC occurs when µ is estimated numerically (i.e., Qfn is used 
instead of Qf to calculate µ). Values of numerically derived µ as dispersion increases are 
given in the Discussion section. 
 
3.1.5 Revisiting mixed-convection theory for dispersive conditions 
 
Both forms of the Rayleigh number, Raδ and Ra
*
 (Wooding et al., 1997; Smith and Turner, 
2001) were determined from the numerical modelling results in accordance with the position 
at which the 0.5 isochlor crosses the top of the aquifer. The relationships between Raδ and 
αL/H, and Ra
*














show inverse relationships with dispersion. However, the effect of the K:Kz contrast on 
relationships between Raδ and Ra
*
, and αL/H differ. That is, while Raδ decreases as the K:Kz 























 values versus dimensionless dispersivity. 
 
Whereas Solórzano-Rivas and Werner (2018) obtained a single value of Raδ for multiple non-
dispersive situations, Figures 9 and 10 indicate that unique values of Raδ and Ra
*
 are not 
forthcoming from our dispersive simulations. In Figure 9, the different curves tend to 
converge with increasing values of the Rayleigh number (and as αL/H decreases), while at 
high values of αL/H, there is significant spread in Raδ. We also estimated Raδ for Scenarios 2 
and 4 when αL = 0 m, obtaining values of 1.8 and 2, respectively. This is, in essence, 
consistent with the finding of Solórzano-Rivas and Werner (2018), who reported a value of 
Raδ of around 2 for sharp-interface problems. The relationships depicted in Figure 10 indicate 
that a single value of Ra
*
, for characterising mixed-convective processes in subsea aquifers, 
is not easily recognizable from our results. 
 
3.2 Effect of the seafloor boundary condition 
 
Table 3 compares output variables from models adopting one of the two different options for 
the solute boundary conditions of the seafloor (i.e., boundary conditions (a) and (b); see 
Section 2.2). For brevity, only the results from four simulations are presented in Table 3, 
namely Scenario 2 (with αL values of 0 m and 1 m) and Scenario 4 (with αL values of 0 m and 
20 m). Simulations with αL = 0 m are included to extend the analysis of Solórzano-Rivas and 
















Table 3. Effects of the seafloor boundary condition (where (a) represents flow direction-
dependent salt mass flux, and (b) represents fixed concentration; see Section 2.2) on 
dispersive (αL = 1 m and αL = 20 m) and non-dispersive numerical solutions (αL = 0 m) for 











 αL = 1 m 
xtip (m) 46.8  47.2 0.89% 
xtoe (m) 13.2 13.3 0.85% 
Wtip 3.0 3.0 1.7% 
Wtoe 0.6 0.6 0.52% 
SC (%) 3.9 3.9 -0.68% 
ΔQf (%) 0.4 0.3 -14% 
αL = 0 m 
xtip (m) 42.1 42.5 0.86% 
xtoe (m) 6.1 6.3 2.1% 
Scenario 
4 
αL = 20 m 
xtip (m) 925.8 930.2 0.47% 
xtoe (m) 483.6 486.5 0.61% 
Wtip 15.9 16.1 0.78% 
Wtoe 13.7 13.8 0.99% 
SC (%) 7.4 7.3 -1.3% 
ΔQf (%) 5.3 5.1 -3.6% 
αL = 0 m 
xtip (m) 849.1 856.3 0.85% 
xtoe (m) 25.1 25.1 0.28% 
 
The negative sign in the discrepancy values of Table 3 shows that SC and ΔQf values 
decrease when boundary condition (b) is used, whereas the tip and toe tend to increase when 
boundary condition (b) is used instead of (a). The decrease in SC by using boundary 
condition (b) is in agreement with the findings of Smith (2004), in his evaluation of seawater 
circulation in onshore aquifer settings. Discrepancies in xtip, xtoe, Wtip, Wtoe and SC are not 
higher than 1.7%, whereas ΔQf is modified significantly, i.e., the discrepancy equals 14% in 

















4.1 Dispersion effects on offshore interfaces 
 
The different responses of the tip and toe to dispersion, as illustrated in Figure 5, are 
associated with changes in the freshwater-seawater interface slope. For example, the interface 
tends to become steeper (i.e., the horizontal separation between and toe and tip is reduced) as 
dispersivity increases. Steepening of the interface with increased dispersivity has been 
observed previously in onshore aquifers (e.g., Shoemaker, 2003; Abarca et al., 2007; Kerrou 
and Renard, 2009), and therefore, the same phenomenon in offshore aquifers is somewhat 
intuitive. The steepening of the interface as dispersivity increases is linked to the loss in 
density gradient caused by enhanced mixing between freshwater and seawater, as explained 
by Kerrou and Renard (2009) from their analysis of heterogeneity effects on seawater 
intrusion in onshore aquifers. They report rotation (steepening) of the interface as dispersivity 
(as a surrogate for heterogeneity) increases, leading to seaward movement of the toe. In the 
situation of offshore aquifers, rotation of the interface similarly causes seaward movement of 
the toe, but there is an accompanying landward movement of the tip in our results. 
 
Unlike the monotonic behavior of xtoe, non-monotonic relationships in xtip and Wtip with 
dispersion are apparent. The complex behavior of xtip is attributable to the multi-faceted 
influence of dispersion on the interface. That is, interface rotation occurs as the density effect 
weakens (causing the tip to move landward, as discussed above), while the same weakening 
of density effects (i.e., relative to dispersion) tends to push the interface seaward. The latter 
arises because the buoyancy force of the sea is effectively reduced, at least relative to other 
forces. The two effects (interface rotation and seaward shift) act on the tip in opposite 
directions and respond differently to dispersivity changes, leading to the multi-directional 














seaward shift) accompanying enhanced dispersivity both cause seaward movement of the toe, 
leading to the disparate behaviour of xtoe and xtip. 
 
The observed behaviour of Wtip is dependent not only on dispersivity, but also on the K:Kz 
contrast, which also brings about enhanced mixing, as observed by Solórzano-Rivas and 
Werner (2018), and others (e.g., Frind, 1982; Lu et al., 2013; Sebben and Werner, 2016). 
Both Frind (1982) and Solórzano-Rivas and Werner (2018) found that the K:Kz contrast 
caused enhanced mixing even though they adopted non-dispersive solute transport parameters 
in their numerical simulations. Dispersivity values and the effect of the K:Kz contrast are 
interrelated, because as the interface becomes steeper, the flow lines tend to also steepen, 
thereby changing the incident angle of flow at the aquifer-aquitard interface. This in turn 
influences the dispersive effect of refraction across the aquifer-aquitard interface (Sebben and 
Werner, 2016), creating complex relationships between Wtip, dispersivity and the K:Kz 
contrast. The lower refractive effect under steeper angles at the aquifer-aquitard interface is 
the most likely cause of the unintuitive reduction in Wtip as the dispersivity increase in 
Scenarios 4 and 5. The exact cause of this phenomenon remains an area of continuing 
research effort. Nevertheless, the important role of the K:Kz contrast in interface widening 
adds to the known dispersive phenomena of offshore coastal aquifers. The role of the K:Kz 
contrast in the widening of the toe (Wtoe) is difficult to ascertain and appears much smaller 
relative to the role of dispersion in controlling Wtoe. 
 
Michael et al. (2016) also found complex relationships between mixing zone extent and the 
level of heterogeneity. Michael et al. (2016) investigated the influence of geologic 
heterogeneity on offshore aquifers using three levels of horizontal geologic continuity (levels 














offshore aquifers; however, the same dispersivity was adopted in both cases. Hence, the 
effect of dispersion on mixing and other interface properties is difficult to ascertain since 
dispersivity surrogates for heterogeneity in numerical models. Nevertheless, they found in the 
heterogeneous numerical solutions that there is a non-monotonic relationship between the 
level of heterogeneity (i.e., low, medium and high) and the area of the mixing zone. If we 
consider that by increasing dispersivity in our numerical models, we simulate a higher level 
of local-scale heterogeneity, the interface behaviour observed in our study is generally 
consistent with that observed by Michael et al. (2016). 
 
Given that empirical corrections to adjust sharp-interface estimates of interface extent to 
account for dispersion effects have been found for onshore situations (e.g., Pool and Carrera, 
2011; Werner, 2017a), we sought similar types of correction factors for offshore aquifer 
situations. However, the more complex interrelationships among the different factors 
controlling offshore freshwater extent, as described herein, confounded our attempts. 
Namely, we could not find a correlation that applied to all five scenarios. Therefore, 
dispersive correction factors for modifying sharp-interface estimates of offshore freshwater 
extent remain unavailable. 
 
4.2 Dispersion effects on subsea fluxes 
 
4.2.1 Subsea fresh groundwater discharge 
 
While freshwater flux changes (i.e., ΔQf) increases with dispersion in all scenarios (Figure 7), 
the causal factors leading to differences in ΔQf between Scenarios have proven difficult to 














largest in Scenario 5 and smallest in Scenario 2, and the relative ranking of ΔQf curves (e.g., 
Figure 7) are not correlated to any of the parameter combinations  (e.g., µ, lf, βHl/H, K:Kz) 
used to explain other phenomenon. ΔQf values in Scenario 2 are at least 5 times smaller than 
in any of the other scenarios. The distinguishing features of Scenario 2, relative to other 
scenarios, is that Cross section A (i.e., the smaller of the two cross sections used) is adopted 
and the analytical, sharp-interface solution for Scenario 2 falls into the category of Analytical 
case II (i.e., the toe is offshore; Figure 5). The analytical solutions for Scenarios 1, 3 and 5 
produce Analytical case I situations, while Scenario 4 (as with Scenario 2) is an Analytical 
case II situation. As Scenario 4 produces the second-lowest values of ΔQf, it appears that the 
type of analytical case may play an important role in the response of freshwater discharge to 
the level of dispersion. Additionally, Scenario 1 shows the steepest ΔQf gradient with respect 
to dispersion in Figure 7. This scenario is the only one where all numerical simulation results 
but one are onshore (i.e., consistent with the definition of Analytical case I). Other scenarios 
in which the analytical solution produces Analytical case I-situations have numerical, 
dispersive interface locations that are offshore (i.e., consistent with the definition of 
Analytical case II). Thus, in a way, Scenario 1 remains within the definition of Analytical 
case I, whereas Scenarios 3 (where half of the dispersive interfaces are offshore; see Figure 5) 
and 5 (where all dispersive interfaces are offshore; see Figure 5) shift from Analytical case I 
to II within the simulations undertaken within these scenarios. It would seem from this 
additional evidence that the analytical case type is related to the behaviour of ΔQf in response 
to changes to dispersivity, whereby Analytical case I creates a stronger ΔQf response to 
dispersivity changes. 
 
The results given in Figure 7 (i.e., ΔQf increases with dispersion) indicate that offshore fresh 














that dispersivity typically represents the (unknown) heterogeneity of the porous medium at 
microscopic-to-local scales in solute-transport modelling. The same effect is unlikely to arise 
in density-independent solute transport problems, in which the dispersiveness of transport and 
the magnitude of flow are not coupled through water density variations, in contrast to the 
solute concentration-dependent velocity field of seawater intrusion problems (e.g., Volker 
and Rushton, 1982). 
 
4.2.2 Seawater circulation rates 
 
The relationship between µ and SC shown in Figure 8 helps to elucidate the influencing 
factors driving SC in offshore aquifers. Smith (2004) proposed the mixed convection ratio 
        ⁄  to describe the potential for seawater circulation given a known rate of 
freshwater discharge towards the sea. According to Smith (2004), V
*
 relates the characteristic 
free convection velocity (
  
  
) to the characteristic forced convection velocity (
  
   
) whereby 
large values of V
*
 indicate that buoyancy forces are more dominant relative to advective 
forces. Badaruddin et al. (2017) used the inverse of V
*
 as the mixed convection ratio in their 
analysis of active seawater intrusion. V
*
 is correlated to both µ and lf (see Section 2.1), i.e., 
   
   
   
. Table 4 shows the values of V
*
, SC and lf for the different dispersion values used in 
















Table 4. Values of V
*
, µ and SC for each scenario, where values of lf are constant 
 Scenario 1 Scenario 2 Scenario 3 
 lf  = 14.142 m lf  = 22.361 m lf  = 44.721 m 
αT/H V
*
 μ SC [%] V
*
 μ SC [%] V
*
 μ SC [%] 
0.001 7.349 0.192 7.0 2.109 1.060 1.8 8.421 0.531 5.0 
0.0025 7.299 0.194 10 2.106 1.062 2.6 8.355 0.535 6.6 
0.0050 7.246 0.195 13 2.103 1.063 3.2 8.295 0.539 8.0 
0.0075 7.209 0.196 15 2.101 1.064 3.6 8.257 0.542 8.8 
0.01 7.179 0.197 17 2.100 1.065 3.9 8.229 0.543 9.4 
0.025 7.071 0.200 22 2.095 1.067 4.8 8.145 0.549 11 
0.05 6.975 0.203 25 2.092 1.069 5.5 8.089 0.553 12 
0.1 6.847 0.207 28 2.088 1.071 6.2 8.039 0.556 13 
 Scenario 4 Scenario 5 
 lf  = 500 m lf  = 632.456 m 
αT/H V
*
 μ SC [%] V
*
 μ SC [%] 
0.002 10.93 0.915 4.5 17.51 0.723 6.3 
0.005 10.84 0.922 5.6 17.29 0.732 7.8 
0.01 10.79 0.927 6.4 17.14 0.738 8.8 
0.02 10.74 0.931 7.0 17.02 0.743 9.4 
0.04 10.70 0.934 7.3 16.94 0.747 9.6 
0.06 10.69 0.935 7.4 16.91 0.748 9.7 
0.08 10.68 0.936 7.6 16.89 0.749 9.7 
0.1 10.67 0.937 7.7 16.87 0.750 9.8 
 
Table 4 demonstrates that for a given scenario (i.e., in which lf and H are maintained 
constant, and only dispersivity varies), µ is inversely proportional to V
*
, and directly related 
to SC. However, the same relationship does not exist among the different scenarios (where lf 
and H vary), where the relationship of SC with μ is inversely correlated, and SC is non-
monotonic with V
*
. These results differ from those reported for onshore settings (e.g., Smith, 
2004), where a monotonic relationship between SC and V
*
 was found. For example, while 
Scenario 3 has higher V
*
 values (i.e., 8.039) than Scenario 1 (i.e., 6.847), Scenario 1 has the 
highest SC value (see Table 4) despite the same dispersivity values (e.g., αT/H = 0.1) adopted 
in both scenarios. Therefore, while a higher SC would be expected for higher values of V
*
 in 














offshore aquifers, the K:Kz contrast (affecting lf; see Section 2.1) is a significant factor in 
mixing zone, and therefore SC, trends. 
 
Figure 8 shows a monotonic relationship between SC and dispersion in all scenarios. That is, 
the threshold of dispersivity proposed by Smith (2004) for onshore aquifers (i.e., SC reduces 
when αT/H > 0.025) that arises as a consequence of the non-monotonic SC-dispersion 
relationship was not observed. The SC-dispersion relationship for offshore aquifers may 
become non-monotonic at excessively high values of αT/H, but we found no reduction in SC 
for αT/H up to values of 0.1. Values of αT/H > 0.1 likely represent physically unrealistic 
dispersion values (Gelhar et al., 1992). 
 
Previous studies have identified that seawater circulation rates in onshore aquifers are mainly 
dependent on dispersion (e.g., Smith, 2004; Kerrou and Renard, 2009), and on Qfn (e.g., Pool 
et al., 2011). In this study, we have identified that seawater circulation rates in offshore 
settings depend on the interrelation of Qfn, dispersion and the K:Kz contrast. Additionally, 
Michael et al. (2016) found that multiple circulation cells arose in their heterogeneous 
models. They concluded that these circulation cells led to seawater circulation rates that 
would otherwise be less in homogeneous models, implying that homogeneous models are 
unlikely to create multiple circulation cells. However, we found multiple circulation cells in a 
selection of our simulations (e.g., in all simulations of Scenario 1), which adds to the findings 
of Michael et al. (2016). 
 















Our mixed convection analysis of alternative Rayleigh number formulations (i.e., Raδ and 
Ra
*
) was unable to find a critical Rayleigh number that would reliably predict the transition 
between freshwater and seawater at the top of the aquifer, using non-zero dispersion 
parameters. This is in contradiction to the sharp-interface analysis of Solórzano-Rivas and 
Werner (2018). That is, the results depicted in Figure 9 indicate that the value of Raδ equal to 
2 proposed by Solórzano-Rivas and Werner (2018) for sharp-interface conditions does not 
apply in dispersive situations. Nonetheless, Raδ approximately equal to 2 was obtained 
consistently in our non-dispersive simulations, in agreement with Solórzano-Rivas and 
Werner (2018). The decrease in Rayleigh numbers (i.e., Raδ and Ra
*
) as dispersivity increases 
demonstrates that buoyancy forces are dissipated (relative to advective forces) by dispersive 
mechanisms. This is consistent with the steepening of the interface slope and the generally 
seaward movement of the interface (at least in terms of the toe) as dispersivity increases, as 
illustrated in Figure 5. 
 
Smith (2004) found that the type of concentration boundary condition had an important effect 
on onshore aquifers; namely, seawater circulation rates may be up to 1.6 times higher if the 
mass flux across the seafloor boundary depends on the ambient concentration instead of a 
constant concentration that produces accumulation of salt beneath the boundary. In our study, 
none of the simulated models using the constant concentration condition produced unphysical 
accumulation of salt in the aquitard in areas where freshwater discharges to the seafloor. This 
is most likely a consequence of the reduced dispersivity applied to the aquitard, whereas 
Smith (2004) adopted uniform dispersion parameters in his cases. 
 
The choice of concentration boundary condition representing the seafloor had little impact on 














significant boundary condition effect was observed in terms of freshwater fluxes to the sea 
(see Table 3). The finding that the type of seafloor boundary condition affects freshwater 
discharge to the sea adds to Smith‟s (2004) conclusions about boundary condition effects of 
seawater circulation. Smith (2004) used specified-flux conditions at the onshore boundary, 
whereas in this study we used specified-head conditions, which allowed for the influence of 
boundary conditions and other factors on freshwater discharge to be evaluated. For the case 
when non-dispersive solute transport parameters were adopted, the interface toe location was 
hardly influenced (i.e., up to 2.1%; see Table 3) by the choice of offshore solute boundary 
condition. Therefore, the results of Solórzano-Rivas and Werner (2018) results are not 





The present study determined the effect of dispersion on the interface of subsea aquifers that 
contain fresh and saline groundwater. Dispersive numerical simulations of offshore 
groundwater flow have shown that the tip and toe respond differently to changes in 
dispersion. Increasing dispersivity resulted in more seaward toe positions, in a similar manner 
to that observed in the more widely studied onshore case. Conversely, the effect of dispersion 
on the tip location cannot be easily anticipated because of the non-monotonic relationship 
between dispersivity and xtip. Surprisingly, Wtip follows a non-monotonic relationship with 
dispersion, in a similar fashion to xtip, such that a maximum value is reached with increasing 
dispersivity, after which Wtip decreases as dispersivity increases. This counterintuitive 
narrowing of the interface (at the tip) with dispersivity is caused by the dispersive effect of 














when the incident angle is higher (or less steep), which occurs when the aquifer dispersion 
parameters are lower. 
 
Given our inland boundary condition (i.e., specified head), it has been possible to investigate 
the dispersion effect on fresh groundwater discharge towards the sea (i.e., Qfn), finding that 
larger dispersivity values cause increased Qfn. Considering that dispersivity surrogates for 
heterogeneity, this indicates that heterogeneity plays an important role in fresh groundwater 
flow rates in density-coupled systems. The results also show that Qfn is related to the type of 
analytical case (i.e., the four tip-toe situations defined by Bakker, 2006), whereby greater 
changes in Qfn occur when dispersivity is increased if the interface is classified within the 
Analytical case I (i.e., the toe is onshore). 
 
Seawater circulation rates show a monotonic relationship with dispersion, differing from the 
non-monotonic relationship observed in onshore aquifers by Smith (2004). This finding 
indicates that the critical dispersion value, whereby the influence of buoyancy forces on 
seawater circulation rates diminishes, differs from that proposed by Smith (2004) for onshore 
settings. This is mainly due to the influence of the aquifer-aquitard interface on dispersion 
effects, affecting SC. This study adds to the current body of knowledge on seawater 
circulation in coastal aquifers by demonstrating that SC in offshore settings is correlated to 
the K:Kz contrast, in addition to the SC parameter-dependencies identified in onshore coastal 
aquifer studies. 
 
Other factors investigated in this study, including the evaluation of mixed-convective 
processes, demonstrate that the Raδ proposed by Solórzano-Rivas and Werner (2018) for the 














This is because dispersion effects reduce the influence of buoyancy forces driven by density 
gradients, thereby lowering Raδ as dispersivity increases. Additionally, it has been shown that 
the type of concentration boundary in subsea aquifers (for model set-ups similar to ours) 
likely have negligible effect on salinity distributions and seawater circulation rates, but may 
impact significantly the estimations of freshwater flow towards the sea. 
 
Our attempts to find a dispersive correction factor to sharp-interface estimates that can be 
applied to all five scenarios were not successful. Further efforts may need to consider seeking 
dispersive correction factors for individual analytical case. More generally, the results 
presented in this analysis show that the response to dispersion of onshore aquifers do not 
necessarily apply to offshore aquifers, primarily due to the influence of the aquifer-aquitard 
boundary, which contributes significantly to the interplay between dispersive, buoyancy and 
advective forces. That is, refraction at the aquifer-aquitard boundary play a major role in 
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