Abstract. An algorithm is presented which finds all occurrences of one. given string within another, in running time proportional to the sum of the lengths of the strings. The constant of proportionality is low enough to make this algorithm of practical use, and the procedure can also be extended to deal with some more general pattern-matching problems. A theoretical application of the algorithm shows that the set of concatenations of even palindromes, i.e., the language {can}*, can be recognized in linear time. Other algorithms which run even faster on the average are also considered.
comparisons of characters. Furthermore, the traditional approach involves "backing up" the input text as we go through it, and this can add annoying complications when we consider the buffering operations that are frequently involved.
In this paper we describe a pattern-matching algorithm which finds all occurrences of a pattern of length rn within a text of length n in O(rn + n) units of time, without "backing up" the input text. The algorithm needs only O(m) locations of internal memory if the text is read from an external file, and only O(log m) units of time elapse between consecutive single-character inputs. All of the constants of proportionality implied by these "O" formulas are independent of the alphabet size.
We shall first consider the algorithm in a conceptually simple but somewhat inefficient form. Sections 3 and 4 of this paper discuss some ways to improve the efficiency and to adapt the algorithm to other problems. Section If/" > rn at the conclusion of the program, the leftmost match has been found in positions k rn through k 1; but if/" <-m, the text has been exhausted. ( To summarize what we have said so far: Strings of text can be scanned efficiently by making use of two ideas. We can precompute "shifts", specifying how to move the given pattern when a mismatch occurs at its/'th character; and this precomputation of "shifts" can be performed efficiently by using the same principle, shifting the pattern against itself.
3. Gaining efficiency. We have presented the pattern-matching algorithm in a form that is rather easily proved correct; but as so often happens, this form is not very efficient. In fact, the algorithm as presented above would probably not be competitive with the naive algorithm on realistic data, even though the naive algorithm has a worst-case time of order m times n instead of m plus n, because Sometimes we want to match two or more patterns in sequence, finding an occurrence of the first followed by the second, etc.; this is easily handled by consecutive searches, and the total running time will be of order n plus the sum of the individual pattern lengths.
We might also want to match two or more patterns in parallel, stopping as soon as any one of them is fully matched. A search of this kind could be done with multiple next and pattern tables, with one/" pointer for each; but this would make the running time kn plus the sum of the pattern lengths, when there are k patterns.
Hopcroft and Karp have observed (unpublished) that our pattern-matching algorithm can be extended so that the running time for simultaneous searches is proportional simply to n, plus the alphabet size times the sum of the pattern lengths. The patterns are combined into a "trie" whose nodes represent all of the initial substrings of one or more patterns, and whose branches specify the appropriate successor node as a function of the next character in the input text. (6) implies (7) with 02 ce2cel and 02 ce2ce2. Condition (7) implies (6) 
r(m, m + n) r(n mod m, m)r(m, n) ) (11) cr(n,m+n)=cr(m,n)r(n modm, m) ifO<m<n. [7] . These strings have a long history going back at least to the astronomer Johann Bernoulli in 1772; see [25, 2.13] and [21] .
If c is any string, let P(c) be its shortest period. Lemma 1 implies that all periods q which are not multiples of P(a) must be greater than lal-P(a)+ gcd(q, P(a)). This is a rather strong condition in terms of the pattern matching algorithm, because of the following result. A. Greibach [ 11] , since the latter language is known to be as hard as possible; no context-free language can be harder to recognize except by a constant factor. 7. Historical remarks. The pattern-matching algorithm of this paper was discovered in a rather interesting way. One of the authors (J. H. Morris) was implementing a text-editor for the CDC 6400 computer during the summer of 1969, and since the necessary buffering was rather complicated he sought a method that would avoid backing up the text file. Using concepts of finite automata theory as a model, he devised an algorithm equivalent to the method presented above, although his original form of presentation made it unclear that the running time was O(m + n). Indeed, it turned out that Morris's routine was too complicated for other implementors of the system to understand, and he discovered several months later that gratuitous "fixes" had turned his routine into a shambles.
In a totally independent development, another author (D. E. Knuth) learned early in 1970 of S. A. Cook's surprising theorem about two-way deterministic pushdown automata [5] . According to Cook's theorem, any language recognizable by a two-way deterministic pushdown automaton, in any amount of time, can be recognized on a random access machine in O(n) units of time. Since D.
Chester had recently shown that the set of strings beginning with an even palindrome could be recognized by such an automaton, and since Knuth couldn't imagine how to recognize such a language in less than about n 2 steps on a conventional computer, Knuth was happening, in order to discover why the algorithm worked so efficiently. After pondering the mass of details for several hours, he finally succeeded in abstracting the mechanism which seemed to be underlying the construction, in the special case of palindromes, and he generalized it slightly to a program capable of finding the longest prefix of one given string that occurs in another.
This was the first time in Knuth's experience that automata theory had taught him how to solve a real programming problem better than he could solve it before.
He showed his results to the third author (V. R. Pratt), and Pratt modified Knuth's data structure so that the running-time was independent of the alphabet size. When Pratt described the resulting algorithm to Morris, the latter recognized it as his own, and was pleasantly surprised to learn of the O(m + n) time bound, which he and Pratt described in a memorandum [22] . Knuth [9] .
In his lectures at Berkeley, S. A. Cook had proved that P* was recognizable in O(n log n) steps on a random-access machine, and Pratt improved this to O(n) using a preliminary form of the ideas in 6. The slightly more refined theory in the present version of 6 is joint work of Knuth and Pratt. Manacher [20] found another way to recognize palindromes in linear time, and Galil [9] showed how to improve this to real time. See also Slisenko [23] . A completely different approach to pattern matching, based on hashing, has been proposed by Malcolm C. Harrison [12] . In certain applications, especially with very large text files and short patterns, Harrison Table 2 illustrates most of the subtleties of this algorithm. Proof. Let T(n, r) be the worst case running time as a function of n and r, when m is fixed. The theorem implies that T(n, 0) -< 7n, counting the mismatched characters as well as the matched ones. Furthermore, if r >0 and if the first appearance of the pattern ends at position no we have T(n, r)_-<7(no 1)+m + T(n no + m 1, r-1). It follows that T(n, r) <-7n + 8rm 14r. [-] When the Boyer- Consider first the pattern a b where a b. Let q be the alphabet size, q _-> 2. Let f(n) denote the minimum average nurnber of characters examined by an algorithm which finds all occurrences of the pattern in a random text of length n; and let g(n) denote the minimum average number of characters examined in a random text of length n + 1 which is known to begin with a, not counting the f(n) 1 + min (l(f(k-1) +g(n -k))+l(g(k 1)+f(n-k)) <=k <-_,, \+(1--)(f(k-l)+f(n-k))), n-->2.
The recurrence for f follows by considering which character is examined first; the recurrence for g follows from the fact that the second character must be examined in any case, so it can be examined first without loss of efficiency. It can be shown that the minimum is always assumed for k 2; hence we obtain the closed form n(q2+q-1) (q-1)(q2+2q-1) (1-q)" f(n) q(2q-1) q(2q-1)
+ q"-3(q-1)(2q-1) 2, n(q2+q-1) (q-1)(q2-3q+l)
(1 q)" g(n) + q(2q-1) q(2q-1) 
