Let X be a real reflexive Banach space, let C be a closed convex subset of X, and let A be an m-accretive operator with a zero. Consider the iterative method that generates the sequence {x n } by the algorithm x n+1 = α n f (x n ) + (1 − α n )J rn x n , where α n and γ n are two sequences satisfying certain conditions, J r denotes the resolvent (I + rA) −1 for r > 0, and let f : C → C be a fixed contractive mapping. The strong convergence of the algorithm {x n } is proved assuming that X has a weakly continuous duality map.
Introduction
Let X be a real Banach space, let C be a nonempty closed convex subset of X, and let T : C → C be a nonexpansive mapping if for all x, y ∈ C, such that Tx − T y ≤ x − y .
(1.1)
We use F(T) to denote the set of fixed points of T, that is, F(T) = {x ∈ C : x = Tx}. And denotes weak convergence, → denotes strong convergence. Recall that a self-mapping f : C → C is a contraction on C if there exists a constant β ∈ (0,1) such that
(1.2)
Browder [2] considered an iteration in a Hilbert space as follows. Fix u ∈ C and define a contraction T t : C → C by
where t ∈ (0,1). Banach's contraction mapping principle guarantees that T t has a unique fixed point x t in C. Xu [7] defined the following one viscosity iteration for nonexpansive mappings in uniformly smooth Banach space. 
then Q(f) solves the variational inequality
Xu [8] proved the strong convergence of {x t } defined by (1.3) in a reflexive Banach space with a weakly continuous duality map J ϕ with gauge ϕ.
Recall that an operator A with D(A) and range R(A) in X is said to be accretive, if for each x i ∈ D(A) and y i ∈ Ax i , (i = 1,2) such that
where J is the duality map from X to the dual space X * given by
Denote by J r the resolvent of A for r > 0,
It is known that J r is a nonexpansive mapping from X to C := D(A) which will be assumed convex. Also in [8] , Xu considered the following algorithm:
where u ∈ C is arbitrarily fixed, {α n } is a sequence in (0,1), and {r n } is a sequence of positive numbers. Xu proved that if X is a reflexive Banach space with weakly continuous duality mapping, then the sequence {x n } given by (1.10) converges strongly to a point in F provided the sequences {α n } and {r n } satisfy certain conditions. The main purpose of this paper is to consider the following two iterations both in a reflexive Banach space X which has a weakly continuous duality mapping:
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Preliminaries
In order to prove our main results, we need the following lemmas. The proof of Lemma 2.1 can be found in [5, 6] . Lemma 2.2 is an immediate consequence of the subdifferential inequality of the function (1/2) · 2 .
Lemma 2.1. Let {a n } n be a sequence of nonnegative real numbers such that
where {α n } n ⊂ (0,1), and β n satisfy the conditions:
Then lim n→∞ a n = 0.
Lemma 2.2. Let X be an arbitrary real Banach space. Then
Recall that a gauge is a continuous strictly increasing function
Following Browder [3] , we say that a Banach space X has a weakly continuous duality map if there exists a gauge ϕ for which the duality map J ϕ is single valued and weak-toweak * sequentially continuous, that is, if {x n } is a sequence in X weakly convergent to a point x, then the sequence {J ϕ (x n )} converges weakly * to J ϕ (x). It is known that p has a weakly continuous duality map for all 1 < p < ∞. Set
where ∂ denotes the subdifferential in the sense of convex analysis. We also need the next lemma, and the first part of Lemma 2.3 is an immediate consequence of the subdifferential inequality and the proof of the second part can be found in [4] . Lemma 2.3. Assume that X has a weakly continuous duality map J ϕ with gauge ϕ.
(i) For all x, y ∈ X, there holds the inequality 
Lemma 2.4 is the resolvent identity which can be found in [1] .
Lemma 2.4. For λ,μ > 0, there holds the identity
(2.8) Proof. Assume first that F(T) = φ. Take u ∈ F(T), it follows that
Main results
(3.1)
Therefore, {x t } is bounded, so are {Tx t } and { f (x t )}. Next assume that {x t } is bounded as t → 0 + . Assume t n → 0 + and {x tn } is bounded. Since X is reflexive, we may assume that x tn p for some p ∈ C. Since J ϕ is weakly continuous, we have by Lemma 2.3,
It follows that we obtain
On the other hand, however,
From (3.7) and (3.8), we get
Hence T p = p and p ∈ F(T). Now we prove that {x t } converges strongly to a fixed point of T provided it remains bounded when t → 0.
Let {t n } be a sequence in (0,1) such that t n → 0 and x tn p as n → ∞. Then the argument above shows that p ∈ F(T). We next show that x tn → p. As a matter of fact, we have by Lemma 2.3, 
Now noting that x tn p implies J ϕ (x tn − p) 0, we get
Hence x tn → p.
Nonexpansive mappings
We have proved for any sequence {x tn } in {x t : t ∈ (0,1)} that there exists a subsequence which is still denoted by {x tn } that converges to some fixed point p of T. To prove that the entire net {x t } converges strongly to p, we assume there exists another sequence {s n } ∈ (0,1) such that x sn → q, then q ∈ F(T). We have to show p = q. Indeed, for u ∈ F(T), it is easy to see that
(3.14)
On the other hand, since
we get for t ∈ (0,1) and u ∈ F(T),
Since the sets {x t − u} and {x t } are bounded and a Banach space X has a weakly continuous duality map J ϕ , then J ϕ is single valued and weak-to-weak * sequentially continuous, for any u ∈ F(T), by x sn → q(s n → 0), we have
Therefore, we get
Interchange p and u to obtain
Interchange q and u to obtain
This implies that
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That is,
This is a contradiction, so we have p = q. The proof is complete.
Remark 3.2. Theorem 3.1 is proved in a weaker condition than [7, Theorem 4.1] , and the method of proof is different from [7] , we introduce a continuous strict increasing function.
Next two main results are about accretive operators, we consider the problem of finding a zero of an m-accretive operator A in a reflexive Banach space X, 0 ∈ Ax. Denote by F(A) the zero set of A, that is, 
Then the sequence {x n } defined by (1.12) 
converges strongly to a point in F(A).
Proof. First we prove {x t } is bounded. Indeed, take u ∈ F(A), then By induction, we get
This implies that {x n } is bounded, so are { f (x n )} and {J rn x n }, and hence
We next prove
By Theorem 3.1, put p = lim t→0 x t , we take a subsequence {x nk } of {x n } such that
Since X is reflexive, we may further assume that x nk x. Moreover, since
we obtain
Taking the limit as k → ∞ in the relation 
That is, (3.27) holds. Finally, we prove that x n → p. We apply Lemma 2. we get [x,0] ∈ A, that is, x ∈ F(A). We therefore conclude that all weak limit points of {x n } are zeros of A. The rest of the proof follows from Theorem 3.3. The proof is complete.
