Abstract. During the last years, preprocessing-based techniques have been developed to compute shortest paths between two given points in a road network. These speed-up techniques make the computation a matter of microseconds even on huge networks. While there is a vast amount of experimental work in the field, there is still large demand on theoretical foundations. The preprocessing phases of most speed-up techniques leave open some degree of freedom which, in practice, is filled in a heuristical fashion. Thus, for a given speed-up technique, the problem arises of how to fill the according degree of freedom optimally. Until now, the complexity status of these problems was unknown. In this work, we answer this question by showing NP-hardness for the recent techniques.
Introduction
Computing shortest paths in graphs is used in many real-world applications like route-planning in road networks or for finding good connections in railway timetable information systems. In general, Dijkstra's algorithm computes a shortest path between a given source and a given target. Unfortunately, the algorithm is slow on huge datasets. Therefore, it cannot be directly used for applications like car navigation systems or online working route-planners that require an instant answer of a source-target query.
Often, this problem is coped with by dividing the computation of the shortest paths into two stages. In the offline stage, some data is precomputed that is used in the online stage to answer a source-target query heuristically faster than Dijkstra's algorithm. Such an approach is called a speed-up technique (for Dijkstra's algorithm). During the last years, speed-up techniques have been developed for road networks (see [1] for an overview), that make the shortest path computation a matter of microseconds even on huge road networks consisting of millions of nodes and edges.
Usually, the offline stage leaves open some degree of freedom, like the choice of how to partition a graph or of how to order a set of nodes. The decision taken to fill the respective degree of freedom has direct impact on the search space of the online stage and therefore on the runtime of a query. Currently, these decisions are made in a purely heuristical fashion. A common trade-off is between preprocessing time/space and query time/search space. In this paper we show the NP-hardness of preprocessing the offline stage such that the average search space of the query becomes optimal. For each technique, we demand that the size of the preprocessed data should be bounded by a given parameter. This model is used because practitioners in the field usually compare their results by absolute query times, size of the search space, size of preprocessing and time needed for the preprocessing. In practice, the basic technique can be enriched by various heuristic improvements. We will not consider such improvements and stick to the basic core of each technique. This implies that, for the sake of simplicity, some techniques are slightly altered.
The [17, 18] as this is a framework for which also parts of the query-algorithm are to be specified.
Related Work.
There is a huge amount of work on speed-up techniques. An overview on experimental work can be found in [1] . There is large demand on a theoretical foundation for the field and there exists only few theoretical work: In [19] results are given for a problem that is related to the technique of inserting shortcuts to the underlying graph. Recently, a graph-generator for road networks was given [20] and it is shown that graphs evolving from that generator possess a property called low highway dimension. For graphs with this property, a special preprocessing technique is proposed and runtime guarantees for Reach-Based Routing, Contraction Hierarchies, Transit Node Routing and Sharc using that preprocessing technique are given.
Preliminaries
Some proofs have been omitted due to space restrictions. These proofs can be found in [21] .
Throughout the work G = (V, E, len) denotes a directed weighted graph with n nodes, m edges and positive length function len : E → Ê + . Given an edge (u, v) we call u the source node and v the target node of (u, v). Further, (u, v) is an incoming edge of v and an outgoing edge of u. With G we denote the reverse graph, i.e. the graph (V, {(v, u) | (u, v) ∈ E}). A path P from x 1 to x k in G is a finite sequence x 1 , x 2 , . . . , x k of nodes such that (x i , x i+1 ) ∈ E, i = 1, . . . , k − 1. The length of a path P in G is the sum of the length of all edges in P . A shortest path between nodes s and t is a path from s to t with minimum length.
