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ABSTRACT
Searches are presented for narrow heavy resonances decaying to a top quark and a bot-
tom quark using data collected by the CMS experiment at a center-of-mass energy of 13
TeV. Final states that include a single lepton (e, µ), multiple jets, and missing transverse
momentum are analyzed. No evidence is found for the production of a W ′ boson, and
the production of right-handed W ′ bosons is excluded at 95% confidence level for masses
up to 3.6 TeV depending on the scenario considered. Exclusion limits for W ′ bosons are
also presented as a function of their coupling strength to left- and right-handed fermions.
These limits on a W ′ boson decaying via a top and a bottom quark are the most stringent
published to date. Projections for future searches with an integrated luminosity of up to 3
ab−1 are also presented, and suggest that W ′ boson masses above 4 TeV could be excluded.
v
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Chapter 1
Introduction
The Standard Model of particle physics has proven incredibly successful at describing the
dynamics of the subatomic world. Numerous tests have time and again shown it to be
reliable to very high precision, and its predictions of particles and their decay modes have
further served to solidify it as a comprehensive theory of the subatomic world. However,
there are various shortcomings to the Standard Model.
The astronomical evidence for dark matter is extremely compelling, but an understand-
ing of the specifics of a dark matter particle does not exist. Despite its successes, the
Standard Model does not offer insight into this problem. There are many particles in the
Standard Model, but none of them possess all the qualities necessary to be a dark matter
particle.
The Standard Model also does not provide an explanation for the observed asymmetry
between the amount of matter and antimatter in the universe. All parts of the universe
which we can observe are comprised of matter, but the early universe is believed to have had
equal amounts of matter and antimatter. Processes which do not conserve the amount of
matter and antimatter are rare, and in the Standard Model these processes do not happen
frequently enough to explain the observed lack of antimatter in our universe.
Additionally, the value of the Higgs boson mass suggests that there may be very precise
relationships between various parameters, yet we have no evidence for any mechanism which
ensures these relationships. Specifically, in the Standard Model a scalar particle, such as the
1
2Higgs boson, has a mass that is quadratically sensitive to energy scales of new physics. In
order to avoid requiring that various new model parameters are precisely chosen in such a
way that their large contributions to the Higgs mass nearly cancel and give the known mass
of the Higgs boson (referred to as fine tuning), a new underlying relationship or symmetry
must be exist.
These reasons, among others, suggest that a more complete theory of physics may
be needed to accurately describe our world. Many possible theories exist, and they are
typically referred to as Beyond the Standard Model theories. These theories have been
carefully developed and searched for using collider experiments like the Large Hadron Col-
lider, probed using indirect constraints from measurements like electric dipole moments
and mixing angles, and studied using astronomical observations like the cosmic microwave
background and galactic rotation curves. This thesis will present work performed at the
Compact Muon Solenoid experiment at the CERN Large Hadron Collider, the bulk of which
comprises a search for new particles from Beyond the Standard Model theories.
Chapter 2
Theoretical motivation
Heavy charged resonances, in particular gauge bosons, are predicted by many different
Beyond the Standard Model (BSM) theories. It is common to refer to these resonances
generically as W ′ bosons. In scenarios where the resonance is heavy, it is common to suggest
that the coupling to the third generation (top and bottom) quarks might be enhanced with
respect to second and first generation quarks. In this case, it is desirable to search for the
decay of a W ′ to a top and bottom quark (W ′ → tb). A particular advantage of this search
is that it is more distinguishable from the large multijet background when compared to
searches for the decay to light quarks (W ′ → qq′). This type of search is also useful in
order to complement searches for W ′ → `ν and W ′ → VV (where V denotes a Standard
Model W or Z boson). The tb decay channel is also advantageous when compared to W ′
→ `ν in that the W ′ mass can be fully determined (up to a quadratic ambiguity in the
case of a final state involving a lepton).
To understand these searches it useful to look first at the Standard Model (SM) as it
currently exists, and then to discuss the BSM theories that modify it and give rise to the
existence of W ′ bosons along with many other particles.
3
42.1 Standard Model of particle physics
The Standard Model has a lengthy history, owing largely to its complexity and the breadth of
phenomena it encompasses. It is typically credited to Sheldon Glashow, Steven Weinberg,
and Abdus Salam who received the 1979 Nobel Prize in Physics for their contributions,
although many other discoveries and theories were critical to its development. Indeed, the
history of the SM begins in a sense along with particle physics and the idea that matter
is constructed of atoms, and continues past the developments of Glashow, Weinberg, and
Salam. The SM in its current form was completed in 1973 with the theory of quantum
chromodynamics (QCD) and the discovery of asymptotic freedom by David Gross, David
Politzer and Frank Wilczek, although it can also be argued that the SM was not complete
until the discovery of the Higgs boson at CERN in 2012. Regardless, the basic structure of
the SM is the same.
The SM suggests that our universe’s dynamics are the result of the interaction of various
fields. The matter fields (eg. electrons, quarks) are fermions with spin 1/2, and the force
fields (eg. photons, gluons) are bosons with spin 1. The force fields are responsible for
mediating the interactions between matter fields. The SM also requires the existence of a
scalar boson, the Higgs boson. A fitting point to begin a discussion of the SM is with the
theory of the electroweak interaction.
2.1.1 Electroweak interaction
In the mid-20th century particle physics was a relatively new field. The discovery of quan-
tum mechanics and relativity at the turn of the century had given birth to quantum field
theory, specifically quantum electrodynamics (QED), which governs the electromagnetic
interaction. The weak interaction was also known to exist, although the exact nature of the
interaction was still uncertain.
It was at this stage, in 1961, that Glashow proposed the beginnings of the SM [1] in
the form of a unification of the electromagnetic and weak interactions into one electroweak
interaction. The model proposed that the electroweak interaction was the result of a local
5SU(2)×U(1) gauge symmetry.
In this theory, the quantum number corresponding to the SU(2) symmetry is known
as the weak isospin, T3, and the quantum number corresponding to the U(1) symmetry is
known as the weak hypercharge, Y . Each generator of the symmetry groups results in an
associated gauge field that is necessary such that the Lagrangian remains invariant under
local gauge transformations. The SU(2) group has three generators, corresponding to the
Pauli matrices (with a normalization of one half, shown below), and the U(1) group has one
generator. Thus there are three SU(2) gauge fields, W 1,2,3µ , each with a gauge coupling g,
and one U(1) gauge field, Bµ, with gauge coupling g
′. The Lagrangian for a massless Yang-
Mills gauge theory can be broken into two components, one describing the interactions
between gauge bosons, and the other describing interactions between gauge bosons and
fermions. The general form is as follows:
L = ψ¯iiDµγµψi − 1
4
Fµνa F
a
µν , (2.1)
where ψi represent the matter fields, Dµ is the gauge covariant derivative, γ
µ are the gamma
matrices, and F aµν are the field strength tensors.
The field strength tensors for the gauge fields are given generally by
F aµν = ∂µF
a
ν − ∂νF aµ − gfabcF bµF cν , (2.2)
where F is the field and fabc are the structure constants for the group. Since U(1) is an
Abelian group, the commutators and structure constants vanish and therefore
Bµν = ∂µBν − ∂νBµ . (2.3)
The SU(2) group is non-Abelian, however, and its generators satisfy the commutation re-
lation
[Ta, Tb] = i
abcTc , (2.4)
which results in field strength tensors
W aµν = ∂µW
a
ν − ∂νW aµ − gabcW bµW cν . (2.5)
6The matter fields for the electroweak interaction must consist of the charged leptons
(electrons, muons, and taus), up- and down-type quarks (up, charm, and top quarks and
down, strange, and bottom quarks, respectively), and neutrinos (electron, muon, and tau).
Additionally, the electroweak interaction is chiral, and acts differently on left- and right-
chiral fermions [2, 3]. Therefore the left-chiral fermions are placed into SU(2) doublets
Li =
νi
`i

L
; Qi =
ui
di

L
, (2.6)
where the i index runs from 1 to 3 and represents the generation such that, for example,
ν1 = νe, `2 = µ
−, and u3 = t. The right-chiral fermions are instead placed in SU(2) singlets
`iR , uiR , and diR (and the neutrinos are taken to be massless). With these definitions,
we find that the left-chiral fermions must have weak isospin T3 = ±12 and the right-chiral
fermions must have T3 = 0. The hypercharge Y of a given fermion is then defined as
Y = 2(Q− T3), where Q is the traditional electric charge.
The final component of the electroweak Lagrangian is the covariant derivative, which
provides the necessary ψ¯i∂µψi kinetic terms and simultaneously preserves the invariance of
the Lagrangian under the local gauge transformations. It is defined as
Dµ = ∂µ + i
g
2
σaLW
a
µ + i
g′
2
Y Bµ , (2.7)
where the σL operators act only on left-chiral fermions and have eigenvalues corresponding
to weak isospin. It is clear that the covariant derivative necessarily produces terms coupling
the fermions and gauge bosons, of the form ψ¯Fψ.
By combining these components we find that the electroweak Lagrangian can be written
as
LEW = Q¯iiDµγµQi + u¯iRiDµγµuiR + d¯iRiDµγµdiR
+ L¯iiDµγ
µLi + ¯`iRiDµγ
µ`iR −
1
4
BµνB
µν − 1
4
W aµνW
µν
a . (2.8)
Focusing on the first term (and restricting to one generation for simplicity), and ex-
7panding the covariant derivative, we find
LQ¯1Q1 = Q¯1iDµγµQ1 (2.9)
= i
(
u¯L d¯L
)∂µ + ig2W 3µ + ig′2 Y Bµ ig2(W 1µ − iW 2µ)
ig2(W
1
µ + iW
2
µ) ∂µ − ig2W 3µ + ig
′
2 Y Bµ
 γµ
uL
dL
 (2.10)
and then dropping the kinetic terms for the quarks results in
LQ¯1Q1 ⊃ u¯L
(
g
2
W 3µ +
g′
2
Y Bµ
)
γµuL + d¯L
(
−g
2
W 3µ +
g′
2
Y Bµ
)
γµdL
+ u¯L
(g
2
)
(W 1µ − iW 2µ)dL + d¯L
(g
2
)
(W 1µ + iW
2
µ)uL . (2.11)
We can see that the W 1 and W 2 fields are charged, and can be combined into a W± field
(for the SM W boson), defined as
W±µ =
1√
2
(
W 1µ ∓ iW 2µ
)
, (2.12)
which couples up- and down-type quarks (as well as charged leptons and neutrinos) to each
other.
It should also be noted that the weak eigenstates and mass eigenstates are not identical.
For leptons (and massless neutrinos), the two can be aligned by a simple gauge choice, but
for quarks the masses prevent this from being done simultaneously for up- and down-type
quarks. Instead, we may choose to align the up-type quark eigenstates using a gauge choice,
and subsequently introduce a matrix Vij such that the quark doublets are redefined as
Qi =
 ui
Vijdj
 . (2.13)
This matrix is known as the Cabibbo-Kobayashi-Maskawa (CKM) matrix [4, 5]. The off-
diagonal elements of this matrix are the source of all flavor-changing processes in the SM,
which result entirely from the latter two terms in Eq. 2.11.
As a note, the same technique can be used for leptons in the case of massive neutrinos,
although the small neutrino masses result in a nearly diagonal matrix and it can typically
be neglected. The lepton equivalent to the CKM matrix is known as the Pontecorvo-Maki-
Nakagawa-Sakata (PMNS) matrix [6, 7].
8The two remaining fields, W 3µ and Bµ, are neutral and therefore naturally identified as
the photon and Z boson fields, denoted by Aµ and Zµ, respectively. DefiningZµ
Aµ
 =
cos θW − sin θW
sin θW cos θW
W 3µ
Bµ
 (2.14)
, we see that the first terms of Eq. 2.11 can be expressed generally as
ψ¯
(
gT3W
3
µ +
g′
2
Y Bµ
)
γµψ = ψ¯
(
Aµ
[
g sin θWT3 +
g′
2
cos θWY
]
+Zµ
[
g cos θWT3 − g
′
2
sin θWY
])
γµψ . (2.15)
Using the relation g sin θW = g
′ cos θW = e, we find
ψ¯
(
Aµ
[
g sin θWT3 +
g′
2
cos θWY
]
+ Zµ
[
g cos θWT3 − g
′
2
sin θWY
])
γµψ
=ψ¯Aµe(T3 +
Y
2
)γµψ + ψ¯Zµe
1
cos θW sin θW
(
T3 − sin2 θW (T3 + Y
2
)
)
γµψ (2.16)
=ψ¯Aµγ
µeQψ + ψ¯Zµγ
µ e
cos θW sin θW
(
T3 − sin2 θWQ
)
ψ , (2.17)
where Q is the electric charge, Q = T3 + Y/2.
2.1.2 Higgs mechanism
The electroweak Lagrangian in Eq. 2.8 describes all interactions between electroweak par-
ticles and fields, but masses for the fields are notably absent. Mass terms for the gauge
fields should take the form −m2F aµFµa , while fermion mass terms should appear as −mψ¯ψ.
However, based on the local transformation rules for gauge bosons
W aµ →W aµ −
1
g
∂µα
a − abcW bµαc (2.18)
Bµ → Bµ − 1
g′
∂µα (2.19)
we can see that the explicit gauge boson mass terms are not gauge invariant. Similarly, since
left-chiral fermions are contained in SU(2) doublets while right-chiral fermions are contained
in SU(2) singlets, explicit fermion mass terms are manifestly not invariant under SU(2)
transformations. This lack of mass terms is in stark contrast to experimental observations.
9Fermions as well as the weak gauge bosons are known to have masses, and therefore some
method of generating masses for the fermions and weak gauge bosons must exist. The
realization of Weinberg and Salam [8, 9] was to generate the mass terms by employing
spontaneous symmetry breaking, or the Higgs mechanism, formulated by a number of parties
in the early 1960’s [10–12].
Suppose we introduce a complex scalar field that transforms as an SU(2) doublet
φ =
1√
2
φ+
φ0
 . (2.20)
The kinetic and interaction terms corresponding to this field and respecting gauge invariance
are then
Lφ = |Dµφ|2 − µ2φ†φ− λ(φ†φ)2 . (2.21)
The terms representing exclusively scalar field interactions can be viewed as a potential,
given by
V (φ) = µ2φ†φ+ λ(φ†φ)2 . (2.22)
Requiring that the potential is bounded implies that λ must be strictly positive, but µ2
is not similarly restricted. If µ2 is positive, the minimum of the potential is at |φ|2 = 0.
However, if µ2 is negative then the minimum of the potential is no longer at |φ|2 = 0.
Using the unitary gauge allows us to set φ+ = 0, thereby implying that the ground state
expectation value of φ is given by
〈φ〉0 =
 0
v√
2
 , v = √−µ2
λ
, (2.23)
where v is called the vacuum expectation value or VEV. It is clear that this ground state
breaks the existing SU(2)×U(1) symmetry. However, there is still a remaining unbroken
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U(1) symmetry, which corresponds to the electric charge:
Q =
1
2
(T3 + Y )
Q 〈φ〉0 =
1
2
1 + Yφ+ 0
0 −1 + Yφ0
 0
v√
2
 (2.24)
=
1 0
0 0
 0
v√
2
 (2.25)
= 0 . (2.26)
In order to study the interactions of the complex scalar field, we expand the φ0 field
around the VEV
φ(x) =
1√
2
 0
v + h(x)
 , (2.27)
where we continue to use unitary gauge in order to set the φ+ field to 0. Inserting this
expression into the Lagrangian from Eq. 2.21 and expanding the |Dµφ|2 term we find:
(Dµφ)
†(Dµφ) =
∣∣∣∣∂µφ+ i g√2σ±W±µ φ− i g2 cos θW σ3Zµφ
∣∣∣∣2 (2.28)
=
1
2
∂µh∂
µh+ (v + h)2
(
g2
4
W †µW
µ +
g2
8 cos2 θW
ZµZ
µ
)
. (2.29)
Of particular note are the
v2
(
g2
4
W †µW
µ +
g2
8 cos2 θW
ZµZ
µ
)
(2.30)
terms, which we can see effectively result in masses for the W and Z bosons
m2W =
v2g2
4
, m2Z =
v2g2
4 cos2 θW
. (2.31)
The same complex scalar field that provides the masses of the W and Z bosons can also
be used to provide masses to the fermions. Since the complex scalar field is a doublet under
SU(2), so-called Yukawa interaction terms of the form λaijL¯
a
i φR
a
j or λ
a
ijR¯
a
i φL
a
j , where λ is
the Yukawa coupling and represents the strength of the interaction, are gauge invariant.
Working in unitary gauge and expanding around the Higgs field VEV, we see that these
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terms take the form
λaijL¯
a
i φR
a
j = λ
d
ij
h√
2
uiLd
i
Ld
j
R + λ
d
ij
v√
2
uiLd
i
Ld
j
R + ... . (2.32)
The first terms describe the Higgs boson coupling to fermions, while the second terms
are again effective mass terms that result from a non-zero Higgs VEV. Both terms are
proportional to the up-type quark Yukawa coupling matrix λij . It is manifestly evident
from these terms that the weak and mass eigenstates for fermions are not identical (as
noted above).
2.1.3 Strong interaction
Although the Lagrangian as theorized by Glashow, Weinberg, and Salam is theoretically
consistent, it is not a complete description of subatomic physics. The final component of
the SM is the strong interaction. The strong interaction results from an additional SU(3)
gauge symmetry, under which the quark fields are charged. The SU(3) charge is called color
charge, and the three colors are labeled red, green, and blue (along with their anti-colors).
The existence of an additional quantum number corresponding to color was first suggested
as an explanation for the apparent violation of the Pauli exclusion principle in some baryons
such as the ∆++ baryon (composed of three up quarks) [13,14]. The quark fields transform
as color triplets under SU(3), while none of the the other fermions, SU(2) and U(1) gauge
bosons, or the Higgs boson are charged under the SU(3) symmetry and therefore do not
participate in strong interactions.
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The generators of SU(3) are the Gell-Mann matrices λ normalized by 1/2,
λ1 =

0 1 0
1 0 0
0 0 0
 , λ2 =

0 −i 0
i 0 0
0 0 0
 , λ3 =

1 0 0
0 −1 0
0 0 0

λ4 =

0 0 1
0 0 0
1 0 0
 , λ5 =

0 0 −i
0 0 0
i 0 0

λ6 =

0 0 0
0 0 1
0 1 0
 , λ7 =

0 0 0
0 0 −i
0 i 0
 , λ8 = 1√3

1 0 0
0 1 0
0 0 −2
 .
As with the SU(2) generators, the SU(3) generators obey
[Ta, Tb] = ifabcTc , (2.33)
analogous to Eq. 2.4. The structure constants of SU(3) are anti-symmetric like the structure
constants of SU(2). As with SU(2), the field strength tensor is given by
Gaµν = ∂µG
a
ν − ∂νGaµ − gsfabcGbµGcν , (2.34)
where gs is the strong coupling constant and Gµ are the gauge boson fields associated to
SU(3), also called the gluon. The quarks and gluon transform similar to the SU(2) gauge
fields and charged fermions
Gaµ → Gaµ −
1
gs
∂µθ
a − fabcGbµθc (2.35)
qai → qai e
i
2
~θ·~λ . (2.36)
Finally a SU(3)×SU(2)×U(1) gauge covariant derivative
Dµ = ∂µ + i
gs
2
λaGaµ + i
g
2
σaLW
a
µ + i
g′
2
Y Bµ (2.37)
must be used in place of the expression in Eq. 2.7.
The SM Lagrangian with these additions is
LSM = Q¯iiDµγµQi + u¯iRiDµγµuiR + d¯iRiDµγµdiR
+ L¯iiDµγ
µLi + ¯`iRiDµγ
µ`iR −
1
4
BµνB
µν − 1
4
W aµνW
µν
a −
1
4
GaµνG
µν
a , (2.38)
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where terms including the Higgs field have been omitted. We see then that the terms in
the first line all produce interactions between a gluon, a quark, and an anti-quark, while
the final term produces both three- and four-gluon self-interactions.
One notable property of the strong interaction is called asymptotic freedom [15, 16].
Unlike the weak and electromagnetic interactions, which decrease in strength as the energy
scale decreases, the strong interaction increases in strength with decreasing energy scale.
When two quarks are separated, the potential energy contained in the pairing will eventually
exceed the energy required to create a new quark-antiquark pair. When this happens, the
new pair will be used to neutralize the color charges of the original pair. This process
will occur as many times as necessary until the resulting quarks are able to form hadronic
bound states. As a result, isolated color charges cannot exist (a property known as color
confinement).
2.1.4 Predictions
The SM as has been presented here is a theoretically consistent description of physics. How-
ever, the success of any physics theory relies in large part on its ability to make predictions.
The electroweak interaction as suggested by Glashow, Weinberg, and Salam correctly pre-
dicted the W and Z bosons and the Higgs boson, which were discovered in 1983 and 2012,
respectively [17–22]. The SM description of the strong interaction also successfully pre-
dicted the discovery of the gluon in 1979 [23,24] as well as the charm quark and top quark
in 1974 and 1995, respectively [25–28]. In addition to predicting the existence of these parti-
cles, the SM also correctly predicted their properties, such as spins and branching fractions.
Some properties have been measured to extremely high accuracy, with no indications of
inconsistencies.
2.2 Beyond the Standard Model
Despite the successes of the SM, it is known that it cannot be the ultimate description of
our physical world. In addition to being a technically unnatural theory, the SM does not
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incorporate gravity and does not explain the observation of dark matter. Many theories of
physics beyond the SM (BSM) have been proposed which seek to provide a more natural
explanation for the mass of the Higgs boson than that in the SM. Three different models,
little Higgs, extra dimensions, and Left-Right gauge symmetry, are discussed below, each
of which posits the existence of heavy new gauge bosons.
2.2.1 Little Higgs
In general, the spontaneous breaking of a continuous symmetry will always result in the
generation of additional fields, called Nambu-Goldstone bosons (NGB s) [29–31]. In the SM,
the breaking of the SU(2)×U(1) symmetry to a U(1) symmetry results in the generation of
3 NGBs. These can be thought of as the modes of the Higgs field orthogonal to the VEV. In
theories without gauge symmetries, the translational symmetry of these NGBs eliminates
the possibility for mass terms and results in massless fields. However, the SM SU(2) gauge
symmetry results in massive fields (specifically the W and Z bosons) that eat the NGBs,
resulting in their longitudinal polarization modes.
Little Higgs theories are a type of composite Higgs theory that suggests that the Higgs
boson itself is a NGB [32]. In these models, the SU(3)×SU(2)×U(1) symmetry must be
expanded, minimally to SU(3)×SU(3)×U(1) for the simplest little Higgs [33] although larger
extensions are also possible. By creating the Higgs boson as a NGB through spontaneous
symmetry breaking, the Higgs boson mass can be protected from one-loop contributions to
its mass. For example, in the simplest little Higgs model, the quark doublets are expanded
to triplets under the new SU(3) symmetry, and the new partner of the top quark then
exactly cancels the one-loop contributions to the Higgs boson mass from the SM top quark.
Other little Higgs theories make larger expansions to the gauge symmetries but still protect
the SM Higgs boson mass at one-loop level, such that it is much less dependent on the
scales of new physics. In all the theories there are new, larger, gauge groups, and as a
consequence there are new charged gauge bosons. Since the loop contributions to the Higgs
boson mass from first and second generation quarks are quite small, it is common in little
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Figure 2.1: Naturally allowed parameter space for g′ as a function of W ′ boson mass for
various values of f . From Ref. [36].
Higgs models to only protect the third generation quark loop contributions, resulting in
preferential couplings of the new gauge bosons to third generation quarks.
Little Higgs models are designed specifically to prevent the need for the Higgs boson
mass to be fine tuned (to a significant degree). By protecting low order contributions to
its mass, the Higgs scale and the scale of new physics can be separated, both from each
other and from the UV cutoff of the theory; the natural scale for new heavy gauge bosons
in little Higgs models is . 2.5 TeV while the UV cutoff is approximately 10 TeV [34]. As
constraints on the mass of new gauge bosons increase, little Higgs models begin to require
larger amounts of fine tuning, which runs counter to their original purpose. The possible
parameter space for a particular little Higgs theory, the littlest Higgs [35], is shown in
Figure 2.1 in terms of the coupling of the new gauge bosons, g′, and the pseudo-Goldstone
boson decay constant, f . Indeed for heavy gauge boson masses larger than approximately
4 TeV, many little Higgs theories completely cease to be natural.
16
2.2.2 Extra dimensions
Another class of models that provide solutions to some of the problems in the SM are
theories that posit the existence of extra dimensions. These theories typically suggest that
the extra dimensions are compact and very small. The first such models of extra dimensions,
and the possibility to unify gravity and electromagnetism as a result of the fifth dimension,
were developed in the early 20th century by Theodor Kaluza and Oskar Klein [37–39].
Typical models of additional dimensions propose that they take the form of a circle. The
periodic nature of the new dimensions results in excitation modes for existing SM particles,
which then appear in four dimensions as heavier versions of their SM counterparts. The
characteristic energy needed to be sensitive to new compact dimensions is proportional
to 1/R, where R is the size of the new dimensions, although this bound can be adjusted
depending on the exact dynamics of the new dimensions [40].
A popular modification to typical compact dimension theories is the Randall-Sundrum
(RS) model [41]. In other theories, one assumption is that the metric can be factorized
into a four-dimensional metric and a metric for the extra dimensions. In the RS model, the
metric is instead given by
ds2 = e−2kRφηµνdxµdxν +R2dφ2 , (2.39)
where k is of order the Planck scale, xµ are the coordinates for the standard four dimensions,
and φ is the coordinate for the extra dimension. This metric corresponds to a particular
type of space known as anti-de Sitter (AdS) space, and as a result the RS model can be
equivocated with composite Higgs models through AdS/CFT correspondence [42–47]. This
relationship can be understood through the holographic principle; the fifth dimension of
the RS model is equivalent to the renormalization scale of the 4-dimensional composite
Higgs model to which it maps [48]. When the model contains partial mixing between the
SM and BSM fields, then the new heavy gauge bosons again couple preferentially to the
third generation fermions. Bounds from low-energy observables help to restrict the possible
parameter space for these models, and can be used to rule out new charged gauge bosons
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with masses below 2.3− 3.7 TeV, depending on the new fermion mass scale [49].
2.2.3 Left-Right gauge symmetry
Another set of models which are of interest are called left-right symmetric models [50–52].
These models propose that the weak interaction is not actually chiral, but appears so at low
energies through a symmetry breaking mechanism [53]. The breaking of the this symmetry
would give rise to parity violation and the observed chiral nature of the weak interaction.
The minimal extension to the SM formulation for left-right symmetric models results in an
SU(2)L×SU(2)R×U(1) electroweak gauge group, where the SU(2)L is the known SM SU(2)
gauge group and SU(2)R is the new right-chiral version which is broken at low energy. The
model also imposes a discrete symmetry that transforms right-chiral fermions to left-chiral
fermions and vice versa (ψL ↔ ψR).
Left-right symmetric models necessarily produce right-chiral neutrinos, as well as right-
chiral versions of the SM weak gauge bosons. Since the SU(2)R scale is large, the new
right-chiral gauge bosons are also naturally heavy. An additional benefit of left-right sym-
metric models is that they are able to offer an explanation for the extremely light neutrino
masses [54]. Specifically, if neutrinos are Majorana fermions, then a heavy right-chiral
neutrino along with left-chiral neutrino will produce light neutrinos through the see-saw
mechanism. The mass of the neutrinos in this model are given by
mνe '
m2e
gMWR
. (2.40)
Thus, for a W ′ with a mass of ∼ 4 TeV, we find a neutrino mass of less than 0.1 MeV, well
within experimental bounds [55].
Chapter 3
Large Hadron Collider
The Large Hadron Collider (LHC) is the world’s highest energy particle accelerator. Built
at CERN, the main tunnel of the collider is 26.7 km in circumference and houses two rings
designed to accelerate bunches of approximately 1011 protons to an energy of 7 TeV per pro-
ton [56]. At this energy the protons travel at greater than 99.999999% of the speed of light
and the bunches circulate over 11 thousand times per second. The same tunnel was used for
the Large Electron-Positron Collider until 2000. Each ring consists of a series of dipole and
quadrupole superconducting magnets to bend and focus the beams of protons, and eight
radiofrequnecy cavities to accelerate the beams protons. Each ring can accommodate 2808
bunches of protons, and collisions between bunches can occur every 25 ns. These collisions
occur at specific locations around the ring, in the center of different detectors designed for
different purposes. The Compact Muon Solenoid (CMS) and A Toroidal LHC Apparatus
(ATLAS) detectors are general purpose detectors used for a wide range of physics studies,
while the LHC-beauty (LHCb) detector is designed to focus on physics involving bottom
quarks, and the A Large Ion Collider Experiment (ALICE) detector specializes in collisions
involving heavy ions.
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3.1 Accelerator chain
In order to take protons at rest and accelerate them to 7 TeV, a series of successively larger
accelerators must be used [57]. The full accelerator complex is shown in Fig. 3.1. Protons
used in the LHC are first accelerated in the LINAC2 linear accelerator up to an energy of 50
MeV. These protons are then injected into the Proton Synchrotron Booster (PSB) ring and
accelerated to an energy of 1.4 GeV and then sent to the Proton Synchrotron (PS) ring and
accelerated to an energy of 25 GeV. Lastly the protons are directed to the Super Proton
Synchrotron (SPS) ring and accelerated to an energy of 450 GeV before being injected in
the main LHC rings.
Additional portions of the CERN accelerator complex are used for acceleration of heavy
ions as well as beam studies and accelerator research and development.
3.2 Luminosity
The amount of data produced by the LHC (and any other collider) is measured using the
quantity luminosity. Specifically, the rate of data taking is the instantaneous luminosity, L,
and is given in terms of number of collisions per second per unit area, or s−1 cm−2. The
total amount of data collected during a given period of time, or integrated luminosity, Lint,
is therefore given by
Lint =
∫
L dt (3.1)
.
By assuming a Gaussian beam profile the instantaneous luminosity can be calculated
from beam parameters using the formula
L = fN1N2
4piσxσy
(3.2)
, where f is the bunch crossing frequency, Ni is the number of protons in bunch i, and σi
is the minimal width in the given dimension. This formula is typically rewritten in terms
of two quantities called the emittance, ε, and amplitude function, β. The emittance is a
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measure of the size of the beam in position and momentum space and the amplitude function
describes the degree to which the beam is currently focused. Both of these quantities can be
related to σx and σy by piσxσy = εβ
∗, where β∗ is the amplitude function at the interaction
point. Typically the normalized emittance, εn, is used instead of the emittance. Unlike ε,
εn does not change as a function of beam momentum. The two quantities are related by
εn = βrγrε where βr and γr are the relativistic beta and gamma factors. The above formula
for instantaneous luminosity can therefore be rewritten (for the LHC-case where the beam
velocity is approximately c) as
L = fN1N2
4εβ∗
=
fN2b nkγr
4εnβ∗
, where Nb is the number of protons per bunch and nk is the number of colliding bunches.
In the case where the two beam velocities are not parallel but instead are brought to cross
at some small angle, an additional form factor F is included in the calculation to account
for the reduction in luminosity, resulting in the final expression
L = fN
2
b nkγr
4εnβ∗
F (3.3)
. It is therefore clear that maximizing L requires large numbers of protons colliding at high
frequencies and tightly focused beams of small size.
3.3 Performance
The original design for the LHC proposed values for these parameters of f = 40 MHz,
Nb = 1.15 × 1011 protons/bunch, nk = 2808 bunches, εn = 3.75 µm rad, β∗ = 0.55 m,
and F = 0.835 [56, 58]. Using Eq. 3.3 then results in a peak instantaneous luminosity of
1034 cm−2 s−1.
The period of LHC operations from 2010 to 2012 was called Run 1. This was followed by
a long shutdown, during which many detector and accelerator components were upgraded.
The center of mass energy was increased from its Run 1 value of 8 TeV to 13 TeV, just
21
below the design value of 14 TeV, and the bunch spacing was reduced from the Run 1
value of 50 ns to the design value of 25 ns. In 2015 at the start of Run 2 of the LHC
there was a large portion of LHC running devoted to understanding the new accelerator
performance. This resulted in a peak luminosity of 0.5 × 1034 cm−2 s−1 [59]. However, in
2016 the LHC was able to reach a peak luminosity of 1.4 × 1034 cm−2 s−1, despite issues
in the accelerator chain which prevented injecting the full-design number of bunches [60].
This was achieved through a range of improvements to the design parameters. A special
injection called the Batch Compression Merging and Splitting scheme allowed a reduction
to both εn (to 2.2 µm) and β
∗ (to 0.4 m). Additionally the crossing angle between beams
was reduced from 370 to 280 µrad, resulting in an increase in F by approximately 10%. A
plot of the peak luminosity per day as measured by CMS is shown in Fig. 3.2.
In addition to exceeding the projected peak performance, the LHC was also able to
operate stably for a large portion of 2016. As a result, the LHC was able to break various
records for total integrated luminosity, as well as longest stable single fill and largest inte-
grated luminosity in a day and week. Along with the outstanding performance of the CMS
detector, this allowed many studies to probe even further into the unexplored phase space
of new physics theories.
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Figure 3.2: Peak luminosity per day during proton-proton collisions in 2016 at the LHC, as
measured by CMS.
Chapter 4
CMS Experiment
The CMS detector is designed, along with the ATLAS detector, as a general-purpose de-
tector at the LHC. This means that the detector must perform well in a wide range of
conditions and detect and measure a wide range of particles and energies. By designing a
detector capable of measuring many particles precisely, CMS is able to both search for new
physics as well as study SM processes. Progress in these two realms is critical to future
physics research. The general design further allows these searches and measurements to
probe a large variety of possible theories and signatures.
CMS is comprised of 4 major detector components, termed subdetectors [61, 62]. In
increasing order of distance from the collision, the first is a tracker. The tracker is able to
determine the path that charged particles take. With a strong magnetic field present, the
curvature of the path allows a measurement of the momentum of the particle. The second
major component is the electromagnetic calorimeter (ECAL). The ECAL is designed to
measure the energy of photons and electrons, and allows other particles to pass through
largely unaffected. The third major component is the hadronic calorimeter (HCAL), which
serves a similar purpose as the ECAL except it measures the energy of hadrons. These
subdetectors are enclosed in a large superconducting solenoid, which provides an internal
3.8 T magnetic field. The final component of the detector, the muon detection system, is
designed to measure the momentum of muons. A cross section of the CMS detector and
the location of each subdetector is shown in Fig. 4.1.
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Figure 4.1: A cut-away schematic of the CMS detector.
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To describe coordinates, the CMS detector uses a cylindrical coordinate system. The
r-axis points perpendicular to the beam, z-axis points along the beam, and the angle φ
defines rotations around z. Particles measured by the CMS detector are typically described
by their energy and momentum vector. The angle θ (the angle in the r-z plane) can be
used to measure this direction. However, θ is unfortunately not invariant under Lorentz
boosts. Since the center of mass frame for each collision may be boosted along the beam
axis with respect to the lab frame, it is more convenient to describe the direction of the
momentum vector using a modified parameterization. One particular quantity that is a
useful analog for θ is called rapidity (y, given for boosts along the beam axis in Eq. 4.1).
Rapidity transforms simply as y → y − tanh−1β for boosts β along the beam axis, and
therefore differences in rapidity are Lorentz invariant for longitudinal boosts. As a result,
particle multiplicity is approximately flat as a function of y, making it a convenient metric
for detector segmentation. A more useful experimental quantity, closely related to rapidity,
is called pseudorapidity (η) and is given in Eq. 4.2 and Eq. 4.3.
y =
1
2
ln
(
E + pz
E − pz
)
(4.1)
η = − ln
[
tan
(
θ
2
)]
(4.2)
=
1
2
ln
( |~p|+ pz
|~p| − pz
)
(4.3)
Unlike differences in y, differences in η are only invariant under boosts along the beam
axis in the case of massless particles. Since most outgoing particles from hard scattering
processes at the LHC are produced with large energies, the difference between η and y is
typically quite small.
A description of the working principles and details of each subdetector follows.
4.1 Tracker
The tracker is divided into two main components: the pixel detector and the silicon strip
detector. Modules for both components are constructed out of doped silicon semiconductor
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Figure 4.2: Schematic of the CMS tracking detector modules.
elements. Each operates on the same working principle. A reverse bias voltage is first
applied to the silicon. When incident charged particles interact in the silicon they ionize
electrons. Coupled with the bias voltage, these ionized electrons produce a current, and this
current can be measured and used to determine through which sensors a charged particle
has passed.
The CMS tracker, in addition to measuring trajectories of charged particles, must also
be able to withstand immense levels of radiation. The tracker is the closest subdetector to
the collision, and therefore receives an especially high dose of radiation, particularly from
charged and neutral hadrons. CMS physicists must carefully quantify the radiation and its
effect on performance in order to properly calibrate the detector.
4.1.1 Pixel Detector
The pixel detector consists of three cylindrical barrel layers (FPIX) and four endcap disks
(BPIX), two forward and two backward. The three barrel layers are centered on the beam
axis with radii of 4.4, 7.3, and 10.2 cm. The innermost barrel layer extends to an |η| of
approximately 2.5, while the outermost barrel layer extends to an |η| of slightly above 1.5.
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The endcap disks are positioned at a distance of 34.5 and 46.5 cm from the interaction point
along the beam axis. The inner edge of the first disk has an |η| of 1.5, while the outer edge
of the second disk has an |η| above 2.5. This configuration has the ability to provide three
distinct position measurements for the trajectory measurement of particles with |η| . 2.5.
The sensors for the pixel detector consist of an array of n+-implants on n-type doped
silicon bulk with a p-type backing. Each implant defines a region referred to as a pixel cell.
The bulk thickness is 285 µm and the individual pixel cells have a area of 100 × 150 µm2.
In total the pixel detector contains approximately 66 million cells, covering an active area
of slightly less than 1 m2.
The hit resolution is actually much smaller than the cell size, due to sharing of ionized
charges between multiple cells, shown in Fig. 4.3. The ionized electrons and holes from
a charged particle will drift towards the implants and p-type backing, respectively. How-
ever, due to the 3.8 T magnetic field, the electrons and holes are pushed in a direction
perpendicular to the electric field given by the Lorentz force. As a result, a single incident
charged particle will result in multiple pixel cells receiving ionized electrons. By examining
the deposition of charge on adjacent pixel cells, it is possible to identify the precise loca-
tion of an incident particle. The pixel modules are also tilted at an angle of 20◦, which
induces additional charge sharing. The use of charge sharing information allows a spatial
hit resolution of less than 10 µm in r − φ and less than 25 µm in z [63].
4.1.2 Silicon Strip Detector
The silicon strip detector consists of two barrel sections and one endcap section. The inner
barrel section is subdivided into a barrel region (TIB) and a forward disk region (TID). TIB
contains 4 layers of strip modules, and each TID region (one forward and one backward)
contains 3 layers. TIB and TID extend from the outer edge of the pixel detector to a
radius of 55 cm and an |η| of approximately 1.8 and 2.3, respectively. The outer barrel
section (TOB) extends to a radius of 116 cm and contains 6 layers of strip modules. The
endcap sections (TEC+ and TEC-) cover the volume defined by 124 < |z| < 282 cm and
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Figure 4.3: Diagram of pixel layer and charge drift across cells. From Ref [62].
22.5 < r < 113.5 cm. Each one contains 9 disks with up to 7 rings of strip modules per
disk.
Most layers and disks in the silicon strip detector are constructed out of one-sided
arrangements of strip modules. These modules allow an r−φ hit resolution between 23 and
35 µm in TIB and between 35 and 53 µm in TOB. However, the first two layers and rings of
TIB, TOB, and TID as well as rings 1, 2, and 5 of TEC are instead constructed using two
back-to-back strip modules. The two strips are positioned with a relative angle of 100 mrad
in the plane of layer or disk. This angle allows a measurement of the additional coordinate
(z in TIB and TOB and r in TID and TEC). The measurement using these double-sided
modules has a resolution of 230 µm in TIB, 530 µm in TOB, and depends on the disk and
pitch in TID and TEC.
The sensors for the strip modules consist of strip p+-implants on n-type doped silicon
bulk with an n-type backing. The bulk thickness is approximately 320 µm in TIB, TID
and the inner 4 rings of TEC and approximately 500 µm in TOB and the outer 3 rings of
TEC. The strip spacing and width depends on the exact layer, although the ratio of width
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Figure 4.4: Layout of the electromagnetic calorimeter. From Ref [62].
to spacing is 0.25 everywhere. The spacing ranges from 80 µm for the inner two layers of
TIB, to approximately 180 µm for the inner four layers of TOB and some layers of TEC. In
total the silicon strip detector contains over 9 million strips and covers an area of 198 m2.
4.2 Electromagnetic Calorimeter
The electromagnetic calorimeter (ECAL) is a homogeneous calorimeter constructed out of
lead tungstate crystals. When an energetic electron or photon enters the crystal, it begins to
shower and ultimately produces scintillation photons which are then captured to determine
the energy of the original particle.
The CMS ECAL also contains an component called the preshower detector. This com-
ponent is constructed much like the tracker modules, and is designed to help distinguish
high energy neutral pion decays from photons.
The layout of the ECAL is shown in Fig. 4.4.
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4.2.1 Barrel and Endcap Electromagnetic Calorimeter
The ECAL is divided into a barrel (EB) and endcap (EE) region. Both are constructed
out of lead tungstate (PbWO4) crystals. PbWO4 has a large number of characteristics
that make it an ideal material for an electromagnetic calorimeter. It has a high density,
short radiation length (X0) and short Molie`re radius, which all combine to give a compact
calorimeter which produces well contained showers, leading to very good position and energy
resolution.
For electrons with energies greater than about 10 MeV [64], which constitutes most
of the relevant electrons at the LHC, the dominant source of energy loss in a medium
is Bremsstrahlung radiation. Bremsstrahlung radiation (breaking radiation) involves the
emission of a photon in order to slow the particle. For photons, the dominant source of
energy loss is pair production of electron-positron pairs. When an energetic photon or
electron enters the ECAL, it begins to shower. This procedure results in a large number of
less energetic electrons and photons being created. PbWO4 is a scintillator, which means
that low energy electrons, resulting from the shower, will cause the emission of photons. In
particular, PbWO4 emits scintillation light with a broad maximum at about 425 nm (blue-
green). The crystal faces are also polished, which improves their total internal reflection
and helps to prevent the shower from spreading into additional crystals. In the barrel the
scintillation light is measured using an avalanche photodiode attached to the end of each
crystal. Due to the higher radiation in the endcaps, vacuum phototriodes, which perform
more stably under large radiation doses, are used instead.
The EB extends to an |η| of 1.479 and contains a total of 61200 crystals whose near faces
are placed at a distance of 1.29 m from the beam axis. Each crystal measures approximately
0.0174 × 0.0174 (22 × 22 mm2 at the front face) in η− φ and 230 mm (25.8 X0) in length.
Crystals are tapered such that the far end face is slightly larger, and arranged such that
their long axis makes an angle of 3 degrees with respect to the vector from the interaction
point. This ensures that gaps between crystals do not allow particles to escape undetected.
The EE extends from an |η| of 1.479 to 3.0 with each endcap containing two Dee halves
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made of 3662 crystals. Together the halves form disks which are placed at a distance of
315.4 cm along the beam axis from the interaction point. Crystals in EE are wider and
shorter with respect to those used in EB, measuring 28.62 × 28.62 mm2 at the front face
and 220 mm (24.7 X0) in length. The angle to the interaction point varies with radius from
2 to 8 degrees.
The homogeneous nature of the ECAL maximizes the percentage of incident particle
energy that can be captured and measured. As a result, the CMS ECAL provides a very
accurate and precise energy measurement. The energy resolution in the ECAL is param-
eterized using a stochastic term (S) which depends on the energy of the incident particle,
a noise term (N), and a constant term (C) which is independent of energy, as shown in
Eq. 4.5.
( σ
E
)2
=
(
S√
E
)2
+
(
N
E
)2
+ C2 (4.4)
=
(
2.8%√
E
)2
+
(
12%
E
)2
+ (0.30%)2 (4.5)
The stochastic term includes effects such as lateral shower spread, statistical error associated
with the photodiodes and phototriodes, and energies deposited in the preshower detector.
The noise term includes both electronics and digitization noise as well as noise resulting
from pileup. The constant term includes effects such as the non-uniform light collection,
calibration errors, and leakage from the rear of the crystal. It should be noted that this
parameterization holds well only for energies below 500 GeV. For high energies the shower
can not always be fully contained within the length of the crystal and above 500 GeV the
leaked energy becomes more significant. Results from a study of ECAL energy resolution
using 120 GeV electrons are shown in Fig. 4.5, and agree well with the prediction from
Eq. 4.5.
4.2.2 Preshower
The preshower detector extends from 1.653 < |η| < 2.6. It is constructed out of alternating
layers of lead and silicon tracking material similar to that used in the silicon strip detectors.
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Figure 4.5: Distribution of reconstructed energy for 120 GeV electrons before and after
corrections as measured in a 5 × 5 grid of ECAL crystals. From Ref [62].
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The first layer of lead is approximately 2X0 thick and followed by an array of strip tracking
modules. The second layer of lead is thinner, measuring only 1X0, and is followed by another
array of strip tracking modules. This geometry causes about 95% of incident photons to
begin showering by the time they reach the second sensor plane. The silicon bulk used in
the modules is 320 µm thick n-type doped silicon (as in the silicon strip detector) and the
strips are approximately 2 mm wide. The strips in the two layers are arranged orthogonal to
one another, such that the first layer measures the horizontal position of charged particles
and the second layer measures the vertical position.
The preshower detector is critical to helping distinguish a high energy photon from a
high energy pi0 which has decayed into two photons. For energetic pi0 decays the resulting
photons are highly collimated, and as such the deposition of their energies in the ECAL
will overlap. This overlap makes it difficult to distinguish the ECAL signature from that
of a single energetic photon. By forcing most photons to begin to shower before the second
sensor plane, the preshower detector is able to differentiate these two cases by the number
of hits observed in the tracking layers of the preshower. While a single photon will leave hits
consistent with only one shower, the presence of two distinct shower profiles in the tracking
layers suggests that the decay originated instead from a pi0. The preshower detector is not
necessary in the barrel where the crystal size is small enough to distinguish these cases
based on ECAL deposits alone.
The presence of additional material in front of EE does cause some degradation of
energy resolution. However, much of this can be recovered by making use of the preshower
detector information. In particular, the energy loss in the lead absorbers is proportional
to the energy loss in the silicon, and the energy loss in the silicon can be measured using
the charge collected in the strip modules. Correcting the reconstructed ECAL energy with
this information results in an energy resolution very close to the hypothetical performance
without the preshower.
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Figure 4.6: Layout of the hadronic calorimeter. From Ref [62].
4.3 Hadronic Calorimeter
The CMS hadronic calorimeter (HCAL) is a sampling calorimeter constructed out of steel
and brass absorbers and plastic scintillator material. The HCAL is divided into three
sections: the barrel (HB), the endcap (HE), and outer (HO).
Also included as part of the HCAL system is the forward calorimeter (HF). HF experi-
ences extremely large radiation doses and must be extremely radiation-hard. This constraint
necessitates a different construction using steel and quartz fibers and a different operating
technology, namely Cherenkov radiation.
The layout of the HCAL subdetector is shown in Fig. 4.6.
4.3.1 Barrel and Endcap Hadronic Calorimeter
HB and HE are both constructed using alternating layers of either steel or brass and a plastic
scintillator. The sampling calorimeter operates by forcing incident particles to shower in
the absorber layers, and then using the scintillation layers to measure the energy of the
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resulting showers. The light is then collected in green wavelength shifting fibers and sent
out of the calorimeter volume to hybrid photodiodes which are used to measure the energy
of collected photons. Hybrid photodiodes are chosen due to their robustness with respect to
magnetic field, a critical restriction for the HCAL. Finally corrections for the shower energy
that is lost in the absorber are applied to reproduce the energy of the original incident
particle.
HB extends to an |η| of 1.3 and contains a total of 36 wedges, each containing 17 layers
of scintillator alternating with 16 absorber layers. The first and last layers of scintillator
are slightly thicker at 9 mm than the other layers at 3.7 mm. The first and last absorber
layers are made of steel, and have thicknesses of 40 mm and 75 mm, respectively. The other
layers are made of brass and have thicknesses of 50.5 or 56.5 mm depending on where in the
wedge they sit. At an |η| of 0 the total absorber thickness is 5.82 interaction lengths (λI),
increasing to a thickness of 10.6 λI at an |η| of 1.3. Each wedge is divided into 108 sections
in φ and 14 sections longitudinally, resulting in a granularity of 0.087 × 0.087 in ∆η×∆φ.
In total HB contains approximately 70000 scintillator tiles. The full HB volume extends
from a distance of 1.77 m to 2.95 m from the beam axis. The wedges themselves are bolted
together and therefore the gaps in between wedges are guaranteed to be less than 2 mm
wide which ensures as full coverage as possible.
HE extends from an |η| of 1.3 to 3.0. At the high η edges of HE the radiation dose
and particle fluence are very high, and as such the detector and associated electronic must
be able to perform in this environment. HE is constructed out of 18 scintillator layers
alternating with 17 absorber layers. The first scintillator layer is 9 mm thick as opposed to
the other 17 layers that are 3.7 mm thick. HE contains exclusively brass absorbers, with
a thickness of 79 mm or approximately 9 λI . The granularity of HE depends on η; for
|η| < 1.6 the granularity matches that in HB (0.087 × 0.087 in ∆η×∆φ), for |η| ≥ 1.6 the
granularity is about 0.17 × 0.17 in ∆η ×∆φ. In total HE contains 20916 scintillator tiles.
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Figure 4.7: Simulated distribution of energy measured by the hadronic calorimeter for pions
with an energy of 200 GeV at η=0 (left) and an energy of 225 GeV at |η| = 0.5 (right) with
(dashed) and without (solid) the inclusion of the outer hadronic calorimeter. From Ref [62].
4.3.2 Outer Hadronic Calorimeter
Due to the constraints placed on the size of HB due to the ECAL and solenoid, HB does not
fully contain many hadronic showers. In order to improve the performance of the HCAL
six rings, 2.536 m wide, made of layers are placed just outside the solenoid, interspersed
with the iron return yoke. These layers constitute HO and are mapped to the HB geometry,
thus providing measurements with identical granularity. The two central rings overlap and
are located directly surrounding the interaction point The other four rings are located at
z = ±2.686 m and ±5.342 m along the beam axis. In total these layers are constructed from
2730 separate tiles of scintillator. Except for the first central ring at a radius of 3.82 m,
all rings are positioned at a radius of 4.07 m. The addition of HO increases the minimum
HCAL thickness to 11.8 λI . By including HO, the energy resolution of HCAL is greatly
improved for central particles. A study using simulation, shown in Fig. 4.7, displays the
degree of improvement in HCAL energy resolution that results from the inclusion of HO.
The full combination of ECAL and HCAL results in an energy resolution for single isolated
pions given in Eq. 4.6 (from Ref. [65]).
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4.3.3 Forward Calorimeter
HF is constructed using a combination of steel absorber material and quartz fibers. Incident
particles begin to shower in the steel, and particles whose speed exceeds the speed of light
will then emit Cherenkov radiation. A small fraction of the emitted light enters the quartz
fibers (approximately 8%) and is then guided to hybrid photodiodes that are used to measure
the energy of the collected light. Understanding the percentage of light which is actually
collected and the percentage of a shower that results in Cherenkov radiation is critical to
the performance of HF.
All the quartz fibers in HF are not the same length. Instead, some fibers run the full
longitudinal length of the absorber volume while others begin midway through the volume.
These fibers are called long and short fibers, respectively. Electrons and photons create
showers which begin early in the HF detector, and deposit their energy relatively quickly.
Therefore most of their energy enters the long fibers and relatively little enters the short
fibers. In contrast, hadronic showers are more homogeneously distributed along the detector
length and deposit similar energies in the long and short fibers. By comparing the fraction
of energy in long and short fibers, this design allows HF to distinguish electromagnetic
showers from hadronic showers.
HF extends from an |η| of less than 3 to 5.2, and is constructed out of 36 wedges (divided
between the two sides). Each wedge contains 24 towers, and offers a typical resolution of
0.175 × 0.175 in ∆η×∆φ. The towers are constructed using 5 mm thick lead layers with 1
mm grooves for the quartz fibers. Long fibers extend over the full length (165 cm or 10 λI)
and short fibers begin 22 cm from the front face. In total HF contains over 200000 fibers.
The inner and outer radii of HF are 12.5 and 130.0 cm from the beam axis, respectively,
and the front face is 11.2 m from the interaction point. A cross sectional view of HF is
shown in Fig. 4.8.
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Figure 4.8: Cross sectional view of the forward calorimeter in the r−z plane. The interaction
point is 11.2 m to the right. All distances are given in mm. From Ref [62].
4.4 Superconducting Solenoid Magnet
Although the superconducting solenoid does not detect particles, it is a crucial component
of the CMS detector. In addition to providing the large internal 3.8 T magnetic field
responsible for bending particle trajectories, it also acts as an absorber for HO. The solenoid
itself is 6.3 m in diameter and 12.5 m in length and is kept at a temperature of 4.5 K to
maintain superconductivity. At full-field, the current in the solenoid reaches 19.14 kA.
The iron return yoke, responsible for helping produce the 2 T field in the muon system, is
constructed out of 5 barrel segments and 6 endcap segments (3 for each endcap). These
components are aligned with an accuracy of 2 mm.
4.5 Muon Chambers
Muons are roughly 200 times as heavy as electrons which drastically alters their behavior
in material media, notably their stopping power. For an electron with an energy of 100
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GeV, the dominant contribution to the stopping power comes from Bremsstrahlung, while
the mass difference causes the dominant contribution to the stopping power of a 100 GeV
muon to come from ionization [66]. Gas ionization chambers rely on this effect and can be
produced at relatively low cost, but require a large volume to implement. However, since
the muon system is the outermost subdetector, there is not a strict limit on its volume.
Thus, in order to detect highly energetic muons at the LHC, gas ionization technology is
used.
The three different systems responsible for muon detection allow for fast, reliable, and
accurate muon detection in conjunction with the tracker. An important difference to note
is that whereas the ECAL is designed to stop electrons (and photons), the muon detection
system is designed only to measure the momentum of the muons. It is also important to
note that for very high energy muons Bremsstrahlung can become a non-negligible source
of energy loss. In these cases, the energy deposited in the calorimeter must be used in
combination with the measured momentum from the tracking and muon systems in order
to fully determine the muon momentum.
4.5.1 Drift Tube System
The drift tube (DT) system is comprised of rectangular drift cells, one of which is shown in
Fig. 4.10. Each drift cell is comprised of two cathode strips, which help to enclose a volume
of gas which is 85% Ar and 15% CO2. This gas mixture is chosen for its response time and
repetition properties. In the center of the volume of transverse dimensions 42 × 13 mm2,
a gold plated stainless steel wire of diameter 50 µm is placed at 3.6 kV with respect to the
cathode strips.
When a muon passes through a drift cell, it causes gas molecules in its path to be
ionized. These ionized electrons are then attracted to the central wire anode, and as they
travel towards the wire they in turn cause ionization. This cascade of electrons will travel
at a maximum velocity of 55 µm/ns. The signal is recorded as a current in the wire, and
thus the set of stacked drift cells is able to recreate a path of any charged particle. Since
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Figure 4.9: Cross section of the CMS detector, highlighting the locations of the drift tube
(DT), cathode strip chamber (CSC), and resistive plate chamber (RPC) systems. From
Ref. [67].
Figure 4.10: Single drift tube cell with internal fields and incoming muon. From Ref. [62].
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muons are the only charged particle able to (ideally) pass through the tracker, ECAL and
HCAL, the tracks recreated by the drift cells should be solely from muons. As shown in
Fig. 4.9, the DTs are used for identifying muons in the barrel region of the detector and
extend to an |η| of 1.2. Here, the magnetic field in the drift chambers is roughly uniform
with a field strength of 1.9 T. [67]
4.5.2 Cathode Strip Chamber System
The cathode strip chamber (CSC) works in a similar manner to the drift tubes, except the
gas volume is now filled with a mixture of 50% CO2, 40% Ar, 10 CF4. The chamber is
also arranged as shown in Fig. 4.11, such that the wire anodes run perpendicular to the
cathode strips. This design allows for tighter spaced anodes resulting in faster response
times compared to the DTs. This is necessary since the CSCs are used for detection of
muons in the forward part of the detector and thus, unlike in the barrel, the magnetic field
is not uniform (see Fig. 4.9). Specifically, the CSC system extends from |η| of 0.9 to 2.4.
Additionally, the background is much higher in the forward region of the detector, and thus
the muon system must be more adept at filtering.
4.5.3 Resistive Plate Chamber System
The final component of the muon detection system is the RPC system, shown in Fig. 4.12.
Again, the operating principle is gas ionization, similar to DTs and CSCs. However, unlike
in the DTs and CSCs, the ionized electrons never reach the anode which is the aluminum
readout plate. Rather, they are absorbed by the resistive balkalite plates, and the opposite
charge is then induced in the aluminum readout plate. This technique, although more reli-
able and consistent than DTs and CSCs, offers coarser information about particle location.
Thus, the RPCs are used as secondary triggers for |η| < 1.6, as shown in Fig. 4.9. They are
positioned behind DT or CSC modules, and their results are checked against the results of
the associated DT or CSC, allowing the event to immediately be filtered. We can see in
Fig. 4.13 that the DTs in the barrel of the detector fire along with the RPCs, confirming
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Figure 4.11: Left: Cut-away diagram of the cathode strip layers and the perpendicular
anode wires. Right: orthogonal side views of the alternating cathode and wire layers, and
sketch of a potential signal.From Ref. [62].
those as muons originating from the correct bunch crossing. The CSC hits shown are not
corroborated by a RPC hit because they are in the most forward region where there is no
RPC (see Fig. 4.9).
4.6 Trigger System
The subdetectors of the CMS detector, the tracker, ECAL, HCAL, and muon systems, are
fundamental to collecting data from the LHC collisions. A complete picture of a collision
at CMS requires near-perfect performance from each subdetector. However, the logistics of
data collection, computing power, and LHC conditions, means that all the data from the
detectors cannot be recorded for every collision. At the nominal 40 MHz collision rate, and
1 MB size for each stored collision event, this would translate to a transfer rate of 40 TB/s.
This is simply not feasible by todays computing standards. In addition to the bandwidth
limitations, there is a also a storage limitation. Saving every collision would require storage
of roughly an exabyte of data for every year of running. Not only would this be unfeasible
to store permanently, it would also present a large challenge for analysts of the data to
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Figure 4.12: Diagram of resistive plate chambers and aluminum readout plate.From
Ref. [62].
Figure 4.13: Event display from a collision with four reconstructed muons. The black dots
are hits in the DTs or CSCs, and the red strips are hits in the RPCs. The blue bars
represent energy deposited in the ECAL, while the red bars correspond to energy deposited
in the HCAL.
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handle well.
In order to handle this problem, CMS uses a two-stage trigger system. The trigger
system is responsible for making real-time decisions about whether or not to store the
information from each collision event. The first stage is called the Level-1 (L1) Trigger
and the second stage is called the High-Level Trigger (HLT). Together they must reduce
the 40 MHz collision rate to an output rate of approximately 1 kHz, corresponding to a
total reduction of 99.9975%. Historically most high rate trigger systems for hadron collider
experiments have been designed with three levels, but CMS employs a slightly different
methodology enabled by the advancement of computing power and speed.
4.6.1 Level-1 Trigger
The L1 Trigger is responsible for reducing the initial 40 MHz proton-proton collision rate
to an output rate of 100 kHz which can be fed into the HLT. This reduction is performed
quickly using coarse information from the calorimeters and muon systems while more fine
information is stored in on-detector electronics and memory buffers. The size of the memory
buffers dictates that the L1 Trigger must make a decision about an event within 3.8 µs [68].
The algorithms for making accept/reject decisions are implemented in field-programmable
gate arrays (FPGAs) along with some application-specific integrated circuits (ASICs).
ASICs and lookup tables (LUTs) are typically used when limitations like radiation doses
prevent the use of FPGAs. LUTs are also used in combination with FPGAs in some cases
where both flexibility and fast computation speed are necessary. The L1 Trigger is divided
into two main components: the Calorimeter Trigger and the Muon Trigger. The Calorime-
ter Trigger is responsible for algorithms using the calorimeters, and the Muon Trigger is
responsible for algorithms using the muon system. While the Calorimeter Trigger does not
utilize the information from the Muon Trigger, the Muon Trigger is designed to include in-
formation from the Calorimeter Trigger in some cases. This allows more accurate rejection
of muons which arise from in-flight decays of hadrons and are therefore typically found near
calorimeter deposits. Due to speed constraints, the L1 Trigger cannot make use of informa-
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Figure 4.14: Dataflow of the Level-1 Trigger. From Ref. [68]
tion from the tracking detectors. The Calorimeter Trigger and Muon Trigger components
are combined and managed by the Global Trigger. The layout of the L1 Trigger is shown
in Fig. 4.14.
The L1 Trigger system used in 2016 represents an upgrade with respect to the original
L1 Trigger used in CMS. This upgrade brought a large number of changes to the trigger
system layout and hardware aimed in increasing both flexibility and speed. The ability
to modify trigger algorithms and logic as-needed results in great improvements in object
performance. The upgrade allows higher granularity data to be used in Calorimeter Trigger
algorithms, which improves energy and position resolution. The Calorimeter Trigger up-
grade also allows the inclusion of per-event pileup subtraction algorithms, which are critical
for good performance in the high-luminosity environment of the LHC. The upgraded Muon
Trigger combines information from all muon subsystems at the earliest stages which allows
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faster and more efficient rejection of fake muons from poor reconstruction or pileup.
L1 Trigger algorithms, or seeds, are typically created to quickly reconstruct particles
from the information available and check that they satisfy minimum energy and quality
requirements. The coarse nature of the available detector information results in various
limitations. Algorithms must necessarily differ from those used in offline reconstruction,
and therefore quality requirements and even energy and momentum measurements are not
the same. Many advanced methods for processes like full electron reconstruction are also
too complex to be performed within the allotted time or in FPGA logic. The absence of
tracking information makes distinguishing some particles not feasible; electrons and photons
are considered the same by L1 Trigger seeds.
4.6.2 High-Level Trigger
The HLT is responsible for reducing the 100 kHz output from the L1 Trigger to an output
rate of 1 kHz. This event rate, and an event file size of 1 MB, results in a bandwidth
that is possible to write to permanent storage. Like the L1 Trigger, the HLT consists of
a set of paths that must quickly make a decision about whether or not to accept or reject
an event for storage. However, the HLT is entirely software-based, and runs entirely on
a commercial CPU farm. In total, the HLT farm contains over 15000 CPU cores spread
across various different architectures and CPU clock frequencies with different amount of
associated memory [69]. HLT paths are constructed as a series of producers, modules which
perform a given calculation and produce information, and filters, which reject a set of events
based on some produced information.
Unlike the L1 Trigger, the HLT makes use of the full detector information including
tracking detector information. This allows the HLT to better match to offline reconstruction
algorithms, although an exact match is still not possible due to time constraints. The HLT
has more time than the L1 Trigger with which to process events, but must still make
decisions within approximately 200 ms. This limitation is not as strict as the limitation for
the L1 Trigger, and for the most part relates to the average event processing time. Full
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offline event reconstruction typically requires seconds and therefore some sacrifices must
be made to favor speed at the HLT. In general it is still possible to run the same core
algorithms at the HLT as offline, provided some adjustments are made.
One standard HLT technique to reduce the time required to run an offline algorithm
is to perform coarse rejection using simple algorithms first before running time-consuming
algorithm. An example of a time consuming process is track reconstruction. The tracking
detector information is extremely dense and it can be quite time consuming to parse all the
tracking detector hits and turn them into a set of particle trajectories. When performing
electron reconstruction at HLT, the entire tracking detector is not passed to a track recon-
struction algorithm. Instead, events are first filtered by the activity in the ECAL, since
good electrons will have large energy deposits in the ECAL. Then only events which pass
this filter have tracking reconstruction run, and then only in regions where large ECAL
deposits were found. The end result is nearly identical to the case of running full track
reconstruct immediately but the average event processing time is drastically reduced.
Chapter 5
Reconstruction
Successfully recording data from the LHC detectors for every collision event is a monu-
mental feat. The extremely rapid collisions and high radiation environment only makes
the operation of the CMS detector more impressive. However, recording data is only the
first step to performing a search for a new particle. Analyzing data in an effective manner
requires turning energy depositions in calorimeter cells and tracks into a full picture of the
particles produced in a collision. CMS has developed an algorithm called particle flow that
is responsible for this task [70]. More details on the algorithm are given below.
Once the particle flow algorithm has produced a global event description of the particles
in an event, additional reconstruction can be performed. A complete description of the
particles in an event allows more accurate association of the particles that enter the detector
to the particles which were created directly in the collision, such as association of electron-
positron pairs to their mother photon. Particle showers resulting from quarks and gluons,
called jets, can also be clustered, calibrated, and corrected. Algorithms designed to identify
the special decays of b quarks benefit from an association of particles to jets. The improved
performance from PF in terms of resolution results in an improvement in the determination
of neutrino energies.
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5.1 Particle Flow
The CMS particle flow (PF) algorithm consists of multiple steps, with the end goal of
producing a list of the particles in an event and their energy and momentum. The stages
can be divided into two sets. The first steps aim to measure and calibrate tracks and energy
deposits as accurately as possible given the particles that may have produced them. The
latter steps aim to create links between information from each subdetector to create a final
consistent picture of the particle in the event.
5.1.1 Measurement and calibration
Tracking
Precise determination of particle energies and momentum begins with precise measurement
of tracking hits and calorimeter energies. As such, PF has specially designed algorithms
for creating tracks from hit measurements and certifying these as good. Similarly, PF uses
calibrations for the calorimeter deposits specifically derived for the PF algorithm to ensure
that the measured energies are as precise as possible.
There are a wide range of signatures that a real particle may leave in the tracking
detectors. A good track reconstruction algorithm must be able to reconstruct low pT and
high pT tracks with high efficiency, as well as identify tracks from non-prompt sources like in
flight decays and nuclear interactions. As such, there is no one method of reconstructing a
high quality track that can provide success for all signatures. To account for this, tracking in
the PF algorithm proceeds in an iterative manner. The algorithm uses 10 distinct iterations
using Kalman Filtering (KF) [71], each targeting a specific type of particle signature. A list
of the iterations along with their seeding and type of tracks they target is given in Table 5.1.
After each iteration, the hits from reconstructed tracks are masked. This reduces the time
necessary for reconstruction, making the full algorithm capable of running even in very
crowded environments. Masking hits from reconstructed tracks also allows specialized steps
that normally take too long to run to instead be placed later in the iteration order. Using
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the iterative method, tracks with pT as low as 200 MeV can be reconstructed.
Table 5.1: Tracking iterations used in the PF algorithm and the tracks they target. R
denotes the distance between the track production position and the beam axis. From
Ref. [70].
Iteration Name Seeding Targeted Tracks
1 InitialStep pixel triplets prompt, high pT
2 DetachedTriplet pixel triplets from b hadron decays, R . 5 cm
3 LowPtTriplet pixel triplets prompt, low pT
4 PixelPair pixel pairs recover high pT
5 MixedTriplet pixel+strip triplets displaced, R . 7 cm
6 PixelLess strip triplets/pairs very displaced, R . 25 cm
7 TobTec strip triplets/pairs very displaced, R . 60 cm
8 JetCoreRegional pixel+strip pairs inside high pT jets
9 MuonSeededInOut muon-tagged tracks muons
10 MuonSeededOutIn muon detectors muons
In addition to using the pixel and strip detectors to identify tracks, the muon system is
also included in the last two tracking iterations. Both iterations search for matching tracks
in the tracking detector and muon system; the first propagates the track from the tracker
out to the muon system and the second propagates from the muon system in to the tracker.
Since about 99% of muons in the detector coverage are reconstructed successfully in the
tracker, the first iteration is very efficient.
Special care must be taken for electrons during the track reconstruction. The tendency
of energetic electrons to emit Bremsstrahlung radiation can result in electron tracks that
cannot be well fit by the standard tracking KF algorithm. For electrons that do not radiate
in the tracker volume the iterative tracking is sufficient, and is further supplemented by
ECAL energy deposits which seed standard track reconstruction. For radiating electrons
another algorithm called a Gaussian-sum filter (GSF) is used which better accounts for the
possibility of sharp momentum loss. The use of the GSF algorithm allows electron tracks
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with pT as low as 2 GeV to be reconstructed and improves the electron track reconstruction
efficiency by approximately 30%.
Calorimeter energy
Properly measuring calorimeter energy occurs in two steps. First, a cluster algorithm is
employed to better interpret calorimeter deposits in terms of particles. Second, a calibration
procedure adjusts the cluster energies based on their source.
The cluster algorithm takes as input the individual calorimeter cell energies in EB and
EE, HB (and HO) and HE, and both preshower layers. No clustering is performed in HF,
instead the calorimeter cells are used directly. Topological clusters are seeded using all
cells with energy larger than a given threshold, and which are more energetic than their
neighbors. Topological clusters are then created by combining neighboring cells above the
energy threshold. Finally, a Gaussian-mixture model is used to create PF clusters from the
topological clusters. The model assumes that the energy in the M individual cells of each
topological cluster are a result of N Gaussian energy depositions, where N is the number
of seeds. The amplitude and coordinates of each Gaussian are parameters determined by
fitting the model while the width is fixed for each calorimeter.
The calibration of the PF clusters is determined using a combination of test beam
data, radioactive sources, cosmic ray data, and real collision data. Calibrations for the
ECAL are first performed for PF clusters originating from electrons or photons, and then
additional calibrations for the ECAL and HCAL are applied for PF clusters originating from
hadrons. The calibration is factorized into its dependence on energy and η and applied to
all PF clusters. In the ECAL and HCAL, low energy clusters below the minimum energy
threshold are not clustered. This effect results in raw PF cluster energies lower than the
energy of their source particle that need to be increased by the calibrations. The ECAL
calibration also accounts for the percentage of energy that results from hadrons, which
shower differently than electrons and photons in the ECAL. The raw and calibrated energy
response and resolution of hadrons is shown in Fig. 5.1.
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Figure 5.1: Raw (blue) and calibrated (red) energy response (dashed line and triangles) and
resolution (solid line and circles) for single hadrons in the barrel. From Ref [70].
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5.1.2 Linking
After producing a set of reconstructed tracks and well calibrated energy clusters, the PF
algorithm proceeds to attempt to link these together to form particles. The goal of the
linking algorithm is to create a coherent picture of the event in terms of particles and their
signatures in the detector.
Any two PF elements (tracks or clusters) can be linked together. In order to reduce
the time needed to process events, only neighboring elements, based on distance in η − φ,
are considered. The quality of a link is quantified by the distance between elements. An
exception to this case is made for links between GSF electron tracks and ECAL clusters
that are consistent with having originated from a Bremsstrahlung photon radiation by
the electron. These clusters are grouped together along φ and constitute a supercluster.
In addition to linking tracks to PF clusters, tracks can also be linked to other tracks.
This allows the determination of secondary vertices, which serves two purposes. A large
number of tracks pointing to a secondary vertex is evidence for a possible nuclear interaction.
Identifying these cases is important to assigning deposited energy to the correct particle.
Links between tracks also allow the identification of possible photon conversions. The PF
algorithm includes a dedicated photon conversion identification procedure that improves the
non-prompt photon identification and helps properly assign all the energy lost by electrons
through Bremsstrahlung.
Once links have been created, the final step of identifying the source particles begins.
The PF algorithm successively attempts to identify muons, electrons, isolated photons, and
hadrons and non-isolated photons. At each step in the procedure the PF elements used
in the previous steps are masked and removed from the list of available elements. Muons
are the cleanest signature and are therefore identified first. Next, GSF tracks and the
corresponding ECAL clusters are used to identify electrons, and isolated ECAL clusters
can be assigned to photons. ECAL and HCAL clusters with no links to tracks are used
to reconstruct non-isolated photons and neutral hadrons, respectively. At this stage the
only remaining elements are PF clusters linked to tracks. If the track-based measurement
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of the momentum is consistent with the cluster energy, then the elements are assigned
to a charged hadron. Otherwise, the additional cluster energy is assigned to non-isolated
photons and neutral hadrons as before. One exception to this procedure is for secondary
vertices deemed to originate from nuclear interactions. The energy and momentum of the
particles associated to these vertices are instead replaced by a primary charged hadron. All
particles identified by the PF algorithm must also pass a loose set of identification criteria
to ensure they are of good quality. A final post-processing step helps ensure that the event
interpretation is sensible, and serves largely to reject spurious high-pT tracks resulting from
mis-measurement or noise.
5.2 Jets
When a quark or gluon is produced at the LHC, it does not enter the calorimeter as a lone
particle and initiate a shower as an electron or photon does. Rather, the dynamics of the
strong interaction instead dictate that lone quarks or gluons are unstable and must undergo
a process of hadronization to create hadrons. This property of the strong interaction is
called confinement. The resulting hadrons then instigate showers in the HCAL, and thus
the detector signature for a quark or gluon is a series of hadrons and their own decays and
showers, all localized around the original quark or gluon. The common resulting products
of hadronization are pions and kaons, some of whose decays involve photons, electrons, and
muons. As a result, reconstruction is not restricted to the HCAL, and requires the full
detector to properly measure. Special algorithms must be employed in order to attempt
to group the shower products and reconstruct the original parton energy and momentum.
The grouping of particles is called a jet, and the act of grouping nearby particles is called
jet clustering.
5.2.1 Jet clustering
Early jet clustering algorithms were simple cone-based algorithms that simply combine all
particles in a given area of the detector. These algorithms perform well in simple, clean
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environments, but suffer from stability in more complicated events and in their ability to be
theoretically modeled [72]. Specifically, these algorithms are not infrared or co-linear safe.
This means that their interpretation of the jets in an event can be altered significantly by
soft radiation or by small-angle splitting, and as a result it is impossible to make theoretical
predictions of their behavior from first principles.
The experiments at the LHC, CMS included, instead use sequential combination algo-
rithms to cluster jets. These algorithms define a distance metric and then combine nearby
particles until all remaining particles are at least a minimum distance from each other, and
are infrared and co-linear safe. More explicitly, the distance between two particles i and j
is defined as
dij = min(p
2k
T,i, p
2k
T,j)
∆2
R2
(5.1)
, where ∆ =
√
(∆η)2 + (∆φ)2, k is a parameter of the clustering, and R is a distance
parameter. Three different values of k are typically used. k = 1 corresponds to the kT
algorithm (KT) [73], so-called because it clusters the least energetic particles first and
works towards the most energetic particles. k = 0 corresponds to the Cambridge-Aachen
algorithm (CA) [74], which clusters with no preference for the energy of particles. k = −1
corresponds to the anti kT algorithm (AK) [75], which uses the most energetic particles as
seeds and clusters the particles around them. The distance parameter sets the size of the
jets. The standard value used by ATLAS and CMS is R = 0.4, although R = 0.8, 1.0, and
1.5 are also used in special cases. Anti kT jets with a distance parameter of 0.4 are denoted
as AK4.
The algorithms all proceed using the same method. For each particle i, a beam-distance
diB = p
2k
T,i is defined. The dij and diB are calculated for all particles and pairs in the event.
If the minimum of {dij , diB} is a dij , then the i and j particles are replaced in the particle
list by a new particle k with Ek = Ei + Ej and ~pk = ~pi + ~pj . If the minimum of {dij , diB}
is instead a diB, then the i particle is removed from the particle list and promoted to a jet
with the energy and momentum of the particle. This process continues until the particle
list is empty.
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The first sequential combination algorithm developed was the kT algorithm. This is
because it roughly attempts to reverse the hadronization and showering process, and is
therefore a logical method to attempt to recreate the original parton. The anti kT algorithm,
on the other hand, does not attempt to mimic the underlying physical process of a jet. Both
methods are able to operate well in clean environments, but the anti kT algorithm results
in more stability with respect to noise and soft radiation as a result of its using energetic
particles as seeds for the clustering. For this reason, AK is the favored algorithm at CMS
and ATLAS.
After jets have been clustered using the AK4 algorithm, CMS applies a method called
charged hadron subtraction (CHS) [76]. CHS is designed to reduce the dependence of jet
kinematics on pileup. Since the PF algorithm provides a list of particles in the event, and
each is associated to a given vertex, it is straightforward then to remove particles which
do not originate from the primary vertex from the jet. Since neutral hadrons do not leave
tracks and cannot be assigned, this amounts to removing the charged hadrons. As can be
seen in Fig. 5.2, charged hadrons from pileup constitute approximately 10% of the total jet
energy with 25 additional interactions, and the percentage grows with increasing number
of interactions.
5.2.2 Jet energy corrections
The relation between the energy and momentum of a quark or gluon and the energy and
momentum contained in the resulting jet is a complicated function. Identical partons inci-
dent in different parts of the detector will result in different measured jets, and two jets in
the same location but with different energies also require their own dedicated corrections.
The set of scale corrections used to most accurately provide the energy of jets (JECs) are
typically divided into distinct steps, each with their own effect for which they attempt to
account [76].
The first correction (offset correction) is designed to remove the contribution to jets from
pileup. The CHS algorithm helps to remove the contribution from charged hadrons, but
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Figure 5.2: Jet energy fraction in data and simulation as a function of the number of
additional interactions. The top panel shows the various sources stacked, while the bottom
panel shows the difference in each source between data and simulation. From Ref [70].
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Figure 5.3: JEC uncertainties as a function of η (left) and pT (right). From Ref [76].
contributions to jets from photons and neutral hadrons still remain. The offset correction
uses the average energy per unit area to remove the contribution from pileup based on the
area of the jet.
The second and third corrections (residual and absolute correction) are designed to
remove the dependence of the jet energy on η and pT. These dependencies result both
from the specifics of the detector design as well as the hadronization and shower dynamics.
The corrections are derived from simulated events and the comparison between parton
kinematics and jet kinematics.
Despite these corrections, there still exists a discrepancy between jet performance in
data and in simulation. This necessitates the derivation of additional corrections (residual
corrections) that are applied to jets in data. Residual corrections are derived using a
combination of dijet, Z+jet, and γ+jet events. The application of all JECs together allows
for a calculation of jet energies with high precision. The final uncertainties on the JECs are
shown in Fig. 5.3.
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5.2.3 Heavy flavor tagging
Once jets have been properly corrected and calibrated, more complex algorithms can be
used to help determine the source of the jet. Of particular interest is a set of algorithms
that attempt to determine if a jet originated from a bottom quark, called b tagging algo-
rithms [77].
When a light quark or gluon is produced from the hard scattering it will begin to
hadronize almost immediately and the charged hadrons in the resulting jet will all be as-
sociated to tracks from the primary vertex. However, this is not true for jets from bottom
quarks. This is a result of the relatively long lifetimes for bottom-flavored hadrons, caused
by the need to decay through the weak interaction as opposed to the strong interaction;
most b hadrons have lifetimes on the order of 10−12 s. When a bottom quark hadronizes,
it will produce some light quark hadrons along with a b hadron. Therefore, the resulting
jet will have some charged particle tracks that point to the primary vertex, and some addi-
tional tracks that are displaced from the primary vertex corresponding to the decay of the
b hadron as seen in Fig. 5.4. This displaced vertex is called a secondary vertex, and can be
used to establish the presence of a b hadron decay. From the lifetime of a b hadron we can
see that the secondary vertex will be displaced by βγcτ ≈ 5 mm, clearly distinguishable
with the CMS pixel detector.
CMS uses a b tagging algorithm called the CSVv2 algorithm [78]. The CSVv2 algorithm
is a multivariate discriminant based on a series of variables related to the secondary vertex
and its associated mass, the angular relations between tracks, and track impact parameters
(among others). These variables are combined in a neural network, and are trained using
simulated tt and multijet events and their performance is validated using both simulation
and data. Distribution of the discriminator variable in data and simulation is shown in
Fig. 5.5. Jets with a discriminator value above a determined threshold are classified as
b-jets, while those with a value below the threshold are classified as light-quark jets.
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Figure 5.4: Diagram of an event with a heavy flavor jet producing a secondary vertex and
the associated displaced tracks. From Ref [77].
5.3 Electrons and muons
As discussed above, electrons are reconstructed using the PF algorithm by linking together
GSF tracks and ECAL clusters, while muons are reconstructed only using track information
(from both the tracking and muon systems). Bremsstrahlung photons and electron-positron
pairs that can be associated to the GSF track are also included in the electron reconstruction.
Muons can be associated to Bremsstrahlung photons, although this is only necessary for
high pT muons for which Bremsstrahlung becomes a significant energy loss.
The PF algorithm includes some minimal identification criteria for both electrons and
muons, such as track χ2 and track-supercluster matching. However, the PF algorithm
identification is designed to be very efficient and therefore necessarily has a sizable misiden-
tification rate as well. Additional, more stringent, identification is typically applied at
a later stage in data analysis that reduces this misidentification rate, but not before jet
clustering is performed. As a result, all PF particles, including electrons and muons, are
included in jets. This is not an issue for electron or muon candidates that are rejected
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Figure 5.5: Distribution of the CSVv2 discriminator values in a single-lepton tt sample in
data and simulation. From Ref [77].
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by further identification, but for those electron and muon candidates that are identified as
high quality, they need to be removed from the jet. The PF algorithms description of an
event makes this task quite straightforward. Not only can the energy and momentum of the
identified electrons and muons be subtracted from the energy and momentum of the jets
containing them, but any associated Bremsstrahlung photon or electron-positron pair can
also be subtracted. The associated particle can even be subtracted from a different jet if it
was clustered separately from the original electron or muon. This subtraction or cleaning
procedure helps align jet kinematic variables with those of their source parton.
5.4 Neutrinos
Neutrinos are weakly interacting, and do not deposit any energy in the CMS calorimeters
or leave tracks. As such, they cannot be detected or reconstructed. However, they are the
only SM particle that does not leave a signal in the detector. Since the incoming protons
and their constituents do carry sizable momentum in the plane transverse to the beam axis,
the existence of neutrinos can be inferred by determining if momentum in this transverse
plane is conserved. If the sum of ~pT for all PF particles is non-zero, then it is typically
assumed that at least one neutrino was created in the collision and carried away the missing
momentum, pmissT .
Accurate measurement of the energy and momentum of all particles is crucial for an
accurate calculation of pmissT . In addition to using per-particle calibrations for this calcula-
tion, CMS also uses the corrections derived for entire jets [79]. This type-I corrected pmissT
starts from the raw pmissT and applies corrections for each jet corresponding to the difference
in uncorrected and corrected jet energies.
Chapter 6
High Level Trigger algorithms
The trigger system is a crucial component to the successful collection of data. In order
to ensure that the HLT performs well and provides the largest possible acceptance for
physics signatures of interest, the employed algorithms are constantly scrutinized. New
reconstruction methods that have proven successful in offline reconstruction must first be
adapted and carefully studied before their use in an HLT algorithm. As a result of the
work described in this dissertation, CMS was the first to use a new technique called jet
substructure in a trigger system.
6.1 Jet substructure
When a heavy particle decays to much lighter particles, the decay particles will be produced
with a large amount of momentum. If the daughter particle then subsequently decays, its
decay products will now be highly collimated along the direction of the original particle’s
momentum vector. This is a result of the Lorentz boost of the mother particle, and the
decays are referred to as boosted decays. A property of boosted decays is that their prod-
ucts are not well separated, and therefore their individual signatures can be difficult to
distinguish from each other.
As discussed in Section 5.2.1, when a quark is produced in a collision at CMS it appears
in the detector as a deposition of many particles from the hadronization and showering
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processes. If a boosted decay produces quarks, as is the case for top quarks and W, Z, and
Higgs bosons, then the resulting showers will overlap. If the boost is large enough, then the
showers will be reconstructed as a single jet. In this case, they can seem indistinguishable
from a typical jet produced by a single quark. This presents a problem for many new
physics searches, where the mass of the hypothetical new particle may be in the TeV range.
For searches in the hadronic decay channels, which have higher branching ratios than the
decays into leptons (top quarks and W bosons decay into light quarks approximately 70%
of the time [80], and Higgs bosons decay into bottom quark pairs approximately 57% of the
time [81]), an inability to distinguish boosted decays from traditional light quark decays
would drastically limit the sensitivity of the these analyses.
One variable which is very useful in differentiating typical jets from jets from boosted
decays is the jet mass. If a jet is indeed a proxy for the underlying parton, then jets
from boosted decays should have masses corresponding to the source resonance mass while
typical jets should have masses close to zero. Unfortunately, the radiation produced during
a shower, along with additional effects such as noise and pileup, serve to increase the jet
mass for all jets, and make the raw jet mass a relatively poor discriminant. To leading
order, the jet mass from showering is given by
〈m2〉 ≈ C · αs
pi
p2TR
2, (6.1)
where C is an O(1) number that depends on the specifics of the clustering and source
parton [82]. Thus, jet masses that are comparable to even the top quark mass are found in
typical jets with pT ≈ 2 TeV, which is easily produced at the LHC. With the addition of
pileup it becomes even more likely to find high jet masses in jets from light quarks or gluons.
In order to accomplish the task of identifying boosted decays, jet substructure algorithms
are employed. These algorithms make use of the specifics of the energy deposition patterns
to remove contributions from soft radiation and pileup, thereby drastically reducing jet mass
for light quark and gluon jets and retaining high jet mass for true boosted jets from heavy
resonances. A typical strategy begins by clustering jets using AK8 instead of AK4. The
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larger jet radius allows more of the radiation to be contained in a jet, and allow partons
which are farther apart from true heavy resonance boosted decays to be contained in a
single jet. There are a large range of different substructure techniques and variables which
are now used by CMS and ATLAS.
One particular jet substructure technique is called trimming [83]. Filtering starts by
reclustering the jets in an event, with a smaller distance parameter, to create what are
called subjets. Then the particles in any subjet that carry less than a given percentage
of the total jet momentum are removed from the jet. A pictorial representation of the
procedure is shown in Figure 6.1 for a top quark jet and a light quark jet.
Figure 6.1: Sketch of the work flow for the trimming algorithm for a top quark jet (upper)
and a light quark jet (lower). The different colors represent different subjets and the size
of the circles represent the magnitude of the particle momenta.
6.2 Triggers using jet substructure
The development of a high-level trigger must consider three main requirements. The trigger
must be efficient for signal events to allow effective offline analysis, it must run within timing
constraints set by the computing farm, and it must not collect data at a rate that is too large
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for the data acquisition system to transfer. At the beginning of Run II, the LHC was set
to provide collisions at higher instantaneous luminosity and higher pileup than ever before.
These conditions posed problems for existing triggering strategies, since they make it more
difficult to satisfy the needs above; without adjusting reconstruction methods, the best way
to reduce trigger rates and event processing times can often be to increase the required
energy or momentum thresholds. Especially for lower mass hadronic searches, increases
in trigger thresholds can result in severe losses in signal acceptance. Given the success of
jet substructure techniques offline, there was a potential for the use of these techniques in
the trigger to allow improved signal acceptance while maintaining low rates. Due to the
simplicity and stability of the trimming algorithm, it was chosen for use in the HLT.
Two primary concerns dictated the development of triggers using substructure infor-
mation. Offline reconstruction does not need to conform to the same limitations as HLT
reconstruction, and therefore it was necessary to develop the trigger work flow in such a
way to minimize the event processing time. The trimming algorithm was implemented
in a similar manner as many other offline reconstruction adaptations, and can be seen in
Figure 6.2. By eliminating most events before ever running the trimming algorithm, the
average time added by the trimming algorithm was kept low.
The second concern that dictated development was the performance of trimming with
HLT objects. In an offline environment, significant validation is performed to ensure that
substructure algorithms like trimming do not result in unexpected features in distribu-
tions and are able to provide good discrimination power. These studies all use objects
reconstructed with the offline PF algorithm and offline calibrations and corrections. Before
implementing trimming in an HLT path deployed online, it was necessary to verify that the
performance of trimming with HLT objects was as expected. In particular, it was necessary
to quantify differences in mass resolution and scale between online and offline. If the differ-
ence in resolution or scale between online and offline is large, then it is difficult to develop
a trigger that does not reduce the signal acceptance unnecessarily.
Studies were able to show that the performance of trimming with online objects was
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Figure 6.2: Diagram of the work flow a standard HLT jet trigger (left) and an HLT jet
trigger using trimming (right).
very similar to the performance seen offline. Figure 6.3 shows the performance of three
triggers, all within timing constraints and giving the same rate of event collection, after
some offline requirements on jet pT and trimmed jet mass. The trigger requiring a single
jet and using trimming provides the largest acceptance for this particular signal (a heavy
Z ′ boson decaying to a pair of top quarks), and also provides the sharpest resolution with
respect to the offline selection.
In addition to a single jet trigger using trimming, CMS also developed an HT based
trigger with trimming, and a dijet trigger with trimming. Both of these triggers provided
large increases in signal acceptance for single vector-like quark (VLQ) searches with respect
to traditional hadronic triggers, as shown in Figure 6.4, Figure 6.5, and Figure 6.6. All
three triggers using trimming have been used to collect data at CMS during Run 2.
69
 [GeV]
T
Sum of Leading + Subleading Jet p
200 400 600 800 1000 1200 1400 1600 1800 2000
Ef
fic
ie
n
cy
0
0.2
0.4
0.6
0.8
1
 > 450 GeV
T
AK4 jet p
 > 900 GeVTH
 > 360 GeV
T
Trimmed AK8 jet mass > 30 GeV, p
 2015, 13 TeV
CMS
Simulation Preliminary
Figure 6.3: Overall trigger efficiency of single jet trigger using trimming (red) as compared
to more traditional hadronic triggers (blue, green). The efficiency is measured using Z ′ → tt
simulation with masses between 1 – 3 TeV using an offline selection of at least two AK8
jets with pT > 200 GeV and pruned jet mass greater than 50 GeV. The AK8 jet trigger
with trimming is 90% efficient at the offline analysis cut (black dashed line), while the HT
trigger is only 70% efficient at the cut and the AK4 single jet trigger is %15 efficient at the
cut and has a significantly wider turn-on region.
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Figure 6.4: Efficiency of three hadronic triggers as a function of the scalar sum of all jet
pT > 200 GeV (HT) as measured in a VLQ sample with mass of 700 GeV decaying to
a bottom quark and a W boson. The blue distribution is the signal distribution, while
the green, purple, and orange curves represent the trigger efficiencies for the AK8 HT
and trimmed jet mass, AK8 dijet, trimmed jet mass, and b-tag, and AK4 HT triggers,
respectively. The offline selection used consists of: at least 1 AK8 jet with trimmed jet
mass greater than 60 GeV and pT greater than 200 GeV and at least 1 medium b-tagged
jet.
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Figure 6.5: Efficiency of three hadronic triggers as a function of the scalar sum of all jet
pT > 200 GeV (HT) as measured in a VLQ sample with mass of 700 GeV decaying to a
top quark and a W boson. The blue distribution is the signal distribution, while the green,
purple, and orange curves represent the trigger efficiencies for the AK8 HT and trimmed
jet mass, AK8 dijet, trimmed jet mass, and b-tag, and AK4 HT triggers, respectively. The
offline selection used consists of: at least 2 AK8 jets with trimmed jet masses greater than
50 GeV and 100 GeV and pT greater than 200 GeV, and at least 1 medium b-tagged jet.
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Figure 6.6: Efficiency of three hadronic triggers as a function of the scalar sum of all jet
pT > 200 GeV (HT) as measured in a VLQ sample with mass of 800 GeV decaying to a
top quark and a Higgs boson. The blue distribution is the signal distribution, while the
green, purple, and red curves represent the trigger efficiencies for the AK8 HT and trimmed
jet mass, AK8 dijet, trimmed jet mass, and b-tag, and AK4 HT triggers, respectively. The
offline selection used consists of: at least 2 AK8 jets with soft-drop jet mass greater than
50 GeV, leading jet pT greater than 300 GeV and subleading jet pT greater than 250 GeV,
and at least either 3 loose b-tagged jets or 1 medium b-tagged jet.
Chapter 7
Search for W ′ bosons
7.1 Overview
Searches for W ′ bosons in the top and bottom quark (tb) decay channel have been per-
formed at the Fermilab Tevatron [84–86] and at the CERN LHC by both CMS [87–89] and
ATLAS [90–92] Collaborations.
The following chapters present a search for W ′ bosons decaying via the tb channel using
proton-proton collision data at
√
s = 13 TeV, collected by the CMS experiment in 2016 [93].
The analyzed data correspond to an integrated luminosity of 35.9 fb−1. Events with exactly
one electron or muon, significant missing transverse momentum, and multiple jets in the
final state are selected. This search focuses on W ′ bosons with widths that are narrow
compared to their masses. In addition to searching for W ′ bosons with purely right- or
left-handed couplings, we also search for W ′ bosons with varying combinations of these
couplings. This analysis is sensitive to W ′ bosons with masses between 1 and 4 TeV.
7.2 Experimental constraints
7.2.1 Direct constraints
Searches for W ′ bosons in a variety of final states have been performed at the LHC by
both CMS and ATLAS. The most stringent exclusion limits in terms of W ′ mass come
from searches for W ′ → `ν [94,95]. These searches benefit from low backgrounds and clean
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signatures, and are able to produce exclusions above 5 TeV. The cross section limits for
W ′ → `ν searches from ATLAS and CMS are shown in Figure 7.1. These limits are typically
interpreted in the context of a sequential SM (SSM) W ′ boson with couplings identical to
the SM W boson.
Although the most stringent mass limits come from W ′ → `ν searches, other channels
also provide important limits in the case of more specific theoretical models. Searches for
W ′ →WZ [92,96–100] and W ′ → qq’ [101,102] are both necessary to test the potential new
boson’s coupling to bosons and quarks, which depends on the properties of new physics.
In some scenarios these searches also represent the best exclusion limits. One particular
scenario which makes the W ′ → `ν search more complicated is the case of right-handed W ′
(W ′R) bosons [103, 104]. In this situation, if the right-handed neutrino is heavy, then the
decay will not result in a single lepton and a neutrino, but instead will proceed as W ′R →
`NR → ``W ′∗R → ``qq′. This type of search results in exclusion limits that depend both on
the mass of the W ′ boson and the right-handed neutrino, and are shown in Figure 7.2. A
notable area of phase space that is not accessible to these searches is the case of MW ′R <
MNR . However, these scenarios are accessible through W
′ → tb searches.
7.2.2 Indirect constraints
Searches for W ′ bosons at colliders are not the only method that can be used to discover a
potential signal of new physics. Measurements of lower energy observables can also provide
strong indirect constraints on heavy charged gauge bosons. The most useful observable for
this purpose is neutral kaon mixing [105–107].
In the SM, neutral kaon mixing proceeds exclusively through the SM W boson as a
consequence of CP violation, but the existence of a right-handed W boson would necessarily
modify the process. The mixing manifests itself in the difference between the long and short
neutral kaon modes, which has been measured to be (3.506±0.006)×10−15 GeV [80]. The
ratio of the mixing expected in the presence of a right-handed W ′ boson and the current
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experimental value is given by
∆mLRK
mexpK
= − cos(θd − θs) |(VR)cd(VR)
∗
cs|
|(VL)cd(VL)∗cs|
(
2.4 TeV
MW ′R
)2 [
1− 0.07 ln 2.4 TeV
MW ′R
]
, (7.1)
where θ are the phases from the right-handed CKM matrix and VR and VL are the right-
and left-handed CKM matrices, respectively. By requiring that the ratio is approximately
equal to 1, we find that MW ′R & 2.4 TeV, although the specifics of new physics provide some
uncertainty in the constraint.
Another notable observable which helps to constrain the possible masses for a right-
handed W ′R boson is the neutron electric dipole moment (EDM) [106]. As with neutral
kaon mixing, the neutron EDM is a consequence of CP violation and is similarly modified
by the presence of a W ′R boson. Requiring that the theoretical value for the neutron EDM
is less than the current experimental bound suggests that a W ′R boson must have a mass
greater than between 2 and 6 TeV, with the exact value highly dependent on the specific
new physics model. Here the uncertainty in the calculation of the neutron EDM is much
larger and the theoretical implications of a W ′R boson are more difficult to establish, leading
to a less precise bound.
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Figure 7.1: Cross section exclusion limits for W ′ → `ν searches by CMS (upper) and ATLAS
(lower). From Ref. [94] and Ref. [95], respectively.
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Figure 7.2: Cross section exclusion limits for W ′R → `NR searches by CMS (upper) in the
electron (left) and muon (right) final states and ATLAS (lower) for the combination of final
states. From Ref. [103] and Ref. [104], respectively.
Chapter 8
Modeling
The analysis presented is performed using the full dataset collected by the CMS detector
during the 2016 LHC run at a center-of-mass energy of
√
s = 13 TeV and corresponds to an
integrated luminosity of 35.9 fb−1. For this analysis we use simulated Monte Carlo samples
for the relevant backgrounds and signal mass points. Details on their generation are given
below.
8.1 Signal modeling
Simulated signal samples are generated at leading order and their cross sections are scaled
to next-to-leading order with a K-factor of 1.25 [108, 109] appropriate for the signal mass
range of interest. All signal samples are generated using the CompHEP [110] 4.5.2 package
according to the following lowest-order effective Lagrangian [108]:
L = Vfifj
2
√
2
gW f¯iγµ
[
aR(1 + γ
5) + aL(1− γ5)
]
W′µfj + h.c., (8.1)
where Vfifj is the Cabibbo–Kobayashi–Maskawa matrix if f is a quark and Vfifj = δij if f
is a lepton, gW is the SM weak coupling constant, and aR and aL are the coupling strengths
of the W ′ to right- and left-handed fermions, respectively. We consider values of aL and
aR that range from 0 to 1, and any signal with aL > 0 takes into account interference
with the SM W boson. The signal simulation includes decays involving a τ lepton, and
no distinction is made in the analysis selection or strategy between an electron or muon
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produced directly from the W boson decay, and an electron or muon from a subsequent τ
lepton decay. We use W ′ boson width values computed in CompHEP for each mass point,
and use a narrow-width approximation for the generation of W ′ bosons that have both left-
and right-handed couplings. The typical width is approximately 3% of the signal resonance
mass. The widths of all generated samples are significantly smaller than the detector and
reconstruction resolutions, and therefore the precise values of the width do not affect our
results. For the signal sample generation, the factorization scale is set to the W ′ boson
mass.
For W ′R bosons we consider two scenarios for the mass of the hypothetical right-handed
neutrinos. If the right-handed neutrinos are lighter than the W ′R boson (MνR < MW ′R), then
both W ′R → `νR and W ′R → qq′ decays are allowed. However, if the right-handed neutrinos
are heavier than the W ′R boson (MνR > MW ′R), then the W
′
R → `νR decay is forbidden,
resulting in an enhancement of the branching fraction for W ′ → tb. This branching fraction
varies slightly with mass and ranges from 0.32 to 0.33 if MνR > MW ′R and from 0.24 to
0.25 if MνR < MW ′R for W
′
R boson masses between 1 and 4 TeV. For the purposes of
signal generation all neutrinos are assumed to be massless. When calculating the number of
expected signal events (in Table 9.1), showing expected signal distributions (ex. in Figs. 12.1
and 12.2), or presenting results for arbitrary left- and right-handed couplings (in Fig. 12.5),
it is always assumed that the masses of hypothetical right-handed neutrinos are much lighter
than that of the W ′R boson. Both scenarios are considered when presenting results for W
′
R
(in Figs. 12.3 and 12.4).
Tables 8.1, 8.2, and 8.3 include the cross section, order, number of events, and generator
used for each signal sample. W ′LR is used as a shorthand for W
′ with both right- and
left-handed couplings, specifically aL = aR = 1/
√
2.
8.2 Background modeling
The most significant contributions to the background come from W+jets and tt produc-
tion. Smaller contributions, from s- and t-channel single top quark production, associated
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production of a top quark and a W boson, Z/γ∗+jets, and diboson production (VV), are
also included in the total background estimate. Predictions for all background processes are
taken from simulation with corrections applied in cases where initial modeling is found to
be inaccurate. Further details on the background modeling can be found in Section 10. The
contribution to the total background from the multijet background is found to be negligible
after the full selection and is therefore not included.
Simulated samples for Z/γ∗+jets, s- and t-channel single-top quark, and W+jets events
are produced using MadGraph5 amc@nlo [111–113] v2.2.2, tt and associated production
of a top quark and a W boson are produced using powheg v2 [114–118], and all other
background processes are produced using pythia 8.212 [119]. The tt process contribution
is then assigned a correction based on the top quark pT, which is known to be improperly
modeled [120]. A correction for the relative fraction of W+light quark/gluon jets and
W+charm/bottom jets in W+jets events is derived and then checked in a control region.
All simulated signal and background samples are processed through pythia for parton
fragmentation and hadronization. The simulation of the CMS detector is performed by
geant 4 [121, 122]. The NNPDF 3.0 parton distribution function (PDF) set is used for
sample generation [123]. All simulated samples include additional proton-proton interac-
tions (pileup) and are weighted such that the distribution of the number of interactions in
each event agrees with that in the data.
Table 8.4 includes the cross section, order, number of events, and generator used for
each background sample.
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Table 8.1: Information about each W ′R signal simulated sample used for the analysis.
Process MC Generator σ (pb) Number of events
M(W ′R →tb) 1000 GeV CompHEP 2.6218 (LO) 198800
M(W ′R →tb) 1100 GeV CompHEP 1.7833 (LO) 199800
M(W ′R →tb) 1200 GeV CompHEP 1.2420 (LO) 200000
M(W ′R →tb) 1300 GeV CompHEP 0.88188 (LO) 200000
M(W ′R →tb) 1400 GeV CompHEP 0.63665 (LO) 199800
M(W ′R →tb) 1500 GeV CompHEP 0.46602 (LO) 199800
M(W ′R →tb) 1600 GeV CompHEP 0.34533 (LO) 200000
M(W ′R →tb) 1700 GeV CompHEP 0.25886 (LO) 200000
M(W ′R →tb) 1800 GeV CompHEP 0.19584 (LO) 198000
M(W ′R →tb) 1900 GeV CompHEP 0.14922 (LO) 200000
M(W ′R →tb) 2000 GeV CompHEP 0.11459 (LO) 200000
M(W ′R →tb) 2100 GeV CompHEP 0.088534 (LO) 196800
M(W ′R →tb) 2200 GeV CompHEP 0.068860 (LO) 200000
M(W ′R →tb) 2300 GeV CompHEP 0.053847 (LO) 199400
M(W ′R →tb) 2400 GeV CompHEP 0.042275 (LO) 200000
M(W ′R →tb) 2500 GeV CompHEP 0.033343 (LO) 200000
M(W ′R →tb) 2600 GeV CompHEP 0.026400 (LO) 185600
M(W ′R →tb) 2700 GeV CompHEP 0.020986 (LO) 200000
M(W ′R →tb) 2800 GeV CompHEP 0.016738 (LO) 200000
M(W ′R →tb) 2900 GeV CompHEP 0.013397 (LO) 200000
M(W ′R →tb) 3000 GeV CompHEP 0.010756 (LO) 199200
M(W ′R →tb) 3100 GeV CompHEP 0.008669 (LO) 200000
M(W ′R →tb) 3200 GeV CompHEP 0.006997 (LO) 200000
M(W ′R →tb) 3300 GeV CompHEP 0.005672 (LO) 200000
M(W ′R →tb) 3400 GeV CompHEP 0.004608 (LO) 200000
M(W ′R →tb) 3500 GeV CompHEP 0.003758 (LO) 199600
M(W ′R →tb) 3600 GeV CompHEP 0.003074 (LO) 199800
M(W ′R →tb) 3700 GeV CompHEP 0.002523 (LO) 199200
M(W ′R →tb) 3800 GeV CompHEP 0.002078 (LO) 200000
M(W ′R →tb) 3900 GeV CompHEP 0.001718 (LO) 200000
M(W ′R →tb) 4000 GeV CompHEP 0.001425 (LO) 197600
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Table 8.2: Information about each W ′L signal simulated sample used for the analysis.
Process MC Generator σ (pb) Number of events
M(W ′L →tb) 1000 GeV CompHEP 4.6217 (LO) 400000
M(W ′L →tb) 1100 GeV CompHEP 3.8865 (LO) 393725
M(W ′L →tb) 1200 GeV CompHEP 3.4221 (LO) 390454
M(W ′L →tb) 1300 GeV CompHEP 3.1252 (LO) 399600
M(W ′L →tb) 1400 GeV CompHEP 2.9292 (LO) 400000
M(W ′L →tb) 1500 GeV CompHEP 2.7983 (LO) 396000
M(W ′L →tb) 1600 GeV CompHEP 2.7107 (LO) 398773
M(W ′L →tb) 1700 GeV CompHEP 2.6508 (LO) 399600
M(W ′L →tb) 1800 GeV CompHEP 2.6107 (LO) 396600
M(W ′L →tb) 1900 GeV CompHEP 2.5848 (LO) 395768
M(W ′L →tb) 2000 GeV CompHEP 2.5677 (LO) 389186
M(W ′L →tb) 2100 GeV CompHEP 2.5567 (LO) 395964
M(W ′L →tb) 2200 GeV CompHEP 2.5502 (LO) 392434
M(W ′L →tb) 2300 GeV CompHEP 2.5469 (LO) 396800
M(W ′L →tb) 2400 GeV CompHEP 2.5454 (LO) 383545
M(W ′L →tb) 2500 GeV CompHEP 2.5457 (LO) 389942
M(W ′L →tb) 2600 GeV CompHEP 2.5474 (LO) 395364
M(W ′L →tb) 2700 GeV CompHEP 2.5493 (LO) 383199
M(W ′L →tb) 2800 GeV CompHEP 2.5519 (LO) 396406
M(W ′L →tb) 2900 GeV CompHEP 2.5551 (LO) 384153
M(W ′L →tb) 3000 GeV CompHEP 2.5578 (LO) 397272
M(W ′L →tb) 3100 GeV CompHEP 2.5620 (LO) 396006
M(W ′L →tb) 3200 GeV CompHEP 2.5650 (LO) 395164
M(W ′L →tb) 3300 GeV CompHEP 2.5672 (LO) 392416
M(W ′L →tb) 3400 GeV CompHEP 2.5704 (LO) 394623
M(W ′L →tb) 3500 GeV CompHEP 2.5733 (LO) 195964
M(W ′L →tb) 3600 GeV CompHEP 2.5764 (LO) 382474
M(W ′L →tb) 3700 GeV CompHEP 2.5790 (LO) 382342
M(W ′L →tb) 3800 GeV CompHEP 2.5813 (LO) 389186
M(W ′L →tb) 3900 GeV CompHEP 2.5837 (LO) 388143
M(W ′L →tb) 4000 GeV CompHEP 2.5861 (LO) 385674
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Table 8.3: Information about each W ′LR signal simulated sample used for the analysis.
Process MC Generator σ (pb) Number of events
M(W ′LR →tb) 1000 GeV CompHEP 4.8530 (LO) 399600
M(W ′LR →tb) 1100 GeV CompHEP 4.0787 (LO) 398400
M(W ′LR →tb) 1200 GeV CompHEP 3.5912 (LO) 397200
M(W ′LR →tb) 1300 GeV CompHEP 3.2735 (LO) 388775
M(W ′LR →tb) 1400 GeV CompHEP 3.0576 (LO) 393800
M(W ′LR →tb) 1500 GeV CompHEP 2.9107 (LO) 399000
M(W ′LR →tb) 1600 GeV CompHEP 2.8126 (LO) 384624
M(W ′LR →tb) 1700 GeV CompHEP 2.7431 (LO) 398768
M(W ′LR →tb) 1800 GeV CompHEP 2.6946 (LO) 399781
M(W ′LR →tb) 1900 GeV CompHEP 2.6614 (LO) 391145
M(W ′LR →tb) 2000 GeV CompHEP 2.6378 (LO) 387218
M(W ′LR →tb) 2100 GeV CompHEP 2.6209 (LO) 393834
M(W ′LR →tb) 2200 GeV CompHEP 2.6093 (LO) 400000
M(W ′LR →tb) 2300 GeV CompHEP 2.6019 (LO) 387545
M(W ′LR →tb) 2400 GeV CompHEP 2.5976 (LO) 392373
M(W ′LR →tb) 2500 GeV CompHEP 2.5948 (LO) 383142
M(W ′LR →tb) 2600 GeV CompHEP 2.5921 (LO) 395964
M(W ′LR →tb) 2700 GeV CompHEP 2.5917 (LO) 397600
M(W ′LR →tb) 2800 GeV CompHEP 2.5910 (LO) 392416
M(W ′LR →tb) 2900 GeV CompHEP 2.5918 (LO) 399206
M(W ′LR →tb) 3000 GeV CompHEP 2.5929 (LO) 396872
M(W ′LR →tb) 3100 GeV CompHEP 2.5931 (LO) 393638
M(W ′LR →tb) 3200 GeV CompHEP 2.5942 (LO) 394064
M(W ′LR →tb) 3300 GeV CompHEP 2.5977 (LO) 391573
M(W ′LR →tb) 3400 GeV CompHEP 2.5976 (LO) 400000
M(W ′LR →tb) 3500 GeV CompHEP 2.5993 (LO) 399206
M(W ′LR →tb) 3600 GeV CompHEP 2.6011 (LO) 400000
M(W ′LR →tb) 3700 GeV CompHEP 2.6024 (LO) 395672
M(W ′LR →tb) 3800 GeV CompHEP 2.6032 (LO) 395964
M(W ′LR →tb) 3900 GeV CompHEP 2.6048 (LO) 395964
M(W ′LR →tb) 4000 GeV CompHEP 2.6066 (LO) 393638
84
Table 8.4: Information about each background simulated sample used for the analysis. In
the case of samples generated using MadGraph5 amc@nlo, the number of events given
is the number of events with positive generator weights minus the number of events with
negative generator weights.
Process MC Generator σ (pb) Number of events
tt¯ powheg 831.76 (NNLO) 77229341
Single top t−channel (tqb) MadGraph5 amc@nlo 45.34 (∼NNLO) 67240808
Single top t−channel (t¯qb¯) MadGraph5 amc@nlo 26.98 (∼NNLO) 38811017
Single top tW−channel powheg 35.6 (∼NNLO) 6952830
Single top t¯W−channel powheg 35.6 (∼NNLO) 6933094
Single top s−channel (tb¯+ t¯b) MadGraph5 amc@nlo 3.44 (∼NNLO) 1000000
W(→ `ν)+jets [100 < pT < 250] MadGraph5 amc@nlo 676.3 (NLO) 36089998
W(→ `ν)+jets [250 < pT < 400] MadGraph5 amc@nlo 23.94 (NLO) 4435411
W(→ `ν)+jets [400 < pT < 600] MadGraph5 amc@nlo 3.031 (NLO) 740953
W(→ `ν)+jets [600 < pT ] MadGraph5 amc@nlo 0.4524 (NLO) 794735
Z/γ∗(→ ``)+jets [M`` > 50] MadGraph5 amc@nlo 6025.2 (NNLO) 19223750
WW pythia 115.0 (NNLO) 994012
WZ pythia 47.3 (NNLO) 1000000
ZZ pythia 16.523 (NNLO) 990064
QCD [120 < pT < 170] pythia 471100 (LO) 6708572
QCD [170 < pT < 300] pythia 117276 (LO) 6958708
QCD [300 < pT < 470] pythia 7823 (LO) 18253032
QCD [470 < pT < 600] pythia 648.2 (LO) 3959986
QCD [600 < pT < 800] pythia 186.9 (LO) 9622896
QCD [800 < pT < 1000] pythia 32.293 (LO) 15704980
QCD [1000 < pT < 1400] pythia 9.4183 (LO) 9981655
Chapter 9
Analysis methods and selection
9.1 Analysis strategy
This analysis uses electrons, muons, jets, and pmissT , all reconstructed using the CMS PF
algorithm. The full description of the preselection for each object in the analysis is contained
in the following sections.
9.1.1 Noise filtering and vertex selection
We apply a series of noise filters to all collected events to ensure that the events we consider
in the analysis are well measured, calibrated, and understood to result from proton-proton
interactions. These filters remove events which contain significant noise in the hadronic
calorimeter and where significant energy has been measured in electromagnetic calorimeter
cells known to produce spurious signals. Events which appear to contain muons resulting
from cosmic rays or beam halo effects are also rejected. Additionally we require that events
contain a least one good primary vertex. A primary vertex is defined to be good if it has
more than 4 degrees of freedom and is less than 24 cm in x − y and 2 cm in z away from
the nominal interaction point.
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9.1.2 Trigger
Events are required to pass one of three trigger paths, all of which are unprescaled for the
entirety of data-taking. The first is a single electron trigger which requires the candidate
to pass a loose identification and have an energy of at least 115 GeV. The others are single
muon triggers which require candidates to pass a loose identification and have a pT of at least
50 GeV; one uses the tracker and standalone muon system to detect muons while the other
uses exclusively the tracker. None of the three triggers used contain a requirement that the
lepton is isolated. The trigger efficiency for both electron and muon triggers is measured
using the tag and probe method [124]. For the muon channel we measure the efficiency of
the logical OR of the two triggers and not the efficiencies of each trigger individually. More
details on these studies are given in sections 9.1.5.
9.1.3 Electrons
Electrons are required to pass a custom working point of an identification using a boosted
decision tree (BDT) based on the shower shape information, the quality of the track, the
match between the track and electromagnetic cluster, the fraction of total cluster energy in
the hadronic calorimeter, the amount of activity in the surrounding regions of the tracker
and calorimeters, and the probability of the electron originating from a converted photon.
This working point is designed to have high acceptance of signal events while simultaneously
maximizing the background rejection. The BDT is divided into two barrel regions and one
endcap region: |η| < 0.8, 0.8 < |η| < 1.479, and |η| > 1.479. Furthermore, we exclude
electrons in the barrel-endcap gap at 1.4442 < |η| < 1.566. We do not apply a requirement
on the isolation for electrons.
We measure the efficiency of the BDT identification using the tag and probe method.
The details of this procedure are given in Section 9.1.5.
We additionally include a per-event scale factor designed to correct differences in the
electron tracking algorithm efficiencies in data and simulation.
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9.1.4 Muons
Muons are required to pass a working point for identification which requires the associated
track to have hits in the pixel and muon detectors, a good-quality fit, and be consistent with
originating from the primary vertex. We also require muons to pass two additional cuts on
the transverse and longitudinal distances between the primary vertex and the muon track.
We do not apply a requirement on the isolation for muons (as with electrons). We measure
the efficiency of the muon identification using the tag and probe method. The details of
this procedure are given in Section 9.1.5.
9.1.5 Lepton selection efficiencies
The efficiency of both triggers and lepton identifications are measured in data and in Z/γ ∗
(→ ``) events using the tag and probe method. This method selects events with two
electrons or muons, requires one candidate called the tag to pass a set of tight requirements,
and requires the two leptons to reconstruct to an object with mass close to the Z boson
mass. These requirements give good confidence that the other lepton candidate called the
probe in the event is a good electron or muon, but no identification criteria has been applied,
and therefore the efficiency of the criteria can be measured.
For muons, we require tags to be identified as quality muon, be matched to an object
which fired an isolated muon trigger in data, and have pT > 25 GeV. Additionally, we
require that the pairwise mass of the tag and probe muons is consistent with the Z boson
mass, and we require that distance between tag and probe in the z-direction is less than 1
cm. This selection ensures that we select a pure sample of good Z → `` events.
In order to measure muon identification efficiency, we calculate the fraction of our probe
muons that satisfy the identification criteria. We then measure the trigger efficiency for
the logical OR of the muon triggers but additionally require the probe muons to pass the
previous identification criteria.
For electrons, we require tags to be identified as a quality electron using a series of
variable requirements, be matched to an object which fired an isolated electron trigger in
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data, and have pT > 35 GeV. Additionally, we require that the pairwise mass of the tag
and probe electrons is consistent with the Z boson mass. This selection ensures that we
select a pure sample of good Z → `` events.
In order to measure the BDT identification efficiency, we calculate the fraction of our
probe electrons that satisfy the identification criteria. We then measure the trigger efficiency
for the electron trigger but additionally require the probe electrons to pass the previous
identification criteria.
For both electrons and muons we find that the efficiencies do not show a dependence on
pT, but that there are variations in |η|. We use the efficiencies to calculate data/simulation
scale factors which are parameterized in |η| and applied to all simulated samples. The
efficiencies and scale factors are shown in Figures 9.1 and 9.2.
9.1.6 Jets
Jets are reconstructed using the anti-kT algorithm with a distance parameter R = 0.4, and
the charged hadron subtraction algorithm is applied. All jets are then required to pass a
loose identification criteria designed to reject jets which originate exclusively from leptons
or poor measurement. Jet energy corrections as described in Section 5.2.2 are applied. We
also smear the jet pT in simulation to better match the resolution seen in data. We consider
jets in the event if they have a pT of at least 25 GeV and are within |η| < 2.4.
9.1.7 Missing transverse momentum
This analysis uses missing transverse momentum defined as the magnitude of the negative
vector sum of the transverse momentum of all PF particles. Performance is also improved
by propagating corrections to the jet energies to the missing transverse momentum.
9.1.8 B-tagging
We use the CSVv2 algorithm [77] in order to discriminate jets originating from b quarks
from those originating from light quarks. We use a loose working point chosen such that
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the misidentification rate of light-flavor jets is ∼ 10% and the identification efficiency for
heavy-flavor jets is above 80%. This choice is found to yield optimal performance across
a range of W ′ signal masses. A more detailed description of the optimization procedure is
given in Section 9.3.
9.2 Event selection
An explanation of the different event selection requirements and their effects on the signal
and background processes.
9.2.1 Baseline selection
Events are separated into muon + jets and electron + jets channels. For an event to be
considered in the electron + jets channel, we require:
• Exactly 1 electron with pT > 180 GeV and |η| < 2.5
Veto events with additional charged leptons with pT > 35 GeV and |η| < 2.4/2.5
(muon/electron)
• Leading jet pT > 350 GeV
• Subleading jet pT > 30 GeV
• pmissT > 120 GeV
• ∆R(lepton, closest jet) > 0.4 or prelT (lepton, closest jet) > 60 GeV
This is known as the 2D cut and serves to reject events from QCD.
Figure 9.3 shows the relevant distributions for signal, background, and data.
• |∆Φ(pmissT , e)| < 2
This cut allows us to further reduce the contribution to the signal region from
QCD.
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The choice of 2D cut values for both the electron and muon channels is determined by
maximizing QCD rejection while maintaining high signal efficiency across a range of masses.
For an event to be considered in the muon + jets channel, we require:
• Exactly 1 muon with pT > 180 GeV and |η| < 2.4
Veto events with additional charged leptons with pT > 35 GeV and |η| < 2.4/2.5
(muon/electron)
• Leading jet pT > 450 GeV
• Subleading jet pT > 30 GeV
• pmissT > 50 GeV
• ∆R(lepton, closest jet) > 0.4 or prelT (lepton, closest jet) > 50 GeV
Figure 9.3 shows the relevant distributions for signal, background, and data.
9.2.2 Pileup reweighting
The collected data has a slightly different pileup profile than was used to generate the
simulated samples. In order to correct for this effect we use a minimum bias cross section of
69.2 mb and reweight simulated events based on the amount of interaction vertices present.
Distributions of the number of primary vertices after reweighting are shown in Figure 9.4.
9.2.3 Results of event selection
Tables 9.2, and 9.3 show the number of events remaining after the previous object selection
for each signal mass individually, rounded to the nearest integer. Values displayed as 0
indicate a yield less than 0.5 events, but not that the contribution is identically 0. The
results are separated by the number of b-tagged jets; for this we only consider the two
leading jets (ex. “= 1 b-tags” means that only the leading or the subleading jet has been
b-tagged). Table 9.1 shows the observed and expected number of events in each different
category
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Figures 9.5-9.9 show various kinematic distributions. For each distribution the base-
line selection detailed above is applied. For purposes of plotting, background samples are
grouped into either V+jets (Z+jets, W+jets, WW, WZ, and ZZ production) or top (tt,
and t−, s−, and tW−channel single top production), and only three signal mass points are
drawn. The QCD contamination is found to be negligible (less than 2%) once the analy-
sis selection is applied and is therefore not considered in the remainder of the analysis or
shown in figures. All background and signal samples are scaled to an integrated luminosity
of 35.9 fb−1, and signal samples are scaled up by a factor of 20 in plots in order to facilitate
comparisons of the distributions. Plotted errors include systematic uncertainties on the
normalization (but not shape based uncertainties), which are detailed in section 11.
9.3 Optimization
In order to optimize the event selection we simultaneously vary the requirements on multiple
variables and search for the set of requirements which produce the best sensitivity for W ′
bosons.
The optimization considers the requirements on the following variables in each channel
(electron+jets and muon+jets) separately
• Lepton ID
• Lepton pT
• pmissT
• Leading jet pT
• B-tag working point
• mt
• ptT
• pj1+j2T
92
The procedure consists of two steps. For each step, we select the requirements we want
to optimize from the list above, and then fix the other requirements to their best-known
optimal values. The requirements we want to optimize are then varied simultaneously; for n
requirements we obtain an n-dimensional scanning grid. We measure the performance of a
set of requirements using two metrics. First we calculate the expected discovery significance
of a W ′R boson with the cross section given in Table 8.1 for 5 masses (2, 2.5, 3, 3.5, 4 TeV)
with an integrated luminosity of 40 fb−1. Second we calculate the expected cross section
limit for the same signal masses and integrated luminosity given above. The results are
calculated using approximate systematic uncertainties. We then compare each expected
discovery significance and expected cross section limit curve and determine which set of
requirements yields the highest expected discovery significance and lowest expected cross
section limits across the mass range of interest. We focus especially on the signal masses
around 3 TeV where we expect to set a limit with approximately 40 fb−1.
9.3.1 Step 1
For the first step of the optimization, we vary the following requirements: b-tag working
point, mt, p
t
T , p
j1+j2
T . We consider three b-tag working points designed to provide 10, 1,
and 0.1% efficiency for light quark backgrounds. We find that in general a wide mt window
and hard ptT and p
j1+j2
T requirements yield the best performance across the mass range of
interest. We also find that a loose b-tag working point (10% background efficiency) provides
the best performance. This likely results from the degradation in b-tagging performance
for high pT jets, which constitute a large portion of signal jets. The choice of which p
t
T and
pj1+j2T cut to make is strongly dependent on signal mass. For lighter masses, harder cuts
can produce a very poor result, while the same cut may provide the best result at high
masses. For this reason we choose to use the optimal cuts for high signal masses to produce
event categories when setting limits, as opposed to rejecting events outright if they fail the
selection. Explicitly, we create two new event categories: Type B events have ptT > 650
GeV and pj1+j2T > 700 GeV, while Type A events have p
t
T > 250 GeV and p
j1+j2
T > 350 but
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are not already included in Type B.
9.3.2 Step 2
For the second step of the optimization, we vary the following requirements: b-tag working
point, lepton ID, lepton pT , p
miss
T , leading jet pT . We consider two muon ID criteria and
five electron ID criteria (three using a series of cuts on discriminating variables and two
which use a boosted decision tree). We find that in general soft pmissT and looser lepton
ID and b-tag requirements, and hard lepton and leading jet pT requirements yield the best
performance across the mass range of interest. We impose a stricter requirement on the
EmissT in the electron channel in order to reduce the contribution from QCD to the percent
level. This is not necessary for the muon channel where the QCD contribution is inherently
smaller.
9.4 Mass reconstruction
The specific signal we are searching for is W ′ → tb → Wbb → `νbb. The defining exper-
imental feature of a W ′ signal would therefore be a narrow resonance structure in the tb
invariant mass spectrum. Unfortunately, we cannot directly measure the tb invariant mass.
We can, however, reconstruct the invariant mass of the system defined by the charged lep-
ton, neutrino, jet which yields the best top quark mass, and highest pT remaining jet in the
event.
We assign the pmissT to the neutrino xy−components of momentum. In order to determine
the z−component of momentum of the neutrino, we require that the invariant mass of the
neutrino-charged lepton system is equal to the W boson mass (80.4 GeV).
(p` + pν)
2 = p2W
m2` + 2E`Eν − 2~pT` · ~pTν − 2pz`pzν = m2W
m2` + 2E`
√
E2Tν + p
2
zν − 2~pT` · ~pTν − 2pz`pzν = m2W (9.1)
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From Eq. 9.1 it can be seen that this determines pνz up to a quadratic ambiguity. If both
solutions are exclusively real, then we consider both solutions and use them to reconstruct
two separate W boson candidates along with charged lepton. If both solutions contain
imaginary parts, then we set pνz to the real part of the solutions, and then recompute p
ν
T .
Again, there will be a quadratic ambiguity; we choose the solution which produces a W
boson mass closest to 80.4 GeV. In this case, therefore, we only consider one W boson
candidate.
Once we have assigned all components of the neutrino momentum, we combine the
neutrino(s) with the charged lepton to create W boson candidate(s). We then reconstruct
the top by combining the W candidates with each jet individually. Whichever jet yields a
top quark mass closest to 172.5 GeV is dubbed the best jet and is used to reconstruct the
top quark. In the case of two W candidates, we only use the candidate which yielded the
best top mass. Finally, we combine the top candidate with the highest pT jet which is not
the best jet, yielding our reconstructed W ′ invariant mass, Mtb.
9.5 Event categorization
Additional requirements that improve the rejection of background events are placed on the
combinations of objects involved in the mass reconstruction. The top quark candidate is
required to have ptT > 250 GeV and 100 < mt < 250 GeV, and p
j1+j2
T > 350 GeV, where
pj1+j2T is the pT of the four-vector sum of the two leading pT jets. These requirements have
been optimized using the same procedure as the baseline selection, detailed in Section 9.3.
Two event categories based on ptT and p
j1+j2
T are used when setting cross section limits.
All events satisfying the above criteria are classified as Type A except for those with ptT >
650 GeV and pj1+j2T > 700 GeV, which are labeled Type B events. This categorization
improves the sensitivity to high signal masses without sacrificing the performance for lower
masses.
Finally, events are also separated into two categories based on whether both (2 b tags)
or only one (1 b tag) of the two leading pT jets is b-tagged.
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Event yields in all these categories after the event selection are shown in Table 9.1.
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Figure 9.1: Scale factors for lepton identification (upper) and trigger (lower) efficiencies in
the electron channel.
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Figure 9.2: Scale factors for lepton identification (upper) and trigger (lower) efficiencies in
the muon channel.
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Figure 9.3: Two dimensional distributions used in the 2D cut (prelT v. ∆R) in the electron
(left) and muon (right) channels for a 2.5 TeV W ′ sample (upper), a 600 < pˆT < 800 GeV
QCD sample (middle), and data (lower).
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Figure 9.4: Distribution of the number of primary vertices in the electron (left) and muon
(right) channels for a minimum bias cross section of 66.0 mb (top), 69.2 mb (middle), and
72.4 mb (bottom).
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Table 9.1: Observed and expected event yields from all the background processes and W ′R
bosons with three different masses. HF and LF indicate heavy flavor and light flavor events,
respectively. Yields are separated into eight event categories by the lepton type (e or µ),
number of b tags (1 or 2), and ptT and p
j1+j2
T (Type A or B, described in Section 9.5). The
uncertainty in the total expected background includes both the systematic and statistical
sources.
Electron channel Muon channel
Type A Type B Type A Type B
Process 1 b tag 2 b tags 1 b tag 2 b tags 1 b tag 2 b tags 1 b tag 2 b tags
Background
tt 760 249 69 22 731 263 75 30
tqb 14 6 1 0 14 6 1 0
tW 117 50 15 5 116 44 22 5
tb 2 2 0 0 3 1 0 0
W (→ `ν)+jets (LF) 189 17 16 2 177 16 15 1
W (→ `ν)+jets (HF) 581 98 52 7 631 107 51 8
Z(→ ``)+jets 19 11 0 0 64 1 20 0
VV 35 9 2 0 33 1 5 4
Total background 1717±62 442±34 155±23 36±7 1769±70 439±30 189±22 48±9
Data 1750 437 133 40 1754 482 164 44
Signal
MW ′R = 2000 GeV 53 43 41 25 79 75 57 35
MW ′R = 2600 GeV 8 6 16 10 14 12 24 15
MW ′R = 3200 GeV 2 1 4 3 3 2 8 5
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Table 9.2: Number of expected signal events in the muon channel. The expectation is
computed corresponding to an integrated luminosity of 35.9 fb−1. ”Final selection” refers
to the additional cuts of ptT > 250, p
j1+j2
T > 350, and 100 < mt < 250.
Process Number of Events
Object Selection Final Selection
≥ 0 b-tags = 0 b-tags = 1 b-tags = 2 b-tags = 1 b-tags = 2 b-tags
Signal:
W ′R → tb
M(W ′R =) 1000 GeV 901 102 430 369 298 272
M(W ′R =) 1100 GeV 1287 148 610 529 443 381
M(W ′R =) 1200 GeV 1385 160 640 585 462 426
M(W ′R =) 1300 GeV 1298 150 617 531 446 398
M(W ′R =) 1400 GeV 1171 141 555 476 409 361
M(W ′R =) 1500 GeV 997 124 471 402 346 303
M(W ′R =) 1600 GeV 837 107 393 337 289 259
M(W ′R =) 1700 GeV 702 95 329 278 246 214
M(W ′R =) 1800 GeV 565 78 270 216 201 167
M(W ′R =) 1900 GeV 465 66 224 174 166 134
M(W ′R =) 2000 GeV 380 54 184 142 137 110
M(W ′R =) 2100 GeV 310 47 151 112 111 86
M(W ′R =) 2200 GeV 249 37 122 89 90 69
M(W ′R =) 2300 GeV 202 31 99 72 73 55
M(W ′R =) 2400 GeV 161 26 80 56 59 43
M(W ′R =) 2500 GeV 132 22 65 45 47 35
M(W ′R =) 2600 GeV 106 17 53 36 39 27
M(W ′R =) 2700 GeV 86 15 43 29 31 22
M(W ′R =) 2800 GeV 69 12 34 23 25 17
M(W ′R =) 2900 GeV 57 10 28 18 20 14
M(W ′R =) 3000 GeV 46 8 23 15 16 11
M(W ′R =) 3100 GeV 37 7 18 12 13 9
M(W ′R =) 3200 GeV 30 5 15 10 11 7
M(W ′R =) 3300 GeV 24 4 12 8 9 6
M(W ′R =) 3400 GeV 20 4 10 6 7 4
M(W ′R =) 3500 GeV 16 3 8 5 6 4
M(W ′R =) 3600 GeV 13 2 7 4 5 3
M(W ′R =) 3700 GeV 11 2 5 3 4 2
M(W ′R =) 3800 GeV 9 2 4 3 3 2
M(W ′R =) 3900 GeV 7 1 4 2 2 2
M(W ′R =) 4000 GeV 6 1 3 2 2 1
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Table 9.3: Number of expected signal events in the electron channel. The expectation is
computed corresponding to an integrated luminosity of 35.9 fb−1. ”Final selection” refers
to the additional cuts of ptT > 250, p
j1+j2
T > 350, and 100 < mt < 250.
Process Number of Events
Object Selection Final Selection
≥ 0 b-tags = 0 b-tags = 1 b-tags = 2 b-tags = 1 b-tags = 2 b-tags
Signal:
W ′R → tb
M(W ′R =) 1000 GeV 1232 157 642 432 412 271
M(W ′R =) 1100 GeV 1229 145 616 468 404 323
M(W ′R =) 1200 GeV 1179 153 580 446 403 328
M(W ′R =) 1300 GeV 1053 136 513 404 351 312
M(W ′R =) 1400 GeV 908 119 457 333 315 254
M(W ′R =) 1500 GeV 750 102 373 275 259 211
M(W ′R =) 1600 GeV 632 87 312 233 216 177
M(W ′R =) 1700 GeV 520 76 259 185 180 139
M(W ′R =) 1800 GeV 419 63 209 148 144 111
M(W ′R =) 1900 GeV 339 50 168 121 115 90
M(W ′R =) 2000 GeV 278 44 140 94 94 68
M(W ′R =) 2100 GeV 224 38 111 75 73 54
M(W ′R =) 2200 GeV 181 30 89 61 59 43
M(W ′R =) 2300 GeV 148 25 73 50 47 34
M(W ′R =) 2400 GeV 118 20 59 39 37 26
M(W ′R =) 2500 GeV 96 17 48 31 30 21
M(W ′R =) 2600 GeV 77 13 39 25 24 16
M(W ′R =) 2700 GeV 63 11 32 20 19 13
M(W ′R =) 2800 GeV 51 9 25 16 15 10
M(W ′R =) 2900 GeV 41 8 20 13 12 8
M(W ′R =) 3000 GeV 33 6 17 10 10 6
M(W ′R =) 3100 GeV 27 5 14 8 8 5
M(W ′R =) 3200 GeV 22 4 11 7 6 4
M(W ′R =) 3300 GeV 17 3 9 5 5 3
M(W ′R =) 3400 GeV 14 3 7 4 4 2
M(W ′R =) 3500 GeV 11 2 6 3 3 2
M(W ′R =) 3600 GeV 9 2 5 3 2 2
M(W ′R =) 3700 GeV 8 1 4 2 2 1
M(W ′R =) 3800 GeV 6 1 3 2 2 1
M(W ′R =) 3900 GeV 5 1 3 1 1 1
M(W ′R =) 4000 GeV 4 1 2 1 1 1
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Figure 9.5: The reconstructed lepton pT (top) and η (bottom) distributions for the electron
(left) and muon (right) channels. The baseline selection is applied, and at least one of the
two leading jets is required to be b-tagged.
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Figure 9.6: The reconstructed leading jet pT (top) and η (bottom) distributions for the
electron (left) and muon (right) channels. The baseline selection is applied, and at least
one of the two leading jets is required to be b-tagged.
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Figure 9.7: The reconstructed subleading jet pT (top) and η (bottom) distributions for the
electron (left) and muon (right) channels. The baseline selection is applied, and at least
one of the two leading jets is required to be b-tagged.
106
Figure 9.8: The lepton-closest jet ∆R (top) and prelT (bottom) distributions for the electron
(left) and muon (right) channels. The baseline selection is applied, and at least one of the
two leading jets is required to be b-tagged.
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Figure 9.9: The reconstructed pmissT (top) and b-tag multiplicity restricted to the two leading
pT jets (bottom) distributions for the electron (left) and muon (right) channels. The baseline
selection is applied, and at least one of the two leading jets is required to be b-tagged when
plotting the pmissT .
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Figure 9.10: The reconstructed mt (top) and p
t
T (bottom) distributions for the electron
(left) and muon (right) channels. The baseline selection is applied, and at least one of the
two leading jets is required to be b-tagged.
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Figure 9.11: The reconstructed pj1+j2T distribution for the electron (left) and muon (right)
channels. The baseline selection is applied, and at least one of the two leading jets is
required to be b-tagged.
Chapter 10
Background contributions
10.1 Top quark backgrounds
In Run 1 and Run 2 measurements it was seen that the top pT distribution was poorly mod-
eled in simulation [120]. Comparisons between data and simulation motivate a reweighting
of the tt background using a correction factor obtained from measurements of the differen-
tial top quark pT distribution. This correction factor is applied to the tt simulation, as a
function of the generator-level top quark pT.
In order to study the background estimation from simulation, we define two tt enriched
regions. The first region is defined similarly to our standard event selection, with the
following modifications:
• EmissT > 50 GeV
• pT (lepton)> 180 GeV
• Njets ≥ 4
• Nb−tags ≥ 2
• pT (leading jet)> 150 GeV
• 400 < Mtb < 750 GeV
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The requirement on Mtb ensures that the signal contamination in this region is negligible.
A potential 2 TeV W ′R signal would have a contamination of less than 0.1% in this region.
Figure 10.1 shows the top pT distribution in this region with and without the reweighting
procedure applied, for both electron and muon channels combined.
We can also perform a similar check in a dilepton control region which is fully orthogonal
to our signal selection. Here we require a similar selection to the full analysis selection, ex-
cept we remove the requirement of exactly one lepton and make the following modifications
to the selection:
• EmissT > 50 GeV
• pT (leading lepton)> 150 GeV
• pT (subleading lepton)> 35 GeV
• pT (leading jet)> 150 GeV
• M(``) > 110 GeV or M(``) < 70 GeV
Figure 10.1 shows the top pT distribution in this region with and without the reweighting
procedure applied, for ee, eµ, and µµ events combined.
Given that we see an improvement in our description of the top quark pT distribution
in data after reweighting, we apply the reweighting to our nominal distribution The tt
simulation without the correction factor applied is used as an estimate of the systematic
uncertainty in the reweighting procedure.
10.2 Bosonic backgrounds
We take the V+jets and VV backgrounds from simulation, and perform checks to ensure
that the data is properly modeled by the MC samples.
Our basic W+jets control region is comprised of events which pass all our selection
requirements but for which neither of the two leading jets are b-tagged. The fraction of
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heavy flavor (Wbb¯,Wcc¯) events with respect to light flavor (Wjj) in W+jets MC was
known to disagree with measurement from Run 1 [125]. In order to determine the relative
fractions of b/c and light quarks in W+jets we define two samples: the pre b-tag sample
which satisfies the event selection and is not required to contain any b-tagged jets, and 0
b-tag sample which is the subset of the previous sample for which neither of the two leading
pT jets is b-tagged. The 0 b-tag sample is independent of our signal selection, and the pre
b-tag sample contains a very small signal contamination. We use the difference in the 0 b-tag
distribution between data and background to derive a 1st order W+jets light flavor scale
factor. This scale factor is then applied to the W+jets background, and then the remaining
difference in the pre b-tag distribution is used to calculate a 1st order W+jets heavy flavor
scale factor. This procedure is repeated until further iterations do not cause the calculated
scale factors to shift by more than 0.1%. We can also confirm this calculation by solving
the system of equations resulting from the iteration, and we find the two methods to yield
identical results.
We find that the contribution from Wbb¯/cc¯ events needs to be increased by 2.10±0.210.18,
while the contribution from Wjj events needs to be reduced by 0.49±0.080.10. The uncertainties
on these fractions are calculated by re-deriving them using the ±1σ b-tag scale factor
systematic samples.
The dominant background in events passing the event selection with no b-tags is W+jets.
We use this control region to confirm that the W+jets shape is modeled correctly by the
data. For the purposes of the comparison, the distribution of all top backgrounds is sub-
tracted from the distribution in data. Figure 10.2 shows the shape of the V+jets and VV
background, dominated by W+jets, both for events without a b-tagged jet.
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Figure 10.1: Top pT distribution as measured in the low Mtb region (left) and in the dilepton
control region (right), before (top) and after (bottom) applying top pT reweighting. Both
plots are drawn for all channels combined.
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Figure 10.2: W+jets shape comparison for the electron (left) and muon (right) channels for
exactly 0 b-tags. Top backgrounds have been subtracted from the data.
Chapter 11
Systematic uncertainties
The systematic uncertainties in this analysis can be grouped into two categories: uncertain-
ties in the overall normalization and in the shape of the Mtb distribution.
The normalization uncertainties include the uncertainty in the integrated luminosity
(2.5%) [126], the tt and W+jets cross sections (8 and 10%, respectively), the lepton identi-
fication (2%), and the trigger efficiencies (2%).
The uncertainty due to variations in the renormalization and factorization scales (µR
and µF, respectively) is evaluated at the matrix element level using event weights from
varying the scales by 0.5 and 2 while restricting to 0.5 ≤ µR/µF ≤ 2 [127,128].
Uncertainties resulting from ±1 standard deviation (s.d.) variations in the b tagging
efficiency and mistagging rate scale factors, jet energy scale, and jet energy resolution are
also included. The b tagging and mistagging scale factors can vary up to 10%, the jet energy
scale can vary up to 5%, and the jet energy resolution can vary up to 15%, all of which can
be dependent on both pT and η.
A correction is applied to all simulated samples to better match the distribution of
pileup interactions observed in data. This procedure uses a total inelastic cross section of
69.2 mb, and an uncertainty is calculated by varying the cross section by ±5% [129].
To estimate the uncertainty arising from the choice of PDF, we evaluate the root-mean-
square of the distribution of 100 NNPDF 3.0 replicas as the ±1 s.d. uncertainties according
to the guidelines in Ref. [130]. When considering signal samples only the shape component
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of the uncertainty due to PDFs is included.
The uncertainty in the W+jets heavy and light flavor scale factors is included as a
variation in the W+jets background. The tt background with an uncorrected top quark pT
spectrum is included as a one-sided +1 s.d. variation.
All uncertainties are listed in Table 11.1. The magnitude of uncertainties which affect
the shape of the Mtb distribution are given in Tables 11.2-11.5 separated by number of
b-tags and Type A or Type B classification. The affect of all uncertainties on the shape of
the Mtb distribution is shown in Figures 11.5-11.4 for background and Figures 11.13-11.12
for a 3 TeV W ′ signal. The uncertainties with the largest effect on the overall background
normalization are those associated with the top quark pT reweighting, µR and µF scales,
and PDFs, which have effects of approximately 15, 15, and 6%, respectively.
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Table 11.1: List of systematic uncertainties taken into account in the analysis. For sources
that affect the shape of the Mtb distribution the given rate uncertainty is approximate. The
pileup, top quark pT reweighting, and W+jets heavy/light flavor systematic uncertainties
are described in more detail in the text. A check mark in the “Signal” column indicates
that the uncertainty is also applied to the signal samples. For the PDF uncertainty, only
its shape component is included for signal samples.
Source Rate uncertainty Signal
Normalization
Integrated luminosity 2.5% X
tt cross section 8% —
W+jets cross section 10% —
Trigger eff. (e/µ) 2%/2% X
Lepton id. eff. (e/µ) 2%/2% X
Shape and normalization
Jet energy scale 3% X
Jet energy resolution 1% X
b/c tagging 2% X
Light quark mistagging 2% X
Pileup 1% X
PDF 6% X
Top quark pT reweighting 15% —
W+jets heavy/light flavor 1% —
µR and µF scales 15% —
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Table 11.2: Fractional change in rate from shape systematics in the 1 b-tag channel for
Type A events.
V+jets + V V tt¯+single-t
µ+jets e+jets µ+jets e+jets
Systematic +1 s.d. -1 s.d. +1 s.d. -1 s.d. +1 s.d. -1 s.d. +1 s.d. -1 s.d.
Jet energy scale 1.063 0.968 1.057 0.959 1.013 0.983 1.016 0.994
Jet energy resolution 1.001 1.002 1.011 0.987 1.002 0.999 1.002 1.003
b/c tagging 1.001 1.001 1.012 0.974 1.005 0.989 1.016 0.992
Light quark mistagging 1.017 0.976 1.016 0.979 1.003 1.000 1.006 0.998
W+jets heavy/light flavor 1.031 0.974 1.026 0.979 — — — —
Top quark pT reweighting — — — — 1.158 — 1.160 —
Pileup 1.002 1.002 1.018 0.982 0.998 1.002 1.001 0.998
PDF 1.059 0.939 1.058 0.940 1.038 0.962 1.036 0.964
µR and µF scales 0.991 0.943 1.030 0.928 1.271 0.817 1.218 0.842
Table 11.3: Fractional change in rate from shape systematics in the 2 b-tag channel for
Type A events.
V+jets + V V tt¯+single-t
µ+jets e+jets µ+jets e+jets
Systematic +1 s.d. -1 s.d. +1 s.d. -1 s.d. +1 s.d. -1 s.d. +1 s.d. -1 s.d.
Jet energy scale 1.013 0.973 1.023 1.077 1.019 0.982 1.017 0.992
Jet energy resolution 1.008 0.987 1.019 1.005 1.000 0.994 1.003 1.001
b/c tagging 1.089 0.946 1.010 1.001 1.045 0.950 1.028 0.943
Light quark mistagging 1.066 0.944 1.063 0.940 1.021 0.973 1.016 0.979
W+jets heavy/light flavor 1.058 0.951 1.046 0.962 — — — —
Top quark pT reweighting — — — — 1.198 — 1.175 —
Pileup 1.035 0.960 1.021 0.975 1.015 0.988 1.016 0.985
PDF 1.060 0.938 1.058 0.940 1.039 0.961 1.037 0.963
µR and µF scales 1.014 0.931 1.138 0.879 1.206 0.851 1.180 0.859
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Table 11.4: Fractional change in rate from shape systematics in the 1 b-tag channel for
Type B events.
V+jets + V V tt¯+single-t
µ+jets e+jets µ+jets e+jets
Systematic +1 s.d. -1 s.d. +1 s.d. -1 s.d. +1 s.d. -1 s.d. +1 s.d. -1 s.d.
Jet energy scale 1.024 0.925 1.027 0.964 1.026 0.994 1.055 0.947
Jet energy resolution 1.002 1.000 0.996 0.987 1.002 1.006 0.989 0.994
b/c tagging 1.007 0.988 1.013 0.991 0.998 0.987 1.024 0.994
Light quark mistagging 1.015 0.979 1.021 0.973 1.003 1.001 1.002 1.021
W+jets heavy/light flavor 1.024 0.980 1.027 0.978 — — — —
Top quark pT reweighting — — — — 1.256 — 1.259 —
Pileup 1.006 0.991 0.975 1.035 1.012 0.984 1.004 0.995
PDF 1.062 0.933 1.062 0.934 1.051 0.950 1.049 0.951
µR and µF scales 1.081 0.892 1.051 0.901 1.263 0.827 1.267 0.830
Table 11.5: Fractional change in rate from shape systematics in the 2 b-tag channel for
Type B events.
V+jets + V V tt¯+single-t
µ+jets e+jets µ+jets e+jets
Systematic +1 s.d. -1 s.d. +1 s.d. -1 s.d. +1 s.d. -1 s.d. +1 s.d. -1 s.d.
Jet energy scale 1.057 0.967 1.038 0.910 1.004 0.942 1.019 1.015
Jet energy resolution 1.003 0.993 1.006 1.007 0.986 1.012 1.017 1.000
b/c tagging 0.976 0.944 0.975 0.958 1.019 0.949 1.011 0.945
Light quark mistagging 1.064 0.929 1.012 0.945 0.990 0.939 1.025 0.919
W+jets heavy/light flavor 1.038 0.968 1.043 0.964 — — — —
Top quark pT reweighting — — — — 1.348 — 1.312 —
Pileup 1.033 0.970 1.056 0.945 1.003 1.002 1.010 0.988
PDF 1.062 0.934 1.061 0.935 1.054 0.946 1.053 0.947
µR and µF scales 1.070 0.920 0.986 0.950 1.195 0.850 1.194 0.866
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Figure 11.1: The Mtb distribution for the total background with different shape systematics,
in the electron channel for exactly 1 b-tag, Type A events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.2: The Mtb distribution for the total background with different shape systematics,
in the electron channel for exactly 2 b-tags, Type A events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.3: The Mtb distribution for the total background with different shape system-
atics, in the muon channel for exactly 1 b-tag, Type A events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.4: The Mtb distribution for the total background with different shape systemat-
ics, in the muon channel for exactly 2 b-tags, Type A events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.5: The Mtb distribution for the total background with different shape systematics,
in the electron channel for exactly 1 b-tag, Type B events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.6: The Mtb distribution for the total background with different shape systematics,
in the electron channel for exactly 2 b-tags, Type B events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.7: The Mtb distribution for the total background with different shape system-
atics, in the muon channel for exactly 1 b-tag, Type B events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.8: The Mtb distribution for the total background with different shape systemat-
ics, in the muon channel for exactly 2 b-tags, Type B events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.9: The Mtb distribution for a 3 TeV W
′
R signal with different shape systematics,
in the electron channel for exactly 1 b-tag, Type A events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.10: The Mtb distribution for a 3 TeV W
′
R signal with different shape systematics,
in the electron channel for exactly 2 b-tags, Type A events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.11: The Mtb distribution for a 3 TeV W
′
R signal with different shape systematics,
in the muon channel for exactly 1 b-tag, Type A events. The different distributions corre-
spond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent different
with the respect to the nominal distribution is also drawn.
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Figure 11.12: The Mtb distribution for a 3 TeV W
′
R signal with different shape systematics,
in the muon channel for exactly 2 b-tags, Type A events. The different distributions corre-
spond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent different
with the respect to the nominal distribution is also drawn.
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Figure 11.13: The Mtb distribution for a 3 TeV W
′
R signal with different shape systematics,
in the electron channel for exactly 1 b-tag, Type B events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.14: The Mtb distribution for a 3 TeV W
′
R signal with different shape systematics,
in the electron channel for exactly 2 b-tags, Type B events. The different distributions
correspond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent
different with the respect to the nominal distribution is also drawn.
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Figure 11.15: The Mtb distribution for a 3 TeV W
′
R signal with different shape systematics,
in the muon channel for exactly 1 b-tag, Type B events. The different distributions corre-
spond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent different
with the respect to the nominal distribution is also drawn.
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Figure 11.16: The Mtb distribution for a 3 TeV W
′
R signal with different shape systematics,
in the muon channel for exactly 2 b-tags, Type B events. The different distributions corre-
spond to the nominal (black), +1 s.d. (red), and −1 s.d. (blue), and the percent different
with the respect to the nominal distribution is also drawn.
Chapter 12
Search results
Distributions of Mtb are shown in Figs. 12.1 and 12.2. The binning is chosen to reduce
uncertainties due to the size of the simulated event samples and is one bin from 0 to 500 GeV,
eight bins of 200 GeV width from 500 to 2100 GeV, one bin from 2100 to 2400 GeV, one bin
from 2400 to 3000 GeV, and one bin above 3000 GeV. Having observed that data agree with
the predicted SM background processes, we set 95% confidence level (CL) upper limits on
the W ′ boson production cross section for masses between 1 and 4 TeV.
The analysis separates events into eight independent categories in order to improve the
signal sensitivity. Categories are created according to lepton type (electron or muon), the
number of b-tagged jets among the first two leading pT jets (1 or 2), and p
t
T and p
j1+j2
T
(Type A or B). Categorization according to the number of b tags allows the analysis to
maintain acceptance for signal events where one of the jets is not correctly b tagged, and
categorization according to the ptT and p
j1+j2
T allows the analysis to perform well over a large
range of possible signal masses.
Limits on the cross section of W ′ bosons are calculated using a Bayesian method with a
prior uniform in the signal cross section, as implemented with the theta package [131]. The
Bayesian approach uses a binned likelihood in order to calculate the 95% CL upper limits on
the product of the signal production and the branching fraction σ(pp → W ′)B(W ′ → tb).
Statistical uncertainties related to the background prediction are treated using the “Barlow–
Beeston lite” method [132]. All uncertainties given in Section 11 are included as nuisance
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Figure 12.1: The reconstructed Mtb distributions in the 1 b tag (upper) and 2 b tags
(lower) categories, for the electron (left) and muon (right) channels, for Type A events.
Distributions for W ′R bosons with masses of 2, 2.5, and 3 TeV are shown. The distribution
is shown after the application of all selections. The background uncertainty includes both
statistical and systematic components, while “Tot. unc.” in the lower panels corresponds
to the combined uncertainty of the background prediction and data.
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Figure 12.2: The reconstructed Mtb distributions in the 1 b tag (upper) and 2 b tags
(lower) categories, for the electron (left) and muon (right) channels, for Type B events.
Distributions for W ′R bosons with masses of 2, 2.5, and 3 TeV are shown. The distribution
is shown after the application of all selections. The background uncertainty includes both
statistical and systematic components, while “Tot. unc.” in the lower panels corresponds
to the combined uncertainty of the background prediction and data.
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parameters. Uncertainties in the shape of the Mtb distribution are treated using template
interpolation and all rate uncertainties are included with log-normal priors.
Results for right-handed W ′ bosons are shown in Figs. 12.3 and 12.4. The observed
(expected) 95% CL upper limit excludes W ′R bosons with masses below 3.4 (3.3) TeV.
Although models with a W ′ boson that couples exclusively to right-handed fermions
are simpler because of the lack of interference, the effective Lagrangian in Eq. (8.1) allows
us to analyze models with arbitrary combinations of left- and right-handed couplings. In
order to accomplish this the interference between the SM s-channel tb production and the
tb production via an intermediate left-handed W’ boson must be accounted for since these
processes initial and final states are identical.
The cross section for single top quark production given a W ′ boson can be written for
any set of aL and aR coupling values in terms of the cross sections of four simulated signal
samples. It is assumed that the couplings to fermions are independent of generation, such
that each signal can be described by a single value of aL and a single value of aR. The four
simulated signals are then σL for purely left-handed couplings (aL, aR) = (1, 0), σR for purely
right-handed couplings (aL, aR) = (0, 1), σLR for mixed couplings (aL, aR) = (1/
√
2, 1/
√
2),
and σSM for SM couplings (aL, aR) = (0, 0), and the cross section for single top quark
production is
σ = (1− a2L)σSM
+
1
a2L + a
2
R
[
a2L(a
2
L − a2R)σL + a2R(a2R − a2L)σR + 4a2La2RσLR − 2a2La2RσSM
]
. (12.1)
By combining four signal samples according to this equation we are able to produce invariant
mass distributions for a W ′ boson with arbitrary aL and aR couplings.
It should be noted that in the case that the W ′ boson couples exclusively to right-
handed fermions, this equation reduces to the sum of SM s-channel tb production and W ′R
production, as expected. For pure W ′L or W
′
LR boson production, the equation reduces to the
cross section of the respective sample, which is generated already including SM s-channel
tb production and interference with W ′ production.
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A scan is performed over the aL and aR plane in 0.1 steps from 0 to 1 to produce cross
section limits for arbitrary combinations of aL and aR. For each point in the scan the
expected and observed 95% CL upper limits on the cross section are calculated using the
same method described above. Figure 12.5 shows the excluded W ′ boson mass for each
(aL, aR) point, in addition to an interpolation between points to create smooth contours of
equivalent signal mass limits.
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Figure 12.3: Upper limit at 95% CL on the W ′R boson production cross section separately
in the electron (upper) and muon (lower) channels. Signal masses for which the theoretical
cross section (in red and blue for MνR MW ′R and MνR > MW ′R , respectively) exceeds the
observed upper limit (in solid black) are excluded at 95% CL. The green and yellow bands
represent the ±1 and 2 s.d. uncertainties in the expected limit, respectively.
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Figure 12.4: Upper limit at 95% CL on the W ′R boson production cross section for the
combined electron and muon channels. Signal masses for which the theoretical cross section
(in red and blue for MνR  MW ′R and MνR > MW ′R , respectively) exceeds the observed
upper limit (in solid black) are excluded at 95% CL. The green and yellow bands represent
the ±1 and 2 s.d. uncertainties in the expected limit, respectively.
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Figure 12.5: Expected (upper) and observed (lower) limits on the W ′ boson mass as function
of the left-handed (aL) and right-handed (aR) couplings. Black lines represent contours of
equal W ′ boson mass separated by 200 GeV.
Chapter 13
Future upgrade studies
13.1 Overview
The LHC is currently nearing the end of its second data-taking period, Run 2. At the end
of 2018 it will transition to a long shutdown which will last roughly two years, followed by
three additional years of running at a slightly higher center of mass energy of
√
s = 14 TeV.
By the end of Run 3 in 2022, the LHC will have delivered approximately 300 fb−1 of data
from proton-proton collisions. Instead of continuing to run and collect roughly 100 fb−1 of
data every year, the LHC will instead begin an upgrade called the High-Luminosity LHC
(HL-LHC) upgrade, which is expect to last from 2022 until 2025 [133].
The HL-LHC upgrade will replace or modify a large number of components in the LHC
rings. This includes replacements for magnets and absorbers with high radiation doses,
new cryogenics to handle the increased beam current, and specialized RF cavities called
crab cavities. Crab cavities provide a method of rotating the bunches that allows for large
geometric factors in spite of increased crossing angles. These changes to the LHC design will
result in twice the number of protons per bunch and reduced β∗ (among other changes),
leading to an increase by a factor of 7 or more with respect to the design luminosity of
1034 cm−2 s−1. This upgrade will allow the accelerator to deliver an estimated 250 fb−1 of
data each year and will allow the total accumulated LHC dataset to exceed 3000 fb−1.
Along with the increase in peak luminosity, the HL-LHC will also bring a large increase
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in the average number of pileup interactions. Conditions with 140 pileup are expected,
and 200 pileup is not out of the realm of possibility. The radiation doses delivered to the
detectors are further expected to increase dramatically. To handle these extreme conditions,
nearly every component of the CMS detector will need to be upgraded [134].
The tracker will be completely replaced with modules with increased radiation tolerance,
higher granularity, and extended η coverage. The replacement will also allow parts of the
tracker to be included in the hardware-based L1 trigger by performing parts of the track
reconstruction directly on the modules themselves. Both the ECAL and HCAL endcap
calorimeters will be replaced by a completely new high-granularity calorimeter (HGCal).
This detector will have increased radiation tolerance, extended η coverage, and also be
segmented in all three dimensions (as opposed to the current calorimeters that are segmented
only in two dimensions). The muon systems will be extended to higher values of η, and will
also benefit from replaced front-end electronics to improve the readout. Finally the trigger
system will be fully upgraded as well to cope with the new detector and conditions; the L1
trigger output will be increased up to 1 MHz, and the HLT output up to 10 kHz.
13.2 Search projections
As a study of the benefits of the HL-LHC and corresponding CMS upgrades, a projection
is performed for the W ′ search already presented.
13.2.1 Extrapolation details
The signal and background simulation is identical to the one used in the baseline analysis
from 2016 [135] and scaled to
√
s =14 TeV by their cross section ratio. For signal samples,
a dedicated calculation of the 14 TeV cross sections for all signal masses of interest was
performed using CompHEP. The resulting signal scaling factors are a function of the boson
mass, and range from 1.16 for a W ′R mass of 1 TeV to 1.48 for a W
′
R mass of 4 TeV. No
correction is made for shape differences which may arise at 14 TeV from a slightly lower off-
shell component. For each background source extrapolations for the sample cross sections
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from 13 to 14 TeV are performed depending on the sample. The expected integrated
luminosity for the projection is 3000 fb−1.
13.2.2 Systematic uncertainties
All systematic uncertainty estimates are taken from the baseline analysis. We disregard
systematics affecting lepton efficiencies and photon identification that were specific to 2016
data. In addition a 15% (10%) uncertainty on the theoretical cross section of the top
(bosonic) background is added to account for the increased uncertainty in the energetic
phase space that this analysis is sensitive to.
We then consider three scenarios for extrapolating systematics to 3000 fb−1.
• Current systematics - We do not perform any adjustment to the magnitude of the
systematics and keep the values from the Run-2 baseline analysis [135].
• Reduced systematics - We scale theoretical cross section, PDF, and µR and µF
scale uncertainties down by a factor of 2. The top quark pT uncertainty scaled down
by a factor of 3 and the luminosity uncertainty is reduced to 1.5%. The magnitude
of the jet energy scale uncertainty and the b-tag uncertainty is set to 1%. The light
quark mistag uncertainty stays unchanged. All other uncertainties are scaled down
by a factor of
√Lfuture/Lcurrent ≈ 15.
• No systematics - No systematics at all, corresponding to the best possible limit.
The systematic uncertainties and their sizes in the two scenarios in which systematics
are considered are shown in Table 13.1. The last column in the Table indicates whether the
source of systematics has an impact on the shape of the distribution. For these cases the
value quoted for the rate uncertainty is approximate.
The leading uncertainties are not of an experimental nature (e.g. µR and µF scales,
cross sections, PDF) and should improve in the coming ten years as more data are recorded
and theoretical calculations are refined, hence a factor two improvement is assumed in the
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scenario of ”reduced systematics”. Experimental uncertainties (e.g. trigger and identifi-
cation efficiencies, scale factors, tagging efficiencies or luminosity) will be different with
the real Phase-2 detector and are expected to improve as well when the upgraded detector
has been sufficiently studied. The increased size of the dataset will also provide a large
reduction in the magnitude of these systematic uncertainties. Therefore, a reduction in the
size of these uncertainties proportional to
√Lfuture/Lcurrent ≈ 15 is projected. However, a
minimum magnitude of approximately 1% is assessed for many uncertainties, due to theo-
retical limitations in their calculation. For example, many experimental uncertainties rely
on theoretical models. Although the uncertainties inherent to these models are currently
negligible when compared to experimental sources of uncertainty, a large reduction in the
size of experimental uncertainties will make these theoretical uncertainties non-negligible.
13.2.3 Projected exclusion reach
Exclusion limits for right-handed W ′ bosons are shown in Fig. 13.1, with all four event
categories combined. Theoretical W ′ cross sections times branching ratios for two different
theoretical assumptions on the right-handed neutrino mass are shown in red. On the top-
left, the current scenario which assumes no change in systematics from their nominal values
in the 12.9 fb−1 dataset used for projection. W ′R masses up to 4 TeV can be excluded. The
reduced systematic scenario assumes a realistic reduction in the magnitude of systematic
uncertainties from their nominal values based on improvements in dataset size, detector
performance, and theoretical accuracy among others and is shown on the top-right. Not
surprisingly, the sensitivity increases beyond 4 TeV. The selection was optimized for signal
masses between 2-3 TeV corresponding to the reach of the 2016 baseline analysis. For masses
beyond 4 TeV, where the off-shell part starts to become important, the selection should be
re-optimized, which was not done for this projection. On the bottom-left in Fig. 13.1 the
exclusion limit is displayed for the case without any systematics and exceeds significantly
beyond 4 TeV.
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Table 13.1: Systematic uncertainties in two scenarios used for extrapolating from results
using 12.9 fb−1 of data collected at
√
s = 13 TeV [135]. The ”current systematic” scenario
assumes no change in systematics from their nominal values in the 12.9 fb−1 dataset used
for projection. The ”reduced systematic” scenario assumes a realistic reduction in the
magnitude of systematic uncertainties from their nominal values, based on improvements in
dataset size, detector performance, and theoretical accuracy among others. For systematics
which affect the shape of the invariant mass distribution, the value quoted for the rate
uncertainty is approximate.
Source Current Reduced Shape?
systematics systematics
Integrated luminosity 6.2% 1.5% No
Trigger eff. (e/µ) 2%/5% 1%/1% No
Lepton id. eff. (e/µ) 5%/2% 1%/1% No
Jet energy scale 3.8% 1% Yes
Jet energy resolution 1% 0.07% Yes
b/c tagging 2.7% 1% Yes
Light quark mistagging 1.2% 1.2% Yes
W+jets heavy/light flavor 2.3% 1.1% Yes
Top quark pT reweighting 18% 6% Yes
Pileup 1.3% 0.09% Yes
PDF 6.1% 3% Yes
Matrix element µR and µF scales 18.9% 9.5% Yes
tt parton matching µR and µF scales 1.7% 0.9% Yes
Theoretical top cross section 15% 7.5% No
Theoretical bosonic cross section 10% 5% No
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13.2.4 Projected discovery reach
We also make projections for the discovery sensitivity for a range of signal masses and cross
sections. A quasi-model-independent method is used where projections are performed for
arbitrary cross sections and resonance mass. Toy datasets with different amounts of injected
signal are studied. The p-values for these hypothesized datasets compared to the null-signal
hypothesis yield significances which are reported in units of standard deviations in Fig. 13.2.
Three exemplary values of 2σ, 3σ (corresponding to ”evidence”) and 5σ (corresponding to
discovery) are given. These projections are performed for the three systematic scenarios
discussed previously.
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Figure 13.1: Projection of expected and observed Bayesian 95% C.L. upper limits on the
production cross section times branching ratio of right-handed W ′ bosons for an integrated
luminosity of 3000 fb−1. The projection combines electron/muon+jets channel and 1 or
2 b-tags. The ”current systematic” scenario (top-left) assumes no change in systematics
from the 12.9 fb−1 dataset [135] used for projection. The ”reduced systematic” scenario
(top-right) assumes a realistic reduction from their nominal values. For the graph on the
bottom-left, no systematic uncertainties are included. Theoretical W ′ cross sections times
branching ratios for two different theoretical assumptions on the right-handed neutrino mass
are shown in red. Bottom-right: the three different uncertainty scenarios in the same figure.
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Figure 13.2: Expected discovery sensitivity for an integrated luminosity of 3000 fb−1 as
a function of the signal mass and the production cross section times branching ratio of
right-handed W ′ bosons in the combined electron/muon+jets channel, for combined 1 or 2
b-tags. Three scenarios for systematic are shown as explained in the legend. Theoretical
W ′ cross sections times branching ratios for two different theoretical assumptions on the
right-handed neutrino mass are shown in gray (solid and dashed lines).
Chapter 14
Summary
Over the last few years, a huge range of searches and measurements have been performed at
the LHC. The increase in center-of-mass energy between Run 1 and Run 2 has allowed this
work to probe large amounts of unexplored phase space and further study the predictions
of the SM. The analysis presented in this thesis represents a search for a narrow heavy W ′
boson resonance decaying to a top quark and a bottom quark, performed in lepton+jets
final states using data collected at
√
s = 13 TeV by the CMS detector in 2016, corresponding
to an integrated luminosity of 35.9 fb−1. No evidence was observed for the production of a
W ′ boson, and 95% CL upper limits on the product of the right-handed W ′ (W ′R) boson
production cross section and its branching fraction to a top and a bottom quark were
calculated as a function of the W ′R boson mass. The observed (expected) 95% CL upper
limit is 3.4 (3.3) TeV if MW ′R  MνR and 3.6 (3.5) TeV if MW ′R < MνR , where MνR is the
mass of the right-handed neutrino. Exclusion limits were also calculated for W ′ bosons
with varied left- and right-handed couplings to fermions, for the first time at
√
s = 13 TeV.
These results are the most stringent limits to date on the production of W ′ bosons that
decay to a top and a bottom quark.
In addition to this search, results were also projected for the future High Luminosity
LHC upgrade that would provide roughly 3000 fb−1 of data. With the start of High Lu-
minosity LHC running 8 years away it is difficult to determine precisely what should be
expected from the new accelerator and detector with regards to performance, therefore
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these projections and the different extrapolation scenarios for systematic uncertainties are
important in establishing the potential range of results which may be possible. The pro-
jections clearly suggest that the future performance of new physics searches and possible
discoveries may be highly influenced by the size of systematic uncertainties. It is crucial
that future searches for W ′ → tb attempt to minimize the size of large uncertainties due
to renormalization and factorization scales and top pT reweighting in order to produce the
best possible results.
The results presented in this dissertation do not suggest the presence of any new physics
beyond the SM. These sort of null results can seem discouraging at times, and indeed most
physicists would agree that discoveries would be much preferred. However, it is important
to remember that nature does not always provide exactly what we as physicists desire. Ever
since physicists have been developing beautiful explanations for the phenomena around us,
nature has refused to validate with our hypotheses. Further, nature does not give hints of
coming discoveries. The LEP collider would have likely discovered the Higgs boson if it
had only been slightly more powerful. The discovery was waiting just around the corner,
but would have to wait until the LHC happened upon it. With more data to be delivered
by the LHC in the coming years, the High Luminosity LHC upgrade following that, and
future colliders that are being planned, we must always remember that the next great
breakthrough in high energy physics could always be just around the corner.
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