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Abstract
Rudimentary relations are those relations over natural integers that are de!ned by a !rst-order
arithmetical formula, in which all quanti!cations are bounded by some variable. Paris and
Wilkie conjectured that the class R of rudimentary relations is not closed under modular count-
ing or constant-bounded recursion. A consequence would be the proper containment of R in
LINSPACE. It is now known that the closure of R under counting modulo an unsolvable
non-abelian !nite group, or modulo the semigroup of all binary relations on a !nite set, contains
ALINTIME. We characterize here the semigroups for which the counting is reducible to modular
counting, or contains counting modulo an unsolvable non-abelian !nite group. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
All along this paper, relation means a subset of some Nk and will often be iden-
tify with any formula de!ning it. C∗ will denote some class of relations; in order
to avoid repetitions, all the considered such classes contain constant relations and
are supposed to be closed under the following operations: (i) boolean operations
(¬; ∧; ∨; →); (ii) explicit transformations, i.e. adding, cancelling, renaming, per-
muting and confusing variables, (see a precise de!nition in [9]); (iii) bounded quan-
ti!cations (i.e. (∀i¡y)  (˜x; y; i) meaning ∀i((i¡y)→  (˜x; y; i)) and (∃i¡y)  (˜x; y; i)
meaning ∃i((i¡y) ∧  (˜x; y; i)).
Denition 1.1. The class R is the smallest class of relations that contains the ternary
relations of sum and product.
Complexity of this class of relations in terms of recursive or Turing complexity is
unknown and provides numerous open problems. Let us call LINSPACE the class of
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relations on N that are accepted by a TURING machine in space which depends linearly
on the length of the inputs. The class R is contained in LINSPACE, and equality is
an open problem. Moreover, since LINSPACE is equal to the second class E 2∗ of the
Grzegorczyck hierarchy of relations, and since R is contained in the !rst one E 0∗ , the
equality would imply the unknown collapsing of the begining of this hierarchy (for
details, see [2, 4, 6]).
Let us turn now to modular counting. In the sequel, c denotes a constant positive
integer, and rmc(z) denotes the remainder of z in the division by c.
Denition 1.2. Let P be a relation on Nk+1. Let [P] denote the function with domain
Nk+1 and value card{i¡y;P(˜x; i)} and let c[P] denote rmc([P]). We say that a class
C∗ is closed under counting (resp. counting modulo c) if, for all relations P in C∗,
the graph of the function [P] (resp. c[P]) is in C∗. Let Z=cZ −C∗ (resp. C ]∗ ) denote
the smallest class of relations over integers containing C∗ and closed under counting
modulo c (resp. counting).
It is an easy fact that LINSPACE=Z=cZ − LINSPACE=LINSPACE]. In [8], Paris
et al. unsucessfully proposed to separate R and LINSPACE by proving that R ⊂Z=cZ−
R or R ⊂R].
Let us now introduce the constant-bounded recursion as another way to de!ne for-
mulae. Tc will be the set of all maps from {0; 1; : : : ; c − 1} into {0; 1; : : : ; c − 1}.
Denition 1.3. Let g be a function with domain Nk and h be a function with domain
Nk+2. We say that the function f is de!ned from g and h by a c-bounded recursion
schema when f(˜x; 0)= g(˜x) and f(˜x; i + 1)= h(˜x; i; f(˜x; i)) and, for all x˜ and y, we
have f(˜x; y)¡c. We say that a class C∗ is closed under c-bounded recursion if, for all
functions g and h with graphs in C∗, the graph of the function f de!ned from g and
h by a c-bounded recursion schema is in C∗. Let Tc −C∗ denote the smallest class of
relations over integers containing C∗ and closed under c-bounded recursion schema.
Let CHAR[P] denote the so-called characteristic function of P, with the same
domain and with value 1 if P(˜x; i) and 0 if not. Then c[P](˜x; 0)=0 and c[P](˜x;
i + 1)= c[P](˜x; i) + CHAR[P](˜x; i)mod(c). As a consequence, Z=cZ − C∗⊆Tc − C∗.
Moreover, the following equalities are proved in [8]:
Theorem 1.4. We have T2 −R =Z=2Z −R and T3 −R =Z=6Z −R =T4 −R .
For all the other values of c, such equalities remain open problems. Counting modulo
c may be de!ned as an iterated composition of sequences of permutations in the
following sense: let M be the function from Nn+1 into Tc such that, for all a¡c,
we have [M (˜x; i)](a)= a + CHAR[P](˜x; i)mod(c). Then M (˜x; i) is either identity or
a cyclic permutation, and we have c[P](˜x; i + 1)= [M (˜x; i)](c[P](˜x; i)). In a more
general, similar way, c-bounded recursion may be seen as an iterated composition of
H.-A. Esbelin / Theoretical Computer Science 257 (2001) 107–114 109
elements of Tc. Connection between modular counting and c-bounded recursion on
one hand and complexity of machines on the other hand was !rst showed in [8];
this connection was then reinforced in [2] and [6] by studying the counting modulo
some sub-semigroups of Tc or modulo the semigroup Bc of all binary relations on
{0; 1; : : : ; c − 1}. Their results show that, in some particular cases, counting modulo a
semigroup reduces either to modular counting, or to alternating computation (see exact
de!nitions and results below). The aim of this paper is to characterize semigroups of
each of the two types, using a new theoretical approach based on the structure of the
considered semigroup. For general theory of semigroups, we refer the reader to [5].
Denition 1.5. A semigroup is a pair of a set and an associative law on this set.
As it is usual, the set and the semigroup are identi!ed. The semigroup of the maps
from and into the set A, together with the composition law, is AA. All along this paper,
laws of semi-groups are multiplicatively denoted. However, composition of maps may
be denoted ◦ when there is no reference to any semigroup structure.
Denition 1.6. Let M be a semigroup and C∗ be a class of relations. We call C∗-
parametrised sequences of elements of M the functions M from Nn+1 into M for
some integer n, such that, for all given % in M, the relations M (˜x; i)= % are in C∗.
We call (left)composition sequence of M according to the variable y the func-
tion GM with same domain and codomain de!ned by the following recursive schema:
GM (˜x; 0)=M (˜x; 0) and GM (˜x; i + 1)=M (˜x; i + 1): GM (˜x; i).
For seek of simplicity, we will omitt the parameters x˜.
Denition 1.7. We say that a class C∗ of relations is closed under counting modulo M,
if for all C∗-parametrised sequence of elements of M, the corresponding composition
sequences are C∗-parametrised sequences of elements of M. For a !nite number of
semigroups M1; : : : ;Mr , the smallest class of relations over integers that contains C∗
and closed under counting modulo all the Mk is denoted {M1; : : : ;Mr} − C∗.
Using Beltiukov’s machines, Clote recently proved in [2] a new, important result:
Theorem 1.8. For all unsolvable non-abelian :nite groups G; we have G − R
=ALINTIME.
Using other methods, Handley proved in [6] the following one (let Sc be the semi-
group of all one-to-one maps from {0; 1; : : : ; c − 1} into {0; 1; : : : ; c − 1}):
Theorem 1.9. We have Sc − C∗=Bc − C∗.
The following result will be proved in the second section using the ideas of proof
of Theorem 1.4 in [8]:
110 H.-A. Esbelin / Theoretical Computer Science 257 (2001) 107–114
Proposition 1.10. For all solvable :nite groups G, the class G − C∗ is contained in
some Z=cZ − C∗.
The main theorem of this paper establishes a dichotomy result about the power
of counting modulo of any given semigroup. Since its proof uses the Krohn–Rhodes
theorem, we previously introduce semigroups actions, and divisibility on semigroups
actions (for details on this topic, see [7]):
Denition 1.11. A semigroup action is a triple (M; &; A) where M is a semigroup, and
& is a morphism from M into AA. The action is faithful if & is an monomorphism.
The statement of Theorem 1.13 needs three sub-semigroups of Tc, which are U1;
(resp. U2, resp. U3) the set of the two constant functions on {0; 1} (resp. of one
constant function and identity on {0; 1}, resp. of the two constant functions and identity
on {0; 1}), together with the composition law.
Denition 1.12. Let (M; &; A) and (N ; (; B) be actions of semigroups. A pair of map-
pings (*;f) is a morphism of these actions when (i) * is a morphism of semigroups
from M to N ; (ii) f is a mapping from A to B; (iii) ((*(%))(f(a))=f(&(%)(a)).
It is a monomorphism (epimorphism) when both f and * are injective (surjec-
tive). We say that (N ; (; B) divides (M; &; A) when there is an epimorphism from a
subaction of (M; &; A) onto (N ; (; B).
We may now state
Theorem 1.13. Let M be a semigroup. If the action of some simple non-abelian :nite
group divides the natural (left) action of M on itself; then M − R =ALINTIME.
Otherwise M − C∗ is contained in some Z=cZ − C∗.
Let us notice that Espel–Llima proved in [3] the closure under modular counting of
the class of relations that are k-recognizable by a !nite automaton. The lemmas of the
second section may be used to prove the following proposition.
Theorem 1.14. If the class of relations that are k-recognizable by a :nite automaton
is closed under counting modulo the simple non abelian :nite groups, then it is closed
under constant-bounded recursion.
Moreover these lemmas provide a new method to prove such a result as in Theo-
rem 1.9: we need to study the structure of the semigroup via an algorithmic application
of the proof of the Khron–Rhodes theorem. Before giving the proofs, let us note the
following result of Beltiukov (cf [1]):
Theorem 1.15. We have R]⊆ALINTIME.
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As a corollary of Theorems 1.13 and 1.15, !nding any semigroup M with M −
R =R and a simple non-abelian group dividing M would prove the closure of R
under complete counting.
2. Proofs
2.1. Finite groups
In order to introduce the following sub-section, we !rst give a short sketch of the
proof of Proposition 1.10. Let us recall the semi-direct product of groups.
Denition 2.1. Let G1 and G2 be groups and + be a morphism from G2 into the group
of automorphisms of G1. We denote G1+ ×G2 the group de!ned on the set G1 ×G2
by the law (,′1; ,
′
2):(,1; ,2)= ([+(,2)](,
′
1):,1; ,
′
2:,2).
Some well-known facts in groups theory may be used to prove the following lemma.
Lemma 2.2. Every solvable :nite group is an iterated semi-direct product of cyclic
groups.
The crucial lemma about counting is
Lemma 2.3. We have G1+ ×G2 − C∗⊆{G1;G2} − C∗.
Proof. We want to prove that every class C∗, which is closed under counting modulo
G1 and counting modulo G2, is closed under counting modulo (G1+×G2). Let (G1; G2)
be a C∗-parametrised sequence of elements of G1 × G2. Let G be the function with
codomain G1 de!ned by G(0)=G1(0) and, for i¿1, by G(i)= +[G2(i−1)](G1(i)). A
straightforward induction shows that (G1; G2)= (G;G2). Then, for all given (,1; ,2)
in G1 × G2, the relation (G1; G2)(y)= (,1; ,2) is equivalent to the conjunction of
G2(y)= ,2, which lies in C∗, and G(y)= ,1. In order to conclude, it suJcies to verify
that G is a C∗-parametrised sequence of elements of G1, which is left to the reader.
Proposition 1.10 comes easily from these two lemmas and the following one, that
reduces counting modulo c to counting modulo the prime numbers that divide c, the
proof of which is left to the reader.
Lemma 2.4. Let SUPP(c) be the set of prime divisors of c. Then Z=cZ − C∗
= {Z=pZ ;p∈ SUPP(c)} − C∗.
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2.2. Finite semigroups
Let us !rst recall the Krohn–Rhodes Theorem. We need to de!ne the wreath-product
of semigroups. The set of the maps from the set B into M is MB.
Denition 2.5. Let (M; &; A) and (N ; (; B) be semigroup actions. We denote MWrBN
the semigroup action 0 of the set MB ×N on the set A× B de!ned by 0(%ˆ; 1)(a; b)
= (&(%ˆ(b))(a); ((1)(b)).
For simplicity, we often denote m(a) for &(m)(a). Let us notice some easy facts:
(i) the law of MWrBN is de!ned by (%ˆ
′; 1′):MWrBN (%ˆ; 1)= (%ˆ
′′; 1′′, where 1′′= 1′:1
and %ˆ′′(b)= %ˆ′′(1(b)):%ˆ(b);
(ii) if the actions (M; &; A) and (N ; (; B) are faithful, then the action MWrBN is
faithful;
(iii) actions of simple groups are faithful.
Theorem 2.6 (Krohn–Rhodes). Let (M; &; A) be a faithful action of semigroup. Then
(M; &; A) divides an iterated Wreath-product of actions of semigroups which all divide
(M; &; A), and are actions of simple groups or U1; U2; U3.
The next lemmas estabilish useful closure properties of counting modulo semigroups.
Lemma 2.7. In each of the three following cases; we have N − C∗⊆M − C∗:
(i) there is a monomorphism from (N ; (; B) to (M; &; A); (ii) there is an epimor-
phism from (M; &; A) onto (N ; (; B); (iii) the action (N ; (; B) divides (M; &; A).
Proof. In the three cases, we want to prove that every class C∗, which is closed under
M-counting, is also closed under N -counting. Let N be a C∗-parametrised sequence
of elements of N .
The third case follows from the two others.
In the :rst case, let (*;f) be a monomorphism from (N ; (; B) to (M; &; A). For
all given 1 in N , the relation GN (y)= 1 is equivalent to *( GN (y))=*(1), that is to
(* ◦ N )(y)=*(1). It suJcies now to verify that * ◦N is a C∗-parametrised sequence
of elements of M, which follows from the equivalences:
if % is in *(N); then *(N (y)) = % is equivalent to N (y) = *−1(%); which is in C∗;
if % is in N − *(N); then *(N (y)) = % de!nes the empty set:
In the second case, let (*;f) be an epimorphism from (M; &; A) onto (N ; (; B). Fix
1 in N . Let  be a function from N to M such that *◦ (1)= 1. Then GN =* ◦  ◦ N
=*( ◦ N ), and the relation GN (y)= 1 is equivalent to ∨{%∈M;*(%) = 1}(( ◦ N )(y)= %).
It suJcies now to verify that  ◦ N is a C∗-parametrised sequence of elements of M,
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which follows from the equivalences:
if % is in  (N); then  (N (y)) = % is equivalent to N (y) = *(%); which is in C∗;
if % is in M −  (N); then  (N (y)) = % is equivalent to the empty set:
Lemma 2.8. We have MWrBN − C∗⊆{M;N} − C∗.
Proof. We want to prove that every class C∗, which is closed under M-counting and
N -counting, is also closed under (MWrBN )-counting. Let (Mˆ ; N ) be a C∗-parametrised
sequence of elements of MWrBN . For each !xed b in B, let Mb be the function with
codomain M de!ned by Mb(y)= Mˆ (y)([ GN (y−1)](b)) for y¿1 and Mb(0)= Mˆ (0)(b).
A straightforward induction on y proves that [(Mˆ ; N )(y)](a; b)= ([Mb(y)](a);
[ GN (y)](b)). Then, for all given (%ˆ; 1) in MWrBN , the relation (Mˆ ; N )(y)= (%ˆ; 1) is
equivalent to the conjunction of GN (y)= 1 and
∧
b∈ B Mb(y)= %ˆ(b). Because
of the equivalence of N (y)= 1 and
∨
%ˆ∈MB(Mˆ ; N )(y)= (%ˆ; 1), the function N is a
C∗-parametrised sequence of elements of N , and the !rst term of the conjunction lies
in C∗. In order to conclude, we have to prove that it is the case for the second term of
the conjunction. It suJcies to prove, for all !xed b in B, that Mb is a C∗-parametrised
sequence of elements of M. Let us notice the equivalence of Mb(y)= % with
∨
{(%ˆ;3)∈MB×B;%ˆ(3)=%}
(Mˆ (y) = %ˆ) ∧ ([ GN (y − 1)](b) = 3):
Because of the equivalence of Mˆ (y)= %ˆ and
∨
1∈N (Mˆ ; N )(y)= (%ˆ; 1), the function Mˆ
is a C∗-parametrised sequence of elements of M. Noticing now the equivalence of
[ GN (y − 1)](b)= 3 and ∨{1∈N ;1(b) = 3} GN (y − 1)= 1, the proof is complete.
Proof of Theorem 1.13. Let M be a semigroup with a faithful action on itself. Suppose
that the action of some simple non-abelian !nite group G divides the natural action of
M on {0; 1; : : : ; c−1}, then ALINTIME=G−R ⊆M−R from 1.8 and 2.3. Suppose
that no action of some simple non-abelian !nite group divides the natural action of
M on {0; 1; : : : ; c− 1}. From 2.3, 2.6 and 2.8, the class M−R is contained in some
{M1; : : : ;Mr}−C∗, where Mi are simple abelian groups or U1; U2; U3. From 2.4, it is
contained in some Z=cZ − C∗.
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