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The first observation of the electroweak (EW) production of a Z boson, a photon, and two forward jets
(Zγjj) in proton-proton collisions at a center-of-mass energy of 13 TeV is presented. A data set
corresponding to an integrated luminosity of 137 fb−1, collected by the CMS experiment at the LHC
in 2016–2018 is used. The measured fiducial cross section for EW Zγjj is σEW ¼ 5.21 0.52ðstatÞ
0.56ðsystÞ fb ¼ 5.21 0.76 fb. Single-differential cross sections in photon, leading lepton, and leading jet
transverse momenta, and double-differential cross sections in mjj and jΔηjjj are also measured. Exclusion
limits on anomalous quartic gauge couplings are derived at 95% confidence level in terms of the effective
field theory operators M0 to M5, M7, T0 to T2, and T5 to T9.
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I. INTRODUCTION
Vector boson scattering (VBS) processes are purely
electroweak (EW) interactions at leading order (LO). In a
proton-proton (pp) collision where two vector bosons
radiated from the incoming quarks scatter, the two outgoing
quarks appear as jets widely separated in pseudorapidity (η)
and with a large dijet mass (mjj), providing a unique
signature. The VBS is of great interest because of the role
of the Higgs boson in restoring unitarity to the VBS cross
section. Studies of VBS complement direct Higgs boson
measurements [1–5] and open a window to beyond the
standard model (BSM) scenarios at energy scales outside
the reach of direct searches. Standard model (SM) EW
production of Zγjj, which can proceed through VBS, can be
extracted by exploiting the unique features of the VBS
signature. A precise measurement of EW Zγjj production is
sensitive not only to quartic gauge couplings (QGCs) in the
SM as well as possible anomalous QGCs (aQGCs) [6], but
also to triple gauge couplings (TGCs) and anomalous
TGCs. Since the latter is well constrained in diboson
production [7], they are not explored in this paper.
In this paper, we present the first observation of EW Zγjj
production. Events corresponding to the lþl−γjj final
states where l ¼ e or μ, are selected, and the dijet
system is required to satisfy the typical VBS signature.
Figure 1 shows the representative Feynman diagrams
(upper left and center), in which a Z boson and a photon
are produced in a scattering interaction between two W
bosons, an example of the production of Zγjj induced by
quantum chromodynamics (upper right), one of the impor-
tant backgrounds in this study, and examples of non-VBS
EW production of Zγjj (lower).
Previous experimental results for EW Zγjj production
have been reported by the ATLAS [8] and CMS [9]
Collaborations based on data collected in 2016 atffiffi
s
p ¼ 13 TeV, corresponding to integrated luminosities of
35.9 fb−1 and 36 fb−1, respectively. The observed
(expected) significance reported by ATLAS was 4.1 (4.1)
standard deviations (SD), and by CMS was 4.7 (5.5) SD.




p ¼ 13 TeV, collected from 2016 to
2018 by the CMS experiment at the CERN LHC, corre-
sponding to an integrated luminosity of 137 fb−1. A
simultaneous maximum likelihood (ML) fit is used to
extract the signal significance, the signal strength, fiducial
cross sections, and unfolded differential cross sections for
both EW and EWþ QCD production of Zγjj. Unfolded
differential cross sections are measured as functions of
three 1-dimensional observables (the transverse momenta
(pT) of the leading lepton, photon, and jet) and one
2-dimensional observable (mjj and jΔηjjj). Using the
selected lþl−γjj events with high photon pT, constraints
on BSM contributions to the VVZγ vertices, where V ¼ W,
Z, or γ, are determined in an effective field theory (EFT)
framework using dimension-8 operators [6].
This paper is arranged as follows. The CMS detector
and the event simulation are summarized in Secs. II and III.
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The object reconstruction and the event selection are
described in Sec. IV. The estimation of the main back-
grounds is given in Sec. V. The systematic uncertainties are
discussed in Sec. VI and the results are presented in
Sec. VII. The paper is summarized in Sec. VIII.
II. THE CMS DETECTOR
The central feature of the CMS [10] apparatus is a
superconducting solenoid of 6 m internal diameter,
providing a magnetic field of 3.8 T. Within the solenoid
volume are a silicon pixel and strip tracker, a lead
tungstate crystal electromagnetic calorimeter (ECAL),
and a brass and scintillator hadron calorimeter (HCAL),
each composed of a barrel and two endcap sections.
Forward calorimeters extend the η coverage provided by
the barrel and endcap detectors. Muons are detected in
gas-ionization chambers embedded in the steel flux-return
yoke outside the solenoid.
Events of interest are selected using a two-level trigger
system [11]. The first level (L1), composed of custom
hardware processors, uses information from the calorim-
eters and muon detectors to select events of interest with a
maximum rate of 100 kHz within a latency of less than
4 μs. The second level is a high-level trigger (HLT)
processor, made up of a farm of processors running a
version of the full event reconstruction software optimized
for fast processing, and decreases the rate to about 1 kHz
before storage.
A more detailed description of the CMS detector,
together with a definition of the coordinate system and
kinematic variables, is reported in Ref. [10].
III. SIGNAL AND BACKGROUND SIMULATION
Samples of simulated events are used to model the EW
Zγjj signal and a variety of background processes. Since the
data analyzed for this paper were collected by the CMS
experiment from 2016 through 2018, the Monte Carlo
(MC) samples are also simulated separately for each
year with different versions of the MC generators. The
MadGraph5_aMC@NLO [12] v2.6.0, which is abbreviated as
MG5 in the following text, POWHEG [13–16] v2.0, and
PYTHIA [17] v8.226 are used for 2016. MG5 v2.6.1, POWHEG
v2.0, and PYTHIA v8.230 are used for 2017 and 2018. The
simulated samples are used to establish the event selection,
optimize the signal extraction procedure, and estimate the
total signal efficiency in the inclusive fiducial volume and
single signal efficiency in every bin of final experimental
distributions.
FIG. 1. Representative Feynman diagrams for Zγjj production. With the exception of the upper right one, the diagrams involve only
EW vertices: VBS viaW boson (upper left), VBS with QGC (upper center), vector boson fusion with TGCs (lower left), bremsstrahlung
(lower center), multiperipheral (lower right), whereas the upper right diagram represents a QCD-induced contribution.
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The signal EW Zγjj production with the Z boson
decaying to a pair of leptons is simulated at LO using
the MG5 generator. The main backgrounds, including
QCD-induced Zγ (QCD Zγ) and ttγ (TTγ) are generated
with MG5 with up to one jet at next-to-leading order (NLO)
in QCD using the FxFx jet merging scheme [18]. The
remaining backgrounds, including diboson (WW=WZ=ZZ)
production (VV) and single top quark production (ST), are
generated with either PYTHIA at LO or POWHEG at NLO.
The interference between EW Zγjj production and QCD-
induced Zγjj production is also simulated with MG5 at
OðαSα3EWÞ and treated as a part of QCD-induced Zγ.
The simulation of aQGCs is performed using MG5 at
LO. The matrix element reweighting functionality [19] is
employed to produce additional weights that correspond to
an appropriately spaced grid for each of the anomalous
couplings probed in this paper.
The protons are described in the simulation by the
NNPDF 3.0 [20] (NNPDF 3.1 [21]) parton distribution
functions (PDFs) for 2016 (2017 and 2018). The PYTHIA
generator package is used for the proton showering,
hadronization, and underlying event simulation. The sam-
ples are interfaced to PYTHIA with the tune CUETP8M1
(CP5) [22,23] for the year 2016 (2017 and 2018).
The detector response is modeled via a detailed descrip-
tion of the CMS detector implemented in the GEANT4
package [24,25]. The simulated events are reconstructed
in the same way as the CMS data and include additional
interactions in the same and neighboring bunch crossings,
referred to as pileup (PU). Simulated PU events are
weighted so that the number of reconstructed primary
vertices reproduces that observed in the data.
IV. OBJECT RECONSTRUCTION AND
EVENT SELECTION
A. Object reconstruction
The final state of interest consists of a pair of oppositely
charged isolated leptons, a photon, and two jets. We
employ both a global object reconstruction algorithm
and dedicated particle-type (e.g., muon) reconstruction
algorithms, for different purposes, as described in the
following paragraphs. The global object reconstruction
algorithm, called the particle-flow (PF) algorithm [26],
reconstructs and identifies all particle candidates (photons,
electrons, muons, charged and neutral hadrons, and missing
transverse momentum) in an event, based on a combination
of information from the various elements of the CMS
detector; the result is a set of physics objects called PF
candidates.
The candidate vertex with the largest value of summed
physics-object p2T is taken to be the primary pp interaction
vertex. The physics objects are the jets, clustered using the
jet finding algorithm [27,28] with the tracks assigned to
candidate vertices as inputs, and the associated missing
transverse momentum, taken as the negative vector sum of
the pT of those jets, which includes the leptons.
Electron candidates are reconstructed by combining
information from the ECAL and the tracker within jηj <
2.5 and pT > 25 GeV. The energy of electrons is deter-
mined from a combination of the electron momentum at the
primary interaction vertex determined by the tracker,
the energy of the corresponding ECAL cluster, and the
energy sum of all bremsstrahlung photons spatially
compatible with originating from the electron track.
Reconstructed electrons are required to satisfy additional
identification requirements [29] as follows: the relative
amount of energy deposited in the HCAL; a matching
procedure between the trajectory in the inner tracker and
that in the supercluster [30] of the ECAL; the number of
missing hits in the inner tracker; the consistency between
the track and primary vertex; a shower shape variable
σiηiη, which quantifies the transverse spread in η of the
electromagnetic shower in the ECAL (discussed in
Sec. V); and a photon conversion rejection algorithm.
An appropriate working point, referred to as the stringent
electron selection, which has an average per-electron
efficiency of 80%, is used to identify the electron
candidates from the Z boson decays in the signal process.
A far less restrictive working point, referred to as the
minimal electron selection, which has an average per-
electron efficiency of 95%, is used to remove events that
contain additional electrons.
Muon candidates are reconstructed by combining infor-
mation from the silicon tracker and the muon system within
the region jηj < 2.4 and pT > 20 GeV [31]. The combined
information is used to produce a global track fit, and the
muon momenta are obtained from the track curvatures.
Muons are selected from the reconstructed muon track
candidates by applying additional identification require-
ments as follows: the number of hits in the muon system
and the inner tracker; the quality of the combined fit to a
track; the number of matched muon-detector planes; and
the consistency between the track and primary vertex.
Different muon identification working points are defined
according to their efficiency. An appropriate working point,
referred to as the stringent muon selection, is used to
identify the muon candidates from the Z boson decays in
the signal process. The efficiency to reconstruct and
identify muons is greater than 96%. A far less restrictive
working point, referred to as the minimal muon selection, is
used to remove events with additional muons.
Leptons are required to be isolated from other particles in
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where the sums run over the charged and neutral hadrons,
as well as the photons, in a cone of size ΔR ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔηÞ2 þ ðΔϕÞ2
p
¼ 0.3 (0.4) for the electron (muon)
trajectory, where η and ϕ denote the pseudorapidity and
azimuthal angle. The quantity
P
pchargedT is the scalar pT





pγT are the respective scalar pT
sums of neutral hadrons and photons. The contribution
from PU in the isolation cone, pPUT , is subtracted using the
FASTJET v3.0.2 technique [28]. For electrons, pPUT is evalu-
ated using the “jet area” method described in Ref. [32]. For
muons, pPUT is assumed to be half of the scalar pT sum
deposited in the isolation cone by charged particles not
associated with the primary vertex. The factor of one half
corresponds approximately to the ratio of neutral to charged
hadrons produced in the hadronization of PU interactions.
Electrons are considered isolated for the stringent (mini-
mal) working points if RIso < 0.0695 (0.1750) in the barrel
and RIso < 0.0821 (0.1590) in the endcap detector regions.
Muons are considered isolated for the stringent (minimal)
working points if RIso < 0.15 (0.25).
The efficiencies of lepton reconstruction and selection
are measured as a function of plT and ηl for both data events
and MC events. The “tag-and-probe” technique [33] is used
on events containing a single Z boson. The ratio of
efficiencies from events in data and MC are used to correct
the simulation. The momentum scales of both muons and
electrons are calibrated in bins of plT and ηl [29,34].
Photon reconstruction and selection are similar to
electron reconstruction and selection. Photons located in
the barrel region, jηj < 1.442, and the ECAL endcap
region, 1.566< jηj<2.500, with pT>20GeV, are referred
to as γbarrel and γendcap, respectively. The region 1.442 <
jηj < 1.566 is a transition region between the barrel and
endcaps and is not used for photon reconstruction, because
the reconstruction of a photon object in this region is less
precise. Reconstructed photons are required to satisfy
further quality criteria [29] based on the following quan-
tities: the relative amount of deposited energy in the ECAL
and HCAL; isolation variables constructed separately for
the charged and neutral hadrons, photons other than the
signal photon; and a procedure that quantifies the like-
lihood for a photon to originate from electron bremsstrah-
lung. An appropriate working point, referred to as the
stringent photon selection, with an average per-photon
efficiency of 80%, is used to reconstruct prompt photons
(not from hadron decays) in the final state. A second
working point, which will be referred to as the nonprompt-
enriched photon selection, is used to reconstruct nonprompt
photons that are mainly products of neutral pion and η
meson decays [29,35], which constitute an important
background in this study.
Jets are reconstructed from particle-flow candidates
using the anti-kT jet clustering algorithm [27], as
implemented in the FASTJET package v3.0.2, with a distance
parameter of 0.4. The energies of charged hadrons are
determined from a combination of their momenta measured
in the tracker and the matching of ECAL and HCAL energy
deposits, corrected for the response of the calorimeters
to hadronic showers. The energy of neutral hadrons is
obtained from the corresponding corrected ECAL and
HCAL energies. To reduce the instrumental background,
as well as the contamination from PU, jets are selected by a
stringent jet selection based on the multiplicities and energy
fractions carried by charged and neutral hadrons.
Jet energy corrections are extracted from data and
simulated events to account for the effects of PU, non-
uniformity of the detector response, and residual
differences between the jet energy scale (JES) in data
and simulation. The JES calibration [36] relies on correc-
tions parametrized in terms of the uncorrected pT and η
of the jet, and is applied as a multiplicative factor, scaling
the four-momentum vector of each jet. To ensure that jets
are well measured and to reduce the PU contamination,
all jets must satisfy jηj < 4.7 and have a corrected
pT > 30 GeV. Jets from PU are further rejected using
PU jet identification criteria based on a multivariate
technique [37].
B. Event selection
The events of interest are selected by dilepton triggers.
We denote the lepton having the larger pT as l1 and the
other one as l2. The pT thresholds in the HLT are
pl1T >23GeV, p
l2
T >12GeV for electrons, and p
l1
T >
17 GeV, and pl2T > 8 GeV for muons. In 2016 and
2017, a timing shift in the ECAL endcap was not properly
accounted for in the trigger logic, resulting in the trigger
decision sometimes mistakenly being assigned to the
previous bunch crossing. This led to a sizable decrease
in the L1 trigger efficiency for events with high energy
deposits in the ECAL endcaps. The loss of efficiency for
EW Zγjj events associated with this effect is ≈8% for the
invariant mass of two jets mjj > 500 GeV, and increases to
≈15% formjj > 2 TeV. A correction is therefore applied as
a function of jet pT and η using an unbiased data sample
with correct timing and is implemented through a factor
that represents the probability of the event to avoid having
mistimed signals.
Selected events are required to contain two oppositely
charged same-flavor leptons, either a pair of electrons
or a pair of muons. Both leptons must pass the
stringent working points and the corresponding isolation
requirements described in Sec. IVA and must satisfy
pT > 25 ð20Þ GeV, and jηj < 2.5 (2.4) in the electron
(muon) case. The invariant mass of the dilepton system
(mll) is required to be within the window 70 < mll <
110 GeV. To reduce the WZ and ZZ backgrounds, events
are rejected if there is any additional lepton passing the less
restrictive identification criteria mentioned in Sec. IVA.
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At least one photon satisfying the stringent identification
criteria is required. The photon with the largest pT in the
event is used if there is more than one photon passing the
stringent identification criteria. The photon is required to
have pT > 20 GeV. The ΔR between the selected photon
and each of the selected leptons is required to be larger than
0.7. The invariant mass of the dilepton-photon system must
satisfy mZγ > 100 GeV to reduce the contribution from
final-state radiation in Z boson decays. The event must also
contain at least two jets that satisfy the jet identification
criteria described in Sec. IVA and that are separated from
selected leptons and photons by ΔR > 0.5. The jet with the
largest pT is referred to as the leading jet and is denoted
as j1, and the jet with the lower pT is denoted as j2.
The jets are required to satisfy pT > 30 GeV, jηj < 4.7,
and ΔRðj1; j2Þ > 0.5. The dilepton selection with a
photon and two jets is henceforth referred to as the
“common” selection.
The signal region is defined by the common selection,
and by requiring mjj>500GeV and jΔηjjj¼ jηj1−ηj2j>
2.5. Two additional criteria are used for the signal signifi-
cance measurement. First, the Zeppenfeld variable [38]
η ¼ jηZγ − ðηj1 þ ηj2Þ=2j, where ηZγ represents the η of the
Zγ system, needs to satisfy η < 2.4. Second, the magni-
tude of the difference between the azimuthal angle of the Zγ
system (ϕZγ) and the azimuthal angle of the dijet system
(ϕj1j2), ΔϕZγ;jj ¼ jϕZγ − ϕj1j2j, which should be large in
signal events because the two systems are recoiling against
each other, must satisfy ΔϕZγ;jj > 1.9. A low-mjj control
region, in which the EW signal is negligible compared with
the contribution from QCD-induced Zγjj production, is
defined by the common selection and the require-
ment 150 GeV < mjj < 500 GeV.
The total and differential cross sections for EW Zγjj and
EWþ QCD Zγjj production are measured in a fiducial
region (see “Fiducial volume” in Table I) that closely
mirrors the EW signal in the VBS at the particle level, in
which the requirements of η and ΔϕZγ;jj for the optimi-
zation of signal significance used in the EW signal region
(see “EW signal region” in Table I) are not applied. The
particle-level leptons and photons are required to be
prompt, which means that the photon should be from
the VBS process and lepton should be from the Z decay,
and the momenta of prompt photons with ΔRlγ < 0.1 are
added to the lepton momenta to correct for final-state
photon radiation.
The selection for the aQGC search is similar to the EW
signal selection, but targets the characteristic high-energy
behavior of aQGC processes by requiring pγT > 120 GeV.
In this high photon pT region, the background has been
suppressed as much as possible, so the requirements of η
and ΔϕZγ;jj are not applied.
A summary of all the selection criteria is displayed in
Table I.
V. BACKGROUND ESTIMATION
The dominant background arises from the QCD-induced
production of Zγjj. The yield and shape of this irreducible
background are taken from simulation, but are ultimately
constrained by the data in the ML fit mentioned in
Section VII A that extracts the EW signal. The second
most important background arises from events in which the
selected photon is not prompt and is mainly from Z þ jets
events. This background cannot be simulated accurately
and is estimated from data, as described in the following
paragraph. Other small contributions feature kinematic
distributions similar to that of the dominant background
and are estimated from simulation including single top
quark events in the s- and t-channels that are normalized to
their respective NLO cross sections; associated single top
quark and W boson production normalized to its next-to-
next-to-leading order (NNLO) cross section [39]; WW
production normalized to its NNLO cross section;WZ, ZZ,
QCD-induced Wγjj, and ttγ production normalized to their
NLO cross sections.
The background from events containing a nonprompt
photon is estimated using data to calculate the event weight






in a region similar to our common selection with the jet
requirements removed. The numerator ndata represents the
number of events passing the stringent photon selection.
TABLE I. Summary of the five sets of event selection criteria
used to define events in the fiducial cross section measurement
region, control region, EW signal extraction region, and the
region used to search for aQGC contributions.
Common selection pTl1;l2 > 25 GeV, jηl1;l2j < 2.5
for electron channel
pTl1;l2 > 20 GeV, jηl1;l2j < 2.4
for muon channel
pγT > 20 GeV, jηγj < 1.442
or 1.566 < jηγj < 2.500
pj1;j2T > 30 GeV, jηj1;j2j < 4.7
70 < mll < 110 GeV, mZγ > 100 GeV
ΔRjj, ΔRjγ , ΔRjl > 0.5, ΔRlγ > 0.7
Fiducial volume Common selection,
mjj > 500 GeV, jΔηjjj > 2.5
Control region Common selection, 150 < mjj < 500 GeV
EW signal region Common selection, mjj > 500 GeV,
jΔηjjj > 2.5, η < 2.4, ΔϕZγ;jj > 1.9
aQGC search region Common selection, mjj > 500 GeV,
jΔηjjj > 2.5, pγT > 120 GeV
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The denominator Nunweightedfake represents the number of
events passing the nonprompt-enriched photon selection
mentioned in Sec. IVA. The contribution from the signal
region is removed for both the numerator and denominator,
and the prompt contribution in the denominator is also
removed by subtracting the small prompt photon contri-
bution from the data based on simulated samples. The
factor ϵfake−fraction is the fraction of nonprompt photons in
the region where the stringent photon selection is applied,
which is obtained from a template fit of the photon σiηiη
distribution, since the variable σiηiη quantifies the width of
the photon electromagnetic shower in η, which is narrow
for prompt and broad for nonprompt photons. The prompt-
photon template is obtained from simulated Zγ events and
the nonprompt-photon template is obtained from a side-
band method of inverting the charged hadron isolation
variable of the photon in data. The event weight of an event
containing a nonprompt photon can be then calculated as a
function of pγT for photons in the barrel and endcap regions.
The nonprompt-photon background estimate in the signal
region is determined by these event weights and the rate of
events passing the signal region selection with the stringent
photon selection replaced by the nonprompt-enriched
photon selection.
VI. SYSTEMATIC UNCERTAINTIES
The sources of systematic uncertainty can be divided into
experimental and theoretical categories. The experimental
sources include uncertainties in corrections to the simu-
lation, the method to estimate the nonprompt-photon
background contribution, and corrections for detector
effects during data taking not properly accounted by the
simulation in the experiment. The sources of theoretical
uncertainty include the choice of the renormalization and
factorization scales, and the choice of the PDFs.
The uncertainty because of renormalization and factori-
zation scales denoted as μR and μF, respectively, is
evaluated for the signal and QCD-induced Zγjj back-
ground. The different choices for μF and μR considered
are these six combinations: ðμF;μRÞ¼ð2μ0;μ0Þ;ð0.5μ0;μ0Þ;
ðμ0;2μ0Þ, ðμ0; 0.5μ0Þ; ð2μ0; 2μ0Þ, and ð0.5μ0; 0.5μ0Þ, in
which μ0 represents the nominal scale. These six combi-
nations are further divided into three groups according to
either μR or μF not equalling μ0 or both of them not
equalling μ0. The difference in one group is calculated
and regarded as one component of the uncertainties in μR
and μF. The uncertainties of these three components range
from 1% to 12% for the EW signal and from 6% to 25%
for QCD-induced Zγjj background. All three components
are included as independent systematic uncertainties in
the ML fit introduced in Sec. VII A. The PDF and related
strong coupling αS are evaluated using the eigenvalues
of the PDF set following the NNPDF prescription [40].
The size of this uncertainty is 1%–3% for both EW signal
and QCD-induced Zγjj background.
The uncertainties in the jet modeling, which include the
JES, the jet energy resolution (JER), and the PU jet
identification, are calculated in simulated events. The JES
and JER are obtained by applying the corrections shifted
by 1 SD. The effect of the updated corrections is
propagated to all dependent variables and all selection
criteria, and these effects on the yield are determined bin-
by-bin for each bin of the mjj-jΔηjjj distribution. The
variation, þ1 SD or −1 SD, that has the larger absolute
effect on the yield is assumed as the uncertainty. The size
of the uncertainty varies between 1% and 92%, depending
on the mjj-jΔηjjj bin, but the larger values typically
correspond to bins where the uncertainty is less important
because they are applied to a smaller nominal yield. The
uncertainties in PU jet identification are calculated by
changing the corresponding scale factors 1 SD, depend-
ing on pT and η. The uncertainties in jet energy correc-
tions and PU jet working points are uncorrelated between
different years, but correlated between the electron and
muon categories.
The systematic uncertainty in the nonprompt-photon
background estimate is the quadratic sum of three compo-
nents. The first component is the uncertainty in the choice
of the isolation sideband. The second component is the
uncertainty in the bias in the fitting procedure, calculated
by performing the procedure in simulated pseudodata and
comparing the fit results with the known fractions. This
component, which is larger in the endcap than in the barrel,
increases with photon pT. The third component is the
uncertainty in the modeling of the prompt-photon events in
the true template fit, estimated as the difference between
prompt-photon events simulated from QCD-induced Zγ
and EW Zγjj signal. The overall uncertainty in the non-
prompt-photon background estimation ranges from 9% to
37%, uncorrelated between years and channels.
The uncertainties that arise from the finite number of
events in simulated samples and data control regions,
referred to as statistical uncertainties, are calculated bin-
by-bin based on the Poisson distribution. The statistical
uncertainties typically increase with increasing mjj and
jΔηjjj and are uncorrelated across different processes and
bins. The uncertainties in the efficiencies of lepton iden-
tification, trigger efficiencies, and photon identification
range from 0.5 to 3.0% depending on pT and η and include
both statistical and systematic sources. The systematic
(statistical) uncertainties are dominant in the low (high)
pT range.
All simulated samples are also affected by uncertainties
associated with the ECAL timing shift, the reweighting of
the PU distribution, and the integrated luminosity. The
uncertainties associated with the ECAL timing shift
correction factors range from 1% to 4%, depending on
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the process and the mjj-jΔηjjj bin. The uncertainty from
pileup reweighting is evaluated by changing the total
inelastic cross section of 69.2 mb [41] by 5%, which
results in an uncertainty in the 1%–10% range. The
integrated luminosity of the 2016, 2017, and 2018
data-taking periods have uncertainties in the 1.2%–
2.5% range [42–44]. These uncertainties are partially
correlated and correspond to a total uncertainty of
1.6%. The uncertainties of ECAL mistiming, reweighting
of the PU, and integrated luminosity uncertainties are
correlated across years.
All of the above systematic uncertainties are applied in
the calculation of the signal significance, measurements of
the cross section, and in the search for aQGCs. They are
also applied in the cross section measurement, with the
exception of the theoretical uncertainties related to the
normalization of the signal.
We organize the systematic uncertainties into the follow-
ing groups: theoretical uncertainties including the scales μR
and μF, and the PDF uncertainties; corrections applied to
jets including JES and JER; uncertainties in the nonprompt-
photon background estimate; statistical uncertainties from
simulation or data; corrections applied to electron and
photon candidates; corrections applied to muon candidates;
uncertainties from PU reweighting; uncertainties in the
integrated luminosity; uncertainties from the L1 trigger
timing shift; and uncertainties from corrections of PU jet
identification (ID) working points. The remaining uncer-
tainties, which are referred to as “other”, include the
uncertainties in the cross section estimation of diboson
and tt̄ γ processes that have an impact < 0.1%. The
uncertainties in μR and μF of the QCD-induced production
and in the jet energy correction are the dominant systematic
uncertainties in the measurement. The impact of the
uncertainty of each group on the signal strength measure-
ment is displayed in Table II.
VII. RESULTS
The pre-fit (before the simultaneous fit described in
Sec. VII A) signal and background expected yields, as well
as the observed data yields in the signal region, are shown
in Figs. 2 and 3 separately for the photon in the ECAL
barrel and endcaps, for both the dielectron and dimuon
channels.
A. Measurement of the signal significance
To extract as much information as possible from the data
set, we perform a likelihood-based statistical analysis. An
optimal binning leads to the best expected signal signifi-
cance used. The likelihood function is the product of the
binned signal and backgrounds probability density func-





Poissonðnijμsiðθ⃗Þ þ biðθ⃗ÞÞpð˜θ⃗jθ⃗Þ; ð3Þ
where ni is the number of observed events in data, si and bi
are the expected event yields for the signal and back-
grounds, N represents the number of bins in the signal and
control regions, and pð˜θ⃗jθ⃗Þ is a Gaussian constrained pdf
of the effects of the systematic uncertainties θ⃗ called
nuisance parameters (NP), in which ˜θ⃗ represents the
external measurements corresponding to each NP. The
parameter of interest (POI) μ is the signal strength, which
represents the ratio of observed to expected signal yields.
The POI μ is estimated by maximizing the profile like-






The numerator of this ratio is the profile likelihood
function. The quantity
ˆ̂
θ⃗ denotes the value of θ⃗ that
maximizes L for the specified μ; it is the conditional
ML estimator of θ⃗ (and thus is a function of μ). The
denominator is the maximized (unconditional) likelihood
function, μ̂ and
ˆ
θ⃗ are their ML estimators. The presence of
the nuisance parameters broadens the profile likelihood as a
function of μ relative to that if their values were fixed. This
reflects the loss of information about μ because of the
systematic uncertainties. If μ ¼ 0, there are no signal
events, corresponding to the background-only hypothesis.
A test statistic is defined as tμ ¼ −2 ln λðμÞ. Higher values
of tμ thus correspond to increasing incompatibility between
the data and the background-only hypothesis. To quantify
the level of disagreement between the data and the back-
ground-only hypothesis, the p-value [45] is computed
TABLE II. The impact of the systematic uncertainties on the
EW signal strength measurement.
Systematic uncertainty Impact [%]
Jet energy correction þ7.9 −6.7
Theoretical uncertainties þ5.5 −4.7
MC statistical uncertainties þ4.7 −4.5
PU þ4.7 −4.1
Related to e, γ þ4.5 −3.6
PU jet ID þ3.7 −3.4
ECAL timing shift at L1 þ3.5 −2.8
Nonprompt-γ bkg. estimate þ2.0 −1.6
Related to μ þ1.7 −1.4
Integrated luminosity þ0.8 −0.6
Total systematic uncertainty þ14 −12
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using Eq. (5), where t0 ¼ −2 lnLð0;
ˆ̂
θ⃗0Þ=Lðμ̂; ˆθ⃗Þ and
fðt0j0Þ denotes the probability density function of the






The p-value is then converted to a significance based on the
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FIG. 2. The pre-fit mjj distributions in the signal region for the dileptonþ γbarrel events are shown for the dielectron (left) and the
dimuon (right) categories with data collected from 2016 to 2018. The data are compared to the sum of the signal and the background
contributions. The black points with error bars represent the data and their statistical uncertainties, whereas the hatched bands represent
the statistical uncertainty in the combined signal and background expectations. The last bin includes overflow events. The lower panel
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FIG. 3. The pre-fit mjj distributions in the signal region for the dileptonþ γendcap events are shown for the dielectron (left) and the
dimuon (right) categories with data collected from 2016 to 2018. The data are compared to the sum of the signal and the background
contributions. The black points with error bars represent the data and their statistical uncertainties, whereas the hatched bands represent
the statistical uncertainty in the combined signal and background expectations. The last bin includes overflow events. The lower panel
shows the ratio of the data to the expectation.
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The control and signal regions are each divided sepa-
rately for photons in the ECAL barrel/endcaps and for the
dielectron and dimuon channels. The signal region is
divided further into bins in mjj and jΔηjjj, as shown in
Figs. 4 and 5. The control region is divided into bins in mjj,
as shown in Figs. 6 and 7. The postfit yields for every
process and for data are listed in Table III.
The main contributions to the significance are from the
bins in the signal region with an excess of signal relative to
background events, such as high mjj bins in each channel.
The observed (expected) significance for EW signal
obtained from a simultaneous fit of all bins in the signal
region and the control region to the data (Asimov data
set [46]) is 9.4 (8.5 SD).
B. Fiducial cross section
Fiducial cross sections are measured in the fiducial
region, which is designed to mirror the signal region as
closely as possible, as shown in Table I. The fiducial
cross section is extracted using the same binning of mjj
and jΔηjjj as used in the signal significance measurement,
and with the same simultaneous fit in all regions and
channels, with the following exception: the events that pass
the EW signal selection but fail the fiducial selection are
regarded as a background. We define the fiducial cross
section as:
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FIG. 4. The post-fit 2D distributions of the dielectron (left) and dimuon (right) for the γbarrel categories in the signal region, as functions
of mjj in bins of jΔηjjj. The horizontal axis is split into bins of jΔηjjj of [2.5, 4.5], [4.5, 6.0], and > 6.0: The data are compared to the
signal and background in the predictions. The black points with error bars represent the data and their statistical uncertainties, whereas
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FIG. 5. The post-fit 2D distributions of the dielectron (left) and dimuon (right) for the γendcap categories in the signal region, as
functions of mjj in bins of jΔηjjj. The horizontal axis is split into bins of jΔηjjj of [2.5, 4.5], [4.5, 6.0], and > 6.0: The data are compared
to the signal and background in the predictions. The black points with error bars represent the data and their statistical uncertainties,
whereas the hatched bands represent the total uncertainties of the predictions.



























































FIG. 6. The postfit distributions in the control region for the dielectron (left) and dimuon (right) for the γbarrel categories as a function of
mjj. The horizontal axis is split into bins of mjj of [150, 300], [300, 400], and [400, 500]. The black points with error bars represent the



























































FIG. 7. The postfit distributions in the control region for the dielectron (left) and dimuon (right) for the γendcap categories as a function
ofmjj. The horizontal axis is split into bins ofmjj of [150, 300], [300, 400], and [400, 500]. The black points with error bars represent the
data and their statistical uncertainties, whereas the hatched bands represent the total uncertainties of the predictions.
TABLE III. Post-fit yields of predicted signal and background with total uncertainties, and observed event counts
after the selection in the EW signal region. The γbarrel and γendcap columns represent events with photons in the ECAL
barrel and endcaps, respectively.
Process μμγbarrel μμγendcap eeγbarrel eeγendcap
ST 0.7 0.4 0.2 0.2 0.6 0.3 0.2 0.2
TTγ 8.8 1.3 2.1 0.5 3.4 0.6 0.2 0.2
VV 6.0 1.9 3.2 1.2 4.1 1.3 0.8 0.3
Nonprompt photon 189 9.2 143 6.9 93.6 6.5 74.3 5.0
QCD Zγ 274 10 108 5.6 162 7.4 62.4 3.9
EW Zγ 133 4.7 46.5 1.7 84.5 3.1 28.2 1.1
Predicted yields 612 13 303 8 349 9 166 6
Data 584 320 375 174
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where σg is the cross section for the generated signal
events, μ̂ is the signal strength parameter, and agf is the
acceptance for the events generated in the fiducial region
and evaluated through simulation. The theoretical fiducial
cross section for the EW Zγ signal at LO accuracy is
4.34 0.26ðscaleÞ  0.06ðPDFÞ fb. The best fit value for
the EW Zγ signal strength and the measured fiducial cross
section are
μEW ¼ 1.20þ0.12−0.12ðstatÞ þ0.14−0.12ðsystÞ
¼ 1.20þ0.18−0.17 ; ð7aÞ
σfidEW ¼ 5.21 0.52ðstatÞ  0.56ðsystÞ fb
¼ 5.21 0.76 fb: ð7bÞ
A combined EWþ QCD Zγjj cross section is also mea-
sured in the same fiducial region using the same procedure,
except that the control region is excluded. In this meas-
urement, both the EW and QCD contributions are consid-
ered signal. The combined Zγjj cross section is defined as
σfid ¼ μ̂ðσgEWagfEW þ σgQCDagfQCDÞ: ð8Þ
The theoretical fiducial cross section for QCD Zγjj
production is 8.93 1.70ðscaleÞ  0.08ðPDFÞ fb. The
expected fiducial cross section for the combined QCD
and EW Zγjj production is 13.3 1.72ðscaleÞ 
0.10ðPDFÞ fb. The best fit value for the combined Zγjj
signal strength and the measured cross section are
μEWþQCD ¼ 1.11þ0.06−0.06ðstatÞ þ0.10−0.09ðsystÞ
¼ 1.11þ0.12−0.11 ; ð9aÞ
σfidEWþQCD ¼ 14.7 0.80ðstatÞ  1.26ðsystÞ fb
¼ 14.7 1.53 fb: ð9bÞ
C. Unfolded differential cross section distribution
Unfolding is used to correct measured detector-level
distributions to the particle-level. It accounts for the
limited acceptance and efficiencies of the detector, as well
as for bin-to-bin migration between the measured and
corrected distribution arising from detector resolution.
Simulated EW samples from MC event generators are
used to perform the unfolding. Distributions obtained from
the generated events correspond to the particle level (which
will be referred to as “gen”). The same distributions
obtained using simulated events correspond to detector
level (which will be referred to as “reco”). In the well-







j þ bi; ð10aÞ
Rij ¼ Pðobserved in bin ijgenerated in bin jÞ; ð10bÞ
in which yrecoi represents observed events in data in the
reconstructed bin i, xgenj represents the events from simu-
lation in the bin j at the particle level, and bi represents
the background from simulation in the reconstructed bin i.




j obeys the distribution
x⃗ ∼ Poissonðλ⃗Þ, where λ⃗ represents the bin means of





i is Poisson distributed, y⃗∼
PoissonðRλ⃗þ b⃗Þ, where the element of the response matrix
R is given in the Eq. (10b). The formal solution to Eq. (10a)
can be written as xgenj ¼ R−1ji ðyrecoi − biÞ. The estimate of
the xgenj can also be derived from the principle of ML; the
corresponding likelihood is in Eq. (11).
TABLE IV. The signal strengths and differential cross sections from SM expectation and fit calculated as part of the unfolding of pγT,
pj1T , and p
l1
T observables for EW Zγjj. The last bin includes overflow events.
Variables Bin [GeV] μ Δμ Predicted dσ=dpT [fb/GeV] Observed dσ=dpT [fb/GeV]
pγT 20–80 1.10þ0.39−0.38 0.0539 0.0089 0.059 0.021
80–120 1.96þ0.46−0.43 0.0134 0.0024 0.0264 0.0060
120–200 1.51þ0.50−0.46 0.0049 0.0010 0.0074 0.0024
200–400 1.29þ0.63−0.57 0.00114 0.00025 0.00147 0.00068
pj1T 30–150 1.09
þ0.59
−0.58 0.0176 0.0028 0.019 0.010
150–250 0.89þ0.34−0.33 0.0149 0.0026 0.0133 0.0050
250–350 1.08þ0.50−0.47 0.0052 0.0010 0.0056 0.0025
350–800 1.86þ0.63−0.57 0.00059 0.00014 0.00109 0.0036
pl1T 20–80 1.60
þ0.47
−0.47 0.0350 0.0055 0.056 0.016
80–120 1.01þ0.37−0.35 0.0278 0.0048 0.028 0.010
120–200 0.30þ0.36−0.34 0.0100 0.0019 0.0030 0.00035
200–400 0.97þ0.52−0.47 0.00187 0.00041 0.00188 0.00092














This solution is based on the assumption that R is
nonsingular and insensitive to small perturbations. If
that is not the case, the problem is ill-posed and R
is ill-conditioned, which means that a regularization
[47] method is needed. The sensitivity to fluctuations
associated with the ML solution can be quantified by the
condition number of R, which is a measure of how ill-
conditioned the problem is. In general, if the condition
number cðRÞ is small (less than 10), then the problem can
most likely be solved using the unregularized ML esti-
mate. In this paper, an appropriate choice of binning is
made to guarantee that the response matrix R is non-
singular and cðRÞ < 10. The regularization parts thus are
not considered in this unfolded differential cross section
measurement.
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FIG. 8. Unfolded differential cross section as a function of the leading lepton pT, leading jet pT, leading photon pT, and mjj-jΔηjjj for
EW Zγjj. The black points with error bars represent the data and their statistical uncertainties, whereas the red bands represent the total
theoretical uncertainties from the MG5 simulation. The last bin includes overflow events.
TABLE V. The signal strengths and differential cross sections from SM expectation and fit calculated as part of the unfolding of 2D
mjj-jΔηjjj observables for EW Zγjj. The last bin includes overflow events.
jΔηjjj bin mjj bin [GeV] μ Δμ Predicted d2σ=d mdjΔηjjj [fb/GeV] Observed d2σ=dm djΔηjjj [fb/GeV]
[2.5, 4.5) [500, 800) 1.25þ0.59−0.58 0.00185 0.00017 0.0023 0.0011
[2.5, 4.5) [800, 1200) 1.73þ0.43−0.40 0.00096 0.00014 0.00166 0.00040
[2.5, 4.5) [1200, 2000] 1.16þ0.34−0.30 0.000322 0.000065 0.00037 0.00011
[4.5, 6.0) [500, 800) 4.3þ5.1−4.8 0.000559 0.000057 0.0024 0.0028
[4.5, 6.0) [800, 1200) 1.3þ1.1−1.1 0.00078 0.00012 0.00104 0.00086
[4.5, 6.0) [1200, 2000] 0.92þ0.28−0.26 0.00069 0.00016 0.00064 0.00019
[6.0, 6.5) [500, 2000] 1.9þ1.5−1.6 0.00060 0.00016 0.00112 0.00092
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The unfolded differential cross section is measured in the
same way as the fiducial cross section, with a simultaneous
fit to data in the control region and signal region in bins of
the single variables leading photon pT, leading lepton pT,
and leading jet pT, and in bins of two variables mjj and
jΔηjjj. The off-diagonal elements of the response matrix
correspond to 1% for leading photon pT, 1% for leading
lepton pT, 3% for leading jet pT, and around 5% formjj and
jΔηjjj. All systematic uncertainties discussed in Sec. VI are
also considered for the corresponding process, especially
for the evaluation of Rij. The signal strengths for each bin
of the EW Zγjj unfolded distribution are listed in Tables IV
and V and the corresponding differential cross section
distributions are shown in Fig. 8.
A combined EWþ QCD Zγjj unfolded differential cross
section is also measured in the same region using the same
procedure, except that the control region is excluded. In this
measurement, both the EW and QCD contributions are
considered signal. The combined Zγjj unfolded differential
cross section is shown in Fig. 9, and Tables VI and VII.
Within the uncertainties, the unfolded distributions agree
well with the SM predictions.
D. Limits on anomalous quartic gauge couplings
In an EFT approach to BSM physics, dimension-8
operators are constructed from contractions of the covar-
iant derivative of the Higgs doublet and the charged
and neutral field strength tensors associated with gauge
bosons. Assuming the SUð2Þ ×Uð1Þ symmetry of the EW
gauge field, nine independent charge-conjugate and par-
ity-conserving dimension-8 operators are constructed [6].
The operators affecting the Zγjj channel can be divided
into those containing an SUð2Þ field strength, the Uð1Þ
field strength, and the covariant derivative of the Higgs
doublet, LM0−5;7 , and those containing only the two field
strengths, LT0−2;5−9 . The coefficient of the operator LXY is
denoted by FXY=Λ4, where Λ is the unknown scale of
BSM physics.
The effects of the aQGCs in addition to the SM EW Zγ
process, as well as interference between the EW and QCD-
induced processes, are simulated as described in Sec. III.
The contribution from aQGCs enhances the production of
events at large Zγ mass, so the mZγ distribution is used to
extract limits on the aQGC parameters. To obtain the
prediction for the signal as a function of the value of the
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FIG. 9. Unfolded differential cross section as a function of the leading lepton pT, leading photon pT, leading jet pT, and mjj-jΔηjjj for
EWþ QCD Zγjj. The black points with error bars represent the data and their statistical uncertainties, whereas the red bands represent
the total theoretical uncertainties from the MG5 simulation. The last bin includes overflow events.
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aQGC parameter, a quadratic function is used to fit the ratio
of aQGC and SM yields in each bin of mZγ in the aQGC
region defined in Sec. IV B. From Fig. 10, no statistically
significant excess of events relative to the SM prediction is
observed.
The likelihood function is the product of Poisson
distributions and a normal constraining term with nuisance
parameters representing the sources of systematic uncer-
tainties in any given bin. The final likelihood function is the
product of the likelihood functions of the electron and
muon channels. This test statistic,






is essentially the same test statistic as in Sec. VII A except
that the αtest represents the aQGC point being tested. The
symbol θ⃗ represents a vector of nuisance parameters
assumed to follow log-normal distributions. The parameter
ˆ̂
θ⃗ corresponds to the maximum of the likelihood function at
the point αtest. The α̂ and
ˆ
θ⃗ parameters correspond to the
global maximum of the likelihood function.
This test statistic is assumed to follow a χ2 distribution
[48]. It is therefore possible to extract the limits immedi-
ately from twice the difference in the log-likelihood
function 2ΔNLL ¼ tαtest [49]. The observed and expected
95% confidence level limits for the coefficients, shown in
Table VIII, are obtained by varying the coefficients of one
operator at a time and setting all other anomalous couplings
to zero. The statistical uncertainty is dominant in the limits
setting. The unitarity bound is defined as the scattering
energy at which the aQGC coupling strength is set equal to
the observed limit that would result in a scattering
amplitude that violates unitarity [50]. These results provide
the most stringent limit to date on the aQGC param-
eter FT9=Λ4.
TABLE VI. The signal strengths and differential cross sections from SM expectation and fit calculated as part of
the unfolding of pγT, p
j1
T , and p
l1
T observables for EWþ QCD Zγjj. The last bin includes overflow events.
Variables Bin [GeV] μ Δμ Predicted dσ=dpT [fb/GeV] Observed dσ=dpT [fb/GeV]
pγT 20–80 0.84þ0.32−0.35 0.841 0.075 0.70 0.029
80–120 1.11þ0.27−0.26 0.203 0.019 0.225 0.053
120–200 1.02þ0.29−0.27 0.0747 0.0076 0.076 0.022
200–400 0.81þ0.29−0.26 0.0176 0.0021 0.0142 0.0049
pj1T 30–150 0.86
þ0.46
−0.50 0.286 0.025 0.25 0.14
150–250 0.95þ0.15−0.14 0.222 0.020 0.210 0.032
250–350 1.06þ0.25−0.23 0.0759 0.0077 0.081 0.019
350–800 1.40þ0.35−0.31 0.0087 0.0010 0.0123 0.0029
pl1T 20–80 0.96
þ0.45
−0.53 0.538 0.046 0.52 0.26
80–120 0.81þ0.24−0.25 0.431 0.040 0.35 0.11
120–200 0.63þ0.20−0.20 0.158 0.016 0.099 0.032
200–400 0.93þ0.26−0.23 0.0297 0.0034 0.0276 0.0072
TABLE VII. The signal strengths and differential cross sections from SM expectation and fit calculated as part of
the unfolding of 2D mjj-jΔηjjj observables for EWþ QCD Zγjj. The last bin includes overflow events.
jΔηjjj bin mjj bin [GeV] μ Δμ Predicted d2σ=dm djΔηjjj [fb/GeV] Observed d2σ=dm djΔηjjj [fb/GeV]
[2.5, 4.5) [500, 800) 0.96þ0.23−0.21 0.0319 0.0023 0.0306 0.0070
[2.5, 4.5) [800, 1200) 1.34þ0.23−0.21 0.0140 0.0011 0.0189 0.0031
[2.5, 4.5) [1200, 2000] 1.09þ0.26−0.23 0.00445 0.00038 0.0049 0.0010
[4.5, 6.0) [500, 800) 0.52þ1.3−1.3 0.0123 0.0012 0.006 0.016
[4.5, 6.0) [800, 1200) 1.14þ0.46−0.42 0.0121 0.0010 0.0138 0.0053
[4.5, 6.0) [1200, 2000] 0.86þ0.22−0.20 0.00942 0.00076 0.0081 0.0020
[6.0, 6.5) [500, 2000] 0.3þ1.6−1.6 0.00864 0.00049 0.0024 0.0014
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VIII. SUMMARY
This paper presents the first observation of the electro-




p ¼ 13 TeV proton-proton collisions recorded
with the CMS detector in 2016–2018 corresponding to an
integrated luminosity of 137 fb−1. Events were selected by
requiring two opposite-sign leptons with the same flavor
from the decay of a Z boson, one identified photon, and
two jets that have a large separation in pseudorapidity
and a large dijet mass. The measured cross section in the
fiducial volume defined in Table I for EW Zγjj production
is 5.21 0.52ðstatÞ  0.56ðsystÞfb ¼ 5.21 0.76 fb, and
the fiducial cross section of EW and QCD-induced pro-
duction is 14.70.80ðstatÞ1.26ðsystÞfb¼14.71.53 fb.
Both the observed and expected signal significances are
well in excess of 5 standard deviations. Differential cross
sections for EW and EWþ QCD are measured for several
observables and compared to standard model predictions
computed at leading order. Within the uncertainties, the
measurements agree with the predictions. Constraints are
set on the effective field theory dimension-8 operators M0
to M5, M7, T0 to T2, and T5 to T9, giving rise to anomalous
quartic gauge couplings. These constraints are either
competitive with or more stringent than those previously
obtained.
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FIG. 10. The mZγ distribution for events satisfying the aQGC
region selection, which is used to set constraints on the anoma-
lous coupling parameters. The bins of mZγ are [150, 400, 600,
800, 1000, 1200, 2000] GeV, where the last bin includes overflow
events. The red line represents a nonzero FT8 value and the blue
line represents a nonzero FT9 value, which would significantly
enhance the yields at high mZγ . The black points with error bars
represent the data and their statistical uncertainties, whereas the
hatched bands represent the statistical uncertainties in the SM
predictions.
TABLE VIII. The expected and observed limits on the aQGC
parameters at 95% confidence level. The last column presents the
scattering energy values for which the amplitude would violate
unitarity for the observed value of the aQGC parameter. All
coupling parameter limits are set in TeV−4, whereas the unitarity












FM0=Λ4 −12.5 12.8 −15.8 16.0 1.3
FM1=Λ4 −28.1 27.0 −35.0 34.7 1.5
FM2=Λ4 −5.21 5.12 −6.55 6.49 1.5
FM3=Λ4 −10.2 10.3 −13.0 13.0 1.8
FM4=Λ4 −10.2 10.2 −13.0 12.7 1.7
FM5=Λ4 −17.6 16.8 −22.2 21.3 1.7
FM7=Λ4 −44.7 45.0 −56.6 55.9 1.6
FT0=Λ4 −0.52 0.44 −0.64 0.57 1.9
FT1=Λ4 −0.65 0.63 −0.81 0.90 2.0
FT2=Λ4 −1.36 1.21 −1.68 1.54 1.9
FT5=Λ4 −0.45 0.52 −0.58 0.64 2.2
FT6=Λ4 −1.02 1.07 −1.30 1.33 2.0
FT7=Λ4 −1.67 1.97 −2.15 2.43 2.2
FT8=Λ4 −0.36 0.36 −0.47 0.47 1.8
FT9=Λ4 −0.72 0.72 −0.91 0.91 1.9
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