Confocal Microscopy is valuable for its ability to image thick sections of intact tissue. A compelling need is to image biological structures (e.g. neurons) that are much larger than the conventional three-dimensional (3-D) field of view. We describe a combination of specimen preparation, imaging, and image processing methods that extend not only the lateral dimensions, but also the axial depth. We're also addressing the compelling need of improving the quantitative accuracy, and minimizing the possibility of missing important structures/phenomena due to non-uniform attenuation of the optical signal within the specimen. Our method is designed to work with existing instrumentation.
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The axial extent of the image is increased by mounting the specimen in a symmetric manner between a pair of coverslips, and collecting two images. The first is collected in the routine way and the second after flipping the sample upside-down. These two views are separated roughly, but not exactly, by 180 o in the axial direction. The image structures in these views are registered precisely using fully automated and robust algorithms. Then, signal-processing algorithms based on modeling of the optical propagation of the epi-illumination and fluorescence signals through the specimen are used to compensate for the depth-dependent signal attenuation in the 3-D volume [2] . Previous methods for depth attenuation correction work by amplifying the signal from deeper parts of the specimen using an estimate of the signal extinction factor, and may need additional instrument setup [11] . In these methods, amplification of noise is an unavoidable artifact. Our approach has the advantage of exploiting data from multiple views to provably improve the signal to noise ratio and correct for photobleaching, while also accounting for the optical non-uniformity of the specimen. The noise variance of the montaged image is less than that for either individual view, corrected conventionally, and no additional instrument setup is needed.
Accurate image registration algorithms are critical to the success of the two-view approach outlined above [1] . First, there is an unavoidable and unknown tilt error of roughly 5 o . The direction is unknown and uncontrollable. So, the registration algorithm must accommodate a 3-D rotation, along with the usual 3-D translation. Second, confocal images are non-isotropic, the axial resolution being lower than the lateral. Thus, non-isotropic scaling should be accounted for. Third, to maximize the lateral extent, the registration algorithm must be able to perform well with a small degree of overlap. Fourth, spatial aberrations must be accounted for. Finally, the algorithm must be stable and broadly applicable to a variety of specimens.
The above requirements were met with an innovative 3-D affine [7] registration algorithm. When the aberrations are small, assuming a well-adjusted instrument, this method was found to deliver a combination of stability, transformation flexibility and handling of aberrations. Our algorithm improves upon prior methods in several ways [3, 4] . First, it achieves high accuracy (average error < 1.5 voxels, equivalent to 0.55 µm) by using landmarks [6] , instead of intensity correlations (Fig. 1) . Second, it uses a hierarchy of models, starting with a rigid initial estimate with only 6 degrees of freedom (3-D rotation and 3-D translation) and then estimates a 3-D affine transformation with 12 degrees of freedom accounting for 3-D rotation, 3-D translation, non-isotropic scaling, and modest mechanical inconsistencies [2, 7, 8] . Third, it incorporates robust statistical methods to achieve accurate registration in the face of inaccurate and missing landmarks, and to eliminate instabilities due to the high dimensionality of affine models [9, 10] . Fourth, it is fully automated, even estimating the initial registration from the extracted landmarks. Fifth, it performs well with small overlapping volumes; in fact, minimum of only one common dendritic branching point landmark is sufficient. Finally, it is computationally efficient, taking less than a minute on a 900MHz Pentium III computer for registering two roughly 70MB images. The registration errors are a combination of modeling, estimation, discretization and tracing errors. Finally, our algorithm is broadly applicable to images of structures with distinctive point, line, and surface landmarks, implying broad applicability of the overall technique. and 0.375µm/pixel. Fig. 2 illustrates depth attenuation correction along the axial direction. The two views are aligned for better viewing. Structures that are highly attenuated in the first view (far from objective) are less attenuated in the second view (close to objective) and vice versa. The reconstructed image contains all the structures in the two views corrected for attenuation and photobleaching. Fig. 3 shows a 3-D rendering result for a neuron that is larger than the field of view of the microscope. The specimen was prepared symmetrically, the first image was recorded and then the specimen was translated on the x-y stage to capture the rest of the neuron and the second image was recorded. Afterwards, the specimen was flipped as described above and two more images were recorded as with before flipping. The four images were montaged together, and the depth attenuation and photobleaching was corrected using the two-view correction. The reconstructed images are more faithful qualitative visualization of the specimen's structure and are quantitatively more accurate providing a rigorous basis for automated image analysis. 
