Consider a transient near-critical (1,2) random walk on the positive half line. We give a criteria for the finiteness of the number of the skipped points (the points never visited) by the random walk. This result generalizes (partially) the criteria for the finiteness of the number of cutpoingts of the nearest neighbor random walk on the line by Csáki, Földers, Révész [J Theor Probab (2010) 23: 624-638].
Introduction
Consider a random walk on the lattice of positive half line. Precisely, let X = (X k ) k≥0 be a Markov chain on Z + = {0, 1, 2, ...} whose transition matrix is give by P (X k+1 = n + 2|X k = n) = p n ∈ (0, 1), P (X k+1 = n − 1|X k = n) = q n = 1 − p n , n ≥ 1,
It is easy to see that if p n ≡ 1 3 for all n ≥ 1, then X is recurrent. We aim to study the near-critical case, that is, perturbing p n by letting p n = 1 3 + r n , with r n ∈ (−1/3, 2/3).
Intuitionally, if the chain X is recurrent, then every point will be visited at least once, since the left-oriented jumps are nearest neighbor. But if X is transient, since the right-oriented jumps are always with size 2, X may skip some points. The question is how many points will be skipped.
The finiteness of the number of skipped points is very sensitive to the decay speed of the perturbation r n . Our main purpose is to give a criteria to tell, under which conditions, the number of skipped points is finite or infinite.
Our motivation originates from the nearest neighbor random walk studied in [1, 2] . In [2] , the authors gave a criteria for the finiteness of the number of cutpoints of the transient nearest neighbor random walk. For the nearest neighbor setting, if we denote by E i the probability from i to i+1, then ρ i := 1−E i E i is crucial for deriving everything. But for (1,2) random walk, the quantity qn pn itself does not work directly, instead, we need to use the n-th tail of a continued fraction, constructed from qn pn , which is related to the representation of Markov chain by circle and weights.
For n ≥ 1, denote by a n = qn pn and define ξ n = 1 a n 1 + 1 ξ n+1
.
The solution (ξ n ) n≥1 of (1) is not necessarily unique, but it is unique if [3] , Lemma 1. We refer the reader to [3] , page 204 for the following recurrence criteria of X. Recurrence criteria: the chain (X k ) is transient if and only if ∞ n=1 1 ξ 1 ···ξn < ∞ where ξ n , n ≥ 1 is a solution of (1) with ξ 1 > 0.
We now define the so-called skipped points which we concern. Throughout, we use the notation #{ } to denote the number of elements in set { }. Definition 1. If #{n ≥ 0 : X n = k} = 0, we call the site k a skipped points of X. Remark 1. We remark that the skipped points in our setting are more or less similar to the cutpoints studied in [2] . We call such a point k a skipped point because it was never visited by the path of the walk X.
If p n = 1/3 + r n with lim n→∞ r n = 0, then
p n /q n = ∞ and hence (1) has a unique solution ξ n , n ≥ 1. In this case, we set
where the convention being that the empty product equals 0. Let
We are now ready to state the main result.
Theorem 1.
Suppose that p n = 1 3 + r n , with 0 ≤ r n < 2 3 , r n ↓ 0 and r n − r n+1 = O(r 2 n ) as n → ∞. Let ξ n , n ≥ 1 be the solution of (1),
, and D(i) be the one defined in (2) . If
then the Markov chain X has at most finitely many skipped points almost surely. If there exists some δ > 0 such that D(n) ≤ δn log n for n large enough and
then with a positive probability p, p ≥ 11 27 , the Markov chain X has infinitely many skipped points.
Similar to [2] , we give a criteria for the finiteness of the number of skipped points in terms of the perturbation r i . 
Then if β > 1, almost surely X has at most finitely many skipped points; if β ≤ 1, with a positive probability p, p ≥ 11 27 , X has infinitely many skipped points. Theorem 1 and Theorem 2 are similar to those in [2] . We adopt the approach used in [2] to give the proofs. The key step is to calculate the probability that a point is a skipped point, because in our setting, the right-oriented jumps are not nearest neighbor. The main idea is to split Z + into nonintersecting layers, that is,
Although it is involved, it is possible to calculate the probability that L k (or both L k and L j ) containing a skipped points.
We arrange the paper as follows. We devote Section 2 to giving some preliminary results for ξ n , D(n) and estimating the escaping probability of the random walk. In Section 3, the probability of a layer L k (or both L k and L j ) containing a skipped point is studied. At last, in Section 4, we finish the proofs of the main results.
Preliminary results
For n ≥ 1 set p n = 1/3 + r n with 0 < r n < 2/3 and lim n→∞ r n = 0. Then we have the following facts: (a) a n = qn pn = 2/3−rn 1/3+rn = 2 − 9r n + O(r 2 n ); (b) lim n→∞ a n = 2 and thus (1) has a unique solution (ξ n ) n≥1 . Throughout, the "large O notation" O(g(i)) means lim i→∞ O(g(i))/g(i) = C for some constant C, and the "little o notation" o(g(i)) means lim i→∞ o(g(i))/g(i) = 0.
2.1
Asymptotics of the continued fraction ξ n , n ≥ 1.
Iterating (1), we have
Among the traditional notations of continued fractions,
is used to denote the continued fraction and
denotes the nth tail of K ∞ n=1 (a n |1). We can now write (3) as
It is easy to see that
By the Seidel-Stern Theorem( [5] , page 98), the continued fraction in (4) converges.
The fact lim n→∞ a n = 2 implies that ( [5] , page 151)
Lemma 1. Suppose that r n ↓ 0 and r n − r n+1 = O(r 2 n ) as n → ∞. Let (ξ n ) n≥1 be the unique solution of (1). Then
Moreover, for some n 0 > 0, ξ −1 n , n ≥ n 0 is increasing in n.
Proof. In view of (7) we can assume that
Recall that a n = 2 − 9r n + O(r 2 n ). Since r n − r n+1 = O(r 2 n ), it follows from (6) that
Consequently, we have b = −3 and thus
Comparing (1) and (5), we conclude that
which proves (8). Moreover, with C some constant, we have by (8) that ξ −1 n = 1 − 3r n + Cr 2 n . Since r n ↓ 0, then there exists an n 0 > 0 such that for n > n 0 ,
Escaping probability
. Then by Lemma 1, we have
Recall that for n > m > 0, D(m, n) = n j=m+1 j−1 i=m+1 U i , and for m ≥ 1,
It is easy to see that D(n) is increasing in n whenever ξ n is decreasing in n. Also we have D(n) = 1 + U n+1 D n+1 and for n ≥ m + 2,
To sum up, we have the following lemma.
Lemma 2. Suppose that r n ↓ 0 and r n − r n+1 = O(r 2 n ) as n → ∞. Then with n 0 the one in Lemma 1, D(n), n ≥ n 0 is increasing in n and for fixed n > m,
is decreasing in m.
We have the following estimations of the escaping probabilities.
Lemma 3. For any integers
The lemma can be proved by a space reversal argument of proof of the corresponding lemma for (2,1) random walk given in Letchikov [4] (see Lemma 1, page 230 therein).
By Lemma 3, we have the following facts:
, c > a + 1; (10)
5
3 Skipped points
Proposition 1. Suppose that r n ↓ 0 and r n − r n+1 = O(r 2 n ) as n → ∞. Then for any ǫ > 0, there exists some
and for k > j ≥ k 0 ,
Proof. For k ≥ 1, define T k = inf{n ≥ 0 : X n ∈ L k }, the time the walk entering into L k = {2k, 2k + 1} for the first time. We denote by
Write also
It is clear that
As a beginning, we prove (13). Note that the event k ∈ C S occurs if and only if L k contains a skipped point. It is easy to see that on the event {X T k = 2k}, 2k can not be a skipped point and that on the event {X T k = 2k + 1}, 2k + 1 can not be a skipped point. Therefore if we write B k,1 := {X T k = 2k, 2k + 1 is a skipped point}, B k,2 := {X T k = 2k + 1, 2k is a skipped point}, then k ∈ C S = B k,1 ∪ B k,2 . Thus using the strong Markov property, we have
For an upper bound, abandoning the term η 2k,2k (2), since by Lemma 2, D(n), n ≥ n 0 is increasing in n, then for k > k 1 ≡ n 0 2 we have
For a lower bound, it follows from (17) that for k ≥ k 1 ,
Since η 2k,2k (2) ≥ p 2k , the lower bound in (13) follows. Next, we proceed to prove (14) and (15). Note that at most one site in L k is a skipped point, since at least one point in L k should be visited. Write We calculate the probability of the event E (i) the walk hits L j at 2j; (ii) starting from 2j, it hits [2j + 1, ∞) at 2j +2; (iii) starting from 2j +2, it hits L k at 2k before it returns to 2j + 1; (iv) starting from 2k it hits [2k + 1, ∞) at 2k + 2 before it returns to 2j + 1; (v) starting from 2k + 2, it will never return to 2k + 1.
Hence we have P E
(1) jk = h j (1)η 2j,2j (2)Q 1 (2j + 1, 2j + 2, 2k) ×Q 2 (2j + 1, 2k, 2k + 1)(1 − P (2k + 1, 2k + 2, ∞)).
The probabilities of E (i)
jk , i = 2, 3, 4 can be calculated similarly. We have
× Q 2 (2j + 1, 2k, 2k + 1)(1 − P (2k + 1, 2k + 2, ∞))
By Lemma 2 and (9)-(12), it follows that for k > j > k 1 ,
where
and
and there exists a k 2 > 0, such that for k ≥ k 2 ,
Moreover, for any ǫ > 0, since lim n→∞ D(n) = ∞ (see [1] Lemma 2.1, page 103) and D(n) = 1 + U n+1 D(n + 1), we can find k 3 > 0 such that for k > j > k 3 ,
Consequently, substituting (23)-(25) into the rightmost hand of (20), we conclude that for k > j
To prove (14), by inserting some terms (those underlined) into (19), we have
× Q 2 (2j + 1, 2k, 2k + 1)(1 − P (2k, 2k + 1, ∞))
It is easy to see that Q 2 (2j, 2k, 2k + 1) ≥ p 2k , Q 2 (2j + 1, 2k, 2k + 1) ≥ p 2k and η 2j,2j (2) ≥ p 2j . Therefore using Lemma 2 and (25), for k > j ≥ k 0 , we have
The proposition is proved.
Proofs of the main results

Proof of Theorem 1
Basically speaking, the proof of Theorem 1 follows the same line with that of [2] , Theorem 1.1. But there are some differences in details, so we repeat the proof with emphasis on the differences. We now begin to prove Theorem 1. In the proof, except being otherwise stated, c is a constant which may change line by line. We prove firstly the convergent part. Define
and denote the cardinality of C j,k by A j,k ≡ |C j,k | := #{x : x ∈ C j,k }. Write
Let l m be the largest k ∈ C m,m+1 if C m,m+1 = φ. Then using (14) we have for m large enough,
It is easy to see that U m ≤ 1 for large m. So we have for m large enough, D(m, n) ≤ (n − m) and hence
Consequently, using Proposition 1, we have
An application of the Borel-Cantelli lemma yields that with probability one, only finitely many of the events {A m,m+1 > 0} occur. We conclude that the Markov chain X has at most finitely many skipped points almost surely. Next we prove the divergent part. Set
Here and throughout, [x] denotes integer part of x. Our purpose is to show that P (A k , k ≥ 1 occur infinitely often) = 1.
Now fix ǫ > 0. By Lemma 2 and Proposition 1 we can find k 0 such that for k ≥ k 0 ,
Thus (see [2] , page 630, Lemma 2.2) we have
Note that
For l ≥ l 1 , (26) we have
Next consider k < l < l 1 . Note that for 0 ≤ u ≤ log 1+ǫ ǫ , we have 1 − e −u ≥ cu. Since D(n), n ≥ n 0 is increasing in n, then by (26), we have
Summing over k + 1 to l 1 − 1, we get
We claim that log l 1 log k ≤ γ
with some constant γ depending only on ǫ. Indeed by (27), we know that
This implies that, for large k, we have l < k γ with γ > 1+ǫ ǫ δ + ǫ. If we assume the contrary that l ≥ k γ , then
a contradiction. Hence (30) is proved. Substituting (30) into (29), we have
Taking (28) and (31) together, we have
Consequently, writing H(ǫ) = 27 11 (1 + ǫ) 3 , we have
By a version of Borel-Cantelli lemma (see Petrov [6] , page 235),
Letting ǫ → 0, we conclude that
The proof of the divergent part is completed.
Proof of Theorem 2
Recall that in Theorem 2, for 1 ≤ i ≤ 3, r i = Then going verbatim as that of [2] , Theorem 5.1, we have
Consequently, Theorem 2 follows from Theorem 1.
P (j ∈C S , k ∈ C S ) ≤ 27 11 (1 + ǫ) 2 P (j ∈ C S )P (k ∈ C S ) D(2j + 1) D (2j + 1, 2k) .
The number 27 11 in this upper bound can be replaced by 1, if one can prove that the 'maximum' term in the rightmost hand of (20) is less than 1, that is, max A(j, k) h k (1)η 2k,2k (2) + h k (2) , B(j, k) h k (1)η 2k,2k (2) + h k (2) ≤ 1.
As a consequence, one can get an almost sure result for the divergent part.
