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There are linear-time sequential algorithms for many fundamental problems related to 
digraph reachability. In contrast, the best parallel algorithms known for these problems, 
although fast, require a great many processors and, hence, require much more computation 
overall than the sequential algorithms. This contrast reflects a seemingly unavoidable reliance 
on transitive closure techniques in parallel algorithms for digraph reachability. To further 
understanding of the nature of the bottleneck, we present a collection of polylog-time reduc- 
tions among reachability problems. These reductions use only linear processors and work for 
general graphs. Furthermore, for planar digraphs, we give polylog-time alogorithms for the 
following problems: (1) directed ear decomposition, (2) topological ordering, (3) digraph 
reachability, (4) descendant counting, and (5) depth-first search. Our new algorithms use only 
a linear number of processors, and, hence, are the first to be within a polylog factor of optimal 
in their use of parallelism. 0 1993 Academic Press, Inc. 
1. INTRODUCTION 
Reachability problems on directed graphs are notoriously difficult to parallelize 
efficiently. The only known algorithms that achieve polylog time all make use of 
matrix powering or transitive closure and, hence, require a huge number of 
processors. In comparison, sequential algorithms for these problems require only 
linear time, so we might hope to achieve polylog time using only a linear number 
of processors. The gap between what we can achieve and what we hope to 
achieve-as reflected by our reliance on transitive closure techniques-has been ter- 
med the transitive closure bottleneck. 
* Research supported in part by NSF Grant CCR-8909323. 
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Recently, two breakthroughs have been achieved. For planar digraphs with n 
vertices, Kao has shown that the strongly connected components can be found 
in 0(log3 n) time using O(n) processors [ 19, 201. For planar digraphs that are 
strongly connected, Kao and Shannon together have proved that a directed 
spanning tree can be computed in O(log* n) time using O(n) processors [20,21]. 
Thus these algorithms are within a polylog factor of optimal in their use of 
parallelism. Such algorithms are called efficient. 
In this paper, we give additional efficient parallel algorithms for digraphs. We 
show that for planar digraphs, many of the fundamental reachability-related 
problems can be solved in polylog time using only n processors: (1) directed ear 
decomposition, (2) topological ordering, (3) digraph reachability, (4) descendant 
counting, and (5) depth-first search. Our algorithms stand in marked contrast to 
previously known algorithms, which required many more processors and were thus 
quite far from optimal. In fact, the most difficult of these problems, depth-first 
search, is not even known to be in deterministic NC for general graphs [S], and the 
planar case has only very recently been shown by Kao to have a deterministic NC 
algorithm using O(n4) processors [IS]. 
The implications of our work are not limited to planar digraphs. In the course 
of designing our algorithms, we have developed some efficient parallel reductions 
between digraph problems, reductions that do not depend on planarity. Thus we 
take the first step towards a rigorous basis for the intuition underlying the idea of 
the transitive-closure bottleneck, that a large class of digraph problems are com- 
putationally related. In this sense, our reductions may be viewed as a contribution 
to a developing theory of efficient NC. 
We further outline our results as follows (see Fig. 1). A directed ear decomposition 
of a digraph is a partition of the edges into internally vertex-simple directed paths 
P,, . . . . P, such that (1) the two endpoints of PI are the same vertex and (2) the 
endpoints of each P, # PI lie in some lower-indexed Pj’s but the internal vertices of 
Pi are not in any lower-indexed Pis. These Pi’s are called ears. A directed ear 
decomposition exists if and only if the graph is strongly connected. The undirected 
version of ear decomposition has proved tremendously useful in parallel algorithms. 
For instance, it is the basis of efficient algorithms for St-numbering [ZS], triconnec- 
tivity [lo, 31, 36, 431, four-connectivity [17], and planarity [22, 351. We expect 
that directed ear decomposition will also be very useful. Indeed, it has been used by 
Kao for computing planar directed cycle separators [18] and by us for finding a 
topological ordering in the present paper. Lovasz has previously given a directed 
ear decomposition algorithm for general digraphs that relies on breadth-first search 
and has a high complexity [27]. We give a parallel reduction for obtaining a direc- 
ted ear decomposition from an arbitrary pair of directed spanning trees, one 
convergent, one divergent, and both rooted at the same vertex. This reduction 
works for general graphs and has an optimal complexity of O(log n) time using 
O((n + e)/log n) processors for a graph with n vertices and e edges. For strongly 
connected planar digraphs, because such a pair of spanning trees can be found in 
@log2 n) time using O(n) processors [20,21], the reduction implies an algorithm 
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for computing a directed ear decomposition in O(log’ n) time using O(n) 
processors. 
A topological ordering of a digraph is a linear ordering of its vertices such that 
every edge in the graph points from a lower-indexed vertex to a higher-indexed ver- 
tex in the linear ordering. A topological ordering exists if and only if the graph is 
a dag. In this paper, we give an algorithm that computes a topological ordering for 
an n-vertex planar dag in O(log’ n) time using O(n) processors. A key fact used in 
our algorithm is that the dual of a planar dag is a strongly connected digraph. This 
fact has played a crucial role in the linear-processor NC algorithms for planar 
strongly connected components and planar directed spanning trees [ 19-211. Based 
on this fact, to find a topological ordering of a planar dag, we exploit the structure 
of the dual of the input graph. Because the input graph is acyclic, the dual graph 
is strongly connected and therefore has a directed ear decomposition. Such an ear 
decomposition is used to cut the plane into small regions with a useful boundary 
orientation. Correspondingly, the input graph is partitioned into small pieces with 
a useful ordering property. This partition induces a natural divide-and-conquer 
strategy and allows us to compute a topological ordering of the input graph by 
recursing on the small pieces in parallel. 
The digraph reachibility problem can be formulated in several different ways. For 
brevity, this outline focuses on the following two versions: the multiple-source (or 
single-source, single-sink reachability 
FIG. 1. The figure illustrates the reductions we prove in this paper. An arrow from one problem to 
another indicates that a solution to the first problem is used in solving the second. A light arrow 
indicates that the reduction makes use of planarity. 
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single-source) reachibility problem is to find all the vertices reachable through direc- 
ted paths from a given set of vertices (respectively, a given single vertex). The 
single-source version is clearly a special case of the multiple-source version. For 
general graphs, these two versions are in effect identical because the multiple-source 
version can be reduced to the single-source version by merging the sources into a 
super-source. However, for planar graphs, such a reduction may destroy the 
planarity if the sources are not connected. This difficulty also arises in consideration 
of other problems on planar graphs. For example, Miller and Naor address exactly 
this difficulty by giving a network flow algorithm that can accommodate multiple 
sources and sinks [30]. 
For the purpose of future study, we address the digraph reachibility problem in 
the context of minor-closed families; a family of graphs is called minor-closed if it is 
closed under deletions and contractions of edges [14]. We show that for a minor- 
closed family, the reachability problem can be reduced (using a linear-processor NC 
reduction) to the problems of computing strongly connected components and 
topological ordering. It is a classic theorem that the family of planar graphs is 
minor-closed [14]. Consequently, for planar digraphs, this reduction implies that 
the digraph reachability problem is solvable in polylog time and linear processors 
using the strongly connected component algorithm by Kao [19] and the topologi- 
cal ordering algorithm of this paper. 
The best previously known NC algorithms for the multiple-source and single- 
source reachability problems require 0(n2) processors and O(n1.5) processors, 
respectively. These complexity bounds are obtained using the randomized planar 
undirected separator algorithm by Gazit and Miller [ll], together with either the 
path algebra method of Pan and Reif [34] or a method due to Lingas [25]. 
As for smaller classes of planar digraphs, there have been several optimal NC 
algorithms for the digraph reachability problem all based on properties unique to 
the class in question. The strongest results of this kind are due to Tamassia and 
Vitter [40]; for planar sl-digraphs, they have given O(log n)-time optimal 
algorithms that solve the digraph reachability problem as well as other problems. 
The descendant counting problem is to compute for each vertex the number of 
vertices that can be reached from the vertex through directed paths. This fundamen- 
tal problem appears as a subproblem in digraph problems. In particular, it plays an 
important role in the parallel depth-first search algorithms for planar and general 
digraphs [18,3]. In this paper, we show that for a rooted planar digraph, the 
descendant counting problem can be solved in polylog time using linear processors. 
The algorithm builds upon the planar reachability algorithms and employs 
separator-based accounting arguments. The algorithm is an essential component of 
our linear-processor NC algorithm for planar directed depth-first search. 
The depth-first search problem is to construct a forest that corresponds to perfor- 
ming depth-first search in a given graph starting from specified vertices [4,41]. For 
lexicographic depth-first search, Reif shows that the problem is P-complete even for 
general undirected graphs [37]. For unordered depth-first search, Smith gives the 
first deterministic NC algorithm for planar undirected graphs 1391; the processor 
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complexity for this case has been shown to be linear by Ja’Ja and Kosaraju [16] 
and by He and Yesha [ 151. Aggarwal and Anderson give the first randomized NC 
algorithm for general undirected graphs [2]. Kao gives the first deterministic NC 
algorithm for planar directed graphs [lS]. Aggarwal, Anderson, and Kao give the 
first randomized NC algorithm for general directed graphs [3]. While these results 
have placed depth-first search in NC, they all have very high complexity, except 
those for planar undirected graphs. Thus, it remains an open problem to find truly 
efficient parallel algorithms for depth-first search. For planar digraphs, this 
fundamental open problem has in part motivated the study of strongly connected 
components [19], directed spanning trees [21], and all four problems discussed 
above. With this paper, we move one step closer to the final goal. We give a deter- 
ministic NC algorithm for planar directed depth-first search that uses only linear 
processors and thus achieves a complexity to within a polylog factor of optimal. 
This result uses all the linear-processor NC algorithms for planar digraphs 
highlighted above. 
The following sections proceed to detail the results of this paper. In Section 2, we 
review basics of planar graphs. In Section 3 through Section 7, we discuss directed 
ear decomposition, topological ordering, digraph reachability, descendant counting, 
and depth-first search, respectively. 
2. BASICS FOR PLANAR GRAPHS 
A planar digraph is one that can be drawn on a plane such that the edges in the 
drawing intersect only at common ends [7, 143. A drawing of a planar digraph can 
be specified by the clockwise cyclic order of edges incident with each vertex. Such 
a specification is called a combinatorial embedding and is useful for algorithmic 
purposes. Klein and Reif give the first linear-processor NC algorithm for finding a 
combinatorial embedding [22]. Ramachandran and Reif have very recently given 
an O(log n)-time linear-processor algorithm for this problem [35]. In the following 
discussion, we first review the definitions of faces, orientation, and duals for planar 
digraphs, and then quote relevant theorems from previous work. 
Let G be a connected embedded planar digraph. If the edges and vertices of G 
are deleted from the embedding plane of G then the plane is divided into disconnec- 
ted regions. The faces of a graph G are illustrated in Fig. 2. Exactly one of the 
regions is infinite; all others are finite. Each region is called a face of G. The infinite 
region is called the external face; the finite regions are called the internal faces. The 
boundary of a face f is the sequence of edges and vertices surrounding f: Because G 
is connected, the boundary off is connected. Furthermore, the boundary forms a 
unique undirected cycle. The cycle can be found by an observer staying inside f and 
walking along the boundary off: The orientation of a boundary edge with respect 
to f is also determined by the observer. A boundary edge is positive (or negative) 
with respect to f if it points in the clockwise (respectively, counterclockwise) 
direction on the boundary cycle off. 
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FIG. 2. The figure illustrates a planar embedded digraph G, its faces, and its dual G. 
The dual of G, denoted by c?, is the embedded planar digraph constructed as 
follows. For each face f in G, there is a vertex 7 in G, referred to as the dual of J: 
For each edge d in G, there is an edge C? in G, referred to as the dual of d. The edge 
d” is determined as follows. Let fi and fi be the two faces in G that share d as a 
boundary edge; fi and f2 are the same if d is a bridge in G. If d points clockwise 
around fi, then d is a directed edge from y1 to y*:,. If d points counterclockwise 
around fit then 2 points in the opposite direction. Intuitively, G is obtained by 
placing a vertex in each face of G and turning each edge of G counterclockwise by 
90”. The dual of a graph G is illustrated in Fig. 2. Observe that the dual of the dual 
of G is the same as G with reversed edge directions; consequently, each vertex in 
G also corresponds to a face in C?. 
In this paper, we make use of the following theorems from Kao’s paper on 
computing the strongly connected components in a planar digraph, and from Kao 
and Shannon’s paper on finding a directed spanning tree in a strongly connected 
planar digraph. 
THEOREM 1 (Kao [ 191). Let G be a connectedplanar digraph. Then G is strongly 
connected if and only if G is acyclic. 
THEOREM 2 (Kao [19]). Let G be a planar digraph with n vertices. Then the 
strongly connected components of G can be computed in O(log3 n) time using O(n) 
processors on a CRCW PRAM. 
THEOREM 3 (Kao [ 191). Let G be a planar dag with n vertices. Let G’ be a 
planar digraph constructed from G by contracting a connected subgraph into a single 
vertex. Then the strongly connected components of G’ can be computed in O(log’ n) 
time using O(n) processors on a CRC W PRAM. 
THEOREM 4 (Kao and Shannon [21]). Let G be a strongly connected planar 
digraph with n vertices. Then a directed spanning tree of G rooted at a specified vertex 
can be computed in O(log2 n) time using O(n) processors on a CRCW PRAM. 
The next theorem is concerned with graph separators. The notion of separators 
has been extremely useful in many divide-and-conquer graph algorithms. For the 
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purpose of this paper, an undirected separator of a graph G is a set S of vertices 
such that the largest connected component in G - S contains at most 3. II vertices. 
In the theorem, let G be a connected planar graphs with n vertices; let T be an 
undirected spanning tree rooted at r. 
THEOREM 5. There exist two vertices x, y E G such that the vertices in the two tree 
paths of T from Y to x and from I to y form an undirected separator of G. Further- 
more, such x and y can be found in O(log n) time using O(n/log n) processors. 
Proof. Existence follows from the work of Lipton and Tarjan [26]. Miller gives 
a linear-processor NC algorithm [29]. m 
We consider this theorem in somewhat greater detail in Section 6 and we apply 
it in that section and in Section 7. 
3 DIRECTED EAR DECOMPOSITION 
In this section, we show that finding a directed ear decomposition is optimally 
NC-equivalent to finding a CD-pair of spanning trees as defined below. 
A convergent (or divergent) spanning tree of a digraph is a directed spanning tree 
in which every edge points from child to parent (respectively, from parent to child). 
A CD-pair of spanning trees consists of a convergent spanning tree and a divergent 
spanning tree both rooted at the same vertex [20,21]. The two trees in a CD-pair 
may not be edge-disjoint. 
Observe that a digraph has a CD-pair of spanning trees if and only if it is 
strongly connected. A digraph has an ear decomposition if and only if it is strongly 
connected [44]. Consequently, a digraph has an ear decomposition if and only if 
it has a CD-pair of spanning trees. These facts provide the basis for the optimal 
NC-equivalence. The following theorem formally states the equivalence. 
THEOREM 6. For a strongly connected digraph with n vertices and e edges, given 
a CD-pair of spanning trees, an ear decomposition can be computed in O(log n) time 
using 0( (n + e)/log n) processors. Conversely, given an ear decomposition, CD-pair 
of spanning trees can be computed in the same complexity. The algorithms are 
deterministic and run on an EREW PRAM. 
THEOREM 7. For a strongly connected planar digraph with n vertices, a directed 
ear decomposition can be computed in O(log’n) time using O(n) processors. The 
algorithm is deterministic and runs on a CRCW PRAM. 
Proof Recall that for a strongly connected planar digraph, a CD-pair of 
spanning trees can be computed in O(log’ n) time using O(n) processors on 
a CRCW PRAM [20,21]. Therefore, this theorem immediately follows from 
Theorem 6. 1 
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We proceed to prove Theorem 6 by describing the optimal NC-equivalence. To 
facilitate the discription, we first elaborate on the definition of a directed ear 
decomposition. Let G be a digraph and let r be a vertex in G. An ear sequence of 
G rooted at r is a sequence P,, . . . . P, of directed paths in G with the following 
property: 
l the endpoint condition. Each endpoint of each Pi either is r or lies in a 
smaller-indexed Pj . 
These Pi’s are called ears. Note that since P, is the lowest-indexed ear, both 
endpoints of P, must be r. Also note that ears are not necessarily simple. In fact, 
our discussion involves internally simple path and half-simple paths. A half-simple 
path is a directed path formed by concatenating a pair of simple paths. An inter- 
nally simple path is a directed path in which an internal vertex appears only once 
in the entire path but the two endpoints may be the same vertex. An ear sequence 
is further called an ear cover of G if the ears contain all vertices of G. Finally, an 
ear cover is called an ear decomposition of G if the following three conditions are 
met: 
l the simplicity condition. Each ear is internally simple. 
l the intersection condition. Each ear Pi # P, intersects smaller-indexed ears 
only at the endpoints of Pi. 
l the partition condition. Each edge of G occurs exactly once in the ear cover. 
The reduction from the problem of constructing a CD-pair to the problem of 
constructing an ear decomposition is based on the following simple observations 
[ZO, 211. A convergent spanning tree can be found by deleting thejkst edge of each 
ear. Symmetrically, a divergent spanning tree can be found by deleting the last edge 
of each ear. Both trees are rooted at the root of the given ear decomposition and 
thus form a CD-pair of spanning trees. By a straightforward implementation, 
this simple reduction can be done deterministically in O(log n) time using 
O((n + e)/log n) processors on an EREW PRAM [20,21]. 
In the remainder of this section, we describe the reduction from a CD-pair to an 
ear decomposition. Let G be a strongly connected digraph. Let C and D be a 
CD-pair of spanning trees for G rooted at vertex r. An ear decomposition for G is 
built from C and D in four stages as follows: 
9 Stage 1 decomposes C and D into an ear cover of G such that each ear is 
a half-simple path formed by a tree path from C and another from D. 
. Stage 2 partitions each half-simple ear into smaller internally simple ears, 
satisfying the simplicity condition. 
. Stage 3 further partitions each internally simple ear into even smaller ones 
such that the intersection condition is satisfied. 
. Stage 4 adds to the ear cover all missing edges and deletes all redundant 
edges in order to satisfy the partition condition. 
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To finish the proof of Theorem 6, it suffices to show that each stage takes only 
O(log n) time using O((n + e)/log n) processors. We detail these stages and prove 
their complexity bounds in the next four lemmas, respectively. 
3.1. Stage 1 of Computing Ear Decompositions 
LEMMA 1. Given C and D, an ear cover for G with half-simple ears can be 
computed in O(log n) time using O(nflog n) processors. Furthermore, the ear cover 
contains at most 2(n - 1) edges. 
Proof. This stage works exclusively with the edges in C and D. Let x1, . . . . xk be 
the leaves of D in an arbitrary order. The goal is to construct an ear cover RI, . . . . Rk 
for G with Ri corresponding to xi. Rj is a half-simple path formed by a directed tree 
path Ai in D that ends at xi and a directed tree path Bi in C that starts at xi. 
The Ais and B;s are defined as follows: Ai is the tree path in D between xi and 
the lowest ancestor ai of xi in D such that ai either is r or lies in some smaller- 
indexed Aj. (A vertex is considered an ancestor of itself.) Observe that a, must be 
r because A, has the smallest index. In fact, Al is simply the tree path between the 
root r and the leaf x1. The other Ais can also be easily visualized if built one by 
one starting from A,. 
The B/s are constructed in the same way. Bi is the tree path between xi and the 
lowest ancestor bi of xi in C such that bi either is r or lies in some smaller-indexed 
Bj. Again b, is actually r because B, has the smallest index. However, unlike Ai, 
Bi can be a single-vertex path without any edges because the X~S are the leaves of 
D but not necessarily leaves of C. The Ais and Bls are illustrated in Fig. 3. 
To find the Afs, it is sufficient to find all the ai)s. To do this, it is sufficient to 
determine for each vertex v the lowest-numbered vertex xi that is a descendant of 
v in D. This descendant information can then be used to identify ai and Ai. The b;s 
and B,‘s are determined in the same way. The descendant information can be 
computed in O(log n) time on O(n/log n) processors using parallel tree evaluation 
techniques [l, 8, 12, 13, 23, 32, 331. 
C 
FIG. 3. Identify paths within divergent tree D and convergent tree C. Each path consists of the set 
of vertices sharing the same lowest-numbered descendant x,. 
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We now verify that the Ris form an ear cover with half-simple ears. Because D 
is divergent, Ai goes to xi; because C is convergent, Bi starts from xi. Therefore Ri 
is a directed path. Because Ai and B, are simple paths, Ri is half-simple. By the 
definitions of ai and bi, the R;s clearly form an ear sequence of G rooted at Y. 
Because the xI)s are the leaves of D, the A;s actually partition D. Thus, the R;s 
contain all the vertices of G. 
As for the size of the Ris, note that the Rls contain only edges from C and D. 
Each edge of D appears exactly once in some A, and each edge of C appears 
at most once in some Bi. Consequently, there are at most 2(n - 1) edges in 
the R;s. 1 
3.2. Stage 2 of Computing Ear Decompositions 
LEMMA 2. Given an ear cover for G with half-simple ears and at most 2(n - 1) 
edges, an ear cover for G with internally simple ears can be computed in O(log n) time 
using O(n/logn) processors. Furthermore, the new ear cover also contains at most 
2(n - 1) edges. 
ProoJ Let R,, . . . . Rk be the given ear cover. This stage works exclusively with 
the edges in the Ris. For each Ri, the goal is to partition the edges of Ri into a 
sequence of internally simple directed paths S, i, . . . . S, li such that the endpoints of 
S, I are those of Ri, and for each h > 1, each endpoint of S,, lies in a smaller- 
indexed S,,!. Intuitively, S,, , . . . . Si,*, form an ear cover for Ri rooted at the 
endpoints of Ri. Based on this intuition, it is easy to see that the S, Js form an ear 
cover for G with internally simple ears under the lexicographic order induced by the 
double-index (i, j). After the S,,‘s and t;s are computed, the double-indexing can 
be converted into single-indexing by parallel prefix computation [24] in O(log n) 
time using O(n/log n) processors. As for the output size, because the Si,;s form a 
partition of the edges in R;s, the S,is contain at most 2(n - 1) edges. 
To finish the proof, it suflices to describe how to efficiently compute S, i, . . . . S, 1, 
for Ri. For notational brevity, the index i is omitted in the following discussion. Let 
R be formed by two simple directed paths A from a to x and B from x to b. The 
ears S, , . . . . S,, are constructed from A and B in essentially the same way as an ear 
cover is from a CD-pair in the proof for Lemma 1. 
More precisely, let ur, . . . . vg be the vertices shared by A and B in the order of 
appearance in A. Note that ug=x. Now, consider A a divergent tree rooted at a 
and consider B a convergent tree rooted at b. Let P, be the tree path in A between 
uh and the lowest ancestor p,, of vh in A such that ph either is a or lies in a smaller- 
indexed P,,. Note that P, is just the path from vh- 1 to vh, where v0 is taken to be a. 
Let Qh be the tree path in B between v,, and the lowest ancestor q,, of vh in B 
such that oh either is b or lies in some smaller-indexed Ph’. As in Lemma 1, Qh may 
be the empty path. Let Sh be the directed path formed by concatenating Ph and Qh 
at vh. 
Finding the vertices ph and thus the paths P, and Qh can be done within the 
claimed bounds using the technique used in the proof of Lemma 1. 
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The conditions for the Sls are verified as follows. First of all, because vg = x is 
A’s only leaf, each edge of A appears in the P,‘s; similarly, because vg = x is B’s only 
leaf, each edge of B appears in the Qh)s. The construction ensures that each edge 
occurs no more than once. Therefore, the S,,‘S form a partition of R. By definition, 
the two endpoints of S1 are a and b, and for each h > 1, each endpoint of S,, lies 
in a smaller-indexed S,,,. Therefore, the S,,‘s form an ear cover for R rooted at a and 
b. Finally, P, is actually the segment between a and v1 and for h > 1, P, is the 
segment between v,,- 1 and v,,. Because vl, . . . . v, are in the order of appearance in 
A, the internal vertices of P, do not appear in B and thus not in Qh. Therefore, S, 
is internally simple. 1 
3.3. Stage 3 of Computing Ear Decompositions 
LEMMA 3. Given an ear cover for G with internally simple ears and at most 
2(n - 1) edges, an ear cover for G satisfying the simplicity and intersection conditions 
can be computed in O(log n) time using O(nJlog n) processors. Furthermore, the new 
ear cover also contains at most 2(n - 1) edges. 
Proof Let S1, . . . . SI be the given ear cover. This stage works exclusively with 
the edges in the Sh’s. To satisfy the intersection condition, let V,, be the set of ver- 
tices in S, that also belong to a smaller-indexed ear. The vertices in V,, are used 
to split S, into segments, as illustrated in Fig. 4. Each segment is a subpath joining 
two successive vertices of V,; the segments can be identified using list-ranking in 
O(log n) time using O(n/log n) processors [S, 9, 231. These segments maintain the 
simplicity condition. The new ear cover is formed by replacing each S,, with its 
segments. It is straightforward to verify that these segments form an ear cover for 
G, regardless of the relative order among the segments for each Sj. Hence the 
indexing of the new ear cover can be found by parallel prefix computation as in 
the proof of Lemma 2. The indexing takes only O(log n) time using O(n/log n) 
processors. In sum, the total complexity is O(log n) time using O(n/Iogn) pro- 
cessors. 
Because the original ears are internally simple, the resulting ear cover satisfies the 
intersection condition for any relative order of the segments of each Sj. Finally, 
because the new ear cover is formed by a partition of the original ear cover, the new 
ear cover also contains at most 2(n - 1) edges. 1 
nodes of Vh 
FIG. 4. Use the vertices of V, to split the ear Sh into segments. 
571/47/3-7 
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3.4. Stage 4 of Computing Ear Decompositions 
LEMMA 4. Given an ear cover for G that contains at most 2(n - 1) edges and 
satisfies the simplicity and intersection conditions, an ear decomposition for G can be 
computed in O(log n) time using O((n + e)/log n) processors. 
ProoJ: The given ear cover may fail to satisfy the partition condition in two 
ways: (1) some of the edges of G may appear in two or more ears, and (2) some 
of the edges of G may not appear in any ear. To resolve the first problem, observe 
that because the given cover satisfies the intersection condition, an edge that 
appears in two or more ears must be a single-edge ear in all but one appearance. 
These redundant appearances can be deleted; the remaining ears still form an 
ear cover with the simplicity and intersection conditions. The indexing can be 
recalculated by parallel prefix computation in O(log n) time using O((n + e)/log n) 
processors. To resolve the second problem, each edge not yet in the cover can be 
regarded as a single-edge ear with an index greater than those of the ears already 
in the cover. The indices of the new single-edge ears are arbitrarily assigned starting 
with the integer one greater than the number of ears in the cover. Because every 
vertex is contained in some ear of the cover, the new ears satisfy the endpoint 
condition of an ear sequence. Because the new ears have no internal vertices, 
the simplicity and intersection conditions are trivially maintained. As for the 
complexity, the indexing can be easily done by prefix computation in O(log n) time 
using 0( (n + e)/log n 
In this section, we 
processors. 1 
4. TOPOLOGICAL ORDERING 
Live a parallel algorithm that computes a topological ordering 
for a planar dag. This algorithm uses the planar orientation structure of Theorem 1 
and the ear decomposition algorithm of Section 3. The following theorem states the 
complexity of the algorithm. 
THEOREM 8. For a planar dag with n vertices, a topological ordering can be 
computed in O(log2 n) time using O(n) processors on a CRCW PRAM. 
Our parallel algorithm is based on a sequential algorithm that has the form 
of an interated refinement. In Section 4.1, we describe the refinement process. In 
Section 4.2, we modify this process to obtain a parallel algorithm. 
4.1. A Sequantial Algorithm for Topological Ordering 
Let G be the input planar dag. Without loss of generality, assume that G is con- 
nected and has at least two vertices. We first define a coarse version of a topological 
ordering: A topological segmentation of G is a partition of its vertices into a 
sequence of sets Vr , . . . . V,, where each edge of G points from some Vi to some V, 
with jai. 
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FIG. 5. The first picture shows how I?1 divides the plane into two regions A and B. This division 
corresponds to a partition of the vertex set of the input graph G. All edges of G between vertices in A 
and vertices in E point from A to B. The second picture shows how adding a second ear I?, divides the 
region A into two more regions, C and D. All edges between vertices of C and vertices of D point from 
C to D. 
The sequential algorithm starts with the topological segmentation with all ver- 
tices in the same set. The algorithm iteratively relines this coarsest segmentation 
until each vertex is in its own set, at which point the resulting segmentation is a 
topological ordering. 
The algorithm is detailed as follows. Let G be the dual of G. By Theorem 1, 
G is strongly connected and thus has a directed ear decomposition E,, . . . . &. If 
k = 1, then G contains only two vertices and a topological ordering for G is found 
trivially. Otherwise, a topological ordering of G is computed in two stages as 
follows: 
l Stage 1. Because E, is a vertex-simple directed cycle in G, it divides the 
plane into two disconnected regions. Let A be the region such that E, runs counter- 
clockwise as observed from inside A. Let B the the other region. Correspondingly, 
the vertices of G are divided between A and B. Let V, and V, be the sets of vertices 
of G in A and B. (Figure 5 illustrates this process.) Because the edges of E, run 
counterclockwise with respect to A, the edes of G between VA and VB all go from 
V, to V,; i.e., the sequence V,, I’, is a topological segmentation of G. Thus, to 
compute a topological ordering for G, it suffices to compute two topological 
orderings TA and TB for the subgraphs G, and G, of G induced by VA and V,. 
l Stage 2. T, and T, are recursively computed. By symmetry, we discuss only 
how to compute T, . To recurse on GA, all we need is an ear decomposition for the 
dual G, of G,. The graph G, can be obtained from 6 be deleting everything outside 
A, and then contracting its boundary. By the planarity of G and the intersection 
condition of an ear decomposition, each Ei with ia 2 is either within A or within 
B. Thus, we already have an ear decomposition for e,, i.e., the subsequence of 
E 1, . . . . E, embedded within A. This subsequence becomes an ear decomposition for 
G, after coalescing the boundary of A. 
4.2. A Parallel Algorithm for Topological Ordering 
The above refinement process is parallelized using a divide-and-conquer strategy 
as follows: As above, let E,, . . . . i$ be an ear decomposition of the dual G of 
the input graph G. If k = 1, then G contains only two vertices and a topological 
ordering for G is found trivially. Otherwise, let G’ be the planar embedded graph 
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formed by the first rk/2] ears El, . . . . Erklz,. Because these ears form an ear decom- 
position of G’, it is strongly connected. 
Let the faces of i5’ be R,, . . . . Rrk+,+ 1. Let Vi be the set of vertices of G embedded 
inside each Ri. Let Gi be the subgraph of G induces by Vi. These Vi’s and G,‘s can 
be found using a connectivity algorithm [38]. 
To construct a topological ordering for G, we take a topological segmentation T’ 
of G consisting of the sets I’,, . . . . Vrk,*,+ r in some order and refine it by replacing 
each Vi with a topological ordering Ti of Gi. T’ and the T:s are recursively found 
as follows (see Fig. 6): 
l To compute T’, we actually find a topological ordering for the graph G’ 
obtained by contracting each Vi to a vertex. Note that the dual of G’ is the graph 
G’ defined above. Because G’ is strongly connected, G’ is acyclic. By recursing 
on G’, using the ear decomposition 6,, . . . . &k,2, for G’, we obtain a topological 
ordering for G’. By replacing each vertex in this ordering with its corresponding Vi, 
we obtain T’. 
l To compute T, for each Gi, we need an ear decomposition for its dual Gi. 
Note that Gi is the graph obtained from G by deleting everyting outside R,, and 
then contracting its boundary. Thus, we already have an ear decomposition for G,. 
It consists of the subsequence of E,, . . . . E, embedded within Ri. This subsequence 
becomes an ear decomposition for G, after coalescing the boundary of Rj. 
FIG. 6. This figure illustrates the decomposition of the problem into recursively solved subproblems. 
At the top left is shown an ear decomposition of the dual graph t?. The ears making up G’ are 
highlighted. The other graphs are those to be processed recursively. At the top right is G’, and below 
are the subgraphs of G embedded within the faces of I?. For readability, we have not contracted the 
boundaries of these subgraphs, but this must be done before recursion. 
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As for the parallel complexity, the initial ear decomposition of G can be found 
in O(log2 n) time using O(n) processors via Theorem 7. Each level of recursion 
takes O(log n) time using O(n) processors. Since each level of recursion reduces the 
number of ears by a constant factor, the depth of recursion is O(log n). Thus, 
the recursion takes O(log* n) time using O(n) processors. In sum, the refinement 
process runs in O(log2 n) itme using O(n) processors. This finishes the proof of 
Theorem 8. 
5. DIGRAPH REACHABILITY 
In addition to the multiple-source and single-source reachability problems, we 
also consider the following third version: The single-source single-sink reachability 
problem is to find all vertices that can both reach a specified vertex and be reached 
from another specified vertex. 
In this section, we describe linear-processor NC reductions from the problems of 
computing digraph reachability to those of computing strongly connected 
components and topological ordering. These reductions apply to any minor-closed 
family of digraphs. 
Throughout the following discussion, let G be the input graph to the reachability 
problems for a minor-closed family. Let n and e be the number of vertices and 
edges in G. We assume that G is connected; i.e., its underlying undirected graph is 
connected. Otherwise, to solve a reachability problem, we simply solve it on each 
connected component of G. 
We also assume that G is a dag. Otherwise, using the given oracle for strongly 
connected components, we find these components in G and contract them each into 
a vertex. The resulting dag preserves the original digraph reachability and remains 
in the given minor-closed family. We further assume that G is equipped with a 
topological ordering because the oracle for topological ordering is used only once 
for an entire reduction. 
In the following sections, we abstract two useful ideas for divide-and-conquer 
strategies and detail the reductions for the reachability problems. 
5.1. The First Key Idea for Divide-and-Conquer 
Given two vertex subsets A and B of G, let &(A, B) be the set of vertices in G 
that can be reached from A and can reach B via directed paths. In particular, 
Ro(G, B) is the set of vertices that can reach B, and &(A, G) is the set of vertices 
that can be reached from A. For a graph with n vertices and e edges in the given 
minor-closed family, let T,,(n) and P,,(n, e) be the time and processor complexities 
for computing its strongly connected components. 
LEMMA 5. Let t be a vertex in G. Let S, be a vertex subset of G. If R,(S1, t) and 
a subset S, c Ro(S,, t) are given, then R,(S2, t) can be computed in 
O(log n + Ts,(n)) time using O(n + e + Ps,(n, e)) processors. 
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Proof: R,(S2, t) is computed in four steps as follows: 
l Step 1. Let T be the tree formed by the following edges: For each vertex 
UE R&S,, t) - (t}, choose an edge u -+ u in G with IJ E R&S,, I). (T is a convergent 
tree rooted at t and consists of the vertices in R&S,, t). This follows from the fact 
that G is a dag.) 
l Step 2. Let G’ be the graph obtained from G by contracting into a super- 
vertex all tree paths in T between S, and t. (G’ is in the given minor-closed family, 
because it is obtained from G by contracting a set of paths connected to t.) 
l Step 3. Let C’ be the strongly connected component in G’ that contains 
the supervertex. 
. Step 4. Output the set of vertices in G’ and in the contracted tree paths of 
T. (The set of vertices output at this step is indeed RG(SZ, t) because, as illustrated 
in Fig. 7, there is a directed correspondence between paths in G from S, to t and 
cycles in G’ that go through the supervertex.) 
As for the complexity, it is straightforward to implement the above four steps 
in O(log IZ + Ts,(n)) time and O(n + e + P,,(n, e)) processors using well-known 
fundamental parallel algorithms. m 
5.2. Single-Source Single-Sink Reachability 
THEOREM 9. Let s and t be two vertices in G. Then, R,(s, t) can be found in 
O(log’ n + Ts,(n) .log n) time using O(n + e + P,,(n)) processors. 
3 
contraction 
FIG. 7. This figure illustrates how contracting the tree-paths from S, to t turns paths from Sz to f 
into cycles, which can then be identitied using an algorithm for strongly connected components. Vertices 
belonging to S2 are circled. The thick arrows represent tree-edges from S, to t. The dotted arrows 
represent edges on paths from Sz to t; note that in the contracted graph all such edges belong to the 
same strongly connected component, the one containing the supervertex. 
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Proof: Let ul, . . . . u, be the given topological ordering of G. Then, the vertices 
that appear before s in the ordering cannot be in R&s, t), Symmetrically, the ver- 
tices after t are not in R&s, t). Thus, for simplicity, we assume that u1 = s and 
v, = t. We further assume that n is greater than a constant big enough to cover all 
trivial base cases. Under these assumptions, R&s, t) is computed recursively in 
three stages below: 
0 Stage 1 prepares for recursion: 
1.1. 
1.2. 
1.3. 
1.4. 
1.5. 
Let V,= (zil, . .. . z+~,~,). LetV,= (u~,,~,+~, . . . . u }. 
Let G[V,] (or [V,]) be the subgraph of G induced by V, (respec- 
tively, V,). 
Let C, (or C,) be the connected component of G[ V,] (respectively, 
G[V,]) that contains s (respectively, t). 
Let Z be the subgraph of G induced by C, v C,. (I is a dag in the given 
minor-closed family. Also, R&s, t) = R,(s, t). The reason is as follows. 
Because I’, and I’, form a topological segmentation of G, there are no 
directed edges from V, to V,. Since there are no edges between C, and 
V, - C,, it follows that G has no directed path from C, to V, - C,. 
Thus, V, - C, may be discarded without affecting R&s, t). Symmetri- 
cally, Y, - C, may also be discarded.) 
If Z is not connected, then return R,(s, t) = 0; else continue the 
computation. 
l Stage 2 reduces the computation of R&s, t) = R,(s, t) recursively: 
2.1. Let Z, (or I,) be the graph constructed from Z by contracting C, 
(respectively, C,) into a vertex t’ (respectively, s’) (see Fig. 8.) (Z, and 
I, are dags. The reason is that C, and C, form a topological segmenta- 
tion of I. Also, Z, and I, are in the given minor-closed family. The 
reason is that C, and C, are respectively connected in G.) 
2.2. Compute the topological orderings for Z, and Z, that are induced from 
the given topological ordering of G. 
2.3. Recursively compute RJs, t’) and R,,(s’, t). (R,(s, t’) - {t’} consists of 
the vertices in C, that can both be reached from s and reach C, in I. 
s s 
C, . 1, . 
Q 
s’ 
* t’ 
Ct 
z 
I* 
c3 
t  t . . 
FIG. 8. This figure shows how I, and I, are derived from I. 
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Similarly, R,(s’, t) - (s’> consists of the vertices in C, that can both be 
reached from C, and reach t in Z. The reason is that C, and C, form 
a topological segmentation of Z, so contracting C, to form Z, preserves 
the reachability among vertices of C,, and similarly for I,.) 
l Stage 3 recovers R,(s, t) from R,(s, t’) and R,!(s’, t): 
3.1. Let W, = (~1 u is a vertex in C, such that Z has an edge u -+ u with 
v E RIt(s’, t)}. Let W, = { 1 v v is a vertex in C, such that there is an edge 
u + z, in Z with u E R&, t’) ). 
3.2. Let S1 = R,$(s, t’), which is computed at Step 2.3. (R,(s, W,) = 
R,(s, W,n S,). The reason is as follows: Suppose that a vertex in 
R,(s, W,) can reach some w E W,. Then s can also reach W. Moreover, 
w can reach t’ via only one edge, so w is in S1. Thus R,(s, W,) c 
R,js, W, n S,). The reverse inclusion holds trivially.) 
3.3. Compute R,(s, W,) = R,$(s, W, n S,) via Lemma 5. 
3.4. Compute RII( W,, t) similarly. (R&s, t) = RJs, W,) u R,( W,, t). The 
reason is as follows: As shown in Fig. 9, W, consists of the vertices that 
reach C, in one step and then make their way to t. Hence, 
R,$(s, W,) = Z, n R,(s, t). Similarly, R,( W,, t) = I, n R,(s, t). The 
desired equality follows.) 
3.5. Output R,(s, t) = RI&, W,) u R,( W,, t). 
As for the complexity, because Z, and Z, each have at most one more than half 
the number of vertices as Z, the depth of recursion is O(log n). However, because 
Z, and I, may have a greater total number of vertices than G, after several iterations, 
the total size of the graphs produced at Stage 2 might become too large. To resolve 
this concern, note that only two additional vertices are introduced in splitting G into 
FIG. 9. W, consists of those vertices that can reach C, by one edge, and from there reach t. 
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Z, and Z, for recursion. It follows by analyzing the appropriate recurrence that the 
total number of vertices at any recursion level is O(n). 
Now we turn to the edges. If an edge of G appears in both Z, and I,, it is an 
incoming edge of t’ in the former and an outgoing edge of s’ in the latter. A vertex 
need not have more than a single outgoing edge to t’, so additional edges can be 
deleted before recursing on Z,. Similarly, for each vertex of Z,, we delete all but one 
edge from s’ to that vertex before recursing on Z,. This modification to the algo- 
rithm allows us to charge duplicated edges to original vertices. Each vertex has at 
most one incoming and at most one outgoing edge, so at most 2n additional edges 
are introduced by duplication. In sum, the total number of edges at each level is at 
most e + 2n. 
Based on the above analysis, Stage 1 takes O(log n) time using O(n + e) 
processors. Steps 2.1 and 2.2 take O(log n) time using O(n + e) processors. The 
complexity of Stage 3 is dominated by that of applying Lemma 5, which requires 
O(log n + T,,(n)) time and O(n + e + P,,(n)) processors. Therefore, the total 
complexity for each recursion level is O(log n + T,,(n)) time using O(n + e + P,,(n)) 
processors. In sum, the total complexity is as desired. B 
THEOREM 10. For a planar digraph with n vertices, the single-source single-sink 
reachability problem can be solved in O(log3 n) time using O(n) processors on a 
CRCW PRAM. 
Proof Let H be the given planar digraph. Assume that H is connected. 
Otherwise, find the connected components of H and solve the reachability problem 
on each of them. H may or may not be acyclic. To apply Theorem 9, first let H’ 
be the graph obtained from H by contracting each strongly connected component 
into a vertex. By Theorem 2, this step takes O(log3 n) time using O(n) processors. 
Next, compute a topological ordering for H’ via Theorem 8 in O(log2 n) time using 
O(n) processors. 
Now, the desired reachability problem of H’ is solved using Theorem 9. Note 
that in the proof of Theorem 9, the strongly connected component oracle is 
applied only to graphs that are obtained from a dag by contracting a connected 
subgraph. Thus, from Theorem 3, T,,(n) = O(log2 n) and P,,(n, e) = O(n). Conse- 
quently, the complexity for computing the desired reachability of H’ is O(log3 n) 
time using O(n) processors. The desired reachability of H can be recovered from 
that of H’ in 0 (log n) time using O(n) processors. In sum, the total complexity 
is as desired. 1 
5.3. The Second Key Idea for Divide-and-Conquer 
Let vl, . . . . v, be the given topological ordering for G. Let vk be the highest- 
indexed vertex such that the subgraph induced by {vk, . . . . v,} contains a connected 
component with at least n/2 vertices. Let B be this large component. Let A be the 
set of vertices in G -B. Let C,, . . . . C,, be the connected components in the subgraph 
induced by B- {vk). 
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FIG. 10. This figure illustrates the notion of a bottleneck triple (A, uk, B). The set A need not induce 
a connected subgraph. The C,‘s are connected components of the subgraph induced by B - {ok}. The set 
A and each component Ci has at most half the vertices of G. 
Observe that A, uk, and the Cis form a topological segmentation of G. Also, 
there is an edge from vk to every Ci. These observations suggest the following ter- 
minology. The vertex vk is called the bottleneck vertex, the set A the pre-bottleneck 
subgraph, the components Cj the post-bottleneck components, and the triple 
(A, vk, B) the bottleneck triple. This terminology is illustrated in Fig. 10. 
To formulate a general divide-and-conquer strategy, let G’ be the graph construc- 
ted from G by contracting B into a vertex t’. Because B is connected, G’ is in the 
given minor-closed family. Because A and B form a topological segmentation of G, 
the graph G’ is acyclic and a topological ordering for G’ is easily obtained from the 
given ordering for G. 
The divide-and-conquer strategey consists of two stages. The first stage solves a 
reachability problem in G’ to find the representatives in B of the sources of A. The 
resulting reachability problem for G’ is of a simpler version than the given 
reachability problem for G. More precisely, the multiple-source problem is reduced 
to the single-source problem, which is in turn reduced to the single-source single- 
sink problem. 
The second stage recursively computes the reachability of A and the C,‘s 
independently in parallel. These recursive reachability problems are of the same 
version as that for G. Because (Al <n/2 and (CJ <n/2, these subproblems are about 
half the size of the original problem for G. 
5.4. Single-Source Reachability 
THEOREM 11. Let s be a vertex in G. Then, R,(s, G) can be found in 
0(log3 n + T,,(n) . log’ n) time using O(n + e + P,,(n, e)) processors. 
Proof: To compute R,(s, G), first find the bottleneck triple by straightforward 
binary search, using a parallel connected components algorithm. Then there are 
three cases: (l)s~B-(ok}, (2)s=vk, or (3)s~A. 
Case 1. SE B- {uk}. This case is shown in Fig. 11. Let Ci be the component of 
B - (uk) that contains S. Because A u (vk) and B- {uk) form a topological 
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FIG. 11. This figure illustrates a simple case arising in the algorithm for single-source reachability. 
In this case, the source s belongs to a component of B- {Us}, which is at most half the size of G, so 
we can immediately recurse on that component. 
segmentation of G, G has no edge from s to Au {v~}. Thus, Au (ok} can be 
discarded without affecting R&s, G). Within B- {uk}, because Cj and 
(B- hPCi are not connected, (B - (uk}) - Ci can also be discarded. In sum, 
R,(s, G) = R,--(s, Ci). By the definition of a bottleneck triple, Ci is at most half the 
size of G, so we recurse to compute R,-Js, Ci). 
Case 2. s = uk. This case is shown in Fig. 12. For i = 1, . . . . p, let Gi be the sub- 
graph induced by Ci u (s}. Then, R&s, G) = &(s, G,) u . . . u &(s, Gp). Because 
each Gi contains at most half the vertices in G, the R-terms on the right-hand side 
can be recursively computed in parallel. Note that the G,‘s collectively have the 
same number of edges as does B. 
Case 3. s E A. This is the case of greatest interest. As described in Section 5.3, let 
G’ be the graph obtained from G by contracting B into a vertex t’. Next, compute 
R,.(s, t’) via Theorem 9. Then, find the set L of vertices in &(s, t’) - {t’] that can 
reach B via a single edge of G. There are two subcases based on whether or not L 
can reach uk via a single edge. 
--- 
Cl CZ C3 
FIG. 12. This figure illustrates another simple case. This time the source s is just the bottleneck ver- 
tex uk. We therefore need only find the vertices of B reachable from uk. Since B- (uk} has only small 
components, this reachability problem can be directly decomposed into a number of recursively solvable 
reachability problems, one for each component C; of B - {uk}. 
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FIG. 13. This figure shows the most interesting case arising in single-source reachability, the case in 
which we must construct a “representative” of the source s for some of the recursive calls. First we use 
the single-source single-sink algorithm to find the set L of vertices that are reachable from s and can 
reach B via a single edge. Next, we contract L (and vk, if vk is reachable from L via a single edge) to 
a single vertex, s’. Then, we recursively find the set of vertices of A that s can reach, and, simultaneously, 
the set of vertices of B that s’ can reach. 
l Case 3a. L can reach vk. This case is shown in Fig. 13. Let H be the 
subgraph of G induced by L and B. Let H’ be the graph constructed from H 
by contracting L u {ok} into a vertex s’. Then R&s, G) = R,(s, A) u {vk) u 
(RH,(s’, H’) - {s’)). 
w Case 3b. L cannot reach vk. Let H be the subgraph of G formed by L and 
B - { vk). Let H’ be the graph constructed from H by contracting L into a 
vertex S. Then, R,(s, G) = R,(s, A) u (RH.(s’, H’) - {s’}). 
In either subcase, the problem of computing R,,(s’, H’) is broken into small 
recursively solvable problems as is R,(s, B) in Case2. Also note that the number of 
edges in A and H’ is bounded by that of G. 
Because L (or L u { vk > ) as a subgraph of G may not be connected, one might 
think that H’ might not be in the given minor-closed family. This concern is 
resolved as follows. The vertices in L (respectively, L u { vk}) are all connected to 
s via paths within A. Therefore, H’ is a subgraph of the graph G” obtained from 
G by contracting the connected component of the subgraph A (respectively, 
A u (vk)) that contains s. Because G” is in the given closed minor family, H’ is also 
in that family. 
As for the complexity of the algorithm, the recursion depth is at most [log nl. 
At each recursion level, the total size of the graphs induced from G is at most 
linear in the size of G. The most expensive step is the call to the single-source 
single-sink rechability subroutine. Therefore, the complexity at a recursion level is 
O(log’ n + T,,(n) . log n) time using O(n + e + P,,(n, e)) processors. In sum, the 
total complexity is as desired. 1 
THEOREM 12. For a planar digraph with n vertices, the single-source reachability 
problem can be solved in O(log4 n) time using O(n) processors on a CRCW PRAM. 
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Proof This theorem follows from Theorem 11 with proof details similar to 
those for Theorem 10. 1 
5.5. Multiple-Source Reachability 
THEOREM 3. Let S be a vertex subset of G. Then Ro(S, G) can be found in 
O(log4 n + T,,(n) .log3 n) time using O(n + e + P,,(n)) processors. 
Proof R&S, G) is computed in two stages. We start with a bottleneck triple 
(A, vk, B). The first stage computes the set 2 of vertices in B - {vk} that can be 
reached from S n (A u {v~}) via a directed path in A u {ok} and an edge from 
A u {vk} to B- {vk}. Intuitively, 2 represents the sources of A u {vk} to the sub- 
graph B - (vk). The second stage computes R,(S, G) by solving two subproblems: 
finding the vertices of A reachable from S and finding the vertices of B- (vk) 
reachable from Z u S. 
The first stage consists of five steps. The second stage consists of two steps. The 
first stage is complicated due to the following subtlety: because B - {vk} may not 
be connected, it cannot be directly contracted to simplify G without possibly 
destroying the membership of G in the given minor-closed family. 
The seven steps are given below. As before, G’ is the graph obtained from G by 
contracting B to a vertex t’. 
l Step 1. Find R,,(A, t’) as a single-source reachability problem with reverse 
direction. (This set consists of t’ and the vertices in A that can reach B.) 
l Step 2. Let S, = R,,(A, t’) n S. (This set consists of the sources in A that 
can reach B.) 
l Step 3. Compute X= R,,(S,, t’) via Lemma 5. (This set consists of the 
vertices in A that can reach B and can be reached from S.) 
l Step 4. If vk is a source or if X can reach vk via a single edge, then let 
Y = Xu (vk} else let Y = X. (The set Y consists of the vertices in A u { vk} that can 
both reach B- (vk} and be reached from S.) 
l Step 5. Let Z be the set of vertices in B - {vk} that can be reached from 
Y via a single edge. (This set represents the sources of A u { vk} in B - { vk}.) 
l Step 6. Compute Zi= (Zu S) n Ci for each component Ci of B- (vk}. 
(The set Zi consists of the original sources in Ci and the representatives of sources 
of Au (ok} in C,.) 
l Step 7. Compute R&S, G) = R,(SA, A) u (Sn (ok}) u R,,(Z,, C,) u 
. . . u R,,(Zp, C,). The R-terms on the right-hand side are recursively computed in 
parallel. 
As for the complexity of the above steps, the recursion depth is at most rlog nl. 
At each recursion level, the total size of the graphs induced from G is bounded by the 
size of G. The most expensive step is the call to the single-source reachability sub- 
routine. Therefore, the complexity at a recursion level is O(log3 n + T,,(n) . log2 n) 
time using O(n + e + PJc(n)) processors. In sum, the total complexity is as desired. 1 
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Theorem 14. For a planar digraph with n vertices, the multiple-source 
reachability problem can be solved in O(log’n) time using O(n) processors on a 
CRC W PRAM. 
Proof This theorem follows from Theorem 13 with proof details similar to 
those for Theorem 10. 1 
6. COUNTING DESCENDANTS 
In this section, we give a linear-processor NC algorithm for planar descendant 
counting. Our motivation comes from the problem of finding a depth-first search 
tree in a directed graph. The counting algorithm makes use of the two-path 
separator in Theorem 5 and builds upon the reachability algorithms in Section 5. 
To precisely state the result, a few definitions are in order. A digraph is rooted at 
a vertex if that vertex can reach every other vertex via directed paths. Let Go be a 
rooted planar dag. Let w( .) be an assignment of weights to the vertices of Go. The 
descendant counting problem for Go is to compute for each vertex v, the sum a(v) 
of the weights assigned to the descendants of v. A prototypical application of the 
algorithm is to count the descendants of each vertex, where all weights are one. 
THEOREM 15. Let n0 denote the number of vertices in a planar rooted dag G,,. The 
descendant counting problem for G, can be solved in O(log* n,) time using O(n,) 
processors on a CRCW PRAM. 
In the remainder of this section, we prove Theorem 15. We start by describing a 
simple technique for finding the vertices reachable from the vertices of a given path. 
This technique is central to our algorithm. Then in Section 6.2, we give a top-level 
description of the descendant-counting algorithm and we prove it correct. Finally, 
in Sections 6.3, 6.4, and 6.5, we fill in details of the algorithm and establish its 
complexity. 
6.1. Reachability from the Vertices of a Path 
Let v1 ... vk be a path in a digraph G, and let R(vi) be the set of vertices reachable 
from vi. Since each vertex of this path is reachable from its predecessors in the path, 
the sets R(vj) are nested: R(v,) contains R(vZ), which contains R(v3), and so on. We 
can use this property to efficiently compute and implicitly represent the sets R(vi). 
Let S(v,) be the set of vertices reachable from vi but not from vi+ 1. (If vi is the 
last vertex in the path, then let S(v,) = R(vi).) The sets S(vi) are essentially the 
dangling subgraphs defined for directed depth-first search [3]. Note that they are 
disjoint, since for each vertex w there is at most one i such that w is reachable from 
oi but not from yi+i. 
LEMMA 6. Consider a minor-closed family of digraphs for which single-source 
reachability can be computed in T,,(n) time and a linear number of processors. Given 
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an n-vertex digraph G in the class and a simple path in G, one can compute, for each 
vertex v in the path, the vertices reachable from v but not from its successor, in 
O(T,,(n) log n) time using a linear number of processors. 
We give a recursive procedure to compute S(vi) for each vertex vi in the path 
v, ... vk belonging to the graph G. If the path consists of a single vertex, we can 
solve the problem directly, using our algorithm for single-source reachability. 
Otherwise, determine the set A = R(t+.,& of vertices reachable from the middle 
vertex of the path. Then recurse in parallel on two subproblems: one, consisting of 
the induced graph G[A] and the subpath v~,,,,, . . . . uk; and two, the subgraph 
G-A and the subpath vl, . . . . v~~,~,- 1, 
It is easy to see that the sets S( .) computed in the recursive calls are the correct 
output for the top-level call. The recursion depth is rlog k] because each call halves 
the path. The computation per recursive level consists of single-source reachability 
problems in disjoint subgraphs of the original graph. Thus we have proved 
Lemma 6. 
6.2. A Top-Level Description of the Algorithm 
The descendant-counting algorithm uses two-path separators in a divide-and- 
conquer approach; the algorithm uses a separator to divide the graph into two 
pieces, and then recurses on each of the pieces. In the course of recursing on a piece, 
we need to solve reachability with respect to the original graph, which we will 
denote by Go. Since the piece lacks some of the vertices and edges of the original 
graph, we cannot simply use our reachability algorithm directly on the piece; we 
need a more sophisticated approach that takes into account the missing vertices 
and edges. We shall describe this approach below. Our basic approach may be 
useful in other reachability algorithms for planar digraphs. 
First, note that in order to find a two-path separator according to Theorem 5, 
we need to supply a divergent spanning tree for the graph. Therefore before 
commencing the recursion, we use the algorithm of Theorem 4 to find a divergent 
tree for the initial input graph G,. We denote this tree by T(G,). Henceforth, we 
maintain a tree T(G) for each of the graphs G on which we recurse, so that we can 
find separators for these graphs as well. 
We outline the recursive procedure COUNT below; some details are postponed 
until later subsections. The input to COUNT is a graph G equipped with a divergent 
tree T(G). Moreover, we assume that a subset of the vertices of G are designated 
active. The procedure COUNT computes for each active vertex v of G the sum (T(V) 
of weights of active vertices of G that are reachable in the original input graph Go. 
To solve the descendant-counting problem for G,,, we first use the algorithm of 
Theorem 4 to find a divergent tree T(G,) for G,, and we designate as active all G,‘s 
vertices. Then we call COUNT with input Go. 
The basic idea of the procedure is as follows: we use a two-path separator to 
break the input graph into two pieces. We compute and store a correction value a(v) 
for each active vertex u in each piece, taking into account the active vertices in the 
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other piece. We then recurse in parallel on each piece, computing for each vertex 
v the sum (T(V) of descendants of v within its piece. Finally, we add the correction 
6(v) to (T(V) to obtain the sum of weights of descendants in the whole input graph. 
The subtlety lies in solving two tasks: (1) maintaining a spanning tree for each 
of the pieces, while also ensuring that the sum of the sizes of the graphs does not 
grow too much, and (2) solving reachability with respect to the original graph, not 
with respect to the current graph. 
We use the following notation in the outline of the procedure. For two vertices 
x, y in G, we use lca(x, y) to denote the least-common ancestor of x and y in T(G). 
For q = 0, 1 we use 4 to denote 1 - q. 
COUNT(G) 
Cl If G has two or fewer active vertices, do not recurse; in this case, the problem 
can be solved directly. 
C2 Otherwise, 
c3 
c4 
C5 
C6 
c7 
C8 
c9 
Cl0 
Cl1 
Cl2 
Choose a two-path separator S. The separator S determines vertices x 
and y such that S consists of the tree-path P, from lca(x, y) to x and 
the tree-path Py from lca(x, ,v) to y. 
Let Ho and H’ denote the two disjoint pieces of G resulting from the 
removal of the two-path separator. 
(Correction step) For q=O, 1, for each active vertex in v in Hq, let 6(v) 
be the sum of weights of active vertices in Hq u S reachable from v in Go. 
For each active vertex v E S, let c(v) be the sum of active vertices in G 
reachable from u in Go. 
(Auxiliary information step) Compute and store auxiliary information 
about the two-path separator S (details given below). 
(Deletion step) Let Go = G - H’ and let G’ = G - Ho. 
In the graphs Go and G’, designate as inactive all vertices of the two- 
path separator S (in addition to those vertices already inactive in G). 
(Contraction step) For q = 0, 1, obtain Gq from Gq by contracting each 
two-path separator edge v --) w such that w has no incoming nontree 
edge in Gq. Assign the resulting vertex the name v. 
In parallel, recursively call COUNT on Go and 6”, assinging the sum a(v) 
to each active vertex. 
For each active vertex v of Go and G’, let a(v) := a(v) + 6(v). 
Before considering the correctness of the recursive procedure, we establish some 
terminology. In the deletion step (Step CS), we form Gq from G by deleting the 
vertices and edges of the subgraph H”. We refer to these vertices and edges as the 
vertices and edges deleted in forming Gq (equivalently, in forming Gq). By the way 
Hq was defined, the following proposition holds. 
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PROPOSITION 1. Any path in G between a vertex in Gq and a vertex or edge 
deleted in forming Gq must contain a vertex of the two-path separator S. 
In the contraction step (Step ClO), we form Gq from G4 by contracting some 
edges v + w of the two-path separator. Thus in Gq these edges and their heads 
w do not appear. We refer to these edges and vertices as having been contracted 
out in forming Gq. By the way the edges to contract were chosen, the following 
proposition holds. 
PROPOSITION 2. Every vertex of G contracted out in forming Gq had no incoming 
nontree edges in Gq. 
Next we must show that the recursive calls are valid, in that the graphs Go and 
6’ on which we recurse are rooted planar dags. The graphs are planar, for they are 
derived from the planar graph G by deletions and contractions. 
Next we check that the contraction step preserves acyclicity. Suppose there is a 
directed cycle C in Gq that did not exist in Gq. Then at least one of the vertices v 
of C resulted from the contraction of a tree edge v -+ w of Gq, such that C contains 
an edge entering w. But then Gq contained a nontree edge entering w, so the tree 
edge v -+ w would not have been contracted. This contradiction shows that the 
contraction step preserves acyclicity. 
Third, we show how to derive divergent spanning trees T(G”) and T(G”) for the 
graphs on which we recurse. For q = 0, 1, the spanning tree T(Gq) is derived from 
T(G) by deleting the edges and vertices that were deleted in forming Gq; namely, 
T(G’) = T(G) - H’ and T(G’) = T(G) - Ho. None of the deleted edges is a tree 
edge of T(G) entering a vertex of Gq, so these tree edges are all still in T(Gq). 
Consequently, T(G”) is a divergent spanning tree of Gq. 
Similarly, the spanning tree T(Gq) is derived from T(Gq) by contracting the same 
edges as were contracted in forming &. Since these contracted edges are all tree 
edges, it is easy to see that the result T(Gq) is in fact a divergent spanning tree 
for Gq. 
We have shown that if G is a rooted planar dag, then so are Go and G’. Now 
we verify by induction on the level of recursion the correctness of the recursive 
procedure as specified so far. For each vertex v in, say, Ho, the active vertices of G 
reachable from v are either (i) active vertices of Go, or (ii) vertices of H’ u S that 
were active in Step C5. By inductive hypothesis, the value of g(v) recursively 
computed in Step Cl1 is the sum of weights of vertices in Category (i). The weights 
of vertices in Category (ii) are summed and assigned to 6(v) in Step C5. Hence the 
value assigned to c(v) in Step Cl2 is indeed the sum of weights of active vertices 
of G reachable from v. 
Finally, we bound the recursion depth. By Theorem 5, the pair of vertices x, y 
selected in Step C3 can be selected so that the pieces Ho and H’ each have at most 
two-thirds the active vertices of G. Each of the graphs Go and G’ contain, in addi- 
tion to the vertices of the respective pieces, the vertices of the two-path separator. 
We designate these vertices inactive in Step C9. Consequently, the number of active 
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vertices in each of Go and G1, and hence also in each of Go and G’, is still at most 
two-thirds that of G. This ensures that the recursion depth is at most log,,, no, 
where no is the number of vertices in the original graph Go. 
In the remaining three subsections, we fill in details of the algorithm COUNT. In 
Section 6.3, we show that, as a consequence of the contraction step, the sum of sizes 
of all the graphs being recursed on does not increase too much as the recursion 
progresses. In Section 6.4, we explain how Steps C5 and C6 can be efficiently 
implemented, provided that one can efficiently compute reachability with respect to 
the original graph Go. Finally, in Section 6.5, we show how the computation of 
some auxiliary information before the first invocation of COUNT and in Step C7 of 
COUNT makes possible such an efficient reachability computation. 
6.3. The Contraction Step: Bounding the Sum of Graph Sizes 
We included the separator vertices in the two graphs on which we recurse in 
order that we could derive spanning trees for these graphs. There is a price, 
however, in doing so: the graphs on which we recurse in parallel are not disjoint. 
Consequently, the sum of sizes of these graphs can grow as the recursion 
progresses. 
To compensate, we have a contraction step, Step ClO, in which some of the 
vertices common to the two subgraphs are contracted out. We show that, as a 
consequence, the sum of the sizes of all graphs at a given level of recursion does not 
exceed by too much the size of the original graph Go. Indeed, the sum is linear 
in the size of the original graph. The basic idea of the proof is that duplication of 
vertices can be charged to incoming nontrees edges. The proof is based on the 
following lemma. 
LEMMA 7. For each level of recursion, summing over all graphs being recursed on 
at that level, 
1. the number of nontree edges is at most the number in Go; 
2. the number of occurrences of an original vertex w E GO is at most the number 
of w’s incoming nontree edges, plus the number of times w has appeared as the base 
of a two-path separator (the vertex common to the two paths), plus one. 
Prooj The proof of the first part is by induction on the depth of the level of 
recursion. The induction step is based on what happens when a two-path separator 
is used to divide a graph G into Go and G’. The nontree edges of G are partitioned 
between Go and G’ and, hence, also between Go and G“; this observation takes care 
of the induction step for the first part. 
As for the second part, suppose a vertex w in G occurs in both contracted sub- 
graphs Go and 6’. It follows, first, that w belongs to the two-path separator used 
to separate G, because such vertices are the only ones shared by both augmented 
pieces. Second, the tree edge v + w must not have been contracted in either piece. 
Hence either (case i) v -+ w did not belong to the two-path separator (in which case 
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w was the base of the separator), or else (case ii) w has at least one incoming non- 
tree edge in both Go and 6’. 
Fix a vertex w of the original graph Go and a single level 1 of recursion. We need 
to count the graphs G occurring at level I and containing w. First note that by the 
second part the number of such graphs with incoming edges to w is bounded by the 
number of w’s incoming edges in the original graph Go. It remains to consider those 
graphs (denoted by G,) that contain w but do not contain any incoming edges to w. 
Consider now the binary tree defined by the recursive process; each vertex of the 
tree corresponds to a recursive invocation and has an associated graph G, the graph 
being recursed on. Let us restrict our attention to the recursion subtree consisting 
of the ancestors of vertices whose graphs are of the form GI described above. In this 
subtree, the only vertices with two children are those whose graphs G satisfy case (i) 
above, those corresponding to the use of w as the base of a separator. Hence the 
number of graphs G, is at most one more than the number of uses of w as the base 
of a separator. 1 
COROLLARY 1. For each level of recursion, the total size of all graphs at that level 
is linear in the size of the original graph Go. 
ProoJ: We only find a separator for a graph containing at least three vertices of 
cost one. Such a vertex has never before appeared in a separator and has, therefore, 
never been duplicated. Thus the number of separators chosen overall is at most the 
number of vertices in the original graph. Combining this observation with the 
second part of Lemma 7, we infer that the total number of vertices in all graphs at 
the given level of recursion is linear in the number of vertices plus the number of 
edges in the original graph Go. Since the number of tree edges in a graph G is at 
most the number of vertices in the graph, it follows that the number of tree edges 
in all graphs at the given level is also linear in the size of the original graph. Finally, 
by the first part of Lemma 7, the number of nontree edges in all graphs at the given 
level is at most the number of nontree edges in the original graph. 1 
It follows from Corollary 1 that we can allocate to each graph on which we 
recurse a number of processors proportional to the size of the graph, and the resulting 
overall processor bound will still be linear in the size of the original graph. 
6.4. Implementing the Correction Step 
The actual work towards descendant-counting is done in Steps C5 and C6. In 
this section, we show how the technique of Section 6.1 can be used to implement 
these steps, assuming that we can quickly and efficiently compute the vertices of G 
reachable in Go from a given vertex in G. We handle this assumption later. 
First we consider Step C6, in which we must compute, for each active vertex v 
of the two-path separator S = P, u P,, the sum of weights of active vertices in G 
reachable from v in Go. We show how to handle the vertices of P,; the vertices of 
P, are handled similarly. Let P, = x1 . . . xk. By applying the technique of 
Section 6.1 to P,, we obtain, for each xi E P,, the set S(x,) of vertices reachable 
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from xi but not from xi+i. These sets are disjoint, so it is easy to compute and 
assign to a, the sum of the weights of active vertices in S(u,). Finally, for i = 1, . . . . k, 
compute 
j=r 
using parallel prefix computation [24]. The value 6, is then the sum of weights of 
active vertices of G reachable from xi, and so this value may be assigned to o(xi) 
in Step C6. 
Next, we consider the correction step, Step C5. For each active vertex in Ho, we 
must compute the sum of weights of active reachable vertices in H’ u S (and the 
same with zero and one exchanged). We do this by using a few applications of the 
technique of Section 6.1 and a few applications of another technique, parallel two- 
set dominance counting [6]+ 
Since the two-path separator S = P, u P, separates Ho from N’, a vertex v E Ho 
can only reach a vertex w E H’ u S by using paths that intersect P, u P,. For each 
v, therefore, there are three categories of reachable w’s: (1) those w that can be 
reached from u by paths that intersect P, but not by paths that intersect P,, 
(2) those that can be reached by paths that intersect P, but not by paths that inter- 
sect P,, and (3) those that can be reached by paths that intersect P, and by paths 
that intersect P,. We separately sum the weights of vertices in these three 
categories. 
First we compute some information that will help us categorize the reachable ver- 
tices. Suppose the two-paths separator is P, = xi .,.xk and P, =y, ... y,. Compute 
the sets S(x,) and S(y,) as defined above and in Section 6.1. For each active vertex 
w E Hi u S, let a(w) be the ordered pair (a,(~), a,(w)) = (i, j), where w is in S(xj) 
and in S(y,). (If there is no such i or suchj, use the value zero.) Then a,(w) is the 
maximum rank of a vertex in P, that can reach w, and a,(w) is the maximum rank 
of a vertex in P, that can reach w. 
By applying the technique of Section 6.1 to the graph with all edges reversed, 
compute for each active vertex v E Ho the ordered pair B(v) = (fix(v), /?Jv)) = (i, j), 
where i is the minimum rank of a vertex in P, reachable from v, and j is the mini- 
mum rank of a vertex in P, reachable from v. 
Now for any active VE Ho and WE H’, we can determine to which of the three 
categores w belongs, as illustrated in Fig. 14. For v can reach w by a path inter- 
secting P, if and only if /I,.(v) <a,(w) and by a path intersecting Py if and only if 
a,(v) < a,(w). Consider CI( . ) as a mapping from vertices to points on the plane. 
Then, for any v E Ho, vertices in category (3) map to points up and to the right of 
p(v), vertices in category (2) map to points up and strictly to the left of B(U), and 
vertices in category (1) map to points to the right of and strictly down from p(v). 
We have reduced the problem to a geometric problem. 
One can use a straightforward modification of the parallel two-set dominance 
counting algorithm of Atallah et al. [6] to compute, for each VE Ho, the sum 
PARALLEL ALGORITHMS FOR PLANAR DIGRAPHS 489 
reachable via both Px and Py 
reachable only viaP, 
FIG. 14. Suppose u can reach the third vertex of P, and the fourth vertex of P,,. Suppose w, can be 
reached from the second vertex of P, and the fifth vertex of P,,, and w2 can be reached from the fourth 
vertex of P, and the sixth vertex of P,. Then since (2,s) is up and to the left of (3,4), u can reach wr 
only via P,. Since (4, 6) is up and to the right of (3,4), u can reach w2 both via P, and via P,. 
of weights of active vertices in each of the three categories. This algorithm was 
previously used by Tamassia and Vitter [40] in their descendant-counting algo- 
rithm for s&planar graphs. 
The time required by the above approach is dominated by the time for com- 
puting the sets S( .), which, by Lemma 6, is O(log n) times the time for computing 
reachability. In the next section, we show how to compute reachability with respect 
to the original graph Go, but with a number of processors proportional to the size 
of the current graph G. We prove a time bound of 0(log6 n) for reachability, which 
yields a time bound of O(log’ n) for implementing Steps C5 and C6. 
6.5. Computing Reachability 
Finally we show that, by using some auxiliary information computed and stored 
for each separator found, we can efliciently compute, for a graph G arising in the 
relcursion and a vertex o belonging to G, the set of all vertices w in G that can be 
reached from u in the original graph G,. The key observation is that only O(log n) 
separators were used to obtain G from G,. 
As in the proof of Lemma 7, we consider the binary tree defined by the recursive 
process; each node of the tree corresponds to a recursive invocation and has an 
associated graph, the input to that invocation. Consider the path down the tree 
starting at the root and ending at the node associated with a given graph G. 
Let the associated graphs along this path be G,,, G,, . . . . Gk = G. By the bound on 
recursion depth, k is at most log,,, n,. 
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In going from G,- I to Gi, for i= 1, . . . . k, we found a two-path separator Sj in 
Step C3. In the deletion step (Step C8), we deleted some edges and vertices of Gi_ , . 
In Section 6.2, we referred to these as the edges and vertices deleted in forming G,. 
Similarly, in the contraction step (Step ClO), we contracted some edges of the two- 
path separator Si. We referred to these edges and their heads as the edges and 
vertices contracted out in forming Gi. 
We say that the edges and vertices deleted (or contracted out) in forming 
GI, G,, . ..> Gk are the edges and vertices deleted (respectively, contracted out) with 
respect to Gk . 
We say that the two-path separators Si, . . . . Sk belong to G, (even though 
some of the vertices of these separators may not exist in Gk). We call the paths 
comprising these two-path separators separator paths, and we similarly say they 
belong to G,. Thus there are at most log 3,2 no two-path separators belonging to Gk, 
and at most 2 log,,, n separator paths. 
We explain the basic idea of the reachability algorithm. We need to make up 
for the absence of the edges and vertices deleted in forming Gi, i= 1, . . . . k. By 
Proposition 1, any path that starts and ends at vertices of Gj but contains deleted 
vertices must enter and leave the set of deleted vertices via the two-path separator 
Si. Thus we can use reachability information computed and stored for Si to make 
up for the deleted vertices and edges. We replace the portion of the path consisting 
of the deleted vertices and edges with a pseudoedge called a “skip.” 
Note, however, that because of the contraction step, some of the vertices of Si do 
not appear in G’. In particular, the skip may end on, say, the jth vertex of P,, a 
vertex that was contracted out. To handle this, we represent having reached thejth 
vertex of P, by storing the value j in a variable associated with P,. 
Presently we will define skips and jumps, and then show that for any two vertices 
s, v E Gk, if there is path from s to v in G,, then there is a “path” in G, that incor- 
porates skips and jumps. Finally, we show how to search paths of this form in order 
to find all vertices of Gk reachable from a given vertex. 
For a separator path, we say the first vertex of the path has rank 1, the second 
has rank 2, and so. Let S, = P, u P, be a two-path separator belonging to Gk. Let 
X,E P, and yj~ P, be vertices of two different paths such that xi is not the base of 
the separator, and yi is the lowest-rank vertex of P, that can be reached from Xi 
in G,. We say the pair xi -+ yj is a skip from P, to P,,, because it skips over many 
vertices of G,. The reason we do not allow xi to be the base of the separator is that 
the base can reach each vertex in each of the two paths by simply traversing one 
of the paths and, hence, there is no need for a skip in this case. Thus the definition 
of skips gives us the following proposition, 
PROPOSITION 3. If x ‘Y y is a skip from P, to P,,, then x is not the base of the 
two-path separator P, v P,. 
Suppose y belongs to a separator path P,, u is a descendant of y in the spanning 
tree T(G,) of the original graph, and there is an edge e = u -+ z in the original graph 
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Go such that e exists in Gk. We say the pair y -+ z is a jump from P to z because 
it provides a way to jump from a vertex of a separator path (a vertex which may 
not belong to Gk) to a vertex that does belong to Gk and does not necessarily 
belong to a separator path. 
We define a pseudoedge to be either an edge of G,, or a skip or jump. We define a 
pseudopath in Gk to be a sequence of vertices x1 . . . x[ of G,, such that every pair of 
consecutive vertices forms a pseudoedge. A pseudopath is called a skip-path if ail its 
pseudoedges are skips. A pseudopath is in normal form if every skip is followed by 
either a jump or another skip, and every jump is preceded by a skip. A pseudopath 
is said to be proper with respect to Gk if every edge in it is actually an edge of Gk, 
not just of Go. Note that in a proper pseudopath, every endpoint of an edge and every 
head of a jump must be a vertex of G,; the remaining vertices (endpoints of skips and 
tails of jumps) must be vertices of separator paths beloning to G,. 
We prove the following theorem. 
THEOREM 16. Suppose s, v belong to Gk. Then there is a path from s to v in GO 
if and only if there is a proper pseudopath from s to v in G,, if and only if there is 
such a pseudopath in normal form containing at most k skips. 
For the “if” direction of the proof, the existence of a proper pseudopath in nor- 
mal form with at most k skips trivially implies the existence of a proper pseudopath. 
Moreover, it is easy to check that a proper pseudopath can be transformed into a 
path in G,, by replacing skips and jumps with paths in GO. It remains to prove the 
“only if” direction, which we do in the following lemmas. 
LEMMA 8. Suppose s, v belong to G,, and there is a path in GO from s to v. Then 
there is a skip-path Lk from s to v in Gk that contains at most k skips, that contains 
no edges or vertices deleted with respect to G,, and that satisfies the following 
properties: 
l the single-entry property. For any separator path P that L, intersects, Lk 
enters P exactly once. 
l the skip property. If x c, YE Lk is a skip from the separator path P, then x 
is the first vertex of P encountered by L,. 
Proof. The proof is by induction on k. The basis is the case k = 0. Supposing 
there is a path in Go from s to v, there is such a path L, satisfying the single-entry 
property. Since L, contains no skips, the skip property is trivially satisfied. 
We turn to the induction step. By the inductive hypothesis, there is a skip-path 
Lk- 1 in Gk- 1 that contains at most k - 1 skips, that contains no edges or vertices 
deleted with respect to Gk- 1, and that satisfies the single-entry property and the 
skip property. 
To obtain G, from Gk _ 1, we select a two-path separator Sk = P u Q, delete some 
vertices and edges, and then contract out some vertices and edges. If Lk- 1 contains 
no vertices or edges contracted out in forming Gk, then we let Lk = Lk _, , and the 
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induction step is complete. Otherwise, Lkvl has at least one maximal subpath 
consisting of vertices and edges deleted in forming Gk. By Proposition 1, the 
preceding vertex x and the following vertex y belong to the two-path separator S,. 
By the single-entry property, x and y belong to different separator paths, say P, 
and P,, and there can be no other maximal subpaths consisting of vertices or edges 
deleted in forming G,. 
Let xi be the lowest-ranked vertex of P, that appears in Lk _ 1. By the single-entry 
property, xi appears on Lk- 1 before X. Let yj be the lowest-ranked vertex in Py 
reachable from xi. By choice of yj, yi has a lower rank in P, than y. Since the base 
of the two-path separator Sk is a vertex of P,, if xi were the base of Sk then the 
single-entry property would be violated, so xi cannot be the base. Therefore, xi -+ yj 
is a skip from P, to P,,. 
We can therefore replace the subpath of Lk- 1 from xi to y with the skip 
xi^,Yj, followed by the subpath of P, from y, to y. Let L, be the resulting 
pseudopath. This construction introduces one additional skip, and maintains the 
single-entry property. The new skip satisfies the skip property by choice of xi. This 
completes the induction step. 1 
At this point, we have a pseudopath L, containing no vertices or edges deleted 
from Gk; however, Lk may contain edges and vertices that were contracted out, and 
is, hence, not yet a proper pseudopath. However, by virtue of the skip property, L, 
satisfies a useful condition. 
LEMMA 9. In the pseudopath Lk whose existence is asserted by Lemma 8, no skip 
is preceded by a tree edge. 
Proof: Suppose for a contradiction that u -+x were a tree edge in Lk followed 
immediately by a skip x -+ y from the separator path P. If u were also a vertex of 
P, the skip property would be violated, so u does not belong to P. But every 
separator path is a path in the tree, so if x had a predecessor in P, it would be x’s 
parent u in the tree. Thus x has no predecessor in P, so x is the first vertex of P. 
The first vertex of a separator path is the base of the separator, so x must be the 
base, This contradicts Proposition 3, which asserts that there are no jumps from the 
base of a separator. 1 
LEMMA 10. Suppose s, v, belong to G,, and there is a path in G, from s to v. Then 
there is a pseudopath in normal form from s to v in Gk containing at most k skips, 
such that no skip is preceded by a tree edge. 
Prooj Let Lk be the skip-path whose existence is asserted by Lemma 8. By 
Lemma 9, no skip is preceded by a tree edge. We show how to add jumps to Lk 
so as to achieve normal form. Consider in turn each skip x -+ y E L, not followed 
immediately by another skip. Let u -+ z be the first edge following y in Lk that is 
not contracted out with respect to Gk. (We know such an edge exists because the 
last vertex of L,, namely v, is in G, and hence has not been contracted out.) Let 
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A4 be the subpath of Lk from y to u. We now show that A4 consists entirely of tree 
edges. 
A4 contains no nontree edges, because nontree edges are never contracted. It 
therefore consists solely of tree edges and skips. Its first pseudoedge is in fact not 
a skip, since we assume the skip x n* y was not followed immediately by another. 
Hence by Lemma 9, A4 can contain no skips at all. 
Since A4 is a tree-path, u is a descendant of y in T(G,). Moreover, the edge u -+ z 
exists in Gk by the way we chose it. Hence y -+ z is a jump. We may therefore 
replace the subpath of Lk from y to z with the jump y 9 z. 
We thus put a jump in the pseudopath after each skip not followed immediately 
by another skip. The resulting pseudopath is in normal form. Moreover, we have 
maintained the property that no skip is preceded by a tree edge. 1 
LEMMA 11. Suppose s, v belong to Gk, and there is a path in G, from s to v. Then 
there is a proper pseudopath in normalform from s to v in Gk containing at most k skips. 
ProojI Let L be the pseudopath in normal form whose existence is asserted by 
Lemma 10. L has the following form: 
(path in G,)(skip) ... (skip)(jump)(path in G,) . . . . 
That is, L consists of a (possibly null) path in G,, followed by a sequence of skips 
terminating in a jump, followed by another path in G,, and so on. The paths in G, 
contain no edges or vertices deleted with respect to Gk. However, these paths may 
not be paths in G,, because they may contain vertices and edges contracted out 
with respect to Gk. However, we show that they begin and end at vertices that do 
appear in Gk. The first vertex in L is s, which is assumed to be a vertex of G,. 
Every other vertex z that begins a path must be preceded by a jump y c, z, so by 
definition of a jump z must be a vertex of Gk. 
The last vertex in L is v, which is assumed to be a vertex of G,. Every other 
vertex z that ends a path must be followed by a skip, say z + y. Since no skip is 
preceded by a tree edge, and, by choice of z, z + y is not preceded by another skip, 
z + y must be preceded by either a jump or a nontree edge e. In the former case, 
z must exist in Gk by definition of jumps. In the latter case, since nontree edges are 
never contracted, the nontree edge e must exist in Gk. Hence by Proposition 2, its 
head z could not have been contracted out and therefore must also exist in G,. 
We have shown that each of the paths in G, that help make up L start and end 
on vertices existing in G,. Hence from each of these paths R we can obtain a path 
R’ in Gk, by contracting in R those edges that were contracted out with respect to 
Gk. By replacing each R with its corresponding path R’ in L, we obtain a proper 
pseudopath. 1 
We have proved the “only-if” direction of Theorem 16; the “if” direction was 
indicated immediately after the statement of the theorem. Hence the proof of the 
theorem is complete. 
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NOW we show how to compute reachability with respect to the original graph. It 
is helpful to have precomputed some reachability information. First, before the first 
call to COUNT, we preprocess the spanning tree T(G,) for the original graph G,: 
using the Euler tour technique [42], we compute preorder and postorder num- 
berings for the vertices of T(G,). These numberings enable a single processor to 
quickly determine, for any two vertices u and w, whether u is an ancestor of w in 
T(GcJ 
We also must compute reachability information about each two-path separator 
when it is found. In Step C7 of the procedure COUNT, after selecting the two-path 
separator P, u P,, we compute the following auxiliary information. We find and 
record the ranks of each of the vertices in the two separator paths, and also we 
store the paths in tables indexed by rank, so that it is easy to determine the rank 
of a vertex in a separator path and to determine the rank-i vertex of a separator 
path. Let rank,(v) denote the rank of vertex u in the path P. 
Next, we compute and store skips, one for each non-base vertex in each of the 
two paths. For each vertex xi in the path P,, find the lowest-ranked vertex yi in P, 
that u can reach, and store the skip xi -+ yi. We similarly compute skips from P, 
to P,. This reachability information can be computed using the technique of 
Section 6.1. 
Now we describe the algorithm for determining the set of vertices of G, reachable 
in GO from a given start vertex s. In representing intermediate solutions-the set of 
vertices reached so far-we will use a combination of (i) marks on the vertices of 
G, and (ii) rank numbers for each of Gk’s 2k separator paths. For each such 
separator path P, we will maintain a value r(P) giving the lowest rank of a vertex 
in P reached so far. 
For a separator path P, let P denote the other separator path that was paired 
with P to form a two-path separator. 
The reachability algorithm is as follows: First, we initialize r(P) to co for each 
of Gp’s separator paths, indicating that no vertex of P has yet been reached. Next, 
we mark all vertices reachable in G, from the starting vertex s. Finally, we repeat 
the following subprocedure k + 1 times: 
Ml For each separator path P, set 
r(P) := min( {r(P)} u {rank,(u) : z, E P, u is marked}). 
M2 For each separator path P, if 1 <r(P) < co, then let u be the rank-r(P) 
vertex of P, let u -+ u be the skip from P to P, and set 
(P) :=min{r(P), rankp(u)}. 
M3 For each separator path Q, set 
r(Q):=min({r(Q)}u{rank~(v):u~Qand 
for some separator path Q. v is the rank-r(Q) vertex of Q}). 
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M4 For each separator path P, for each edge e = u + u of Gk in parallel, if u 
is a descendant in T(G,) of the rank-r(P) vertex of P, then mark v. 
M5 Find all vertices reachable in Gk from marked vertices, and mark them. 
We will show below that, after this algorithm is executed, every active vertex of 
Gk reachable from s in Go has been marked. First we consider the complexity of the 
algorithm. The most computationally expensive step, Step M5, can be done using 
the multiple-source reachability algorithm of Theorem 14 in O(log’ n) time using 
O(n) processors, where II is the number of vertices in Gk. Each of the other steps 
can be accomplished in O(log* n) time using O(n) processors. Since only 
k + 1 = O(log n,) iterations are needed, the total time required is O(log6 no). 
Now we address correctness of the reachability algorithm. Let the candidates be 
all the vertices in Gk, together with all the vertices in separator paths P belonging 
to Gk. After some iterations of the above steps, we say a candidate v is tagged if 
either v is a vertex of Gk and is marked, or, for every separator path P containing 
u, r(P) is at most the rank of D in P. 
The correctness of the reachability algorithm follows from the following lemma. 
LEMMA 12. Just before executing Step A42 of the subprocedure for the tth time, 
1. if a vertex v is tagged, then there is a proper pseudopath from s to v; 
2. if v is a candidate and there is a proper pseudopath from s to v in normal 
form containing at most t skips, then v is tagged. 
ProoJ The proof is by induction on t. The base case t = 0 is trivial. For the 
inductive step for the first statement, it is easy to check that each step of the proce- 
dure only tags vertices that are actually reachable via proper pseudopaths from 
previously marked vertices, and hence reachable in G,, by Theorem 16. We focus on 
the inductive step of the second statement. 
Assume the lemma holds for t - 1. Suppose v is a candidate, and suppose L is a 
proper pseuopath in normal form from s to ZI containing t skips. Write L = L, L,, 
where L, is the maximal initial subpath of L that contains t - 1 skips. Then L2 
starts with a skip; suppose that this is the skip x -+ y from P to P. By the inductive 
hypothesis, x is tagged just before the tth execution of Step M2. It follows by 
Step Ml that r(P) is at most the rank of x in P. 
As in Step M2, let u be the rank-r(P) vertex of P, and let u + v be the skip from 
P to P. By definition of a skip, v is the lowest-rank vertex of P reachable from u 
in Go. Since x + y is a skip, y is reachable from x and hence also from U, so the 
rank of u in P is at most the rank of y in P. Consequently, after execution of 
Step M2, r(P) is at most the rank of y in P. Hence after Step M3, for every 
separator path Q containing y, r(Q) is at most the rank of y in Q. Hence y is 
tagged. 
If L2 consists solely of that skip, we are done. Otherwise, by definition of normal 
form, the remainder of L, consists of a jump, followed by a path in Gk. Suppose 
the jump is y -+ z, where e = u -+ z is an edge and u is a descendant of y in T(G,). 
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Then after execution of Step M4, z is marked. Therefore, after execution of 
Step M5, the last vertex of L, is marked, and hence tagged. This completes the 
induction step. 1 
The following corollary is immediate from Lemma 12 and Theorem 16. 
COROLLARY 2. At the end of the execution of the reachability algrithm, the 
marked vertices are exactly the vertices of G, reachable from s. 
We have shown that reachability with respect to GO can be computed in the 
graphs on which we recurse; the time required is O(log6 no) using O(n) processors. 
Hence by Lemma 6, implementing Steps C5 and C6 of COUNT require O(log7 n,) 
time using n processors. These are the most expensive steps per invocation of 
COUNT, so the total time required for COUNT is O(log* n,) using O(n,) processors. 
We have proved Theorem 15. 
7. DEPTH-FIRST SEARCH 
In this section, we combine all the techniques we have developed up to now to 
give a linear-processor NC algorithm for depth-first search in planar directed 
graphs. The discussion is divided into three parts. First, we review the notion of 
directed separators defined by Kao [ 181. The notion plays a crucial role in the NC 
algorithms for directed depth-first search [3, IS]. Next, we reformulate the key 
reduction theorems for depth-first search by Kao [ 181 and by Aggarwal, Anderson, 
and Kao [3]. Finally, we show that the techniques in the previous sections 
suffice to implement the depth-first search reductions in polylog time using linear 
processors for planar directed graphs. 
7.1. Directed Graph Separators 
Intuitively, a separator of a graph is a subgraph whose removal disconnects the 
graph into small pieces. Most of the algorithms for parallel depth-first search rely 
on finding some form of graph separator. The planar undirected depth-first search 
algorithms employ undirected cycle separators [ 15, 16, 39). The general undirected 
depth-first search algorithm uses path separators [2]. The planar directed depth- 
first search algorithm uses directed cycle separators and other forms of separators 
in vertex-weighted graphs [18]. The general directed depth-first search algorithm 
uses directed cycle separators [2]. 
This section follows the directed separator definition given by Kao [18]: a 
separator of an n-vertex directed graph G is a set of vertices S such that the largest 
strongly connected component in G - S contains at most CI. n vertices for some 
constant c1 strictly between zero and one. 
A directed path separator is a vertex-simple directed path whose vertices form a 
separator. A directed multipath separator is a set of vertex-disjoint vertex-simple 
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directed paths whose vertices form a separator. A directed cycle separator is a 
vertex-simple directed cycle whose vertices form a separator. A single vertex is 
considered a cycle of length zero; thus, if the removal of a vertex separates a graph, 
the vertex is a cycle separator. 
For a = f, Kao has shown that every directed graph has a directed path separator 
and a directed cycle separator and that these separators can be found efficiently in 
sequential and parallel computation [ 181. 
7.2. Previous Reductions for Depth-First Search 
The next two theorems rephrase relevant results from the papers on directed 
depth-first search by Kao [18] and by Aggarwal, Anderson, and Kao [ 181. 
Both theorems apply to any given minor-closed family of digraphs. 
For brevity, we employ the following abbreviations. Let see, dst, ssssr, ssr, msr, 
dc, and dcs stand for, respectively, strongly connected components, directed 
spanning trees in strongly connected graphs, single-source single-sink reachability, 
single-source reachability, multiple-source reachability, descendant counting for 
rooted digraphs, and directed cycle separators fro strongly connected digraphs. In 
general, the abbreviations are composed of the first initials of the terms. 
For each abbreviation X, let T,(n) and P,(n) denote the time and processor com- 
plexities of the corresponding problem for an input graph with n edges and vertices. 
. Let L&) = (2 flog 4 + 3). K&) + c&4). 
l Let L&O = L(n) + Rdn). 
THEOREM 17. Let G be a digraph of size n. Let Q be a muitipath separator of G 
with k disjoint paths. Given G and Q, a directed cycle separator for G can be found 
in k. T,,,(n) time using Pme,(n) processors. 
ProoJ The proof directly follows that of Theorem 3 and the discussion in 
Section 2.2 in the paper on planar depth-first search [ 181. A more detailed exposi- 
tion of the same discussion is in Section 4.2 in the paper on general depth-first 
search [18 1. T,,,( n and Pmer(n) are the time and processor complexities of ) 
merging the two ends of a path or merging two ends from two paths. 1 
l Let Tdan(n) = T,&) + T&) + Tdn) + Tssssr(n) + Tdn) + log n. T,,,(n). 
l Let Pdn) = L(n) + L(n) + Rdn) + Pssssr(n) + Pd&) + P , , , (n ) .  
THEOREM 18. Let G be a digraph of size n. Then the depth-first search 
problem for G can be solved in [log nl. Tmsr(n) + rlogn12. Ta,,(n) time using 
P,,, (n ) + Pdan (n ) processors. 
Proo$ The proof directly follows that of Theorem 3.3 in the paper on general 
directed depth-first search [3]. In the complexity estimate, the terms 
Vwd-Lrb4 and Cd n account for breaking G with several starting vertices 1 
into several rooted digraphs each with one starting vertex. The terms Tdan(n) and 
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Pd,,(n) account for using a cycle separator to break a rooted digraph into several 
rooted subgraphs. The term [log nl’ accounts for the fact that the breakup process 
is iterated at most rlog nl’ times. 1 
1.3. Main Results for Depth-First Search 
THEOREM 19. For a strongly connected planar digraph with n vertices, a directed 
cycle separator can he found in O(log4 n) time using O(n) processors on a CRCW 
PRAM. 
Proof Let G denote the given graph. A directed cycle separator for G is 
constructed in three steps as follows. Step 1 uses Theorem 4 to compute a directed 
spanning tree T for G. Step 2 uses Theorem 5 to compute from T a two-path 
undirected separator for G. Note that because T is a directed tree, this two-path 
undirected separator is also a two-path directed separator. Step 3 uses Theorem 17 
to convert the two-path separator into a directed cycle separator. The total com- 
plexity of these steps follows the estimates in Theorems 4, 5, 17, and 2. 1 
THEOREM 20. For a planar digraph with n vertices, the depth-first search problem 
can be solved in O(log” n) time using O(n) processors on a CRCW PRAM. 
Proof The proof follows Theorems 18, 14, 2, 15, 19, 10, 4, and 12. The most 
expensive subroutine is the descendant counting algorithm. 1 
8. OPEN PROBLEMS 
We have shown that for planar digraphs, the following fundamental problems 
have linear-processor NC algorithms: (1) directed ear decomposition, (2) topologi- 
cal ordering, (3) digraph reachability, (4) descendant counting, and (5) depth-first 
search. There are many problems left open in this paper. Two of them are par- 
ticularly important. First, while the above results achieve an optimal complexity 
within a polylog factor, some of the time bounds are uncomfortably high. We con- 
jecture that those high bounds can be improved significantly. Second, breadth-first 
search is completely untouched in this paper. Currently the best BFS algorithm is 
due to Pan and Reif [34]. The algorithm can compute the shortest paths in 
O(log’ n) using O(n’,5/log n) processors. The algorithm is based on matrix decom- 
positions and uses a randomized algorithm for planar separators by Gazit and 
Miller [ll]. In view of the extreme importance of breadth-first search, it would 
definitely be of enormous impact if the processor complexity of breadth-first search 
is reduced to linear. 
Note added in proof Both of the open problems we describe have been addressed. A faster parallel 
algorithm for reachability in directed planar graphs was given by S. Guattery and G. L. Miller [“A con- 
traction procedure for planar directed graphs,” Proceedings, 4th Annual ACM Symposium on Parallel 
Algorithms and Architectures (1992), pp. 431-441.1. A faster parallel algorithm for depth-first search in 
planar directed graphs was given by Kao [“Planar strong connectivity helps in parallel depth-first 
search,” Proceedings of the 1992 International Computer Symposium (1992) pp. 309-3161 for the special 
PARALLEL ALGORITHMS FOR PLANAR DIGRAPHS 499 
case in which the input graph is strongly connected. A polylog-time, linear-processor algorithm for 
breadth-first search in planar graphs was given by Klein and S. Subramanian [“A linear-processor 
polylog-time algorithm for shortest paths in planar graphs,” Proceedings, 34th Symposium on Founda- 
tions of Computer Science (1993), to appear.] 
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