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ALGORIT AMSKA I HEURISTICKA OBRADA 

LEKSICKIH PODATAKA U RACUNALNOM 

PREVODIOCU NeuroTran l 

Obrada leksiCkih podataka (u najsirem mogucem znacenju tog termina) 
u racunalnom prevodiocu NeuroTran vrsi se na osnovi pravila pod 
nazivom gramatika minimalne informacije (skraceno MIG, po engleskoj 
skracenici za Minimal Information Grammar) . Tri ideje u osnovi su 
programa NeuroTran i MIG-a. Prva postulira da treba minimalizirati 
informaciju potrebnu programu da radi, a da nove informacije program 
treba usvajati Citaju6 tekstove i komunicirajuö s korisnicima, koriste6 
pri tom neuronske mreze. Druga je ideja na koju se oslanja NeuroTran to 
da treba minimalizirati napor leksikografa i traiiti od njega minimalnu 
informaciju, koju on vec ima kao izvorni govomik. Konacno, treca ideja 
NeuroTrana je to da informacija kojom program raspolaze treba biti 
visekratno iskoristljiva i tako funkcije koje on obavlja raznorodne. Takva 
koncepcija iziskuje medusobno prozimanje postupaka algoritamskog 
tipa s onima koji su zasnovani na heuristiCkom principu . U radu se na 
primjerima konkretnih rjesenja u prevodenju i usvajanju novih podataka 
pokazuje na koji su nacin povezivana ta dva postupka. 
1. Uvod 
Odnos izmedu koliöne informacija koju programu treba osigurati i pre­
ciznosti rada programa za strojno prevodenje moze se predstaviti dijagonalno 
Autori zahvaljuju poduzecu Translation Experts Ltd. za novcanu podrsku, te 
Vladimiru Sipki i Slaveku Pavlovskom za programiranje iznesenih rjesenja. Danko 
Sipka zahvaljuje zakladi Alexander von Humboldt za stipendiju 1990-1992. koja je 
omoguöla razvoj gramatike upotrebnih etiketa. 
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monotono rastucom funkcijom. Osnovni problem bilo kojeg programa te 
vrste jest to sto dostupni resursi, ljudski i novcani, cak i najveCih poduzeca, 
nikad ne mogu osigurati takvu koliönu informacija koja bi omoguCila visoku 
preciznost u radu programa. Jedna od ideja u temelju programa za strojno 
prevodenje NeuroTran i pravila pod nazivom MIG (od engleske kratice za 
Minimal Information Grammar), koja taj program rabi, jest pokusaj smanjenja 
kuta spomenute funkcije u odnosu na os x u smislu smanjenja kolicine po­
trebnih informacija uz istovremeno povecanje preciznosti rada. Spomenuti 















preciznost rada programa 
Nacrt rjesenja koja bi promijenila postojeä odnos koliCine informacija lezi 
u komplementarnoj primjeni algoritama, koji osiguravaju visoku preciznost 
u radu, ali zahtijevaju veliku koIicinu informacija i heuristika, koje vode ka 
nizoj preciznosti u radu, ali zahtijevaju daleko manje informacija. 
Predstavit cemo najprije rjesenja ugradenja u NeuroTran i MIG uglavnom 
na primjeru onoga sto se tradicionalno naziva gramatiCkim pravilima, a 
nakon toga pokazati kako se ista ta rjesenja primjenjuju u obradi leksiCkih 
podataka. 
2. NeuroTran i MIG - temeljne ideje i osnovne funkcije 
Parodirajuä Austina, mozemo reCi da NeuroTran »does things with 
words« . Taj program nastao u medunarodnom kompjutorskom poduzeeu sa 
sjedistem u Londonu, Translation Experts, tipican je postfordist, koji je isto­
vremeno dvojezicni dvosmjerni i dvomedijski (pisani i govoreni) rjecnik, 
228 
Nenad Koncar i Danko Sipka, Algoritamska i heuristicKa obrada leksic'1cih podataka ... 

FILOLOGIJA 30-31 (1998), 227-238 

rjecnik sinonima, prevodilac, analizator morfoloske i sintaktiCke strukture, te 
kvalitativni i kvantitativni analizator teksta. 
NeuroTran vrsi sljedece funkcije: 
- pronalazenje ekvivalenata u L2 te njihovih gramatiCkih i upotrebnih 
karakteristika, 
- reprodukcija zvuka rijeo, 
- generiranje fIeksijskih oblika rijeo, 
- pregledanje i izbacivanje u svezanj (datoteku) rijeo koje dijele iza­
branu gramatiCku crtu, 
- pregledanje i izbacivanje u svezanj rijeCi s istim upotrebnim karakte­
ristikama i/ili tematskom grupom, 
- pronalazenje sinonima i antonima, 
- prevodenje cijelih recenica, 
- odredivanje tipa teksta i pronalazenje odgovarajuceg sinonima za taj 
tekst, 
- analiza morfoloske i sintaktiCke strukture, 
- kvalitativna analiza (analiza sadrzaja). 
Trenutno su u NeuroTranu dostupni ili se nalaze u zavrsnoj fazi obrade 
sljedeä jezici: engleski (kao L1 i L2), abosanski, ceski, francuski, hrvatski, 
njemaCki, poljski, ruski, te srpski kao L1 i L2. 
NeuroTran je napisan u programskom jeziku C++ za Windows, a osim 
na platformi Windows (3.1 i 95) dostupan je i u okruzenju DOS-a, Macin­
tosha te Unixa. 
Tri su ideje u osnovi programa NeuroTran . Prva postulira da treba mi­
nimalizirati informaciju potrebnu programu da radi, a da nove informacije 
program treba usvajati CitajuCi tekstove i komunicirajuCi s korisnicima, rabeCi 
pritom neuronske mreze . Druga je ideja na kojoj se opire NeuroTran to da 
treba minimalizirati napor leksikografa i traziti od nje minimalnu informa­
ciju, koju ona vec ima kao izvomi govornik. Konacno, treca ideja Neuro­
Trana jest to da informacija kojom program raspolaze treba biti viSekratno 
iskoristIjiva i tako funkcije koje on obavlja raznorodne. 
Pravila MIG-a podredena su tim osnovnim koncepcijskim naznakama pro­
grama. Tu je i prva bitna razlika u odnosu na ustaljenu praksu uzimanja go­
tovog lingvistiCkog modela formalizacije. Ovdje je odnos jezikoslovnog mo­
dela i programa upravo obmut. Model je razvijen iskljuCivo za program i tom 
se programu podreduje. 
Treba naglasiti i to da minimalizam tu ne znaCi minimalnu duzinu opisa, 
ili pak minimalnu informaciju kao takvu, nego minimalnu da bi program mo­
gao obavljati svoje funkcije. 
Prije nego sto prijedemo na opis samih pravila, treba skrenuti paznju na 
funkcionalnu i fIeksibilnu podjelu sfere kompetencija lingvista i programera . 
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Pravila su, naime, Cisti tekst, koji se, nakon parsiranja pretvara u oblik di­
rektno Citljiv u programu . Na taj nacin lingvist moie mijenjati, doradivati i 
dopunjavati postojeca pravila i uvoditi nova bez pomoCi programera i bez 
ikakvih promjena u programu . 
MIG minimaIizira informaciju potrebnu programu tako sto tezi optimal­
noj distribuciji informacije u pravilima s jedne i etiketama leksiCkih jedinica s 
droge strane, te tako Mo koristi pravila razliCite klase, koja se medusobno na­
dopunjuju. 
ßustrirajmo to jednim jednostavnim primjerom. Da bismo u MIG-u gene­
rirali fleksiju hrvatske rijeCi selo, potrebne su nam dvije stvari . Prvo je etiketa 
natuknice 'selo', koja izgleda ovako: 
engleska leksic"ka jediniCiI/selo,a n;/ostali hrvatski ekvivalenti 
Te pravila ovog oblika: s ovim znacenjem 
CRO PARA "o,a n => glava pravila, koja govori da je to hrvatsko pravilo 
(CRO) za razvijanje paradigme (PARA) i ako se 
nade natuknica s etiketom bilo sto (") o,a n, 
onda se (=» u tijelu prvo govori da je to 
NOUN; imenica 
NEUTER; srednjeg roda, 
01=(1->','-1); te da je osnova sve u etiketi do prvog zareza osim 
posljednjeg znaka (-1), (dakle u ovom slucaju 
selo-1 = sei) a da su 
SINGULAR; padezi jednine generirani tako sto se 
NOM=01+o; u nominativu na osnovu dodaje 0 






PLURAL; ... a padezi mnozine tako sto se 




















Pravilo iz toga pnmJera pokazuje prvu klasu pravila koje koristi MIG, 
pravila tipa konstruktor, koji spajanjem postojeceg materijala spajaju nove 
oblike. 

















koriste rjeenicke etikete da konstruiraju oblike koje leksem moze imati 
mijenjaju vec generirane oblike 
pronalaze potrebni leksem 
govore sto je sto 
uskladuju jedan oblik s drugim 
razbijaju veee jedinice na manje 
vezuju manje jedinice u veee 
zamjenjuju jedan leksem ili oblik drugim, npr. uprevodenju 
obavljaju svu statistiku 
otkrivaju situaciju gdje postoji vise moguCnosti nastavka procesa 
biraju najvjerojatnije rjeSenje mada idalje postoje druga 
mijenjaju postojeeu informadju na osnovi podataka prikupljenih u prevodenju 
komuniciraju skorisnikom programa 
odreduju redoslijed izvrSavanja pravila 
Treba vec sada posebno istaCi vaznost optimalne raspodjele informacije iz­
medu pravila i etikete . Dobar dio altemacija, koje se u standardnom grama­
tiCkom opisu moraju posebno obradivati, ovdje jednostavno ne predstavlja 
nikakav problem, niti postoji potreba da se na njih obraca posebna paznja. 
Takve su na primjer altemacija a:0 (tzv. nepostojano a) kod imenica ili aIter­
nacije izmedu infinitivne i prezentske osnove kod glagola, 0 cemu ce biti rijeCi 
u dijelu 0 formalizaciji fleksije odgovarajuce vrste rijeCi. Pod aItemacijama 
ovdje i u daljem toku teksta podrazumijevamo alterniranje osnova, dakle slu­
caj kad u vise oblika rijec ima razliCite osnove, bez obzira na to da li je njihova 
razliCitost uvjetovana fonoloskim, morfofonoloskim altemacijama ili suple­
tivizmom . 
I za ostale altemacije opis slijedi zahtjev minimalizma. Princip je to da se 
pise pravilo klase konstruktor istovremeno za paradigme s altemacijama i 
bez njih, a da se istovremeno s njim primjenjuje mutator, koji djeluje ukoliko 
postoji altemacija, a ukoliko je nema, ostaje neaktiviran. Evo i primjera. 
Dva pravila tipa mutator: 
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Pravi/o 	 Znatenje 
CRO FUN CZS => 	 glava, koja govori da je to hrvatska 

funkcija zvana CZS 

CZS[O]=LAST[O][(k,g,h)=>(c,z,s)] 	 tijelo, koje govori da primjenom funkcije 
CZS na osnovu rijeCi vrsimo njenu 
mutaciju tako sto se suglasnik k,g,h na 
njenom kraju mijenja u C,Z,s 
CRO FUN CZS2 => isto kao u prethodnon slucaju, samo se 

funkcija zove CZS2 

CZS2[O]=LAST[OI[(k,g,h)=>(c,z,s)] i mijenja ne u c, z, s, nego u c, z, s 

i sljedece konstruktorsko pravilo (dio je tijela ispusten, sto je oznaceno trima 
toCkama): 
Pravilo 	 Znacenje 
CRO PARA "K,a # m => glava - ukoliko se naide na odrednicu s tom etiketom, 
NOUN; onda je to imenica 
MASCULlNE; muskogroda 
01=(1->','); osnova je sve do prvog zareza u odrednici 
SINGULAR; fleksija jednine generira se tako sto se 
NOM==01; uzme osnova bez ikakvih nastavaka, 
VOC=CZS2(01 )+e; au vokativu se dodaje nastavak -e i primjenjuje 
funkcija CZS2 
PLURAL; u mnoZinise 
NOM=CZS(01 )+i; u nominativu dodaje nastavak -i te prirnjenjuje 
funkcija CZS 
DAT=CZS(01)+ima; u dativu nastavak -irna i ista ta funkcija 






generiraju paradigmu leksiCkih jedinica kao vojak,a #m; pjesnik,a #m; itd. Veo­
ma je bitno to da ce funkcija izvrsiti mutaciju krajnjeg suglasnika osnove 
ukoliko je on na listi tri suglasnika na koje pravilo tipa mutator djeluje, aJi da 
ce, ukoliko se radi 0 nekom drugom suglasniku konstruktor biti primijenjen, a 
mutator ne. Dakle, gore navedeno pravilo generirat ce i odrednice kakve su: 
alas,a # m; konzul,a # m; i sI. Ta kombinacija pravila klase konstruktor i pravila 
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klase mutator daje bitne ustede u duiini opisa, te, sto je prvobitni cilj pravila, 
optimalizira rad programa. 
Kako je vec receno, dio altemacija rjesava se vec usamim etiketama i su­
kladno tomu u glavi pravila. Tako, npr. poljski glagol jechac ima sljedecu for­
mu rjeCniCke odrednice: 
jechac,jadf;,jedziesz,iv; 
a glava i pocetak tijela za generiranje njegove paradigme izgledaju ovako: 













01=(1->SAMEAS(1 ','+ 1»+(1 ','->2','); 
02=(1->SAMEAS(2','+1»+(2','->3','-2); 








Nema, dakle, potrebe za posebnim izdvajanjem izuzetka ili nekom dodat­
nom obradom - vec sama etiketa rjesava problem nepodudamosti osnove 
infinitiva i prezenta. 
Vazna je i forma etiketa, koja pokazuje drugi aspekt minimalnosti - mi­
nimalizadju napora od strane leksikografa. Forma etiketa takva je da ih leksi­
kograf moze staviti na osnovu svoje jeziene kompetendje, bez pamcenja bilo 
kakvih dodatnih informacija i bez znanja lingvistiCkih modela. Nadalje, 
praksa rada na etiketama takva je da leksikograf etiketira 10% odrednica, 
ostatak se etiketira na osnovi koreliranja informadje dobivene u tih 10% eti­
ketiranih odrednica sa slijedom karaktera leksiCke jedinice gledanim odo­
strag. Radi se, naravno, 0 verziji vec odavno poznate procedure za odredi­
vanje vIste rijeCi na osnovi niza znakova iduö od kraja leksema, ovdje modi­
ficiranoga dvostruko: tako sto se koristi informacija iz dijela etiketiranog 
teksta i tako sto ovdje etiketa ne sadrZi samo informaciju 0 vrsti rijeCi, nego i 
sve druge informacije potrebne za generiranje paradigme. 
Kako smo na predocenim primjerima pokazali opö nacrt pravila, usredo­
toCit cemo se na to kako je taj skup ideja i procedura primjenjivan u obradi 
leksiCkih podataka. 
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3. Obrada leksiCkih podataka u NeuroTranu 
Temeljna zadaca u obradi leksiCkih podataka u tom tipu programa sastoji 
se u izboru odgovarajuceg ekvivalenta iz L2 za leksiCku jedinicu iz LI. Kako 
anizomorfizam leksiCkih sustava u velikom broju slucajeva stvara situacije 
tipa 





program u svakom konkretnom slucaju prevodenja s LI na L2 mora izabrati 
samo jedan od mogu6h oblika. (Moguce odnose i posljedice za leksikografiju 
podrobno obraduje Zgusta 1971.) 
Koji ce od ekvivalenata biti upotrijebljen, zavisit ce od toga s realizacijom 
kojeg znacenja iz polisernijske strukture leksema iz LI imamo posla, a ono sto 
nam moze pokazati 0 kojoj se realizaciji radi, jest (u terminologiji Lipke 1992) 
kotekst (neposredno realizacijsko okruzenje) i kontekst (jedinica teksta u kojoj 
se leksem realizira). Sukladno tome NeuroTran rabi dvije tehnike, od kojih se 
jedna obraca kotekstu, a druga kontekstu. Kotekstni pokazatelji u Neuro­
Tranu obraduju se osebujnom inaocom analize cestoce, dok se kontekstni po­
kazatelji izvlace pomoCu tzv. gramatike upotrebnih etiketa. 
Gramatika upotrebnih etiketa podrazumijeva s jedne strane postojanje eti­
kete kontekstno raslojenog leksema koja govori 0 tome prema kakvim kon­
tekstima taj leksem pokazuje najvecu sklonost, a s druge strane odredenje 0 
kojem se tipu konteksta radi. Prirodom stvari, etikete moraju biti prethodno 
osigurane, kao i skup mogu6h odredenja konteksta, te pravila kompatibilno­
sti leksemskih etiketa i kontekstnih odredenja. Samo odredivanje tipa kon­
teksta ostavlja se korisniku, a ako on to ne moze ili ne zeli uraditi, program 
obraeunava cestocu leksema s odgovaraju6m etiketama i tako sam pokusava 
odrediti tip konteksta. (Osnovni pojmovi 0 mrezi upotrebnih etiketa pred­
stavljeni su u Sipka 1994.) 
U trenutacnoj fazi rada NeuroTran rabi hijerarhiziran skup etiketa iden­
tican za lekseme i kontekste, te veoma jednostavna pravila da je kontekstna 
etiketa kompatibilna s identicnom leksemskom, te s ostalim leksemskim eti­
ketama iz iste hijerarhijske grane. Evo i konkretnih primjera. Mreza upotreb­
nih etiketa uzima u obzir vremensko, teritorijalno i funkcionalno raslojava­
nje. Kako se na osnovi poznatih sociolingvistiCkih Cinjenica moglo ocekivati, 
najraslojeniji sustav etiketa dobivamo u funkcionalnom raslojavanju. (Sire 
podatke 0 raslojavanju daje Fasold 1991.) Tako, na primjer, tekst koji je 
posvecen nogometnoj utakmici pripada sljedecoj hijerarhijskoj grani: 
4 igre i zabave 
44 sport 
441 sportovi s loptom 
4411 nogomet 
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dok tekst posvecen sudskom procesu pripada sljedecoj hijerarhijskoj grani: 
1 znanost 
14 drustvene znanosti 
141 pravo 
Ukoliko leksiCku ekvivalenciju izmedu hrvatskog i engleskog prikazemo u 
pojednostavnjenom obliku sa svega dva ekvivalenta kao: 
sudac,uca m; 1 ... 44+141Ijudgen; 1 ... 141Irefereen; 1 .. . 44 
1 ... 4411+141 - prva etiketa do znaka +: standardnojeziCrzj tekst (n nema 
vremenskog raslojavanja (prva tocKa), nema teritorijalnog raslojavanja (dmga), 
igre i zabave (4 na prvom mjestu iza trece tocKe), sport (4 na drugom mjestu); 
dmga etiketa od znaka +: do plusa je sve kao u prvoj etiketi, a tekst je iz sfere 
neke znanosti (n iz druStvene znanos ti (4), te prava (1) 
onda ce u tekstu 0 nogometu kao ekvivalent biti odabrano englesko referee, a 
u tekstu 0 sudskom procesu judge zato sto etikete 1...4, 1. .. 44, 1.. .441, 
1.. .4411 pripadaju istoj hijerarhijskoj grani, pa su tako i kompatibilne, dok 
etikete 1.. .1, 1...14, te 1...141 pripadaju drugoj hijerarhijskoj grani, pa su 
kompatibilne medusobno, ali ne i s etiketama iz prethodne grupe. 
Iz toga se vidi da su algoritamskog karaktera leksemske etikete, te vrlo 
jednostavna pravila kompatiblinosti, dok je odredivanje tipa teksta heuristi ­
ka koja se oslanja ili na intuiciju korisnika ili na proceduru izraeunavanja 
cestoce etiketa. Mada leksemske etikete program uzima kao "tvrde podatke", 
i one su u dobroj mjeri heuristike leksikografa, doduse potvrdivane ili odba­
civane u analizama odgovarajuCih kontekstnih tipova, koji prethode konac­
nom utvrdivanju etikete koju korisnik dobiva s programom. 5 druge strane, 
ukoliko se u kasnijem radu programa odredena etiketa pokaze neuCinko­
vitom, postoji mogucnost njene zamjene, sto je jedna od funkcija klase 
pravila »ucitelji«. 
Uz vec opisanu mjesavinu algoritama i heuristika, koliCina informacija mi­
nimalizira se i tako sto prikupljene informacije vrse razlicite funkeije. Tako 
mreza upotrebnih etiketa ne sluzi samo tome da se izabere odgovarajuCi ekvi­
valent, nego i daje mogurnost da se izbaci popis leksema vezanih uz isti 
kontekst (sto je od velike koristi u nastavi stranih jezika), da se u kvalitativnoj 
analizi teksta dobije informacija 0 statusu tih leksema i sI. Tako se za istu 
informaciju dobiva vise korisnih primjena, sto takoder doprinosi smanjivanju 
kuta a spomenutog na pocetku ovog rada. 
Naravno, kontekstni pokazatelji ne rjesavaju sve postojece situacije dono­
senja odluke, pa se moraju potraziti kotekstni pokazatelji. Kotekstni se po­
kazatelji aktiviraju osebujnim zahvatom koji podrazumijeva definiranje vise­
leksemskih natuknica na osovi rezultata analize cestoce. Osnovna je ideja u 
tome da, ukoliko leksem ima jaku vezanost uz odredeni kotekst, onda ce se 
odredena kombinacija leksemskih elemenata (bez obzira na to 0 kakvom se sin­
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taktiCkom okruzenju radi) pojavljivati ces ce nego kad takve vezanosti nema. 
Takvim kombinacijama koje pokazuju medusobnu vezanost koja previsu­
je odredenu ustaljenu granicu, bit ce dan status natuknice, bez obzira na to da 
li je jedinica iz leksikografske i/ili leksikoloske perspektive viserjeena leksiCka 
jedinica ili neo U samom radu programa algoritam je takav da se prvo pro­
vjerava eine li tri uzastopne jedinice teksta natuknicu, pa se nakon toga pro­
vjerava to isto za dvije, pa tek onda za jednu jedinicu. Procedura izgleda kako 
je predstavljeno na crtezu 3. 
Ako niz jedinica teksta predstavimo kao: 
1234 ... n 
onda procedura odgovara na pitanje: »Postoji li ekvivalent za« 
1 I~ pitati 
korisnika 
da 
r--=:1234l- ­1ne1 r+ ~ ne 
da da da 1 
I prevesti I 
Na taj naCin, dobar dio situacija gdje jednorjeena natuknica ima vise mo­
guCih ekvivalenata biva zaobidena, tako sto se ekvivalencija uspostavlja iz­
medu trorjeenih ili dvorjeenih natuknica. Tako, na primjer, postoji viSestruka 
ekvivalencija u natuknici: 
aktivan, vna, vno--;lactable--aj;lactive-aj;lactivated-aj;lbusy--aj;llive--aj; 
ali, ako u tekstu naidemo na kombinaciju aktivni ugljen, taj problem je elimi­
niran postojanjem viserjeene natuknice: 
aktivniAo--; ugIjena m;lactivated charcoal n; 
pa kombinacija biva prevedena prije nego sto bi se mogla pojaviti situacija 
visestruke ekvivalencije. 
Naravno, na taj naCin nije moguce rijesiti sve vrste kotekstne vezanosti, 
pa je sljedeCi korak izabiranje ekvivalenta koji je u cjelokupnom tekstovnom 
korpusu eesCi. Taj je zahvat zasnovan na veoma prostoj pretpostavci da se 
izabiranjem onog sto je eesce povecava vjerojatnost pravilnog izbora. 
Tako, na primjer, ako imamo natuknicu (predoeenu u pojednostavnje­
nom obliku, nakon sto su upotrebne etikete eliminirale spis, ra§pa itd. kao 
moguce ekvivalente): 
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file n; 1 ... 191/datoteka,e f; NIl .. .191/datnica,e f; N2 1 ... 191/sveianj,inja m; N3 
1 ... 191 
(Nl>N2, Nl>N3) 

1 ... 191 - standardnojezicni tekst iz oblast i informatike, Nn - podatak 0 cestoCi 

onda ce datoteka biti izabrana kao ekvivalent jer irna veeu cestocu. 
Konacno, ako bi se pojavio takav slucaj gdje je cestoca dvaju ekvivalenata 
identima, onda bi bilo primijenjeno »bacanje novoCa« - nasumicno izba­
civanje jednog od moguäh ekvivalenata, sto u binarnoj situaciji daje vjero­
jatnost pravilnog izbora od 0,5. 
U osnovi, tijek procesa izbora leksiCkog ekvivalenta irna "gusjenimu" struk­






p - propusta se donosenje odluke 
p - odluka je donesena 
Poslije svake donesene odluke korisnik ima moguenost da je promijeni. 
Program zapisuje sve te interakcije i vodi statistiku 0 njirna, sto se onda ko­
risti za korigiranje podataka. 
Kako se moglo vidjeti iz predocenih primjera, princip rada programa takav 
je, da nakon svakog primijenjenog zahvata ostaje sve manje mogucih situacija 
s viSestrukom ekvivalencijom. Drugim rijeCima, smanjuje se broj moguenosti, 













Kako se moglo vidjeti iz predocenih rjesenja i primjera, to suzavanje mo­
gucnosti i time podizanje vjerojatnoce pravilnog izbora ostvaruje se traze­
njem optimalnog odnosa izmedu rjesenja algoritamskog i heuristiCkog tipa. 
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The authors explain how the computer translator program NeuroTran works, 
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