ABSTRACT The stochastic block model (SBM) has recently gained popularity in network-oriented structure discovery and analysis, and demonstrated great superiority in the aspects of modeling flexibility, mining accuracy, and application simplicity. However, the existing SBMs are lack of adaptability in characterizing various kinds of distributions of node degree and block size commonly existed in real-world networks, because the model itself limits the node degree and block size subject only to uniform and multinomial distributions, respectively, disabling it to capture the heterogeneities of node degree and block size following other distributions. In this paper, a reparameterized SBM, named as RSBM, is proposed with broader and generalized formulation, which is adaptable to various types of networks with heterogeneous block and degree distributions. Moreover, an efficient learning algorithm for the RSBM is proposed, enabling the model to perform the parameter estimation and model selection concurrently, which significantly reduces the time complexity from O(n 5 ) to O(n 2.5 ). Extensive experiments on various types of synthetic and real-world networks demonstrate that our proposed method outperforms the state-of-the-art methods in terms of both accuracy and scalability.
I. INTRODUCTION
Structure discovery in networks has been an ever-increasing demand in recent years and has drawn wide concerns from diverse domains, e.g., sociology, biology, medicine, physics, etc. The SBM is the most widely used model for discovering and analyzing network structures, because it allows for the detection and decomposition of multiple network structures, e.g., assortative communities, disassortative multipartites, bow ties, hubs, hierarchies, without any prior knowledge [1] . Moreover, the SBM is also a generative model for blocks, groups, or communities in networks. Formally, a standard SBM can be defined as a triple X = (K , , ). K is the number of blocks. is a K × K matrix, where an element π kq denotes the probability that a link from one node in block k connects to another node in block q. is a K -dimensional vector, where an element ω k denotes the probability that a randomly chosen node falls in block k. Given a network N containing n nodes, one can deduce a latent n × K matrix Z , indicating the relationships between nodes and block assignments. z ik = 1 if node i is assigned to the block k, otherwise z ik = 0.
The SBM has a long tradition of study since it was proposed [2] , and has attracted increasing attentions in the fields of industry and academia due to its simplicity and accuracy. For instance, a variety of extensions were presented on structure discovery and network analysis [3] - [8] . All these existing SBMs assume that the node degree is homogeneous and follows uniform distribution in generated networks, and the block size is only subject to multinomial distribution. However, the node degree usually follows power law distribution, and blocks in real-world networks are usually different in size, which should be characterized by various types of distributions. Therefore, the above assumptions on node degree and block size narrowed the applications of existing SBMs only in a small range of networks. To have a more generative SBM, Karrer and Newman proposed a degreecorrected SBM for discovering communities with heterogeneous node degree, in which the expectation of the number of edges between two nodes was characterized by Poisson distribution [9] . However, it is not competent to discover the exploratory networks (i.e., networks without any prior knowledge) since the model has no model selection ability. In the light of this, the MCMC (Markov Chain Monte Carlo) is employed based on the degree-corrected SBM to estimate the number of blocks contained in networks [10] . However, MCMC usually suffers from the problem of time complexity, and moreover, this degree-corrected SBM has a strong hypothesis that the generated networks should contain selfedges and multi-edges, while the hypothesis doesn't conform to the characteristics of most real-world networks.
Therefore, how to break the aforementioned shackles of existing SBMs and propose an effective and generalized SBM, which is adaptable to large-scale exploratory networks with heterogeneous degree and block distributions, is still faced with the following challenges.
1) How to present a more general and adaptive SBM by introducing heterogeneous degree distributions to characterize explicitly the connection probability between nodes in a more practical manner.
In the standard SBM, the generation of an edge between two nodes or not follows a binomial distribution. The probability of generating an edge from the node i in the block k to the node j in the block q is characterized by the parameter π kq , which denotes the connection probability between the blocks k and q. The generative mechanism using the binomial distribution more accords with the generating features of most networks in the real world, i.e., existing an edge between nodes or not. However, the standard SBM is unable to capture the heterogeneity of node degree in blocks, because the nodes in the same block have the similar connecting mode due to the limitation of the model itself. For example, when the nodes i and j both belong to the block k, the expectations of their degrees d i and d j have:
where g u indicates the block assignment of the node u. Therefore, a reparameterized SBM, characterizing the generative probabilities of edges explicitly by introducing the heterogeneity of node degree into the binomial distribution, is more general and suitable for modeling real-world networks than the current degree-corrected SBMs using logistic regression [11] , or Poisson distribution [9] , [10] .
2) How to explore an efficient methodology for parameter estimation so as to achieve better accuracy and scalability.
Under guaranteeing the accuracy, the efficiency of parameter estimation determines the scalability of SBMs. In the standard SBM, there are three parameters, i.e., , and Z , which need to be estimated simultaneously in the learning process. As Z is a latent parameter, optimization methods like MCMC [7] , [12] , [13] , EM (Expectation Maximization) [1] , [3] , variational EM [5] , [14] , [15] , and variational Bayes EM [5] , [8] , [15] , [16] have been well adopted. However, the time complexity of these methods is at least O(K 2 n 2 ) when the number of blocks K is known. Although the VBMOD [4] which adopted the variational Bayes EM has a time complexity of O(Kn 2 ), it sacrifices the modeling flexibility of the standard SBM, and is only adaptable to discover the community structure due to replacing the parameter with two scalars. The time complexity of existing parameter estimation methods will be increased and intractable when taking the heterogeneity of node degree into account. Therefore, an efficient parameter estimation method is an urgent demand for the model learning, especially in dealing with large-scale networks.
3) How to design an efficient model selection strategy for determining the number of blocks contained in exploratory networks.
The number of groups contained in exploratory networks is usually unknown to all detectors, especially in the realworld networks. In view of this, models equipped with model selection capability, usually considering the tradeoff between accuracy and complexity, are proposed to automatically determine the number of groups, e.g., [1] , [4] , [5] , [10] , [15] , [17] . Most of current SBMs adopt a model-wise learning strategy for model selection, in which parameter estimation and model selection are alternately executed in the entire model space [K min , K max ] one by one, and finally the model with the best evaluation will be selected as the optimal one. However, the time complexity of SBM learning will increase sharply from O(K 2 n 2 ) to O(n 5 ) when the model space [K min , K max ] is O(n), e.g., SICL [14] , SILvb [15] , and GSMDL [1] , which are intractable for handling large-scale networks in the real world. Therefore, an efficient model selection strategy which can reduce significantly the entire SBM learning time, is particularly crucial to discover and analyze the large-scale exploratory networks.
In this paper, we propose a reparameterized SBM with degree correction, named as RSBM, which is adaptive to various types of networks with heterogeneous degree and block distributions. Moreover, a rigorously derived learning algorithm for the RSBM is given, which enables the model to perform parameter estimation and model selection concurrently. Specifically, the main contributions of this paper are summarized as follows:
• A reparameterized SBM with degree correction, namely RSBM, is proposed to characterize a variety of network structures with heterogeneous block and degree distributions. The RSBM is the first effort in literature, which concentrates integratedly on modeling the heterogeneities of network structures and resolving the scalability of the SBM learning based on the SBM reparameterization. Specifically, we introduce a new parameter K * n to reparameterize K * K in order to decrease efficiently the time of estimating parameters. K * n indicates the connection probabilities between nodes and blocks, and follows a normal distribution with the mean and variance . Moreover, another new parameter β is introduced to measure the importance of every node in its latent block in terms of its degree. Therefore, the probability of generating an edge between two nodes can be explicitly characterized using and β. This modeling mechanism enables the RSBM to demonstrate the good adaptability and generalization ability for most networks. When = 0 and β = 1, the RSBM degenerates to the standard SBM. Otherwise, the RSBM is a generalization of the standard SBM.
• An efficient reparameterized SBM learning algorithm is proposed, in which a component-wise model selection strategy is presented to automatically determine the number of blocks contained in networks when estimating the parameters of the model. The concurrent learning mechanism can be rigorously derived based on the MML (Minimum Message Length) criterion and the principle of EM algorithm, which enables the model to significantly reduce the time complexity from O(n 5 ) to O(n 2.5 ) compared to traditional SBMs.
• The effectiveness and efficiency of our proposed RSBM is validated by extensive experiments on both synthetic and real-world networks compared to state-of-the-art methods. In the validations, a flexible generative model is designed to generate various types of networks with heterogeneous block and degree distributions. Extensive experiments on both synthetic and real-world networks show that our proposed RSBM significantly outperforms all these state-of-the-art methods in terms of both accuracy and scalability.
II. MODEL AND METHOD
In this section, we will first formulate the RSBM by introducing two new parameters. Next, an efficient SBM learning algorithm based on the rigorously theoretical derivation will be presented in great detail. Then, the time complexity of the RSBM will be analyzed. Finally, the further inference demonstrates that the RSBM can deal well with both directed and undirected networks.
A. A REPARAMETERIZED SBM WITH DEGREE CORRECTION
Let A n×n be the adjacency matrix of a binary network N containing n nodes. The reparameterized SBM with degree correction, abbreviated as RSBM, is defined as a multi-tuple X = (K , , , , , ), in which the meanings of K , and are exactly the same as the standard SBM. is a K × K variance matrix, and , are both 1 × n vectors. There are three latent variables, i.e., Z , and β, in the RSBM. Z denotes the latent block assignment matrix. is a K × n block-node coupling matrix, in which the element θ kj is the probability of a node from the block k connecting to the node j. can be drawn from a normal distribution with the mean and variance . β is a 1 × n vector, which follows a normal distribution with the mean and variance . The element β i can be expressed as
, which utilizes the out-degree of one node to evaluate its importance in the latent block. In this expression, d i denotes the outdegree of the node i, k i denotes the block assignment of the node i, C k i is a set of nodes having the same block assignment with the node i, and size(C k i ) is the number of nodes contained in the block k i . Fig. 1 gives the graphical model of the reparameterized SBM. According to it, a network N with a block structure can be generated by the following steps:
1) assign one node to the block k according to ω k ; 2) draw θ kj from a normal distribution N (π kq , σ 2 kq ), where q indicates the block that the node j belongs to; 3) draw β i from a normal distribution N (ξ i , ψ 2 i ); 4) generate an edge from the node i to the node j according to Bernoulli distribution with parameterβ iθkj , wherê
, and k denotes the block that the node i belongs to. Accordingly, the likelihood of the complete data generated by the RSBM is:
where
Then, we have the log-likelihood of complete data, as follows:
The above modeling mechanism can effectively solve the first challenge described in I. Specifically, the RSBM has better interpretability, adaptability, scalability, and generalization ability than the current SBMs. For the interpretability, the RSBM is also an generative model which can restore the generating procedure of observed networks. Moreover, the parameter θ kj for reparameterization is heterogeneous for the different nodes, and the expectation of θ k· on all nodes belonging to the block q should be equal to the connection probability between the blocks k and q, i.e., π kq =
θ kj . Thus a normal distribution with the mean and variance is naturally employed to model , which can interpret well the heterogeneity of . Similarly, β can also be modeled by the normal distribution with the mean and variance . In addition, modeling and β by the normal distribution guarantees the rigorously theoretical derivation of the cost function, the computations of Fisher information matrix and Jeffrey priors, based on MML criterion. For the adaptability, an edge whether existed between the nodes i and j or not can be characterized explicitly by the Bernoulli distribution with the parameterβ iθkj when the node i belongs to the block k. Here,β i = max{0, β i } andθ kj = max{min{θ kj , 1}, 0} are satisfied constraints only in the generating process. In this case, the expectations of out-degrees for the nodes i and j within the block
jθku , respectively. Obviously, sincê β i andβ j can be unidentical by fitting observed networks, the RSBM can be adaptive to the various types of networks with heterogenous degree distribution. For the scalability, the time complexity of parameter estimation is decreased from O(K 2 n 2 ) to O(Kn 2 ), due to that the RSBM computes directly rather than which is very time-consuming in the SBM learning. Furthermore, based on our modeling mechanism and rigorous theoretical derivation, an efficient reparameterized SBM learning algorithm can be presented to perform parameter estimation and model selection concurrently, which significantly reduces the time complexity of the entire SBM learning from O(n 5 ) to O(n 2.5 ), which will be detailed in the next section. For the generalization ability, the standard SBM is a special case of the RSBM when = 0 and β = 1. Otherwise, the RSBM is more generative and adaptive for modeling and mining various types of networks with heterogeneous block and degree distributions.
The rigorous derivation of the cost function and the concurrent model selection and parameter optimization mechanism, which enables the RSBM to cope well with the latter two challenges specified in I, will be introduced in the following section.
B. A SBM LEARNING ALGORITHM WITH MODEL SELECTION
To efficiently estimate the parameters of the RSBM, the MML criterion is employed to select the optimal model by minimizing the code-length of both data and models, and a component-wise EM algorithm [18] is integrated to evaluate and parameterize each block.
1) THE DERIVATION OF THE COST FUNCTION
To derive the cost function of the RSBM learning, a completely and rigorously theoretical inference based on the MML criterion is presented. In this inference, the Fisher information matrix of the complete data likelihood of the RSBM is first computed analytically. Then, the noninformative priors on the parameters of the RSBM are provided based on standard Jeffrey priors with the assumption that parameters are irrelevant [19] , [20] . Formally, the cost function of MML is as follows: (7) where X denotes the parameters of the model, and d is the number of parameters contained in X .
is the Fisher information matrix, the symbol E refers to the expectation, and |I(X )| denotes its determinant and κ d approaches (2π e) −1 as d grows.
Since I(X ) is analytically hard to compute, the Fisher information matrix of the complete data likelihood, expressed as I c (X ), is introduced as the upper-bound of I(X ) [21] , where
In terms of X = (K , , , , , ), the I c (X ) is a 2K 2 + K + 2n dimensional diagonal matrix with the following blockdiagonal structure:
where p(·|X ) is the simplified form of p(N , Z , , β|X ). Furthermore, according to (6) we have:
for a given K and the expectation of z ik under
Similarly, the second-order partial derivatives of p(·|X ) to π , σ , ξ , ψ and the corresponding expectations can be calculated, respectively, as follows:
Hence, the Fisher information matrix of complete data likelihood I c (X ) can be represented as follows:
n } Accordingly, the corresponding determinant is:
Next, the noninformative priors are adopted to describe the lack of knowledge about model parameters, in which the priors of , , , and are independent and the priors of respective π kq , σ kq , ξ i and ψ i are also independent:
Then the standard Jeffrey prior can be applied to each factor, which can have the following forms, respectively:
According to (9)- (14), we can get the following equation:
According to (8) and (15), the cost function represented by (7) can be rewritten as follows:
In the RSBM, the estimated parameters can be and β rather than , , , and for convenient calculation, since N is independent to , , , and , as shown in Fig. 1 . Formally, p(N |X ) can be represented as p(N |K , , , β) given and β. Since the parameters of empty blocks (i.e., ω k = 0) have no contributions to the total code-length of MML, we let K g ≤ K be the number of remaining non-empty blocks in the process of model selection.
Accordingly, the final cost function is:
2) OPTIMIZATION METHOD
In terms of the information theory, the minus log-likelihood, i.e., − log p(N |K g , , , β) as represented in (17), denotes the code-length of data and the remaining part corresponds to the code-length of model. From the Bayesian point of view, the minus of (17) can be treated as the posterior of model, i.e., the sum of a log-likelihood log p(N |K g , , , β)
log n. Minimizing the cost of (17) is equivalent VOLUME 6, 2018 to maximizing the posterior. Hence, the EM algorithm is adopted here to estimate parameters, and the E-step and M-step are designed as follows. E-step: Given N , K , and h (t−1) , where h denotes ( , , β) and t is the current iteration, the conditional expectation of the complete log-likelihood can be represented by the following Q-function:
where γ ik = E[z ik ; h (t−1) ] denotes the posterior probability of the node i which belongs to the block k given h (t−1) , as follows:
log n. Since
. In order to obtain the analytical solutions on β and , we employ a trick to construct a lower bound of J by introducing Q (h, h (t−1) ), as follows:
where β max denotes a constant value which equals to the maximum of β i , i = 1, 2, . . . , n. In this way, the derivations for updating the parameters are as follows:
Note that parameter θ kj updated by (22) time [5] . Moreover, there are two key heuristic information reflected by (21) . One is that it performs wisely model selection in the process of parameter estimation, in which blocks not supported sufficiently by data will be annihilated timely. Specifically, if expectation size of a block k is less than the number of existing blocks, i.e., n i=1 γ ik ≤ K g , ω k will become and keep zero. It can be said that our method can evaluate dynamically the competitiveness of each candidate block based on the posterior probability n i=1 γ ik , and then prevent efficiently the overfitting. The other is that the maximum number of detectable blocks scales as √ n. All the retained blocks meet the condition of
n, which can be seemed as the resolution limit of our method. Under the situation of no prior knowledge of network structures, the heuristic information can provide a fast suggestion of exploring the initial maximum block number of the RSBM, i.e., K max ∼ √ n. Therefore, the space of model selection of our method is O( √ n).
3) ALGORITHM AND TIME COMPLEXITY ANALYSIS 
g ≤ K max , the maximum time of the RSBM is less than O(Tn 2 K max ). It is further found that the RSBM can keep steady and converge quickly within some iterations (usually T < 15) in most cases. When there is no prior knowledge of network structures (i.e., the number of blocks is unknown), it will only take O(Tn 2.5 ) by initializing K max ∼ O( √ n).
4) EXTENSION TO UNDIRECTED NETWORKS
So far, the derivation of the RSBM is based on directed networks. That is, the RSBM generates a ij and a ji independently with the probabilitiesβ iθk i j andβ jθk j i , respectively, where k i and k j denote the block assignments of the nodes i and j, respectively. In this situation,β · measures the importance of one node in its latent block in terms of its out-degree, i.e., the larger the value ofβ · is, the easier generating an edge from the node to other nodes becomes. Actually, the RSBM can be extended conveniently to undirected networks where a ij = a ji . For undirected networks, the probability that generates an edge between the nodes i and j, isβ iθk i jβjθk j i , and the probability that there is no edge between them is (1 −β iθk i j )(1 −β jθk j i ). When self-connecting behaviors in undirected networks are not considered, we can have: (24) where * and • denote a ij and 1 − a ij for limited space, respectively. Obviously, the likelihood of undirected networks in (24) is consistent with that of directed networks formulated as (5) . The only difference between them is that there is one more subscript constraint j = i in (24), due to neglecting the selfconnecting behaviors of undirected networks. By following the same inference procedure introduced in II-B.1 and II-B.2, the corresponding updating rules for undirected networks can be derived as follows:
Note that, without regard to the subscript constraint j = i, these rules are also consistent with those derived for directed networks, i.e., (19) , and (21)- (23) . Therefore, the same learning mechanism as listed in Table 1 can be also used to handle undirected networks.
III. VALIDATIONS
In this section, extensive experiments are constructed to validate the accuracy and scalability of the RSBM in handling various types of synthetic and real-world networks. Firstly, a flexible generative model is presented for generating various types of synthetic networks with heterogeneous degree and block distributions. Then, two representative degreecorrected algorithms, i.e., SBM-DC [9] and MCMC-DC [10] , and four state-of-the-art SBM learning algorithms without degree correction, i.e., GSMDL [1] , VBMOD [4] , SICL [14] and SILvb [15] , are selected as comparisons to demonstrate the accuracy and scalability of our proposed method. All compared methods have the ability of model selection except SBM-DC. For the sake of fairness, K min = 1, K max = 10 are uniformly set to all compared methods, and K min = 1, K max = √ n to our method according to the second heuristic information. The other parameters of compared methods are set as suggested by their original literatures. All experiments are performed on the same work station with 48GB RAM, 2.4GH CPU, and 10 cores.
A. A GENERATIVE MODEL FOR SYNTHETIC NETWORKS
We design a flexible generative model to generate a variety of networks with heterogeneous distributions of node degree VOLUME 6, 2018 and block size. In this model, distributions of uniform, normal and power law are optional for node degree and block size; structures of community, multipartite and the hybrid of them are optional for the types of networks; features of directed and undirected, connection probabilities in and between the blocks, the number of nodes and blocks can be set arbitrarily as required. In the experiments, all synthetic networks are generated with undirected edges. The connection probabilities in and between the blocks are denoted as P 1 and P 2 for community structure, and P 2 and P 1 for multipartite structure, respectively. To clearly distinguish various types of networks, a unified naming rule is adopted, i.e., ''Graph-T-D-B-N''. T can be I, II, and III, indicating the structures of community, multipartite, and the mixture of them, respectively. D and B can be 1, 2, and 3, representing the node degree and block size distributions of uniform, normal, and power law, respectively. N is the number of nodes. Four examples of generated networks are as shown in Fig. 2 .
B. VALIDATION OF ACCURACY 1) ON SYNTHETIC NETWORKS
To validate the effectiveness of the RSBM from multiple perspectives, three groups of networks are generated with various distributions of node degree and block size, different network structures and quantities of blocks and nodes, respectively. Specifically, in the first group, to test the ability of the RSBM to characterize heterogeneous node degree and block size, networks with community structure are generated with respect to the arbitrary combinations of uniform, normal, and power law distributions followed by node degree and block size. In the second group, networks are generated with respect to the structures of community, multipartite, and the hybrid of them, to test the adaptability to various types of networks, and node degree and block size follow the power law distribution. In the last group, networks with different quantities of blocks are generated to test the stability of the RSBM when K is increasing. In all experiments, firstly, 100 synthetic networks with the connection probabilities of P 1 and P 2 equal to 0.9 and 0.1, respectively, are generated and tested. Then, the average NMI (Normalized Mutual Information) [22] , which is a widely used metric to evaluate the agreement between two partitions, can be computed accordingly to measure the accuracy of each algorithm. Suppose that B 1 denotes the real partition of a network, B 2 denotes the discovered one by an algorithm, C B 1 and C B 2 are the number of clusters contained in B 1 and B 2 , respectively, the formulation of NMI is as follows:
where M kq denotes the number of nodes in both the cluster k of B 1 and the cluster q of B 2 , M k. is the number of nodes in the cluster k of B 1 , and M .q is the number of nodes in the cluster q of B 2 . If B 2 is identical to B 1 , NMI (B 1 , B 2 ) takes the maximum value of 1. If B 2 is totally independent of B 1 , the NMI (B 1 , B 2 ) will be equal to 0.
The experimental results are as shown in Table 2 , Table 3,  and Table 4 , respectively, where numerical values in front and behind ''/'' denote the NMI and the number of detected blocks, respectively, the number in bracket indicates the ranking of the corresponding algorithm in terms of NMI. The ''-'' means experimental result unavailable or computational time intractable, e.g., MCMC-DC fails to handle the networks containing more than 800,000 edges. Overall, the RSBM demonstrates the best performance with significantly improved accuracy in all the cases except ''Group-III-3-3-600'' when K = 7 only in Table 4 . Specifically, in Table 2 , the RSBM outperforms all the comparisons in handling the networks where community structures are contained, and node degree or block size follows any kind of uniform, normal and power law distributions. VBMOD is slightly worse than the RSBM and significantly better than other comparisons. GSMDL, SICL, and SILvb are almost at the same level. Two degree-corrected methods, i.e., SBM-DC and MCMC-DC, present the worst performance. In Table 3 , the accuracy decreases dramatically (nearly 18% on average) for all the comparisons since the network structures become more complex and diverse than those in Table 2 . Particularly, the accuracy of VBMOD decreases 29% compared with that in Table 2 because it is only suitable for detecting networks with community structure. The RSBM can maintain a relatively stable performance which decreases nearly 12% on average, and once again outperforms all the comparisons. In Table 4 , MCMC-DC is slightly better than the RSBM only in the case of ''Graph-III-3-3-600'' when K = 7, while the RSBM significantly outperforms MCMC-DC in the other cases, and other methods in all cases. The above results fully demonstrate that: 1) the models with degree correction have the ability in improving the effectiveness of structure discovery, mainly embodied by the RSBM in all tables, SBM-DC in Table 3 and Table 4 ; 2) utilizing Poisson distribution to characterize the heterogeneity of node degree is limited and only applied to the small range of networks conforming to specific characteristics of distributions, reflected by SBM-DC and MCMC-DC in Table 2; 3) our proposed RSBM shows the strong adaptability and generalization ability to various types of networks with different distributions on node degree and block size, by reparameterizing the standard SBM and characterizing explicitly the generation probabilities of edges.
2) ON REAL-WORLD NETWORKS
To validate the accuracy of the RSBM in dealing with real-world networks, six real datasets with ground truth are selected. The structural features of the datasets are summarized in Table 5 . All these undirected networks are widely used as benchmarks for validating the effectiveness of structure discovery algorithms. The experimental results show that most of the algorithms ranked in the top places are equipped with the ability of degree correction, e.g., RSBM, MCMC-DC and SBM-DC, which are ranked in the first, second and third places, respectively. It implies that algorithms with degree correction are more desirable to characterize the features of real-world networks. Among these degree-corrected algorithms, the RSBM has outstanding performance in most of the cases. In particular, our method can exactly discover the structures of Karate and Dolphins (i.e., NMI=1), where the distributions of node degrees are clearly heterogeneous. The results further indicate that the RSBM by introducing and β has the powerful ability to characterize the heterogeneity of node degree, and is more adaptable to handle real-world networks compared to other methods.
C. VALIDATION OF SCALABILITY
Synthetic networks with different scales are generated to validate the efficiency of the RSBM. In these networks, 8 blocks are generated in terms of ''Graph-III-3-3'', composing of 4 communities and 4 multipartites. In this experiment, we set the connection probabilities of P 1 and P 2 to be 0.5 and 0.01 when N < 5000, otherwise, to be 0.1 and 0.0001, respectively. Accordingly, nine groups of networks containing 200, 400, 600, 800, 1000, 2000, 5000, 10000, and 15000 nodes are generated, and each group composes of 100 synthetic networks. Experimental results in terms of running time and NMI are as shown in Fig. 3 and Table 7 , respectively. As can be seen, all the comparisons are time intractable when N > 5000 except VBMOD. Particularly, the SICL and SILvb fail to handle the networks when N > 2000, and MCMC-DC can only deal with the networks containing less than 2000 nodes. In this experiment, the RSBM significantly outperforms all these comparisons not only in maintaining a stable accuracy, but also in handling large-scale networks. It further illustrates that the learning mechanism, which performs parameter estimation and model selection concurrently in the scale of blocks, can overcome the bottleneck of high time complexity existed commonly in current SBMs learning without sacrificing the accuracy. The outstanding superiority enables the RSBM to discover and analyze large-scale exploratory networks with heterogeneous node degree and block size.
D. DISCUSSION AND ANALYSIS
The reasons why current SBMs learning suffering from high time complexity are mainly three-fold: 1) the true posterior of the latent variable Z cannot be computed analytically due to the dependency between its components, thus some alternative methods, e.g., variational technique, have to be employed to estimate an approximate posterior distribution. But these methods are usually time-consuming; 2) the parameter estimation is not efficient enough, especially costing O(K 2 n 2 ) time, to restrict seriously the scalability; 3) most of current SBMs adopt a model-wise learning strategy to detect the number of blocks, which executes alternately parameter estimation and model selection in the entire model space
, the time complexity will increase sharply from O(K 2 n 2 ) to O(n 5 ).
The advantages of our proposed RSBM can be concluded as follows. By reparameterizing the standard SBM, a blocknode coupling matrix is presented to replace the blockblock coupling matrix . The reparameterization of breaks the dependency between components of the latent variable Z in the standard SBM, and enables the RSBM to calculate the posterior of Z exactly using EM algorithm instead of estimating an approximate solution by the variational method. Moreover, the entire time of parameter estimation can be decreased effectively from O(K 2 n 2 ) to O(Kn 2 ) due to estimating directly rather than estimating . Additionally, the RSBM integrates the MML criterion into the EM algorithm to achieve a component-wise learning strategy which can be rigorously derived, enabling the model to execute model selection in the process of parameter estimation concurrently. As a result, the RSBM significantly reduces the time complexity of SBM learning from O(n 5 ) to O(n 2.5 ), and the scalability of the RSBM in dealing with large-scale exploratory networks is promoted efficiently. More importantly, the new parameter β, which measures the influence or importance of each node in its latent block, is introduced to depict the heterogeneity of node degree. The connection probability between a node i in the block k and another node j can be explicitly characterized by the Bernoulli distribution with the parameter β i θ kj , which is in agreement with the generative characteristics of most networks. As analyzed in the experiments, the RSBM demonstrates the best performance in terms of both accuracy and scalability on dealing with various types of networks with heterogeneous node degree and block size.
IV. CONCLUSIONS
Current SBMs are faced with the problems of how to deal with various types of networks with heterogeneous degree and block size distributions, and how to handle large-scale exploratory networks efficiently and effectively. In this paper, firstly, we propose a reparameterized SBM with degree correction, i.e., RSBM, by introducing a block-node coupling matrix to reparameterize the block-block coupling matrix in standard SBM, and taking the degree correction into account to explicitly characterize the connection probabilities of edges. This is the first effort in literatures to comprehensively characterize the heterogeneities of node degree and block size distributions. Then, an efficient EM-based learning algorithm with model selection is proposed, which enables the model to execute parameter estimation and model selection concurrently, and thus greatly reduces the time complexity of SBM learning from O(n 5 ) to O(n 2.5 ). The accuracy, adaptability, and scalability of the RSBM are rigorously validated on various synthetic and real-world networks compared with state-of-the-art methods. Experimental results show that the RSBM has the best performance on both dealing with various networks with heterogeneous degree and block size distributions and handling large-scale networks without any prior knowledge. In the coming future, diverse distributions to characterize the heterogeneities of and β will be employed to validate the universality of the SBM reparameterization in the similar inference and learning strategy. Then on this basis, we will design and implement the physical parallel computing mechanism to further enhance the scalability of the RSBM. 
