Cloud computing has been widely deployed. The virtual machines (VMs) are created in servers upon the requests from users and they are deleted from the servers after the rental time expires. This is called dynamic workload condition. VMs should be consolidated into the servers to reduce the number of servers running VMs. Servers that do not have any VMs should be changed to sleep mode to reduce energy consumption. Therefore, VM scheduling which selects servers to run VMs has to find servers to place VMs and has to migrate servers under this dynamic workload condition. However, migration also consumes energy, so the number of migrations should be limited to save energy. In this paper, a VM scheduling method called Energy-Aware Scheduling Updating (ESU) which reduces total energy consumption in the data center is purposed. It chooses servers to create VMs. In addition, it updates the locations of VMs when changes occur while it limits the number of migrations to reduce energy consumption. The performance is of ESU is evaluated by computer simulation. The results show that ESU has a better performance considering energy consumption among the protocols used in comparison.
INTRODUCTION
Cloud computing has been widely used in information technology (IT) industry as it can reduce costs from infrastructures or physical machines. Various resources such as CPU and storages can be provided by virtual machines (VMs). One server can run multiple VMs depending on the available resources. The costs of using cloud computing of users are flexible and depend on the requirements of users and time of usages. The services from Amazon EC2, Google Cloud, Microsoft Azure, and Digital Ocean [1] [2] [3] [4] are examples of cloud computing service providers.
The cloud service providers manage the placement of VMs in physical servers. The VMs are created once the VM requests from the users arrive at the cloud. The load balancing approach can be considered to distribute loads from VMs to the servers. Energy consumption of the servers significantly impacts the costs of the service providers. For example, according to [5] , one data center has the number of servers from 50,000 to 80,000 servers. This large number of servers consumes much energy. In addition, carbon dioxide emission has been concerned. Therefore, the energy-aware approach of the VM placement has been widely studied. This approach tries to reduce the total energy consumed by servers in the data center.
The load balancing approach normally tries to distribute the number of VMs or loads of VMs among physical servers. Conversely, the energyaware approach tries to reduce the number of servers running VMs by consolidating VMs into servers to decrease the total number of servers running VMs. The server that runs the VMs is in active mode and the server that does not run any VMs can be change sleep mode. It is considered that a server in the sleep mode consumes less energy than a server in active mode [6, 7] . Therefore, reducing the number of active servers can reduce the total energy consumption of the service providers.
Many energy-aware approach researchers use scheduling method to find the placement of VMs in the servers. The work in [8] proposes a hierarchical scheduling algorithm with the best fit descending (BFD) for servers in a hierarchical model. However, the hierarchical model can cause a single point of failure problem. Therefore, the cluster model which is based on overlay network is preferable in the cloud computing. The VM Scheduling Algorithm (VSA) is proposed in [9] for scheduling VMs in servers of the cluster model. It shows that it can reduce energy consumption in the data center. The Energy-aware Virtual Machine Placement (EVP) method is proposed in [10] . EVP method selects the proper servers in the proper clusters to run the VMs once the requests arrive. EVP shows that it has lower energy consumption than VSA. However, EVP does not consider the case that VMs are removed as the users stop using VMs as in the real scenario. The time that each VM is used depends on VM rental time requested by the user. VMs can be created and removed at any time depending on the incoming requests of the users. This condition is called dynamic workloads. The VM placement method should re-schedule VMs after some VMs are removed. The servers that the number of VMs decreases to some level should migrate the VMs to other servers in order that they can change to sleep mode to reduce energy consumption. EVP does not provide a method to update VM placement under this condition. Conversely, VSA provides an update method but it can increase energy consumption from excessive migration. Therefore, it is important to provide the method to update VM placement under dynamic workloads conditions, while the number of migrations has to be considered. This paper proposes the VM placement method under the dynamic workload condition. The users define how long they want to use the VMs when they send requests. Under this condition, placing the VMs at the right place at the first time as in EVP is not sufficient. It is required the method for updating the placement of current VMs when there are enough changes. A method to update VM placement called Energy-Aware Scheduling Updating (ESU) method is proposed in this work. The proposed method consists of two algorithms. The first algorithm updates the VMs within the intra-cluster. The other algorithm updates the VMs in the inter-cluster. ESU uses a Lower Workload of Cluster (LWC) threshold and a Lower Workload of Server (LWS) threshold to as the triggers for updating the VM placement. In addition, the energy consumption models in servers and network devices from migration are provided in this work.
The rest of this paper is organized as follows. Section 2 explains the related work and section 3 explains VMs and energy consumption in the cloud. Section 4 explains the proposed method and section 5 evaluates the proposed methods. Finally, section 6 concludes this work.
RELATED WORK
The VSA is proposed in [9] . The VSA schedules the VMs in both intra-clusters and inter-clusters. When VM requests arrive at the data center, it forwards the requests to the nearest clusters considering geological distances and selects the servers to create VMs using the round-robin method. Then, it checks the workloads of all servers. The servers with workloads lower than defined threshold migrate their VMs to the servers in the same cluster with maximum workloads by using the intra-cluster algorithm. It also checks the overall workloads of all clusters. Any clusters with workloads lower than the threshold are called Power Saver (PS) Clusters. All VMs in PS clusters are migrated to the clusters with the lowest workloads called Neighbor Server (NS) clusters. However, when the workloads of NS clusters exceed the threshold later, VMs have to be migrated again. This causes the extra energy consumption from migration.
The EVP is proposed in [10] . It proposes that the VMs should be placed to the proper servers in the proper clusters once the requests arrive to reduce the energy consumption from migration. This work also proposes methods to calculate the energy consumed by VMs migration. The EVP method uses two algorithms. The first algorithm is a Cluster Selection (CS) algorithm. It chooses the clusters that the VMs should be created. The other algorithm is a Server Selection (SS) algorithm. After the clusters are selected, the proper servers are selected using this algorithm. This reduces the total energy consumption because VMs do not need to be migrated. This work also proposes the equations based on the work in [10] [11] [12] for calculating the energy consumption from VM migration. However, it does not consider the condition that VMs are removed. Consequently, a method to update VM placement is not provided.
In this work, the method to update VM placement considering the dynamic condition in the cloud computing is proposed. The energy consumption from servers running VMs and migration is considered.
VIRTUAL MACHINES IN CLOUD COMPUTING
This section explains the structure of cloud computing forming data center and the energy consumption models of VM migration. The equations for calculating energy consumption in the data center are explained. The energy consumption is calculated from servers running VM. In addition, the energy consumption from VM migration is also calculated from both servers and network devices.
Cluster Model
The cluster model is widely implemented in the cloud computing. The physical servers are grouped into clusters depending on their locations. One cluster physically connects to one or more clusters. An example of this model is shown in Fig.1 . This creates a full-mesh overlay network where all clusters connect to all other clusters logically. The full-mesh overlay network provides high reliability for large-scale network and avoids a single point of failure problem. Multiple VMs can be created in a single physical server. VMs can be migrated to other physical servers. Migrating VMs consumes energy from data transfer. The energy is consumed by servers and network devices. Migrating VMs within the cluster, which is called intra-cluster migration, consumes energy less than moving VMs between clusters, which is called inter-cluster migration.
It should be considered that the cluster connection is still based on the physical connection. Two clusters can send data directly to each other in the overlay point of view, but data might be transferred among multiple clusters according to their physical connection. Since the energy consumption from data transfer depends on the distance between source and destination, migrating VMs to one specific cluster might consume more energy than migrating to other clusters. For example, from Fig.1 , migrating VMs from cluster 1 to cluster 3 consumes more energy than migrating VMs from cluster 1 to cluster 2. 
Energy Consumption
The energy consumption in the data center is from servers. Servers in sleep mode consume less energy than servers in active mode. Furthermore, this work also considers energy consumption from network devices during VM migration, which the work in [10] considers only energy consumption from servers during the migration. The energy consumption is calculated from power consumption and the time that the VMs are running on servers or the time of migration processes.
Power and Energy Consumption in Servers
The same equations in [10] are used for calculating the power consumption from servers. The energy consumed from the active servers is proportional to the number of resources used by VMs of the server. Resources required by each VM depends on the request from users. In this work, the amount of the resources is represented as workloads and is in the unit of resources. Any servers can create VMs within their capacities. The active server that does not have any VMs is called the idle server. The active server that is idle still consumes energy more than the server in sleep mode. To calculate the energy, the power consumption in each server is first calculated. The power consumption of the active server is calculated by Eq.
(1). Then, the total energy consumption from all servers in the data center (ED) is calculated by Eq.
(2).
, Power consumption in the active server i at time t Power consumption when the server is idle , Workload in the server i at the time t Capacity of the server Power consumption difference between the idle server and the server with full workloads Total Energy consumption in data center The time that the last VM is destroyed The number of servers in sleep mode at time t Power consumption of the server in sleep mode
Power and Energy Consumption from VM Migration
Work in [10] does not consider migration energy from the network devices. Network devices have to transfer the VMs between servers and this also consumes energy. Therefore, this work also considers energy consumption caused by the network devices as the VMs have to be migrated between servers that could be in the different clusters. It is called network energy consumption.
The migration energy consumption includes the energy consumed from VM migration processes on the servers and the energy consumed by network devices during VM transfer process. The equation for calculating the energy consumption of the server from VMs migration process is shown in Eq. (3).
Energy consumption of the servers from migration A time constant of VM migration k
The total number of migrated servers s A constant of energy consumption from the migration process xi
The number of resources of the migrated VM The energy consumed by network devices in migration is considered. From the studies in [11] [12] , the energy consumption is based on the distance of the source and the destination. In this work, it is assumed that the distance depends on the number of the clusters between the source and the destination that the VMs are migrated considering their geological locations. For example, the energy consumed by transferring the VM between two directly connected clusters is less than the energy consumed by transferring the VM between two clusters that are not directly connected to each other. In this work, the equation for calculating the energy consumption of the network from VMs migration process (EN) is calculated by Eq. (4).
cm A constant value of power consumption from migration caused by the network devices Ni
The power consumption from the migration of server i based on the network distance
Total Energy Consumption
The total energy consumption (ET) in the data center is calculated by the Eq. (5).
ENERGY-AWARE SCHEDULING UPDATING METHOD
In this paper, more conditions in cloud computing as in the real-world implementation are considered. First, there is not only energy consumption of migration from servers but also network devices. Second, the number of VMs varies during the time because there are new VM requests from users and VMs have to be removed as their leased times expire. This creates the dynamic workload condition in cloud computing. Therefore, the algorithm in this work has to consider workload changes and tries to migrate VMs to reduce energy. Additionally, it has to consider energy consumption from migration as well. The proposed method is called the Energy-Aware Scheduling Updating (ESU) method. It is different from the work in [10] that the work in [10] does not consider the dynamic workload condition because of VM removal, so it does not provide the VM placement updating method to migrate VMs. In this work, two algorithms to update the locations of VMs according to the dynamic changes are purposed. The first algorithm is the algorithm for updating VMs in intra-cluster. The other is the algorithm for updating VMs between inter-clusters. Both algorithms have to reschedule the VM locations while the energy consumed from migrations has to be considered. Therefore, the threshold is used as the trigger to make a migration decision. When there are requests sent to the data center, the VMs are created in the clusters and servers by using the same algorithms as in EVP. Then, when there are VMs removed from the servers, the algorithms check whether the rest VMs have to be migrated within the cluster or to other clusters.
Both algorithms use the threshold called Lower Threshold of Cluster (LTC) to make the migration decision. When there are VMs removed from the cluster CRi, the workload of that cluster has to be recalculated. If the workload is higher than or equal to the LTC, VMs should be migrated to servers within the same clusters. This is the Intra-Cluster update algorithm. However, if the total workload is lower than LTC, all VMs are migrated to other clusters in order that all servers in this cluster can be changed to sleep mode. This is the Inter-Cluster update algorithm.
The Intra-cluster update algorithm is shown in Table 1 . For j = 1 to Ni Do 6.
Create Slist = set of other S except Si 7. Do 8.
Find Sk in Slist with maximum workload 9.
If there are more than 1 Sk Then 10.
Select Sk with highest remaining time 11.
End If 12.
Migrate VMj to Sk 13.
If migration fails Then 14.
Remove Sk from Slist 15.
End If 16.
While (migration is not successful) 17. End for 18. End for 19. Change all idle servers to sleep mode When any VMs are removed, the algorithm checks the workloads. If the total workloads are higher than or equal to LTC, VMs are migrated to servers within the same cluster. The algorithm first sorts servers by their workloads in ascending order.
The server Si compares its workloads WSi to a threshold called Lower Workload of Server (LWS). If WSi is lower than LWS, all VMs in Si are migrated other servers in the same cluster.
The VMs in that Si are sorted by their workloads in descending order. The VM with maximum workloads is migrated first. It is migrated to the server with the highest workloads. If there is more than one server with the highest workloads, the server with the longest remaining time is chosen. The remaining time is the time interval between current time to the time that the last VM in the server is removed. The server with longer remaining time should be used because if the VMs are moved to servers with shorter remaining time, it is possible that some VMs are removed after their lease times expire. If the workloads become lower than LWS, the rest VMs have to be migrated again. However, if the selected server does not have enough resource for the migrated VM, the server is removed from the list and the procedure to find the server to migrate VMs is repeated. Finally, when all VMs are migrated from servers with workloads lower than LWS, those servers are changed to sleep mode to save energy. The Inter-Cluster Update shown in Table 2 .
The Algorithm 2 migrates all VMs from the cluster to other clusters when total workloads of the cluster are lower than LTC. When the workloads of the cluster are low, all VMs in the cluster should be migrated to other clusters in order that all servers in that cluster can be changed to sleep mode. The algorithm first sorts the servers in the current cluster by their workloads in descending order. The server with the highest workload migrates the VMs first. Within the server, VM with highest workloads is also migrated first. If there is more than one VM with the highest workloads, the VM with the longest remaining time is chosen. It then finds a new cluster to migrate VMs to. Only the clusters with total workloads higher than the cluster that VMs are migrated are listed. The VM is migrated to the new cluster with the highest workloads. If the workloads of the cluster are the same, the remaining time is used as a tiebreaker.
After selecting the cluster, it then finds the server in the new cluster to migrate VM. VM is migrated to the server with the highest workloads in the new cluster. If there is more than one server with the highest workloads, the one with the longest remaining time is chosen. However, if there are no servers in that cluster available, the cluster is removed from the list. The next cluster with highest workloads in the list is considered instead. The process is repeated until there are no VMs in left in that cluster. Then, the all servers in that cluster are changed to the sleep mode. For j = 1 to Ni Do 5.
Create Clist set of clusters with workloads higher than WCRi 6. Do 7.
Find Ck in Clist with maximum workload 8.
If there are more than 1 cluster Then 9.
Select Ck with highest remaining time 10.
End If 11.
Migrate VMj to Ck 12.
Create Slist set of servers in Ck 13.
Find Sk in Ck with maximum workload 14.
If there are more than 1 Sk Then 15.
Select Sk with highest remaining time 16.
End If 17.
Migrate VMj to Sk 18.
If migration fails and Slist is not empty Then 19.
Remove Sk from Slist 20.
Else If migration fails and Slist is empty Then 21.
Remove Ck from Clist 22.
End If 23. While (migration is not successful) 24. End For 25. End For 26. Change all servers in the cluster to sleep mode
PERFORMANCE EVALUATION

Experiments
In this work, ESU is evaluated by computer simulation. The performances of ESU are compared to EVP and VSA. The energy consumption is evaluated by energy consumed in all servers and energy consumed from migration.
In the experiment, there is one data center with five clusters and there are 160 servers inside each cluster. All servers have equal resources and the amount of resources is defined in the term of the resource unit. Each server has available resources for 100 units. For the power consumption, a server model of Intel Core2 Duo CPE E8400 with 3GB memory as in [10, 13] is used. This provides the power consumption of idle mode (Pd) for 52 watts and sleep mode (Ps) for 6 watts. In addition, the power consumption of active mode (Da) is 77 watts. The VM migration consumes power (c) 20 watts on the server. For the power consumption of the network, the model in [11] is applied. The power consumption depends on the number of clusters that VMs have to be migrated and it is represented by the parameter (Ni) that has the value from 0 to 2. This provides network power consumption varying from 85 to 87 watts. The LTC is 0.2 and the LWS is 0.15 as in VSA and EVP for performance comparison. The VM requests require resources for 1, 2, 4, or 8 units randomly. The rate of the requests is randomly generated from 1000 to 10000 requests per minute. The rental time of each VM is also randomly selected from 5 minutes to 50 minutes. The VM migration time is 7 seconds. The experimental time is counted until the last VM is removed.
Experimental Results
Fig. 2 Energy consumption of servers running VMs
in the data center against the request rate Fig. 2 shows the total energy consumption of server in three methods when the request rate varies. The energy consumption is calculated from the servers running VMs. The number of servers in sleep mode has an impact on energy consumption of servers. The EVP consumes the most energy among other protocols. This is because EVP does not migrate any VMs when there are VMs removed. Therefore, after VMs are removed, some servers become under-utilized and cannot be changed to sleep mode. Conversely, ESU and VSA update the VM placement when the VMs are removed. ESU consumes the least energy among other protocols. ESU uses the VM placement as in EVP to place VMs at the proper server cluster when the requests arrive. EVP has shown that it consumes less energy than VSA when VMs are not removed because it can reduce the number of the total active server [10] . However, the lack of the update degrades the performance of EVP in this dynamic condition. To improve the performance, the ESU updates the VM placement while it considers that the number of the active servers should be reduced. The energy consumption by servers running VMs of ESU is the least among the three protocols. Fig. 3 shows the energy consumption of servers caused by the migration when the request rate varies. When VMs are migrated, it consumes the energy on the servers as it is previously explained in section 4. Fig. 4 also shows the energy consumption of the network caused by the migration. EVP does not migrate any VMs, so it does not consume any energy from migration. VSA consumes energy much higher than ESU because the VMs are migrated many times. When the requests arrive, VSA creates VMs in servers that are close to locations that requests arrive. Then, it migrates VMs to the proper servers later. Conversely, ESU and EVP place VMs at the proper servers in the proper clusters just when the requests arrive. Therefore, they do not have to migrate VMs by the arrival of requests. In addition, when the workloads change, ESU migrates VMs to other servers under the consideration that VMs should not be migrated many times as it is previously explained in section 4. Therefore, ESU consumes energy from migration less than VSA. It should be considered that the energy from migration consumed by the network is more than the energy consumed by the servers. In addition, the energy consumption from network noticeably increases when the request rate increases. This is because when the number of VMs increases, it is possible that inter-cluster migration occurs more often. This increase the energy consumption of the network.
Fig. 5 Total energy consumption against the request rate
Finally, the total energy consumption when the request rate varies is shown in Fig. 5 . When only energy consumption from servers running VMs is considered, VSA consumes less energy than EVP. However, when the total energy consumption is considered, VSA consumes the most energy. This shows that migration has a significant impact on the total energy consumption. Conversely, EVP does not migrate any VMs at all, but total energy consumption is quite close to VSA. This shows that VMs should be migrated under the dynamic workload condition to change servers into sleep mode. However, the number of migrations should be limited so that the energy is not consumed too much from migration. ESU shows that it has the best performance considering energy consumption. It places the VMs at the proper servers in the proper clusters once the requests arrive. In addition, it migrates VMs according to the dynamic workload condition. It uses several parameters to make a decision of migration. Therefore, the number of migrations is limited, and the energy consumption is the least among other protocols in the experiment. This shows that ESU has the best performance among protocols in the evaluation.
CONCLUSIONS
This paper proposes the new method for VMs scheduling called Energy-Aware Scheduling Updating (ESU) for cloud computing in the cluster environment with the dynamic workload condition. In the dynamic workload condition, VMs are added according to the requests and they are removed from the servers after their rental times expire. This causes the existing VMs should be migrated to consolidate them into the fewer of servers. The servers without any VMs are changed to sleep mode to save energy. ESU places the new added VMs using the same method as in Energy-aware Virtual Machine Placement (EVP). In addition, the algorithms to update the placement of VMs both intra-cluster and inter-cluster are proposed. The migration also consumes energy; therefore, the number of migrations should be limited. The thresholds are used to make a decision that VMs should be migrated to servers in the same cluster or other clusters. The proper values of the thresholds are left as an open issue in this work. In addition, it also provides a method to choose servers in order that the number of migrations is not too many. The experimental results show that ESU consumes less energy consumption in the data center than other protocols in the experiments.
For future research, the time complexity of the algorithm should be considered. In addition, the services delay time from VMs to users should be considered.
