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ABSTRACT:WereportareparameterizationoftheglycosidictorsionχoftheCornelletal.AMBERforceﬁeldforRNA,χOL.The
parameters remove destabilization of the anti region found in the ﬀ99 force ﬁeld and thus prevent formation of spurious ladder-like
structural distortions in RNA simulations. They also improve the description of the syn region and the syn anti balance as well as
enhanceMDsimulationsofvariousRNAstructures.AlthoughχOLcanbecombinedwithbothﬀ99andﬀ99bsc0,werecommendthe
latter.WedonotrecommendusingχOLforB-DNAbecauseitdoesnotimproveuponﬀ99bsc0forcanonicalstructures.However,it
might be useful in simulations of DNA molecules containing syn nucleotides. Our parametrization is based on high-level QM
calculations and diﬀers from conventional parametrization approaches in that it incorporates some previously neglected solvation-
related eﬀects (which appear to be essential for obtaining correct anti/high-anti balance). Our χOL force ﬁeld is compared with
several previous glycosidic torsion parametrizations.
’INTRODUCTION
The relevance of sampled structures and conformational
dynamicsofmoleculesinmoleculardynamics(MD)simulations
critically depends on the quality and accuracy of the applied
empiricalforceﬁelds.Amongforce-ﬁeldterms,thetorsionparam-
eters are known to strongly inﬂuence the molecular structures.
This creates a considerable problem since the torsions are the
least “physics-based” parameters in the sense that they cannot
be directly derived from either experimental data or quantum
mechanics(QM).Further,thesampledtorsionsdependnotonly
onthevaluesofalloftheotherparametersbutalsoontheapplied
simulation methods (for example, whether or not all bonds, only
bondswithhydrogenatoms,ornobondsareconstrained).Bond
andangleparameterscanbestraightforwardlyderivedfromcrystal
data, IRandmicrowavespectroscopy, and/or high-level QM. Rela-
tively straightforward procedures or protocols are also available
to determine intermolecular parameters, such as van der Waals
radii and well depths by matching experimental densities and
atomic charges through ﬁts to QM-derived electrostatic potentials
or energetics. In contrast, ﬁtting of the torsional parameters is
largelyanartandoftenratheradhoc.Theresultsstronglydepend
on the choice of model systems and approach, including the
means used to ﬁt the QM data, the level of QM calculations, the
QM optimization methodology, and inclusion of solvation. For
nucleicacids,aparticularlydiﬃcultproblemisparametrizationof
the ﬂexible and anionic sugar phosphate backbone, as the force
ﬁeldmustsimultaneouslyreproducepropertiesofcanonicalnucleic
acid forms and numerous noncanonical topologies.
1 7
Mostofthecurrentgenerationofnucleicacidforceﬁeldswere
initially designed to reproduce properties of isolated nucleosides
in vacuo. This residue-based parametrization approach relies on
investigationsofsmallmoleculemodelsystemsundertheassump-
tion that the parameters are transferable and applicable to nucle-
osides and larger nucleic acid structures in solution.
8,9 A sig-
niﬁcant issue at the time of writing is that these model systems
were primarily studied in the early 1990s when higher level QM
investigations of full models representative of the nucleotides or
nucleotides were not possible. Understanding the deﬁciencies,
the initial nucleic acid force ﬁelds were then tweaked—arguably
with limited success—through a series of designed, automated,
or ad hoc torsional potential modiﬁcations aiming to reproduce
B-DNA and A-RNA helix structures insolution. Other targetpro-
perties included (inter alia) the subtle balance of the A B DNA
conformational equilibrium and the B-DNA helical twist.
10 20
Despiteimprovements,crypticdeﬁcienciesremainedandtend
toremainundiscoveredexceptthroughprolongedMDorenhanced
sampling simulationsandinvestigationsoflargernumbersofnon-
canonical structures,such as various G-DNA and RNAstructures.
For example,although unexpected andpersistentγ=trans back-
boneconformationaltransitionsinB-DNAsimulationswerereported
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in the early 2000s,
21 23 it took time (and longer simulations) to
convince the research community that the most widely used
nucleic acid force ﬁeld, the AMBER force ﬁeld (ﬀ94) presented
by Cornell et al.,
8 and its basic variants ﬀ98
17 and ﬀ99
20
(collectively termed the AMBER ﬀ9X force ﬁelds) signiﬁcantly
overstabilizedtheγ=transbackbonestate.Asaresult,theinitially
infrequently populated γ = trans state sampled in R/γ confor-
mational transitions becomes the global minimum in B-DNA.
Given suﬃciently long MD simulations this overstabilization
leads to complete degradation of the B-DNA structure. To over-
comethisdeﬁciency,severalapproachesbasedonhigh-levelQM
calculationsoflargerandmorerepresentativemodelsystemswere
applied to improve mapping of the R/γ energy surfaces, leading
to the bsc0 reﬁnement of the AMBER ﬀ9X force ﬁelds.
24,25 The
ﬀ99bsc0 force ﬁeld is the best currently available for modeling
B-DNA,
26,27 but it still has potential inaccuracies. For example,
the B-DNA helical twist remains underestimated, the occasional
γ =t r a n sﬂips in B-DNA simulations are still probably too
frequent,
28 and for modeling DNA hairpin loops, although the
reﬁnement improves the overall force-ﬁeld performance, an
experimentally known γ = trans state is incorrectly eliminated.
29
On the other hand, all of the AMBER ﬀ9X force ﬁelds, with or
without bsc0 modiﬁcations, provide similar simulations of the
behaviorofRNAhelices,sinceinallcasestheγ=transbackbone
ﬂipisreversible.
30Thisindicatesthatforce-ﬁeldmodiﬁcationsfor
DNA and RNA simulations might be pursued independently, in
contrast to earlier perceptions that the parameters should be
transferable across the nucleic acids.
Considerablymorechallengingthansimplymaintainingcanon-
ical helical structure is achieving a balanced description of the
various noncanonical and/or unfolded nucleic acid structures,
which are especially important in analyses of RNA functions,
catalysis,dynamics,anddrugtargeting.
31 35Althoughsimulations
ofsuchstructuresmaybeimprovedbystraightforwardadjustment
of a particular parameter (as for the γ = trans backbone states),
some problems will likely require simultaneous or concerted
modiﬁcation of numerous parameters, which is demanding. Finally,
consideringtheseverity oftheoverallphysicalapproximationsof
thepairwiseadditiveforceﬁelds,someproblemsmightbeentirely
beyondthecapabilitiesofsimpleforce-ﬁeldapproximations.Thus,
itisnotsurprisingthatdiﬀerentforceﬁeldsoftenprovideremark-
ably diﬀerent descriptions of the same structure, a phenomenon
termed “force-ﬁeld-dependent polymorphism”.
36 40 A large part of
this undesirable variability can likely be attributed to the inaccu-
rate or nonoptimal description of the torsion space. Hence, the
torsionparametersusedinthevariousforce-ﬁeldtreatmentshave
been continuously reﬁned.
8,19,20,24,41,42
In nucleic acids one of the most distinctive torsions is the
glycosidic torsion, χ, describing rotation about the bond that
links the base to the sugar moiety and determines the relative
orientation of the nucleobase and sugar moieties in DNA and
RNA(Figure1).Itisbelievedtobeinvolvedintheequilibriumof
the AandB forms of DNA as wellas the C20-endo andC30-endo
equilibrium.The χtorsionislinked tomanybasepairandhelical
parameters that are modeled rather inaccurately by current force
ﬁelds, including the helical twist (underestimated),
17 base pair
propeller twist (also underestimated), and size of the DNA
grooves. Recent work also suggests that it is important for the
correct description of complex RNA folds.
43 In the two most
widely used sets of biomolecular force ﬁelds for nucleic acids,
AMBERandCHARMM,severalreparameterizationsoftheχtorsion
have appearedinrecentyears,
7,17,19,41,42,44,45 indicatingthatderiv-
ing its torsion potential is a particularly diﬃcult task.
The focus of this work is on the χ torsion in the Cornell et al.
ﬀ9X force-ﬁeld family. Before reviewing previous parametriza-
tions, we should note that the χ angle is tightly coupled to sugar
puckering. Therefore, when corrections to the χ parameters are
made in a particular force ﬁeld they are often accompanied by
adjustments to the ribose/deoxyribose parameters. The para-
meters for χ and sugar pucker in the most commonly used force
ﬁeld for NA simulations, AMBER ﬀ94, originally presented by
Cornelletal.,
8havealreadybeenrevisedatleastfourtimes.Inthe
AMBER ﬀ98 force ﬁeld
17 both the χ torsion and sugar puckers
were changed, followed by minor readjustments of the sugar
puckerparametersintheAMBERﬀ99forceﬁeld.
20Althoughnot
fully described in the literature, these modiﬁcations were largely
based on ad hoc changes to the parameters with assessment by
relatively long (for the time) MD simulations to ascertain their
inﬂuencesontheDNAstructure,twist,andsugarpuckering.This
contrasts with a more physically based approach involving better
QM calculations based on more relevant model systems. The
main aim of the rather subtle tunings in ﬀ98 was to reduce the
ﬀ94 force ﬁeld’s quite pronounced underestimation of helical
twist in B-DNA. However, the improvement aﬀorded by the
reparameterization was modest, and all the ﬀ9X force ﬁelds are
usually assumed to have similar strengths, weaknesses, and ranges
ofapplicability.Whiletheﬀ94forceﬁeldunderestimatesχvalues,
sugar pucker, and helical twist
17 in B-DNA simulations, the ﬀ98
twist is closer to experimental values. Even with the latest ﬀ99
forceﬁeld,thedescriptionofthestructuralparameterscoupledto
the χ angle is not fully satisfactory. For DNA, the helical twist is
still somewhat underestimated, and the average χ and pucker
values are probably still too far from values obtained from X-ray
and solution analyses. We emphasize that this assessment con-
cerns primarily B-DNA, which has been the main target of the
force-ﬁeld parametrization eﬀorts. Assessment and validation of
the performance of force ﬁelds for other types of nucleic acid
structures has been much less systematic, and the results have
often been diﬃcult to interpret due to a lack of both unambig-
uoustargetexperimentalstructuresandpublishedordisseminated
dataregardingsimulationfailures.
29,38,43,46 49Theabove-mentioned
critical R/γ torsional reparameterization (bsc0) was primarily
designed as a complement to ﬀ99.
24
In2008Odeetal.attemptedanewχparametrizationbasedon
QM calculations.
44 This parametrization can be combined with
either ﬀ99 or ﬀ99-parmbsc0, but assessing the eﬀects of the new
parameters on the performance of these force ﬁelds is diﬃcult
since the original testing was limited to analysis of the progres-
sion of rmsd values in a few very short MD trajectories. More
recently, we tested the modiﬁcations in simulations of guanine
quadruplex (G-DNA) loops, which are known to be described
poorly with standard ﬀ9X parametrizations. However, the Ode
etal.modiﬁcationsdidnothaveanyclearadvantageswithrespect
to the original force ﬁelds for the G-DNA loops; the simulation
outcomes were not signiﬁcantly inﬂuenced by the choice of χ
potentialbutwerestronglyinﬂuencedbythechoiceofﬀ99versus
ﬀ99-parmbsc0.
29 Recently, another χ reparameterization was
presented by Yildirim et al.
45 This reparameterization (tested
solely in combination with ﬀ99, in RNA simulations) was shown
to improve the concordance of syn anti populations of isolated
RNA nucleosides with NMR data, but no simulations of nucleic
acids were presented.2888 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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In simulations of RNA, a major failure of the ﬀ99 force ﬁeld
recently reported by Mlynsky et al.
43 is the generation of large
“ladder-like” structural distortions in one stem of the hairpin
ribozyme.
43 These distortions are characterized by a shift of
χ toward the region typical for the B form (high-anti, ∼270),
loss of helical twist, a change of the sugar pucker from C30-endo
to C20-exo, and increases in slide and P P distances in their
radial distribution function. According to our experience, defor-
mations of this type are actually fairly common in MD simula-
tionsofsmallerRNAfragments.
46Hence,theymayhaveappeared
in some previously published investigations, including RNA
tetraloop folding studies, and results of these simulations should
be viewed with care.
It should be noted that the “ladder-like” artifact would not
have appeared in most previous RNA simulation studies, since it
usually takes at least several tens of nanoseconds to emerge,
depending on the system (for several examples see our recent
study, in which we found that between 20 and 95 ns is required
forsomeRNAtetraloopstructures
46).However,collectivelythrough
thelargesetsofRNAsimulationsperformedbythecollaborating
groups we accumulated quite strong evidence that the “ladder-
like” structure is preferentially favored over traditional A-RNA
helices by both the ﬀ99 and the ﬀ99bsc0 force ﬁelds. Thus, we
expect the ladder-like structure artifact to appear, eventually, in
all suﬃciently long RNA MD simulations. In other words, we
hypothesize that the “ladder-like” structure is the global RNA
minimum and its appearance (and accompanying structural
changes in the simulated RNA molecule) is solely dependent
on the simulation time scale, even for folded RNAs. Finally, we
note that deﬁciencies in the χ potential are not unique to the
AMBER force ﬁelds since χ parameters of the CHARMM all22
and all27 force ﬁelds have been revised,
19,50 and subsequent
studies suggest that further revision is required.
7,41
Sincetransitiontotheladder-likestructuresisaccompaniedby
a large shift of the χ value toward the high-anti region, the
distortions could be attributed to the χ torsion parametrization.
Removing the tendency of force ﬁelds to generate unnatural
ladder-like structures in RNA simulations through reparameter-
ization of the glycosidic torsion was one of the main motivations
of the work presented here.
To derive new χ torsion parameters, we decided to base the
parametrization procedure on better quantum-chemical (QM)
reference data obtained from more relevant model systems.
Here, we compare the most frequently used QM methods,
including HF/6-31G*, MP2/6-31G*, DFT-based computations,
etc., with the best available reference QM method, here denoted
CBS(T).CBS(T)i stheMP2methodextrapolatedtothecomplete
basis set (CBS) limit of atomic orbitals with a correction by the
CCSD(T)methodusingasmallerbasisset.
51Further,wecarefully
evaluate errors arising from other commonly applied methodo-
logical assumptions. The ﬁrst is the choice of the geometries for
deriving the parameters, namely, the assumption that the same
QM-optimized geometries can be used for both the QM and the
MM single-point calculations. The second assumption is that
solvation eﬀects can be ignored, i.e., that in vacuo parameters for
torsion can be reliably applied. Hypothesizing that both approx-
imations may lead to substantial errors, we suggested a new pro-
tocol that takes both eﬀects into account, derived new χ torsion
parameters, and compare them here to other available param-
etrizations, in terms of the shape of the torsion proﬁles with
regard to the A/B form equilibrium, syn/anti relative energies,
andtransitionbarriers.Inaddition,wetestedvariousχproﬁlesin
MD simulations of a B-DNA helical structure and three A-RNA
structures. Finally, after the preliminary tests, we ran extensive
MD simulations (dozens of microseconds) of numerous other
systemswithvariousforceﬁelds.Theresultsofthesemoreextensive
simulations are brieﬂy mentioned here and described (or will be
Figure 1. Chemicalstructures andatom-namingconventionsforthe modelribonucleosides used inour derivation ofχ torsionparameters forcytosine
(C), adenine (A), guanine (G), and uracil (U). The dihedral angle χ is deﬁned by the O40 C10 N1 C2 atoms for C and U and by the
O40 C10 N9 C4 atoms for A and G (this deﬁnition is used throughout this work). Note, however, that in ﬀ94, ﬀ98, and ﬀ99 force ﬁelds the
χ parameters are actually assigned to the complementary angle, speciﬁcally O40 C10 N1 C6 for C and U and O40 C10 N9 C8 for A and G.2889 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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described) in more detail in separate publications, such as our
recent study of RNA tetraloops.
46
’METHODS
Selection of Model Molecules. In our attempts to improve
modeling of the χ potential, we used almost complete ribo- and
deoxyribonucleosidemodelswiththe50-OHgroupreplacedbya
hydrogen (Figure 1; only the ribo compounds are shown). We
omitted the 50-OH group to avoid its contacts with the nucleobases
(for instance, the contact of 50-OH with H6 of pyrimidines),
which would bias the parameters. Note that the value of the
pseudorotation angle was fixed in all calculations (see below),
and therefore, neglect of the anomeric effect of the missing 50-
OH group should not influence our results. We refer to the
compounds in Figure 1 as ribo/deoxyribonucleosides or simply
dN/rN hereafter to facilitate discussion, noting that in this work
thesetermsalways refer to thenucleosideswith the50-OH replaced
byahydrogen.Thesemoleculesareprobablythesmallestmodels
that could be reasonably used for our purpose as they include all
the intramolecular contacts that occur upon rotation about the
torsion angle. The intramolecular contacts are very important
becausetheymakemajorcontributionstothetorsionenergy.For
instance, the repulsive O40
333O2 and O40
333N3 contacts in
purines and pyrimidines, respectively, correspond to the highest
rotation barriers on the potential energy surface. Note also that
increasing the complexity of the model beyond certain limits
does not necessarily improve the quality of the results as some
long-range interactions and contacts might introduce consider-
able additional problems.
25,52 As described below, to assess the
influenceofthesugarpucker,thecalculationswereperformedfor
two sugarconformationsindeoxyribonucleosides,C20-endoand
C30-endo. For the ribonucleosides only the C30-endo conforma-
tion was considered.
LevelsofTheory.Thesingle-pointcalculationswereperformed
at various levels of theory. The most accurate are the MP2/
CBS+ΔCCSD(T) calculations,whichapproximateCCSD(T)/CBS
quality and are denoted CBS(T) hereafter. The complete basis
set (CBS) extrapolations were obtained through the scheme of
HelgakerandHalkier
53,54(HFandMP2energieswereextrapolated
separately) using cc-pVTZ and cc-pVQZ basis sets. Turbomole
5.10
55,56 was used to calculate the MP2 energies with the RI
approximation. The correction term for higher order correlation
effects, ΔCCSD(T), was calculated using the cc-pVDZ basis
set in Molpro 06.
57 For more details, see Jurecka and Hobza.
51
To derive the DFT-based parameters we used the PBE density
functional, 6-311++G(3df,3pd)
58 61 basis set (LP hereafter),
and empirical dispersion corrections (DFT-D, 1.06-23).
62 For
someofthegeometryoptimizationsdescribedbelowwealsoused
smaller basis sets, TZVP and TZVPP.
63
Geometry Optimizations and Constraints. In the QM
calculations, the starting structures corresponding to either C20-
endo or C30-endo forms were first relaxed at the PBE/TZVPP
level with the continuum solvent model COSMO
64 in the Turbo-
Mole 5.10
55,56 software suite (water, εr = 78.4). Then, several
constraints were applied in the TurboMole program. The O40 
C40 C30 C20 anglewasconstrainedatthevaluetakenfromthe
PBE/TZVPP/COSMO optimal structure to keep the sugar pucker
close to C20-endo or C30-endo, i.e., for dA, dT, dG, and
dC at 28.1, 26.0, 25.2, and 25.4 a n df o rr A ,r U ,r G ,a n dr Ca t
 34.7, 38.9, 39.6,and 39.2,respectively.TheC40 C30 
O30 H3T angle was constrained at  60 to prevent H bonding
with the O20 oxygen, and for ribonucleosides, the C30 C20 
O20 HO02 torsion was constrained at  120 to prevent any
sugar333base H-bond formation or intramolecular H-bond
formation with O20. Then, the χ angle was increased with 10
increments and the geometries relaxed using the PBE DFT
functional and the LP basis set (see above) in the COSMO
continuum solvent. The same constraints were applied in the
MM optimizations, which were performed in the Gaussian
software suite
65 using the “external” function and the ff99 force
field. The external program for MM geometries was the sander
module of AMBER
66 and a Poisson Boltzmann (PB) conti-
nuum solvent was used.
Solvent Models. The COSMO continuum solvent model
64
was used in the QM calculations, while a Poisson Boltzmann
(PB) continuum solvent model
67,68 was applied in the MM cal-
culations. The COSMO calculations were performed with Tur-
boMole 5.10
55,56 with default scaled Bondi radii (scaling factor,
1.17) and default water parameters (εr = 78.4). The PB calcula-
tions were carried out with Gaussian 03 software using the
“external” function and in-house scripts linking Gaussian to the
sander module ofAMBER 9.
66Insander thegrid spacingwas set
to 0.2 Å, while default water parameters (εr = 78.4) and default
radii were used (see also refs 67 and 68). The nonpolar terms
wereincluded inthePBoptimizations,butonly thePB electrostatic
component was considered in dihedral parameter development
(see discussion below).
Obtaining the Torsion Profiles. Usually the torsion angle
parameters(Edih,χ
vachere) aredeterminedbythedifferencebetween
the MM single-point energy (E χ
MM//QM,vac) and QM single-
point energy (E
QM//QM,vac) obtained in vacuo using the same
(QM)geometryforboththeMMandtheQMcalculations(eq1):
Edih,χ
vac ¼ EQM==QM,vac  E-χ
MM==QM,vac ð1Þ
Here, we use a different scheme that takes into account certain
solvation-related effects (eq 2). In this approach, the geometry
optimizationsarecarriedoutattheQMandMMlevelsseparately
(seebelow) incontinuumsolvents(COSMOandPB,respectively)
and are followed by single-point calculations including solvation
energies (E
QM//QM,COSMO and E χ
MM//MM,PB, respectively).
Notethatsimilartechniqueshavebeenusedbefore.Forinstance,
independent relaxation of the QM and MM structures is used
in CHARMM(see, e.g., ref 69 and references therein).Solvation
by the IEFPCM model (QM calculation only) was used, e.g., in
ref 70.
Edih,χ
solv ¼ EQM==QM,COSMO   E-χ
MM==MM,PB ð2Þ
With this approach, only the difference between the COSMO
and thePBsolvation energiesenters theresulting torsionparam-
eters(not the totalsolvationenergy). Inthiswaydoublecounting
of solvation energy is prevented, while some desirable terms
(such as solute polarization) are included. The force field can
subsequentlybeusedinsimulationswithexplicitsolventmolecules.
Our approach can also be justified by the observed improve-
ments in the performance of the force field. Note that for con-
sistency we use full solvent treatment in all our calculations, i.e.,
for both MM and QM and for both optimizations and single-
pointenergyevaluations.InthePBcalculations(singlepoint)only
theelectrostaticcomponentisconsidered,inaccordancewiththe
COSMO calculations.
Derivation of χ Parameters. In the Cornell et al. force field,
the force-field energy(without the PB solvation energy) isa sum2890 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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of the bond stretching (Ebond), angle bending (Eangle), dihedral
(Edih), nonbonded electrostatic (Eelst), and nonbonded van der
Waals (EvdW) terms (eq 3).
E ¼ Ebond þ Eangle þ Edih þ Eelst þ EvdW ð3Þ
Thedihedraltermisdescribedasacosineseries(eq4),wherenis
the periodicity of the torsion, Vn is the rotational barrier, ϕ is the
torsion angle, and γ is the phase angle.
Edih ¼ ∑
torsions∑
n
Vn
2
½1 þ cosðnϕ  γÞ  ð4Þ
The QM-MM difference obtained in eq 2 is approximated
(fitted) by eq 4 (Vn and γ are varied). Upon torsion rotation
all force-field components (eq 3) contribute to torsion potential
energy,notonlythedihedralterm(eq4).Todifferentiatebetween
the total energy of the torsion and the dihedral contribution to
the torsion energy we call the former the “χ torsion profile” and
the latter the “χ dihedral term” hereafter. To better understand
thevariouscontributionstotheχparameterstwoparametrizations
were derived and tested.
(1) χOL-DFT: The ﬁrst parametrization, χOL-DFT, was fully
basedontheDFT-DQMproﬁle.Onlythedeoxyribonucleosides
(dA,dT,dC,anddG)inaC20-endoconformationwereconsidered.
After DFT optimization (PBE/LP in continuum solvent) the
single-point calculations were performed at the DFT-D level
(PBE-D-1.06-23/LP).Solventeﬀectswereintroducedaccording
to eq 2. In the ﬁtting procedure, double weight factors were
assignedto the ﬁve points around the important χ values of 200
and 260toimprovethe ﬁtintheanti andhigh-anti regions. The
total χ dihedral term was distributed among three of the six
torsions contributing to χ (C2 N1 C10 X in pyrimidines and
C4 N9 C10 X in purines). Since χ dihedral parameters
derived for dA and dG were quite similar, only one set of param-
eters was ﬁtted (i.e., both dG and dA curves were usedina single
ﬁtting). This parametrization is presented only for comparison
and is not intended to be used for NA simulations. However,
although the χOL-DFT parameter set is not recommended for
simulations,weprovidetherespectiveparametersintheSupporting
Information. The abbreviation “OL” in the force-ﬁeld name
stands for the city of Olomouc (see aﬃliations).
(2) χOL: In the second parametrization, χOL, the MP2/CBS
data were taken as a reference. The MP2/CBS method was used
instead of CBS(T) because both methods provide very similar
proﬁles (see below) but MP2/CBS is much less computationally
demanding. Both the deoxyribonucleosides (C20-endo) and ribo-
nucleosides (C30-endo) were considered. For the deoxyribonu-
cleosides single-point calculations were also carried out at the
DFT-D (PBE-D-1.06-23/LP) level. The diﬀerence between the
MP2/CBS and PBE-D-1.06-23/LP calculations for deoxyribo-
nucleotides was then added to the PBE-D-1.06-23/LP results
for ribonucleosides to save computer time (assuming that the
MP2/CBS correction is similar for ribonucleosides and deoxy-
ribonucleosides).Then,continuumsolventtermswereintroduced
accordingtoeq2usingthePBE-D-1.06-23/LPmethod.Theﬁnal
QM values were then obtained as combinations of the COSMO
PBE-D-1.06-23/LPdataadjustedbytheabove-mentionedMP2/
CBS correction. The reference curve for the ﬁt was obtained by
combining the data for the ribo- and deoxyribonucleosides. For
the region between 210 and 330, we took the reference curve
forthedeoxyribonucleosides(C20-endo)whiletheribonucleoside
(C30-endo) curve was used for the remaining χ range. Double
weights were assigned to χ values of 180, 190, 200, 210, and
220and240,250,260,270,and280toimprovetheaccuracy
oftheﬁtintheimportantantiandhigh-antiregions,respectively.
The parameters obtained in this manner (our ﬁnal parameters)
are listed in Table 1.
MD Simulations of RNA and DNA Duplexes. Initial struc-
tures of RNA and DNA duplexes were taken from X-ray data.
The ions and water molecules were removed from the original
PDB files. The 1RNA tetradecamer duplex r(U(AU)6A)
71 and
1BNA dodecamer duplex d(CGCGAATTCGCG)
72 were taken
without any further modifications. In the brominated tridecamer
r(GCGUU-5BUGAAACGC)(PDBID2R20)
73thebrominated
uracil was replaced with uracil, and this structure is hereafter
denoted 2R200. The decamer r(GCACCGUUGG) was excised
from the 1QC0
74 structure and is hereafter denoted 1QC00.I n
all simulations the total charge was neutralized by Na
+ ions.
75
ATIP3P
76waterboxwasusedtosolvatethenucleicacidmolecules
(equilibrium box sizes 59   68   65 Å with 8428 water mole-
cules for 1RNA, 51   55   68 Å with 6145 water molecules for
1BNA,65 60 60Åwith7502watermoleculesfor2R200,and
54   51   58 Å with 5121 water molecules for 1QC00). Sim-
ulationswerecarriedoutwiththepmemdcodefromtheAMBER
9 program suite
66 under NPT conditions with default tempera-
tureandpressuresettings(tautp=1.0psandtaup=1.0ps),a2fs
time step, a 9 Å nonbonded cutoff, and SHAKE on bonds to
hydrogen atoms with default tolerance (0.00001). Nonbonded
pairlist was updated every 25 steps. PME was used with default
gridsettingsanddefaulttolerance(dsum_tol=0.00001).Default
scaling factors were used to scale nonbonded and Coulomb inter-
actions (scnb = 2.0 and scee = 1.2, respectively).
Averages of several structural parameters were taken from the
last 20 ns of 100 ns simulations, and snapshots were stored every
1 ps. In the case of B-DNA simulation we ran only 50 ns simula-
tions(thelast20nsweretakenforanalysis),becausethiswasenough
to demonstrate the large deviations for the χOL parametrization.
Table 1. Dihedral Parameters for χOL Parameterization
a
χOL parameter
nucleoside torsion (atom types) nV n/2 ϕ
AO 4 0 C10 N9 C8 1 0.9656 68.79
(OS-CT-N*-C2) 2 1.0740 15.64
3 0.4575 171.58
4 0.3092 19.09
GO 4 0 C10 N9 C8 1 0.7051 74.76
(OS-CT-N*-CK) 2 1.0655 6.23
3 0.4427 168.65
4 0.2560 3.97
CO 4 0 C10 N1 C6 1 1.2251 146.99
(OS-CT-N*-C1) 2 1.6346 16.48
3 0.9375 185.88
4 0.3103 32.16
U(T) O40 C10 N1 C6 1 1.0251 149.88
(OS-CT-N*-CM) 2 1.7488 16.76
3 0.5815 179.35
4 0.3515 16.00
aC1 and C2 are new atom types for C introduced to distinguish A from
G and C from U (T). The parameters can be downloaded from http://
fch.upol.cz/en/rna_chi_ol/.2891 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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Two terminal base pairs at both ends of the modeled structures
were omitted from the analyses. All analyses were performed
using X3DNA code.
77 For the 2R200 structure, the base pair
parameters of the noncanonical GG pair and base pair step
parameters of the steps including this noncanonical pair were
ﬁltered oﬀ in order to focus solely on the canonical base pair
geometries (and thus avoid averaging of bimodal distributions).
Mass-weighted rmsd values were calculated with respect to the
initial structure (all atoms), again omitting the two terminal base
pairs at both ends.
Further force-ﬁeld assessments included very extensive simu-
lations of numerous other RNA species, including UUCG and
GNRA RNA tetraloops (up to 1 μs trajectories), short A-RNA
duplexes, and reverse kink-turns (see below). Simulations of
sarcin-ricin domains of 23S rRNA, ribozymes, riboswitch, kink-
turns, C-loops, and other selected molecules are in progress. A
detailed report of the RNA tetraloop calculations has already
been published.
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’RESULTS AND DISCUSSION
ChoiceoftheMethodforGeometryOptimization.Inorder
to derive reliable data for force-field parametrization, it is first
necessarytodeterminethelevelofcomputationsrequired.Several
levelsoftheoryforgeometryoptimizationweretestedforthedC
nucleosidewiththeC20-endopucker.ThedCnucleosidehasthe
largest steric clashes of all nucleosides (the highest rotational
barrier)andthusshouldtheoreticallybethemostsensitiveprobe
regarding the level of theory.
We used DFT-based methods for geometry optimizations,
due to their advantageous balance between quality and speed.
The utility of HF and MP2 methods for deriving geometries has
not been speciﬁcally tested for the following reasons. The HF
methodishighlyunreliabledue to thelackof electroncorrelation,
and the MP2 method is known to exhibit very large intramole-
cular basis set superposition errors (BSSEs) when manageable
basis sets are used.
78 80 The following DFT functional/basis set
combinations were tested: BLYP/TZVP, B3LYP/TZVP, PBE/
TZVP,PBE/TZVPP,andPBE/LP.Alloptimizationswerecarried
outinCOSMOimplicitsolvent
64(water,ε=78.4).Weassumed
that the last combination, the PBE functional with the largest LP
basis set, would be the most reliable because it is known to
provide the best results for polar molecular complexes
62 (note
that the potential energy surface is shaped mainly by the polar
contacts in dC). The other optimization methods were judged
accordingtormsdvaluesof36optimizedgeometries(χproﬁles)
with respect to the PBE/LP geometries. The BLYP/TZVP and
PBE/TZVP combinations yielded the largest rmsd values (1.26
and 0.91 Å, respectively, all atoms) relative to the PBE/LP
geometries, and the RSMD between the geometries they gener-
ated was also large (1.48 Å). The B3LYP/TZVP gave a better
rmsd of 0.76 Å. These results are consistent with the results
foundformolecularcomplexes.
62Totestwhetherasmallerbasis
set could be used, PBE results were also calculated using the
TZVP and TZVPP basis sets. While the results for TZVPP were
very close to the PBE/LP results (total rmsd 0.48 Å), the PBE/
TZVP optimization exhibited rather large structural deforma-
tions for several geometries (rmsd 0.76 Å).
Considering these results we decided to use the largest LP
basis set (6-311++G(3df,3pd)) together with the PBE density
functional in all optimizations carried out in this study to ensure
quality of the results. The LP basis set is already fairly eﬃcient at
eliminatingintramolecularBSSE,whilethelargeBSSEofsmaller
basis sets could compromise the results. Hence, we strongly
recommend use of large basis sets for geometry derivation in
force-ﬁeld parametrization. Although the lower level methods,
such as the popular HF/6-31G* method (used for example by
Yildirimetal.
45toderivetheirχparametrization),maysometimes
provide acceptable results based on fortuitous error cancellation,
in general they are likely to introduce bias. The HF/6-31G*
method for geometry derivation was justiﬁed in the mid-1990s,
when better methods were not feasible, but it does not reﬂect
contemporary standards in the ﬁeld.
Brief comment is needed regarding the use of the empirical
dispersion correction forthe DFToptimizations. Wedid notuse
the dispersion correction for the DFT optimizations carried out
in solvent to avoid an imbalanced description of the solute 
solute and solute solvent interactions. However, it is possible
that when larger and more compact molecules are modeled the
intramolecular dispersion correction of DFT might become
necessary. Note, however, that it is still necessary to include dis-
persion correction in the single-point QM calculations in eq 2.
Choice of Method for Single-Point Calculations. As men-
tionedintheIntroduction,evenverysmallchangesinthetorsion
potential can cause substantial discrepancies in MD simulations.
Therefore, it is important to determine the sensitivity of the torsion
profiletotheleveloftheory.Thebestavailablereferencemethod
for systems containing tens of atoms is the CCSD(T)/CBS
(coupled clusters singles and doubles with perturbative treatment
of triple excitations/complete basis set limit) method.
51 How-
ever, since CCSD(T)/CBS calculation is not tractable, we used
the MP2/CBS level with CCSD(T)/cc-pVDZ correction, here
denotedCBS(T).Figure2comparesprofilesobtainedwithseveral
frequently used methods with the CBS(T) reference profile for
nucleosides.
Although the torsion proﬁles presented in Figure 2 may seem
fairlysimilar at ﬁrst sight, diﬀerences from the reference CBS(T)
curveareoftengreaterthan1kcal/mol,especiallythoseobtained
using less computationally demanding methods. For instance,
the MP2/6-31G* method predicts the modeled structure to be
signiﬁcantly less stable (by about 0.6 kcal/mol) than does the
reference CBS(T) method at the key energy minimum in the
high-anti region (χ = 250). Furthermore, MP2/6-31G* yields
an incorrect balance of the anti and high-anti regions (torsion
angles210and250)andsomewhatoverestimatestheheightof
the lower barrier. Given the requirements for the χ proﬁle
discussed in this paper, we conclude that use of MP2 with a small
basis set would not yield suﬃciently accurate data for parameter
development.
The data shown in Figure 2 also suggest that the DFT
description of the χ proﬁle is quite inaccurate. Although the
proﬁle generated using the PBE-D-1.06-23 method with a large
LP basis set is somewhat closer to the reference curve than the
MP2/6-31G* proﬁle around the anti minimum, it still exhibits
sizableerrorsaroundtheenergybarriers.Asweshowbelow,such
deviations in the χ potential lead to substantial deviations of
certain structural parameters in MD simulations of RNA du-
plexes (compare the results for χOL-DFT and χOL below). Similar
conclusions can also be drawn regarding the M06 and M06-2X
DFTfunctionalsrecentlypresentedbyZhaoandTruhlar,
81both
ofwhichareoverlyrepulsiveinthehigh-antiregion,overestimate
the lower transition barrier, and provide inaccurate balances
betweenthesynandthe antiminima(note,theLPbasisset used
here is similar to the basis set used for the M06 functional2892 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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development). Given the accuracy required for the χ dihedral
parameters, none of the applied DFT-based methods can be
recommended for their derivation. This is an important metho-
dological ﬁnding of our study, which is corroborated by our
recent benchmark study of another model of nucleic acid back-
bone, in which a broader set of DFT methods was tested.
52
In contrast, the MP2/CBS level provides results that are very
closetothose obtainedusingthe reference CBS(T) method,with
diﬀerences of merely ca. 0.1 kcal/mol around the minima. We
hypothesizethattheMP2/CBSmethodissuﬃcientlyaccurateto
serveasareferenceleveloftheory,andourﬁnalparameters(χOL,
presented below) are based on MP2/CBS data because they are
signiﬁcantly less computationally demanding to handle than
CBS(T) reference data. We do not recommend using any level
of theory lower than MP2/CBS for torsion proﬁle derivation.
Dependence of the χ Profile and Dihedral Term on Sugar
ConformationandType.Toassesstheeffectofsugarpuckeron
the derived dihedral parameters we calculated the χ torsion
profiles for two different puckers of the A, T, C, and G deoxy-
ribonucleoside models (C20-endo and C30-endo) and for the
C30-endo pucker of the A, U, C, and G ribonucleoside models.
Figure 3 displays results of the PBE-D-1.06-23/LP calculations
both in vacuo (left panel) and in COSMO continuum solvent
(middle panel) for cytosine. The χ dihedral term contributions
(i.e.,theQMprofileminustheMMprofilewithouttherespective
χ terms) derived from the continuum solvent data are shown on
theright.Theresultsfortheothernucleosidesaresimilarandcan
be found in the Supporting Information (Figure S3).
To diﬀerentiate between the total potential energy of the
torsion(asineq3,includingPBsolvationenergyforcalculations
in solvent) and the dihedral contribution to the total torsion
energy (Edih only, eq 4) we call the former the “χtorsion proﬁle”
and the latter the “χ dihedral term” hereafter.
The results presented in Figure 3 suggest that in vacuum the
χ torsion proﬁle is quite strongly modulated by the sugar con-
formation and the presence of the 20-OH group. Comparing the
deoxy C20-endo and ribo C30-endo compounds, the maximum
diﬀerence is almost 3 kcal/mol, and around the anti minimum
the diﬀerences are as large as 2 kcal/mol.
When a COSMO continuum treatment of the solvation
energy is included, the χ proﬁles diﬀer from those obtained in
vacuum. The higher energy barrier is lowered, the lower barrier
increases, andboththesyn/antiequilibriumandtheshape ofthe
proﬁle in the anti minimum region are also aﬀected. Proﬁles
obtainedatthe force-ﬁeldlevel withPBcontinuumsolventshow
very similar patterns in these respects (see Supporting Informa-
tion, Figure S3). Clearly, the in vacuo and in-solvent proﬁles of
thetorsionpotentialsdiﬀermarkedly.Consequently,comparing,
forinstance,therelativestabilityoftwominimainvacuumandin
solvent can lead to quite diﬀerent conclusions. We hypothesize
that in-solvent proﬁles are more likely to be representative of
NAs in solution than corresponding proﬁles obtained in vacuo
because the continuum mimics the screening of the electrostatic
component that occurs with hydrated nucleoside structures in
solution. If so, in-solvent proﬁles rather than in vacuo proﬁles
shouldbeconsidered(althoughthelatterarecommonlyused)in
attemptstolinktorsioncurvestotheoutcomesofin-solventMD
simulations.
Interestingly,whensolvationisincluded,theproﬁlesshowless
dependence on the pucker or presence of the 20-OH and overall
become strikingly more similar. The maximum diﬀerence be-
tween the deoxy C20-endo and the ribo C30-endo compounds
drops to less than 1.5 kcal/mol, and around minima the diﬀer-
ences are smaller than 1 kcal/mol. These diﬀerences are mainly
due to variation of the van der Waals (vdW) and electrostatic
interactions of the sugar and base atoms as the χ torsion rotates.
For diﬀerent sugar puckers the interacting parts of the sugar and
base moieties approach each other at diﬀerent distances, thus
providing diﬀerent energy proﬁles. However, the major compo-
nents of this variation cancel out when the MM single-point
energies (with χ dihedral terms set to zero) are subtracted from
the QM energies; see the χ dihedral terms derived from these
data (Figure 3, right).
The derived χ dihedral terms (Figure 3, right) display a
maximum diﬀerence between the curves corresponding to the
diﬀerent puckers/20-hydroxylation of about 2 kcal/mol. If we
consider only the two most relevant dC C20-endo and rC C30-
endo conformations, the maximum diﬀerence drops to about
1 kcal/mol and around the minima it is even smaller. When
averageparametersareusedasacompromise,thecorresponding
errorsdroptoaboutone-halfoftheaverageddiﬀerencesbetween
the curves (if two conformations are considered, as in the case
of χOL). This gives an estimate of the errors intrinsic to our
parametrization. These errors cannot be eliminated if a universal
set of torsion parameters is required for DNA and RNA. Note,
however,thatthereisstillthepossibilityofreducingtheerrorsby
Figure 2. Torsion proﬁles for guanine nucleoside (dG) calculated at
various levels of theory in vacuo. The reference method is CBS(T).
(Top)Proﬁlesobtained withthewavefunctionmethods:CBS(T) (black),
HF/6-31G*(green),MP2/6-31G*(blue),andMP2/CBS(red).(Bottom)
Proﬁles obtained with the DFT methods: DFT-D (PBE/6-311++G-
(3df,3pd)/1.06-23) (orange), M06 (red), M06-2X (blue), and the
reference CBS(T) proﬁle (black). Energies are oﬀset to the anti min-
imum structure.2893 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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simultaneously adjusting another (coupled) component of the
force ﬁeld, for instance, the torsions determining the sugar
pucker, but this was not attempted in the work presented here.
Effects of Geometry Relaxation. The effects of geometry
relaxationontheresultingtorsionparametersarerarelydiscussed.
Usually, the following procedure is used to obtain new param-
eters. First, a model molecule with constrained dihedral angle is
relaxedattheQMlevelandtheQMenergy,E
QM//QM,isobtained.
Then single-point MM energy is calculated, based on the QM
geometrywiththeparametrizedtorsionsettozero,E χ
MM//QM,
and the torsion parameters are determined according to eq 5.
Edih,χ ¼ EQM==QM   E-χ
MM==QM ð5Þ
However, more adequate parameters may be obtained when a
MM optimization is also carried out and the MM energy,
E χ
MM//MM, is calculated based on the MM relaxed geometry
ratherthantheQMgeometry.Then,theresultingparametersare
determined according to eq 6. This scheme is used, for instance,
in the CHARMM force field (see, e.g., ref 69 and references
therein), and a very similar scheme was applied by Ode et al.
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Edih,χ
relaxed ¼ EQM==QM   E χ
MM==MM ð6Þ
The rationale underlying eq 6 is that the MM potential energy
surface (PES) derived in this manner is more similar to the QM
PES than when eq 5 is used, in terms of the relative energies of
keyPESregions,suchasminimaandtransitionstates.Therelative
energiesofminimaandtransitionstatesareofprimaryinterestin
empirical modeling; hence, they need to be as similar as possible
to reference QM values on the QM PES. The key to under-
standingwhichoftheapproaches(eq5or6)ismoreadequatein
this sense is to realize that eq 6 corresponds to situations where
the system samples the MM geometries and acquires MM
energies, as in molecular dynamics, while eq 5 corresponds to
situations where the system samples the QM geometries but
acquires MM energies. The latter is clearly artificial, critically
dependentontheotherintra-andintermolecularMMforce-field
parameters, and may substantially bias parametrization of force
fields. Thus, the former approach (i.e., eq 6) is preferable.
Equation 5 can also be understood as an approximation to
eq 6, which can be reasonably justiﬁed in two cases: (i) when the
optimal QM and MM geometries are very similar, especially in
termsofdistancesbetweenthe1 4,1 5,etc.atomsor(ii)when
the remaining force-ﬁeld contributions, namely, the Coulombic
and wdW terms, and the bond, angle, and other dihedral angle
terms do not contribute signiﬁcantly to the torsion proﬁle. Note
thattheCoulombandvdWtermscodeterminethe1 4distances.
Thisalsoholdsforthebond,angle,andother dihedraltermsthat
maybedeformedwhenthegiventorsionisrotated.Manyofthose
terms are quite inaccurate in the force ﬁelds (and likely param-
etrizedfordiﬀerentgeometriesthantheQM-optimizedgeometries).
Using eq 6 can partially correct for these inaccuracies by includ-
ing them in the parametrized torsion.
To illustrate the diﬀerences between relaxed and nonrelaxed
conditions we show torsion proﬁles calculated using the QM
method based on QM-optimized geometries (E
QM//QM,COSMO,
full line) and compare them with the MM χ proﬁles based on
QM-optimized geometries (E χ
MM//QM,PB, dashed line) and MM-
optimized geometries (E χ
MM//MM,PB, dotted line) for dC in
Figure 4 (top). The derived χ parameters correspond to the
diﬀerences between the dashed and full lines (eq 5) and dotted
and full lines (eq 6) and are also shown in Figure 4 (bottom).
Clearly, the resulting dihedral terms diﬀer markedly. For exam-
ple,considerthetorsionbarrier(around360)betweenthehigh-
antiandsynregions.Whendihedralparametersarederivedfrom
eq 5 (illustrated by the diﬀerence between the full and dotted
lines), they will be positive for the transition region but much
smaller(byabout 2.5kcal/mol)compared tothosederivedfrom
eq 6 (illustrated by the diﬀerence between the full and dashed
lines). In a MD simulation the molecule will follow the MM PES
onitswayfromthehigh-antiregiontothesynregion.Ifweadded
the underestimated dihedral penalty obtained from eq 5 to the
MM energy, the total barrier would be underestimated as well.
Similar errors appear in other parts of the PES and inﬂuence the
relative stability of the anti and syn forms, the low-anti to syn
transitionbarrier,andtheshapeoftheresultingMMpotentialcurve.
It is important to note that the magnitude of the errors
associated with using the QM geometries for the MM single-
point calculations is not marginal; the diﬀerences in this case
reach almost 3 kcal/mol, comparable to the amplitude of the
dihedral torsion itself. Deviations are signiﬁcant for both the
barrier heights (∼2.5 and 0.7 kcal/mol for the lower and upper
barriers, respectively) and the region around χ ≈ 70 character-
istic of the Z-form of DNA and many nucleotides in folded RNA
structures (∼1 kcal/mol). Interestingly, in the context of this
study, there are also diﬀerences in the shape of the curves in the
anti region, which might contribute to the relative stability of
the A and B forms of nucleic acids (see also the ΔEanti/high-anti,dih
criterion described below).
Regarding the origin of the observed diﬀerences, we can
hypothesize that they are mainly due to the short-ranged vdW
contacts that occur upon dihedral rotation. For instance, in the
Figure 3. Torsion proﬁles forcytosine calculated in vacuo (left), with COSMO continuum solvent (middle), and the χ dihedral term’s contribution to
the torsion derived from the continuum solvent data (right) of the cytosine 2-deoxyribonucleoside with C20-endo and C30-endo sugar puckers and the
ribonucleoside with C30-endo sugar pucker (full, dotted, and dashed lines, respectively).2894 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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cytosinenucleosidetheO40 andO2oxygenatomsapproacheach
other closely (this contact corresponds to the higher torsion
barrier, χ =0 ) and upon rotation the O2 and H20 atoms also
approach each other (the lower barrier, χ = 120). The optimal
QM distances for these interactions diﬀer from the optimal MM
distances. For instance, in dC the distances between the O40 and
O2 atoms for χ =0  are 2.72 Å in QM and 2.66 Å in MM and
those between the O2 and H20 atoms for χ = 120 are 2.31 Å in
QM and 2.44 Å in MM. Since the vdW and Coulomb energies
dependstronglyondistance,especiallyatshortseparations,
82the
associated errors may be signiﬁcant. Other geometry diﬀerences
betweentheQMandMMstructuresareprobablylessimportant.
In MM structures the pseudorotation angle P (for deﬁnition see
below, section MD Simulations of A-RNA Duplexes) is system-
atically underestimated by about 5 compared to QM, and this
underestimation somewhat increases for χ =0 ,9 0 , and 180
(note that only the O40 C40 C30 C20 angle was constrained,
thereforetheribosewaspartlyﬂexible).Thenextdiﬀerenceisthe
slightly diﬀerent value of pyramidalization on the N1 atom in
QMandMM(aroundtheantiminimumtheydiﬀerbylessthan3).
In other parameters the MM and QM structures are very similar.
For the above reasons we recommend using relaxed MM
geometries for calculating MM single-point energies in attempts
toderivetorsionparametersthatperformwellinMDsimulations.
However,itispossiblethatrelaxationoftheMMgeometriesmay
leadtoasigniﬁcantlydiﬀerentstructurethanQMrelaxation(due
to diﬀerences between the MM and the QM PES). If so, using
suitable constraints to keep the MM geometry close to expecta-
tions would probably cause a smaller error than using eq 5.
Finally, we compare the fully relaxed structures of rA, rG, rC,
and rU obtained with the ﬀ99bsc0 and ﬀ99bsc0 χOL force ﬁelds
with the QM reference geometries (PBE with LP basis set). All
optimizations are carried out in solvent (COSMO in QM and
PB in MM) without any constraints. The OH group on C20 is
oriented such that it forms a hydrogen bond with the OH group
on C30 atom in order to prevent formation of hydrogen bonds
with the NA bases. The optimal χ values are 201 (QM), 217
(ﬀ99bsc0),and194(ﬀ99bsc0χOL)forrCand201(QM),204
(ﬀ99bsc0),and196(ﬀ99bsc0χOL)forrU.Thesevaluesarequite
similar, and the small diﬀerences between the QM reference and
the ﬀ99bsc0χOL force ﬁeld can be attributed to geometry
constraints used in parameter derivation and to inaccuracies of
the ﬁt. For purines the optimal χ values are 200 (QM), 266
(ﬀ99bsc0),and189(ﬀ99bsc0χOL)forrGand198(QM),261
(ﬀ99bsc0), and183 (ﬀ99bsc0χOL) forrA.Here,theﬀ99bsc0χOL
values are again quite similar to the QM reference; however, the
ﬀ99bsc0 values are signiﬁcantly higher, closer to the high-anti
region. The relatively large shift in the minimum position of rG
andrAisinlinewiththeobservedpropensitytoformationofthe
ladder-like structures in the ﬀ99bsc0 force ﬁeld.
Comparing χ Parameters. Before comparing effects of
various parametrizations on the behavior of modeled systems
intheantiregionwediscussrelevantexperimentaldata.Incrystal
structures,
83 RNA is typically found in the A form with the χ
populationpeakingataround200(anti).ForDNAtheBformis
prevalentwithχ≈250(high-anti),butinDNAχcanalsoadopt
valuescharacteristicoftheAandZforms.IntheZformχisinthe
synregion(χ≈60)fordGandthehigh-antiregion(χ≈250)
for dC. Typical values of χ are indicated and compared with the
χtorsionprofilesofdGandrGnucleosides,calculatedatthePBE/
LP level (including COSMO continuum solvation energy to
improve comparability with nucleic acids in real environments),
in Figure 5.
Thedata displayed inFigure 5 show that inthe anti region the
energy minimum of the dG potential is shifted more toward the
high-anti (χ ≈ 250) while the rG minimum is closer to the anti
conﬁguration(χ≈200).Thesametrendisalsofoundforother
Figure 5. χ torsion proﬁles for dG (full line) and rG (dashed line),
indicatingtypicalaverageX-rayvaluesforA-RNA,B-DNA,andZ-DNA.
PBE/LP data including solvent eﬀects.
Figure4. (Top)TorsionproﬁlesfordCcalculatedasQMenergybased
onQM-optimizedgeometry(E
QM//QM,COSMO,fullline),MM χenergy
based on MM-optimized geometry (E χ
MM//MM,PB, dashed line), and
MM χ energy based on QM-optimized geometry (E χ
MM//QM,PB,
dotted line). (Bottom) χ dihedral terms Edih,χ
solv derived from E
QM//
QM,COSMO   E χ
MM//MM,PB (QM//QM-MM//MM, dashed line) and
E
QM//QM,COSMO   E χ
MM//QM,PB (QM//QM-MM//QM, dotted
line) normalized to χ = 250. The ﬀ99bsc0 force ﬁeld was used in all
cases, and energies are in kcal/mol.2895 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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nucleosides (see Figure S1 in the Supporting Information).
Therefore, it seems that the shape of the χ potential proﬁle
drives the ribo- and deoxyribonucleosides toward their typical
A and B forms (anti and high-anti conﬁgurations, respectively).
Note,however,thatintheX-raystructuresofB-DNA(forinstance)
theχdistributionisrelativelybroadandveryhighvaluesofχmay
alsoappear,muchhigherthanthosecorrespondingtotheenergy
minima in Figure 5. This indicates that either our theoretical
potentials are still inaccurate, or the environment (surrounding
basesandthesugar phosphatebackbone)contributestraintothe
χ torsion and signiﬁcantly inﬂuence the actual values of χ.
Here it is worth noting that the MM-derived χ proﬁles exhibit
the same systematic anti/high-anti propensities for dN/rN com-
poundsastheQMproﬁles(compareFigure6belowandFigureS2
in Supporting Information), although the same χ dihedral param-
eters were used for both dN and rN nucleosides. Therefore, the
A/Bpropensitiesofribo/deoxyribocompoundsmustcomepartially
from the nonbonded interactions or dihedral contributions
associated with the 20-OH group of ribose and not from the χ
parametrization.
In the following text we compare the available χ parametriza-
tionsanddiscusstheirinﬂuenceonthemainfeaturesofχtorsion
Figure 6. Torsion proﬁles for the χ angle (on the left, ﬀ99-optimized geometries) and the χ dihedral terms (on the right) of ﬀ99 (black), Ode et al.
(blue), Yildirim et al. (green), and parameters derived herein (χOL-DFT orange, χOL red) for ribonucleosides. The dihedral term was oﬀset to χ = 250,
and idealized geometries were used to calculate the χ dihedral terms on the right to facilitate comparison with published data (see also text).2896 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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proﬁles.Figure6comparesχtorsionproﬁles(ontheleft)andthe
correspondingdihedralterms(ontheright)calculatedusingﬀ99
(black), Ode et al. (blue), and Yildirim et al. (green) parame-
trizations and parameters derived herein, i.e., χOL-DFT (orange)
and the ﬁnal χOL parameters (red). All energies were calculated
using the same force-ﬁeld-optimized geometry (ﬀ99), and only
the proﬁles for ribonucleosides are shown (for dN proﬁles see
Supporting Information, Figure S2). In order to make the proﬁles
ascomparableaspossibletothoseofhydratedNAstructures,PB
solvationenergy(identicalforallparametrizations)wasincluded
in the calculations.
It should be noted that the diﬀerences between the χ torsion
proﬁles (on the left) do not fully correspond to the diﬀerences
between the derived dihedral terms (on the right). This is
because the latter were calculated using cosine formulas assum-
ing idealized geometries (i.e., C10 was assumed to be an ideal
tetrahedron, the O40 C10 N1 C6 dihedral was assumed to
be O40 C10 N1 C2 + 180, etc.), whereas MM-optimized
geometries were used to generate the proﬁles on the left. The
MM-optimized geometries slightly diﬀer from the idealized geo-
metries because all the nonconstrained dihedrals and angles
deformupontorsionrotation,forexample,theC10 isnotperfectly
tetrahedral. Consequently, diﬀerences in energy are found mainly
for the χ torsion parametrizations that involve terms including
C20 andH10 of ribose,such as χOL-DFT, χODE, andχYIL. Thisalso
meansthattheΔEanti/high-anti,dihvalues(seebelow)thatwouldbe
obtained from the right part of Figure 6 diﬀer somewhat from
those given in Table 2, because the latter were determined using
optimizedgeometries.Thedihedraltermsarepresentedfortheide-
alized geometries to facilitate their comparison with published data.
Anti Minimum and Relative Anti/High-Anti Stability.
Figure 6 shows that the profiles generated using the compared
parametrizations differ significantly in the anti minimum region.
While the minima of curves obtained using the parametrization
of Yildirim et al. are located strictly in the anti region, the param-
eters presented by Ode et al. shift the minimum to the high-anti
region. Minima of profiles generated using the ff99, χOL (and
χOL-DFT) parameters appear somewhere between those two
extremes but closer to the anti region. Further, the profiles differ
not only in the position of the minimum but also in its shape.
Thisisalsoveryimportantbecausethedistributionoftheχangle
inrealNAstructuresisusuallyquitebroad;thus,thesteepnessof
changes in the potential across a wide range of angles matters.
χ Contribution to Relative Anti/High-Anti Stability and
Ladder-Like Structures. The link between emergence of the
ladder-like structures in RNA simulations and the glycosidic
angle χ was first pointed out by Mlynsky et al.
43 Since the
transition to the ladder-like structure is accompanied by a
significant shift of the χ angle from the anti region (χ ≈ 210)
toward the high-anti region (χ ≈ 250), the χ potential must
clearly affect the simulated behavior of RNA (the values of χ ≈
210 and 250 were chosen arbitrarily and provide stable results
for our purposes). In order to assess the contribution of χ to
formation of the ladder-like structures quantitatively, we need a
suitable measure. A convenient one could be the energy differ-
ence between anti (χ = 210) and high-anti (χ = 250) orienta-
tions,ΔEanti/high-anti=E(χ=210) E(χ=250).However,this
would also incorporate electrostatic, vdW, and other contribu-
tions to high-anti propensity. An alternative measure is the χ
dihedral term’s contribution to the anti/high-anti equilibrium,
ΔEanti/high-anti,dih = Edih(χ=210)   Edih(χ = 250). This mea-
sure enables assessment of the available χ parametrizations—
ff94,ff98/99,χYIL,χODE,χOL-DFT,andχOL—withregardtotheir
propensity to lead to high-anti conformation (Table 2).
Table 2 shows ΔEanti/high-anti,dih values for all nucleosides and
all parametrizations shown in Figure 6 plus the ﬀ94 parametriza-
tion. All values in Table 2 are positive, which means that all
dihedral terms considered destabilize the anti (χ ≈ 210) region
typicalforRNA.However,theydosotovaryingextents.Wesuggest
that decreasing the stability of the anti region will increase the
likelihood of formation of high-anti ladder-like structures in MD
simulations. Thus, the propensity of the parametrizations to lead
to formation of ladder-like structures should increase in the
following order: χYIL < χOL-DFT ≈ χOL < ﬀ99 < χODE. If so, the
bottom three parametrizations in Table 2 (χYIL, χOL-DFT, and
χOL) have the potential to eliminate (or at least reduce) forma-
tion of ladder-like structures in RNA simulations because they
destabilize the anti orientation less than ﬀ98/99. In contrast, the
parametrization of Ode et al. shouldpromoteladdering behavior
more than ﬀ99.
Extensive testing of diﬀerent force ﬁelds has conﬁrmed this
expectation.
46,84 The ﬀ99 and χODE parametrizations lead to
predictions of the ladder-like structure as the global minimum of
the A-RNA stem, the latter actually accelerating its formation in
simulations, while the χYIL, χOL-DFT, and χOL parametrizations
appear to eliminate ladder formation.
46 However,the χYIL param-
etrization seems to do so excessively, which introduces other
irregularities into the simulations (see below). Note that the
particularly large anti/high-anti value for χYIL stems from sig-
niﬁcantdestabilizationofthehigh-antiregionconnectedwiththe
rapidonset ofthehigh-anti penaltymanifested inthe“bumps”in
the proﬁles in Figure 6 (left). In part this could be attributed to
useoftheinsuﬃcientlylarge6-31G*basissetofatomicorbitalsin
the MP2 calculations, which contributes to destabilization in the
high-antiregion(e.g.,byabout0.6kcal/molinthecaseofguanine,
see Figure 2).
Itshouldbenotedthatsolvation-relatedeﬀectsalsocontribute
totherelativeanti/high-antistability.Toassessthemagnitudeof
this contribution we derived another set of parameters in the
samewayasforχOLexceptthatsolvationwasnotincluded(using
eq 1 instead of eq 2). Comparison of these vacuum-derived
parameters(denotedχvacinTable2)withχOLshowsthatinclud-
ingthesolvationeﬀectsdestabilizesthehigh-antiregionbyabout
Table 2. χContribution to Anti/High-Anti Relative Stability,
ΔEanti/high-anti,dih = Edih(χ = 210)   Edih(χ = 250), for
Several χ Parameterizations
a
ΔEanti/high-anti,dih [kcal/mol]
parameterization A G C U(T) average
ﬀ94 1.9 1.9 1.9 1.9 1.9
ﬀ98/99 1.3 1.3 1.3 1.3 1.3
χODE 2.0 2.0 1.8 1.8 1.9
χYIL 0.8 0.5 0.0 0.5 0.5
χvac
b 1.8 1.7 1.1 1.9 1.6
χOL-DFT 0.5 0.5 0.8 1.2 0.8
χOL 0.9 0.8 0.4 0.9 0.8
aThe more positive the anti/high-anti value, the stronger the stabiliza-
tion of the high-anti conformation. Results with and withoutbsc0correc-
tionareidentical.
bTheχdihedraltermwasderivedinthesamewayasin
χOL-DFT, but based on gas phase QM data; see text.2897 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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0.8 kcal/mol on average, thus increasing preference for the anti
conformation typical for A-RNA. Thus, neglecting the solvation
eﬀectsmayintroducesubstantialbiasintheχpotential.Notethat
thelackofsolvent-inducedstabilizationisalsoapparentwhenthe
χODE parameters (which were also derived in vacuo) are used.
Interestingly,thesameeﬀectisnotfoundintheχYILmodiﬁcation,
probably as a result of the error compensation (χYIL parameters
representacompromisebetweenfourstructureswithratherdiﬀerent
torsion proﬁles; therefore, substantial uncertainties connected
with the ﬁtting procedure are to be expected).
Note that the ΔEanti/high-anti,dih values presented in Table 2
were derived using the relaxed geometries with ﬁxed χ angle
value, while plots in the right part of Figure 6 were derived using
idealizedgeometries(assumingaperfecttetrahedron onC10 and
planarity of the bases). Therefore, the results shown in Figure 6
may not fully correspond with the values in Table 2.
At this point, one might question the assumption that such
small diﬀerences (on the order of tenths of a kcal/mol) between
theparameterscouldberesponsibleformajorstructuraldistortions.
However,suchenergycontributionsmayhavestrongcumulative
eﬀectssincetheyreﬂectinteractionsthatarepresentatnumerous
sites in regular DNA and RNA structures.
85 Furthermore, the di-
hedral terms are “hard wired” in the force ﬁelds and are not
diminished by competing interactions with water, unlike Cou-
lomb and vdW interactions. Therefore, even small errors can
haveprofoundconsequences.Thestrongeﬀectsofsmallchanges
to torsional potentials have also been considered and addressed
in parametrizations of the ϕ/ψ parameters of proteins, for
example, in both the AMBER ﬀ99SB
86 modiﬁcations of ﬀ99
and the CMAP corrections to the CHARMM all22 force ﬁeld.
87
It is also worth noting that the position of the energy minimum
and the anti/high-anti criterion are not suﬃcient to fully char-
acterize the anti minimum; the detailed shape and derivatives of
the χ proﬁle around the anti and high-anti regions are also
probably very important for correctly describing nucleic acid
structure, as also pointed out by Bosh et al.
41
To conclude, the χOL parameters provide greater stabilization
of the anti region than the ﬀ99 force-ﬁeld parameters. This is
desirable as it helps to avoid the known tendency for ladder-like
structures to form in RNA simulations. χYIL stabilizes the anti
region even more than χOL-DFT and χOL.T h eχYIL parameters
also stabilize the anti region, even more than χOL-DFT and χOL
parameters, but probably excessively. Our tests (see also ref 46)
suggestthattheχOLparametersperformbestforRNAstructures.
Syn Region. The local minimum in the syn region, around
χ ≈ 70, is mainly associated with guanosine residues in Z-DNA
but also occurs in the stems of antiparallel DNA quadruplexes. It
is also often populated in RNA structures, UNCG hairpin tetra-
loops, for example,
46 and various other recurrent RNA motifs.
Figure6clearlyshowsthatuseoftheavailabletorsionparameters
leadstoquitesignificantdifferencesinthesynregionandthatthese
differences are not always systematic among different nucleosides.
Let us first consider the position of the syn minima. Our best
references are the QM/COSMO curves shown in Figure S1 in
the Supporting Information. Compared to the QM reference,
ff99 shifts the minimum to low angles, around 50, while the
other force fields mostly tend to shift it to higher angles, around
70 75, that are more consistent with the QM data. As we have
shown in reference simulations of the UUCG RNA tetraloop,
46
the imbalanced ff99 syn region destabilizes the tetraloop struc-
ture while the reparameterized χ torsions are apparently able
to maintain the stable structure of the tetraloop over at least
the ∼100+ ns time scale, with the χ force-field modifications in
combination with the parmbsc0 R/γ correction providing the
best performance in this respect. In fact, the advantages of the
parmbsc0 modifications over ff99 for RNA simulations can only
be fully appreciated after tuning the χ profile.
Regarding the energy of the syn minimum relative to that of
the anti minimum, the χYIL and χOL parametrizations provide
similar results, both of which agree fairly well with our QM data.
The χYIL parametrization has been tested against syn/anti
populations of C and U ribonucleosides as detected in NMR
experiments and shows notable improvement compared to ﬀ99,
which tends to overstabilize syn conformation for C and U.
45
Because χOL parametrization is similar to χYIL in this respect, we
can expect the same improvement for χOL as well. Note that our
preliminary χOL-DFT version also exhibits certain tendency to
overstabilize syn, mainly because ribonucleosides were not
included in the χOL-DFT ﬁtting.
Torsion Barriers. Figure 6 shows that various χ parametriza-
tions differ considerably in the resulting torsion barrier heights,
most obviously ff99 gives a reversed order of torsion barrier
heights, relative to those in the QM profile. Since our best esti-
matesforthetorsionbarrierheightsarethelatter,wesuggestthat
ff99givesqualitativelyincorrectdescriptionsofthetorsionenergetics.
The other parametrizations appear to be more accurate, but the
spread of the torsion barriers is still quite wide. Compared to the
QM data, χYIL and χOL seem to provide the best agreement.
MD Simulations of A-RNA Duplexes. Several A-RNA MD
simulations were carried out to compare the available χ para-
metrizations: ff99, ff99χYIL, ff99χOL-DFT, ff99χOL, and the corre-
sponding χ combinations with bsc0. The χODE parametrization
wasnotincludedinthiscomparisonasitacceleratesformationof
“ladder-like” structures and is thus not applicable to A-RNA.
46
The main conclusions are best illustrated by the bsc0-corrected
simulations,sincethebsc0R/γcorrectionreducesthenumberof
R/γ “γ-trans” flips and thus keeps the structures closer to X-ray
reference structures.
37 We have also shown recently that the
ff99bsc0 force field improves the behavior of RNA tetraloops
relative to ff99.
46 Although the reduction of R/γflipping in A-RNA
simulations by bsc0 may be excessive, ff99 likely overpopulates
theR/γflips.
37Whilethebsc0modificationsarecurrentlyessen-
tial for B-DNA simulations, their use is also starting to prevail
over ff99 in RNA simulations.
Wemonitored mainly averagevaluesoftheχangle,sugarpucker
(pseudorotationanglePaccordingtoAltonaandSundaralingam
88),
size of the major and minor grooves, and several base pair and
interbase pair (base-pair step) parameters, considering them to
be most relevant to A-RNA helix description. Only parameters
that appeared to be sensitive to the χ angle are presented here,
and the A-RNA results are summarized in Table 3 and Tables S2
and S3 in the Supporting Information. Standard deviations are
shown to illustrate the distribution width.
Sensitivity of the A-RNA Structure to χ Potential. Table 3
and Tables S2 and S3 in the Supporting Information show that
several structural characteristics of the A-RNA duplexes have
substantialsensitivitytotheshapeoftheχtorsionprofile.Among
themostsensitiveparametersforA-RNAaretheinclination,roll,
major groove width, and propeller twist. Inclination and roll are
key descriptors of the A-RNA shape and mathematically
interrelated.
89,90 The magnitude of the impact of varying the χ
parametrizationon thestructuralparametersis rather unsettling;
in several cases even very small changes in the χ profile, on the2898 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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order of a fraction of a kcal/mol, significantly influence the
simulated structure, as already noted in ref 41.
Basic Sampling of the A-RNA Conformational Space. One
of the most important parameters characterizing A-RNA struc-
ture is the inclination of base pairs with respect to the A-RNA
helix. In A-RNA the base pair planes are significantly inclined
(typicallybymorethan10)withrespecttothehelicalaxis,while
in B-DNA the base pair planes are almost perpendicular to the
helical axis and the inclination is close to zero. As we recently
noted, the experimental values of A-RNA inclination in X-ray
structuresvaryquitewidelyanddonotdependonthesequence.
37,91
The average inclination value for the 1QC00 X-ray structure is
15.2. The ff99 and ff99bsc0 simulations give fairly similar values
(18.0 and 16.3, respectively). The χYIL parametrization, which
quitestronglystabilizestheantiregion,reducestheinclinationto
as low as 5.5 in combination with ff99 (the combination
suggested by Yildirim et al.
45) and to 8.8 when ff99bsc0 is used.
Thisis aconsiderable deviationfrom the experimental reference.
The new χOL parametrization gives values of 8.0 with ff99 and
12.7 with ff99bsc0, which represents a noticeable but still
acceptable reduction of inclination, the ff99bsc0χOL combina-
tion being superior in this respect. Since the χOL-DFT param-
etrization consistently gives values that are quite similar to those
obtained using χOL, only the latter is discussed in the following
text. As noted above, the base pair parameter roll is mathema-
tically related to inclination; thus, the roll trend mirrors that of
inclination; the experimental value is 8.1, while ff99bsc0, ff99,
ff99bsc0χOL,andff99χYILgivevaluesof9.7,8.5,6.7,and4.6,
respectively.
Another A-RNA parameter that is quite sensitive to χ para-
metrizationisthemajorgroovewidth.Majorgroovewidthvaries
considerablyinexperimentalX-raystructures(itrangesfrom8to
20Å)andseemstodependnotonlyonthesequencebutalsoon
the crystallization conditions, as discussed indetail inrefs 37 and
91.Evenlargervariationshavebeenobserved inpublishedNMR
studies, but these are mainly due to inaccuracies in the NMR
structural reﬁnement protocols; recent work has shown that
application of the highest quality NMR methods leads to very
good agreement between X-ray and NMR geometries of both
A-RNA
92 and B-DNA.
93 Despite the uncertainty in target values
forthemajorgroovewidthitseemsthatitisusuallyoverestimated
by simulations. There is a marked diﬀerence in this respect
between the ﬀ99 and the ﬀ99bsc0 force ﬁelds, primarily due to a
10 20% population of short-lived γ-trans substates with ﬀ99,
whichreduceinclinationandwidenthemajorgrooveofA-RNA.
37
For 1QC00 the X-ray determined major groove width is 14.7 Å,
whileweobtainedvaluesof15.9,18.9,17.9,and22.1Åinsimula-
tionsusingﬀ99bsc0,ﬀ99,ﬀ99bsc0χOL,andﬀ99χYIL,respectively.
Clearly, the ﬀ99χYIL value is not only signiﬁcantly larger than in
the starting X-ray structure but also outside the experimentally
observed ranges, while the ﬀ99bsc0χOL values are closer to the
reference.
The general trends are also well illustrated by the results
obtained for the AU-rich 1RNA structure (Table S3 in Support-
ingInformation).Forinclination,theexperimentalvalueis18.8,
while ﬀ99bsc0, ﬀ99, ﬀ99bsc0χOL, and ﬀ99χYIL give values of
25.8, 21.4, 19.4, and 10.3, respectively. In this case, the
ﬀ99bsc0χOL value is closest to the experimental data. The
ﬀ99χYIL inclination is again likely too low. The inclination trend
is mirrored by roll values: experimental value is 9.96, while
ﬀ99bsc0, ﬀ99, ﬀ99bsc0χOL, and ﬀ99χYIL values are 14.1, 12.1,
Table 3. Average Structural Parameters (last 20 ns of 100 ns simulations) for the A-RNA Duplex 1QC00 (r(GCACCGUUGG))
Obtained Using the ﬀ99bsc0 Force Field with Various χ Corrections (values with ﬀ99 force ﬁeld in italics)
a
parameter X-ray no χ correction χYIL χOL-DFT χOL
χ/deg 197.1( 4.4 203.1(9.2 196.0 197.4 199.1
209.4 ( 12.7 194.0 196.3 196.7
P/deg 17.7(6.0 19.3(13.5 15.4 19.2 17.4
27.5 ( 16.9 13.4 17.5 17.1
minor groove width/Å 15.4(0.1 15.3 (0.6 15.2 15.3 15.3
15.0 ( 0.6 14.9 15.1 14.8
major groove width /Å 14.7(1.5 15.9(2.9 19.0 17.5 17.9
18.9 ( 3.2 22.1 19.8 22.3
slide/Å  1.70(0.25  1.69(0.50  2.07  1.94  1.90
-1.89 ( 0.57 -2.35 -2.11 -2.30
roll/deg 8.1(4.1 9.7(6.1 4.6 7.1 6.7
8.5 ( 6.2 3.0 6.4 4.0
propeller/deg  12.5(4.5  13.7(8.5  6.3  10.7  9.7
-12.5 ( 8.7 -4.3 -9.8 -7.4
X-displ./Å  4.45(1.18  4.85(1.60  5.01  5.07  4.95
-5.35 ( 2.18 -5.50 -5.49 -5.91
inclination/deg 15.2(8.3 18.0(11.0 8.8 13.4 12.7
16.3 ( 11.7 5.5 12.2 8.0
helical twist/deg 32.3(3.6 31.7(4.1 29.7 30.5 30.4
31.1 ( 4.9 28.6 29.8 28.6
rmsd/Å 1.04 1.21 1.06 1.07
1.36 1.85 1.43 1.90
aStandarddeviationsareshownfortheunmodiﬁedforceﬁeldsfororientation,andtheyareverysimilarfortheotherforceﬁelds.RMSDismassweighted
for all atoms.2899 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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11.1, and 5.7, respectively. The experimental value for major
groove width is 12.3 Å, while ﬀ99bsc0, ﬀ99, ﬀ99bsc0χOL, and
ﬀ99χYIL give 15.3, 17.1, 14.8, and 18.1 Å, respectively.
The trends in the structural parameters described above
indicate that when the χ parameters are modiﬁed in a manner
that prevents the ladder-like degradation of RNA structure
associated with the original (ﬀ99 or ﬀ99bsc0) χ proﬁle, A-RNA
inclinationandbasepairrollaresystematicallyreducedwhilethe
major groove width expands. Note that inclination, roll, and
narrowing of the major groove characterize how deeply the
duplex enters A-RNA conformational territory. In other words,
stabilizationoftheantiχregionseemstocounterthetendencyof
the simulated molecule to adopt highly compact A-RNA geo-
metries (see Tables 3 and Tables S2 and S3 in the Supporting
Information). For the sake of completeness, let us add that the
anti stabilization also reduces the absolute value of propeller
twist;theexperimentalvalueforthisvariableof1QC00 is 12.5,
andweobtainedvaluesof 13.7, 12.5, 9.7,andjust 4.3
using ﬀ99bsc0, ﬀ99, ﬀ99bsc0χOL, and ﬀ99χYIL, respectively.
Another important structural parameter is helical twist. The
datapresentedinTable3andTablesS2andS3intheSupporting
Information show that the force ﬁelds provide values for this
parameter that are reasonably close to the experimental value.
However, ﬀ99bsc0 simulations usually show larger helical twists
than ﬀ99-based simulations, as the ﬀ99 γ-trans ﬂips, especially
those with longer lifetimes, tend to reduce helical twist.
30 Note
that the helical twist in RNA molecules is not as crucial as when
describing the ﬁne structure of B-DNA.
In conclusion, when suppression of the ladder-like structures
formation is of primary concern, we suggest that ﬀ99bsc0χOL is
the best combination of parameters currently available for
A-RNA.Itsuseeliminatesemergenceoftheladder-likestructures
but still allows A-RNA to adopt signiﬁcant inclination, roll, and
propeller twist. (The preliminary ﬀ99bsc0χOL-DFT version pro-
videssimilarresultsforA-RNAbutoverstabilizesthesynregion.)
MD Simulation of B-DNA. Table 4 compares structural
parameters obtained from X-ray analysisof a B-DNA dodecamer
(1BNA) and simulations using the four χ parametrizations con-
sidered above in the discussion of parametrization effects on
A-RNA simulations (ff99bsc0, ff99, ff99bsc0χOL, and ff99χYIL)
andtheparametersofOdeetal.
44Clearly,thethreenewχvariants
are in many respects worse than the original ff99bsc0 force field
for modeling B-DNA. They reduce helical twist, which is under-
estimated even with ff99bsc0. Underestimation of helical twist is
a notorious problem in B-DNA simulations. Another problem
appears in coupling of the χ torsion with the sugar pucker. The
newχparametrizationsseemto“push”thesugarpucker pseudo-
rotation value (136 in X-ray structures) more to the east: while
with ff99bsc0 the average pucker is 130, it drops to 116 with
ff99bsc0 χOL and even to 106 with χYIL. As can be seen in
Table 4, these changes are reflected by shifts in other structural
parameters,mostlyawayfromtheX-rayandff99bsc0values.The
groove sizes, slide, and X-displacement increase, while propeller
and helical twist slightly decrease. Both χOL and χOL-DFT param-
etrizations seem to provide structures that are closer, overall, to
the X-ray structure than the χYIL parametrization, which also
shows the largest rms error. This again indicates that χYIL over-
estimates the high-anti penalty, which disturbs the balance with
the other force-field parameters somewhat.
In conclusion, χOL does not improve upon the original
ﬀ99bsc0 force ﬁeld for the B-DNA duplex. The same holds also
forχOL-DFT,whichwasparametrizedbasedonDNAnucleosides.
We would like to reiterate that the χ angle and sugar pucker are
ﬁne tuned to complement each other in ﬀ99bsc0 and ﬀ99, and
suitable adjustment of the sugar pucker torsions may also be
beneﬁcial for B-DNA description with the new χ parameters
presented herein. This, however, is beyond the scope of this
study. Our groups have attempted several times in the past to
improve modeling of the helical twist of B-DNA in various ways,
including pucker modiﬁcation, but no convincing solution has
been found to date.
’CONCLUSIONS
The χ torsion angle is a challenging parameter to accurately
modelinthevariousempiricalforceﬁeldsfornucleicacids.Many
variants of χ parametrization have been suggested in recent few
years, but none of them seems to provide a fully satisfactory
description. Here, we investigated whether reliable force-ﬁeld
parameters can be obtained based on accurate QM calculations.
Westudiedtheinﬂuenceofboththeleveloftheoryontheχproﬁle
and the applied methodology (the eﬀects of geometry relaxation
and solvation). We suggest that when deriving the torsion
parameters the following three points should be considered.
(i) Using the same (usually QM-optimized) geometry for
derivingthetorsionparametersasdiﬀerencesbetweenthe
QM and MM χ energies may introduce signiﬁcant errors
in the resulting proﬁles. Instead, geometry for the MM
Table 4. Average Structural Parameters (last 20 ns of 50 ns simulations) for the B-DNA Duplex 1BNA
a
parameter X-ray ﬀ99bsc0 ﬀ99bsc0 χYIL ﬀ99bsc0 χODE ﬀ99bsc0 χOL-DFT ﬀ99bsc0 χOL
χ/deg 243.6(14.7 243.3(18.2 223.1 244.4 229.1 231.4
P/deg 129.2(26.7 130.4 (31.6 105.1 133.5 118.4 115.6
minor groove width /Å 10.3(1.0 11.5(1.1 12.6 11.4 11.7 12.3
major groove width /Å 17.3( 0.7 19.1(1.9 21.5 18.7 20.5 20.2
slide/Å 0.07(0.53  0.41 (0.58  1.20  0.36  0.90  0.83
roll/deg 1.98(3.41 3.64( 5.22 2.76 3.53 3.03 4.24
propeller/deg  13.3 (5.94  12.5(7.9  8.5  11.5  11.1  11.0
X-displ./Å  0.23( 0.53  1.65(1.73  2.82  1.44  2.19  2.33
inclination/deg 4.0(7.2 7.8(10.3 5.4 6.9 5.7 8.0
helical twist/deg 35.6(5.2 33.5(5.7 31.5 34.2 33.0 32.6
rmsd/Å 1.58 2.52 1.46 1.95 2.15
aStandard deviations are only shown for the ﬀ99bsc0 force ﬁelds because they are very similar for the other force ﬁelds. RMSD is mass weighted for
all atoms.2900 dx.doi.org/10.1021/ct200162x |J. Chem. Theory Comput. 2011, 7, 2886–2902
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single-point calculations should be optimized at the
MM level.
(ii) Solvation-relatedeﬀectsconsiderablyinﬂuencetheresult-
ing χ torsion proﬁle. For instance, their inclusion results
in stabilization of the anti region typical for A-RNA with
respect to the high-anti region typical for B-DNA. It
appears that appropriate balance of the anti and high-anti
structuresinRNAsystemscanonlybeobtainedwhenthe
solvation eﬀects are considered.
(iii) The χ torsion proﬁle is quite sensitive to the level of
theory. On the basis of comparisons with estimated
reference CCSD(T)/CBS data, we suggest that the
MP2/CBSmethod providesresultsofsuﬃcientaccuracy
in this case, while using small basis sets such as 6-31G*
with the MP2 method introduces signiﬁcant errors. The
PBE DFT functional does not provide suﬃciently accu-
rateresults,evenwhenalarge(6-311++G(3df,3pd))basis
set is used and a dispersion correction (D-1.06-23) is
applied. Results obtained with M06 and M06-2X func-
tionals of Zhao and Truhlar are of similar quality to the
PBE-D-1.06-23/LP results and also insuﬃciently accurate
forforce-ﬁeldderivation.Thus,itappearsthatdespitethe
impressive recent progress in DFT methodology, DFT-
basedcalculationscannotcurrentlymatchtheaccuracyof
high-quality wave function theory calculations for mod-
eling DNA and RNA backbone segments.
Using our parametrization model we derived new parameters
for the glycosidic torsion angle, χOL (“OL” stands for the city of
Olomouc in the Czech Republic), intended for use in RNA
simulations. Our main goal was to correct the undesirable desta-
bilization of the anti region with respect to the high-anti region
observedwith the ﬀ99and ﬀ99-parmbsc0 force ﬁelds,which leads
toformationof“ladder-like”structuresinMDsimulationsofRNA
molecules. The χOL parameters successfully achieve this goal.
46,84
TheabilityoftheχOLparameterstosuppress formation ofthe
ladder-like structures has been veriﬁedin refs 46 and 84. In these
workswecarriedoutabroadsetofextended RNAsimulationsof
UNCGandGNRAtetraloops,shortA-RNAstems,andareverse
kink-turnmotifwithatotallengthofmorethan15μs.Ithasbeen
shown that while use of the original ﬀ99 and ﬀ99bsc0 force ﬁelds
leads to frequent formation of the ladder-like structures, the
ﬀ99bsc0χOLpotentialsuppressestheiremergenceandkeepssim-
ulations closer to the native conformations.
In addition, in a study of UUCG tetraloop
46 we have shown
that the χOL modiﬁcation in connection with the ﬀ99bsc0 force
ﬁeld leads to stabilization of some signature interactions present
intheX-ray andNMRstructures ofthistetraloop. Thisimprove-
mentismostlikelyduetoimproveddescriptionofthesynregion
of χ potential, which is of key importance in this structure.
InthisworkweshowthattheχOLadjustmentmodestlyaﬀects
helicalparametersofA-RNAduplexes;nevertheless,thesimulations
remainingoodagreementwithX-raystructures.Wealsodemon-
strate that overstabilization of the anti χ region leads to excessive
reductions of inclination, roll, and propeller twist in A-RNA and
substantially impairs the performance of B-DNA simulations. This
problemappearstooccurwithanotherrecentparameterset,ﬀ99χYIL.
We do not recommend use of the reparameterized force ﬁeld
for B-DNA, as adjusting the anti high-anti balance to stabilize
RNA somewhat impairs description of B-DNA. Despite sub-
stantial eﬀorts, we have not as yet found any means, based solely
onmodifyingtheχtorsion,tostabilizeA-RNAsimulationswhile
not adversely aﬀecting B-DNA simulations. However, the χOL
reﬁnementmightbeusefulinsimulationsofDNAmoleculescon-
taining syn nucleotides.
Although the χOL torsion reﬁnement can be combined with
both ﬀ99 and ﬀ99bsc0 force-ﬁeld variants, in all cases our sim-
ulations indicate that it provides better results when combined
with ﬀ99bsc0. Nevertheless, the parmbsc0 R/γ and χOL modi-
ﬁcations are entirely independent reﬁnements of the Cornell
et al. force-ﬁeld torsion space.
In summary, we recommend use of the χOL force ﬁeld for
RNA simulations, preferably in combination with the ﬀ99bsc0
R/γreﬁnement.Themainadvantageofthenewforceﬁeldisthat
iteliminatesformationofladder-likestructures,spuriousartifacts
generatedbyolderversionsoftheforceﬁeld.Sinceeliminationof
the ladder-like structures is a basic requirement for stabilizing
RNA in simulations, the χOL parameters probably provide better
RNA descriptions than other currently available parameter sets.
The χOL + ﬀ99bsc0 force ﬁeld gives satisfactory descriptions of
A-RNA duplexes and improves simulations of some other RNA
systems,such asUNCGandGNRAtetraloops.Wewouldliketo
note that although the χOL + ﬀ99bsc0 force-ﬁeld reﬁnement
brings a substantial improvement of extended RNA simulations,
further reparameterizations still may be necessary.
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