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The Spearman rank correlation screening for
ultrahigh dimensional censored data
Xiaodong Yan Niangsheng Tang and Xingqiu Zhao∗
Abstract: In this paper, we propose a Spearman rank correlation screening procedure
for ultrahigh dimensional data. Two adjusted versions are concerned for non-censored
and censored response, respectively. The proposed method, based on the robust rank
correlation coefficient between response and predictor variables rather than the Pear-
son correlation has the following distingushiable merits: (i) It is robust and model-free
without specifying any regression form of predictors and response variable; (ii) The sure
screening and rank consistency properties can hold under some mild regularity condi-
tions; (iii) It still works well when the covariates or error distribution is heavy-tailed
or when the predictors are strongly dependent with each other; (iv) The use of indica-
tor functions in rank correlation screening greatly simplifies the theoretical derivation
due to the boundedness and monotonic invariance of the resulting statistics, compared
with previous studies on variable screening. Numerical comparison indicates that the
proposed approach performs much better than the most existing methods in various
models, especially for censored response with high-censoring ratio. We also illustrate
our method using mantle cell lymphoma microarray dataset with censored response.
Some key words: Rank correlation; Sure screening property; Rank consistency property;
Imputation; Ultrahigh dimensional data; Censored response.
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1 Introduction
Ultrahigh-dimensional covariates with complete or censored rsponse are often en-
countered in many survival research areas such as mechanical systems, genetic engi-
neering, biomedical engineering. Under the “larger p smaller n” data framework, many
penalized variable selection approaches have been developed for high-dimensional Cox
model (Zhang & Lu, 2007; Zou, 2008; Antoniadis et al., 2010), additive hazard model
(Leng & Ma, 2007; Martinussen & Scheike, 2009; Lin & Lv, 2013) and linear regression
model (Huang et al., 2008; Wang et al., 2008). However, the aforementioned variable
selection methods may not perform well due to the simultaneous challenges of compu-
tational expendiency, statistical accuracy, sophisticated algorithm technics and strong
model assumptions (Fan et al., 2009). Therefore, it is necessary and urgent to develop
new approaches in statistical learning to deal with the ultrahigh-dimensional survival
data.
Recently, many feature screening approaches have been appeared for complete sur-
vival response with ultrahigh-dimensional covariates. The existing model-based feature
screening methods include sure independent screening for linear regression (Fan & Lv,
2008), maximum marginal likelihood estimators for generalized linear model (Fan &
Song, 2010), nonparametric independence screening for additive models (Fan et al.,
2011), marginal empirical likelihood for linear regression (Chang et al., 2013). However,
model-free feature screening methods overcome the limitations about imposing working
model. They mainly include sure independent ranking and screening (Zhu et al., 2011),
rank correlation screening (Li et al., 2011), distance correlation screening (Li et al.,
2012), quantile-adaptive screening procedure (He et al., 2013) and fused Kolmogorov
filter screening method (Mai & Zou, 2015), conditional quantile screening method (Wu
& Yin, 2015).
On the other hand, many emerging feature screening procedures have been proposed
for censored response. The existing model-based screening methods mainly focus on Cox
model, such as lasso penalization approach for prescreening (Tibshirani, 1997), stan-
dardized marginal maximum partial likelihood estimators (Zhao & Li, 2012), marginal
sure independence screening procedure (Fan et al., 2010). However, model-free screen-
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ing methods with censored response have been more popular in working well under
model misspecification. Such as quantile-adaptive screening procedure (He et al., 2013)
with censored response, censored rank correlation screening with inverse probability-
of-censoring weighted Kendalls τ (Song et al., 2014), conditional quantile screening for
covariate-independent censoring method (Wu & Yin, 2015).
In this paper, we propose a novel model-free feature screening procedure named by
Spearman rank correlation screening for ultrahigh dimensional covariates. Due to the
nature of the proposed nonparametric screening procedure, it enjoys the following distin-
guishable merits: (i) it is robust to model misspecification because no model assumptions
are required for the sure screening property to hold; (ii) the sure independence screening
property can hold only under the significant difference of marginal utility between active
and inactive sets. The rank consistency property also hold even when the number of
predictor variables grows as fast as exponentially of the sample size; (iii) it still works
well when the covariates or error distribution are heavy-tailed or when the predictors are
strongly dependent with each other; (iv) The marginal utility is invariant under mono-
tonic transformations of responses and predictors. This invariance allows our method
to discover any nonlinear relationships between the response and predictors. Theoret-
ical proofs and some of the detailed numerical results are given in the Supplementary
Material.
2 Screening procedure
2.1 Screening for non-censoring
Let Y be a continuous response with a support R1y, and X be continuous covariates
with a support Rp
x
. Denote Fk(x) = pr(Xk ≤ x), Fk(y | xk) = pr(Y ≤ y | Xk = xk),
Fk(x, y) = pr(Xk ≤ x, Y ≤ y) (k = 1, . . . , p), and F (y) = pr(Y ≤ y). To investi-
gate the dependence relationship between Xk and Y , Fan & Lv (2008) utilized abso-
lute marginal Pearson correlation EFk(x,y)(xky) − EFk(x)(xk)EF (y)(y) to rank the linear
correlation between Xk and Y , where EF denotes the expectation taken with respect
to distribution function F . Li et al. (2011) proposed the marginal screening utility
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EF (y){EFk(x)[xkFk(y | xk)]} based on the correlation between scaled xk and conditional
distribution F (y | xk), where the outer expectation The robust rank correlation screen-
ing method developed by Li et al. (2012) essentially possesses the population version
EFk(x,y){Fk(x, y)} −EFk(x){Fk(x)}EF (y){F (y)}. Motivated by above marginal screening
utilities, we consider investigating the correlation between distribution Fk(x) of Xk and
F (y) of Y , because such correlation includes linear and nonlinear relationship between
Xk and Y . Therefore, we propose the following index for the kth covariate,
ωk = E{Fk(x)F (y)} − E{Fk(x)}E{F (y)} =
∫∫
{Fk(x)F (y)}dFk(x, y)−
1
4
(2.1)
to measure the dependence between Xk and Y . Then ωk is utilized to serve as the pop-
ulation quantity of our proposed marginal utility measure for predictor ranking. It has
a remarkable property that ωk=0 if and only if Xk and Y are statistically independent,
which motivates us to utilize it for feature screening to characterize both linear and
nonlinear relationships in ultrahigh dimensional covariates.
For observed regression data doubles {(X i, Yi) : i = 1, . . . , n} with complete re-
sponse, we define F̂ (y) = 1/n
∑n
i=1 I(Yi ≤ y), F̂k(x) = 1/n
∑n
i=1 I(Xki ≤ x) with I(·)
being the indicator function. It is obvious to use its sample counterpart to estimate ωk
as follows:
ω̂k = 1/n
n∑
j=1
{F̂k(Xkj)}{F̂ (Yj)} − 1/4
=
1
n3
n∑
j=1
{
n∑
i=1
I(Xki ≤ Xkj)}{
n∑
i=1
I(Yi ≤ Yj)} − 1/4.
(2.2)
Let Rkj =
∑n
i=1 I(Xki ≤ Xkj) and Qj =
∑n
i=1 I(Yi ≤ Yj) denote the rank of Xkj
in all observations of Xk and the rank of Yj in all observations of Y , respectively.
Therefore, our proposed marginal utility measure estimation can be rewritten as ω̂k =
1/n3
∑n
j=1RkjQj − 1/4. Through setting R¯k =
∑n
j=1Rkj , Q¯ =
∑n
j=1Qj , we can express
Spearman’s rank correlation coefficient as
ρkn =
∑n
j=1(Rkj−R¯k)(Qj−Q¯)√∑n
j=1(Rkj−R¯k)2
√∑n
j=1(Qj−Q¯)2
= 12
{
1
n(n2−1)
∑n
j=1RkjQj −
1
4
n+1
n−1
}
.
Obviously, ρkn is analogous to ω̂k in expression and asymptotically converge to 12ωk.
Therefore, we call this screening procedure as Spearman rank correlation screening.
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Spearman correlation is a nonparametric measure of statistical dependence between two
variables, but not by Pearson correlation. It assesses about how well the relationship
between two variables can be described using a monotonic function. This property allows
us to discover the nonlinear relationship between the response and predictors. Therefore,
it can be used to deal with semiparametric models such as transformation regression
models and single-index models under monotonic constraint to the link function without
involving nonparametric estimation even when there are nonparametric functions in the
models.
Therefore, we choose ω̂k as a marginal utility to measure the importance of Xk for
complete response Y , and the corresponding screening set is defined as
Â = {k : |ω̂k| is among the dnth largest},
where dn is the predefined positive integer. In particular, we can use dn = a⌈n/ log(n)⌉
(Mai & Zou, 2015), where a is some constant.
2.2 Screening for censoring
To accommodate censoring, we extend the screening utility (2.2) to censored re-
sponse. Specifically, suppose that one observes right censored regression data triples
(X, Y ∗, δ)={X, Y ∧ C, I(Y ≤ C)}, where Y is true and complete response of interest,
C represents the censored response. {(Xi1, . . . , Xip)⊤, Y ∗i , δi : i = 1, . . . , n} consist of
independent copies of (X, Y ∗, δ).
If we know the distributions Fk(x) and F (y), a natural approximation ofE{Fk(x)F (y)}
in (2.1) is the moment estimation 1/n
∑n
i=1{Fk(Xki)F (Yi)}. Because Yi is not always
observable, we impute F (Yi) by its conditional expectation given the censoring indicator
δi as follows:
E{F (Yi) | δi} = δiF (Y
∗
i ) + (1− δi)E{F (Yi) | δi = 0} (2.3)
= (1− δi)/2 + (1 + δi)F (Y
∗
i )/2 = F(Y
∗
i , δi). (2.4)
Using conditional expectation, we conclude the second equality from E{F (Yi) | δi =
0} = E{F (Yi) | Yi ≥ Y ∗i } =
∫∞
Y ∗i
F (y)dF (y)/{1− F (Y ∗i )} = {1 + F (Y
∗
i )}/2. However,
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the distributions of Fk(x), F (y) are usually unknown. Fk(x) can be estimated by its
empirical distribution F̂k(x). And we use Kaplan-Meier estimation to approximate the
survival time distribution F (y), expressed as F̂n(y) = 1/n
∑n
i=1
δi
Ĝ(Y ∗i )
I(Y ∗i ≤ y), where
Ĝ(y) is Kaplan-Meier estimation of G(y) = pr(C > y). Then F̂n(Y ∗i , δi) = (1 − δi)/2 +
(1 + δi)F̂n(Y
∗
i )/2.
We propose an adjusted Spearman rank correlation screening utility of ωk for cen-
soring,
ξ̂k = 1/n
n∑
i=1
[F̂k(Xki)F̂n(Y
∗
i , δi)]− 1/4. (2.5)
The sample version of the utility in (2.5) is invariant against any strictly increasing
transformation. Therefore, we choose ξ̂k as a marginal utility to measure the importance
of Xk for response Y suffering censoring. The corresponding screening set is
B̂ = {k : |ξ̂k| is among the dnth largest}.
3 Theoretical Properties
In this section, we establish the sure screening and rank consistency properties of our
approaches. Firstly, we introduce some notations used in this part. Without specifying
any model of Y and X = (X1, . . . , Xp)
⊤, where p ≫ n and n is the sample size. We
define the active predictor subset by
D = {k : F (y |X) is functionally depends on Xk for some y}. (3.1)
Then the sparsity assumption states that p≫ |D|. Our goal is to select a reduced model
with a moderate scale which almost fully contains D. To this end, we apply the screening
procedures depicted in Section 2 for each pair (Xk, Y ) as marginal utilities to measure
the importance of Xk for response Y . Secondly, we give the following conditions:
Condition 1. There exists a set E such that D ⊂ E and ∆E = mink∈E |ωk| −
maxk/∈E |ωk| > 0.
Condition 2. log(p) = o(n∆2E), log(n) = o(n∆
2
E).
Condition 3. n−3/4 log(n)3/4 = o(∆E).
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Condition 4. Y and C are independent; G(y) has uniformly bounded first derivative.
bF ≥ bG, where bF = sup{y : pr(Y ≤ y) < 1}, bG = sup{y : pr(C ≤ y) < 1}. For any
y ≤ bH , where bH denotes the maximum follow-up response, pr(y ≤ Yi ≤ Ci) ≥ λ1 > 0
for some positive constant λ1.
Conditions 1 and 2 are the typical conditions in the feature screening literatures
for complete response. It guarantees the minimum true signal cannot be too small.
Mai & Zou (2015) have offered more insights into the conditions and emphasized that
it was relatively weaker than the partial orthogonality condition XD ⊥ XDc. Since
Condition 1 ensures that |ωk| of an inactive predictor is always smaller than |ωk| of an
active predictor, which is sufficient for separating active and inactive predictors well
in the population level even if XD and XDc are dependent. Except for Condition 1,
Conditions 3 is additional requirements on ∆E for sure screening property under censored
response. Condition 4 is common in the survival analysis literatures to ensure that the
Kaplan-Meier estimator and its reciprocal function are well behaved (He et al., 2015).
THEOREM 1. Assume Condition 1 hold, we have
pr(D ⊂ Â) ≥ 1− 6p(n+ 1) exp(−n∆2E/18).
Under Conditions 1 and 2,
lim inf
n→∞
(min
k∈D
|ω̂k| −max
k/∈D
|ω̂k|) > 0.
Theorem 1 establishes the sure screening and rank consistency properties of our
proposed screening procedure for complete response. The sure screening property is
only concluded under Condition 1, which is milder than those of (Fan & Lv, 2008) and
(Li et al., 2012). Because we do not require the regression function of Y onto X to be
linear and it needs little requirement on the moments of covariates. Since ωk inherits
the robustness property of distribution function, our proposed screening utility is robust
to heavy-tailed distributions of predictors and the presence of potential outliers. If we
pre-determine a threshold value τ , and set ∆E ≥ Λn−τ with some constant Λ, we find
that our method can handle the NP-dimensionality log(p) = O(nζ), where ζ < 1 − 2τ
with 0 ≤ τ < 1/2, which depends on the minimum true signal strengthen. In this case,
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we have
pr(D ⊂ Â) ≤ 1−O[Λ exp{−Λn1−2τ + log(n+ 1)}]. (3.2)
The rank consistency property implies that if other restrictive conditions are specified
on sample size and variable dimension, the values of |ω̂k| of active predictors can be
ranked ahead that of inactive ones with high probability. So we can separate the active
and inactive predictors through taking an ideal thresholding value.
THEOREM 2. Assume Conditions 1, 3-4 hold,
pr(D ⊂ B̂) ≥ 1− 12p(n+ 1) exp(−n∆2E/72).
Under Conditions 1-4,
lim inf
n→∞
(min
k∈D
|ξ̂k| −max
k/∈D
|ξ̂k|) > 0.
Theorem 2 establishes the sure screening and rank consistency properties for cen-
soring. Under censored regression, Theorem 2 obtains larger tail probability bound
than that of Theorem 1. However, the nonparametric screening estimator ξ̂k, like ω̂k
(k = 1, . . . , p), can handle the NP-dimensionality log(p) = O(nζ), where ζ < 1−2τ with
0 ≤ τ < 1/2.
4 Simulations
We conduct the simulated datasets and exam the performance of our proposed feature
screening procedure and the existing screening methods comparatively. The screening
methods proposed under complete response are also conducted to rank covariates with
censored response through regarding the observed response as “complete” ones.
Example 1. (Linear model, n = 200, p = 1000). Y = Xβ + ǫ, X ∼ N(0,Σ), ǫ
is independent of X. Under censoring, the censored response C is generated from a
3-component normal mixture distribution κ1N (−5, 2) + κ2N (5, 1) + κ3N (55, 1), where
we set κ1 = 0.4, κ2 = −0.2 in this model.
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• Case 1. (a) Non-censoring: β = 1 × (14, 0p−4), Σ = AR(0.6) = (σkj)1000×1000 with
σkk = 1 and σkj = 0.6
|k−j| for k 6= j, ǫ ∼ N(0, 1). (b) censoring: κ3 = 0.1 for 20%
censored proportion; κ3 = 0 for 80% censoring.
• Case 2. (a) Non-censoring: the same to Case (1) (a) except that ǫ ∼ t1, which
is t distribution with one degree of freedom. (b) censoring: κ3 = 0.12 for 20%
censored proportion, κ3 = −0.01 for 80% censoring.
• Case 3. (a) β = 2 × (1,−1, 0p−2), Σ = CS(0.8) = (σkj)1000×1000 with σkk = 0.8
and σkj = 0 for k 6= j, ǫ ∼ N(0, 1). (b) censoring: κ3 = 0.11 for 20% censored
proportion; κ3 = 0 for 80% censoring.
• Case 4. The same to Case (3) except that we generate outliers through setting the
values of y10, y30, y50, y70 multiply 100, and the values of y20, y40, y60, y80 multiply
-100.
Example 2. (Variable-transformation linear normal model, n = 200, p = 1000). This
model have been argued theoretically and practically by Mai & Zou (2015). It has the
following form: Ty(Y ) = T (X)
⊤β + ǫ, where T = (T1, . . . , Tp) and Ty, T1, . . . , Tp are
strictly monotone univariate transformation. It is also assumed that T (X) ∼ N(0,Σ)
with Σjj = 1 for j = 1, . . . , p and ǫ ∼ N(0, σ2) is independent of X. If censoring,
the censoring response Ci is generated from a 3-component normal mixture distribution
κ1N (−5, 2) + κ2N (5, 1) + κ3N (55, 1), where κ1 = 0.8, κ2 = −0.9.
• Case 1. (a) Ty(Y ) = Y, Tj(Xj) = X
1/9
j , β = 2×(1,−1, 0p−2), Σ = CS(0.8), σ
2 = 1.
(b) censoring: κ3 = 0.21 for 20% censored proportion; κ3 = 0.1 for 80% censoring.
• Case 2. (a) Ty(Y ) = Y
1/9, Tj(Xj) = Xj , β = 2 × (1,−1, 0p−2), Σ = CS(0.8),
σ2 = 1. (b) The same to Case 1 (b).
• Case 3. (a) Ty(Y ) = Y, Tj(Xj) = log(Xj), β = 1×(14, 0p−8), Σ = AR(0.8), σ2 = 1.
(b) The same to Case 1 (b).
• Case 4. (a) Ty(Y ) = log(Y ), Tj(Xj) = Xj , β = 1 × (14, 0p−8), Σ = AR(0.8),
σ2 = 1. (b) The same to Case 1 (b).
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The screening performance of Example 1 reflected by median|standard error|the
difference between 0.4 and 0.6 quantiles of S.
Non-censoring
Case 1(a) Case 2(a) Case 3(a) Case 4(a)
d=4 d=4 d=2 d=2
SRCS 4|0|0 4|0.32|0 2|0|0 2|0.17|0
CQS(0.5) 4|0|0 4|0.43|0 2|0|0 2|0.22|0
RCS 4|0|0 4|0.30|0 2|0|0 2|0.16|0
SIRS 4|0|0 4|0.32|0 2|0|0 2|11.2|4
NIS 4|0|0 49|61.7|13 2|0|0 98|46.5|32
DCS 4|0|0 4|0.38|0 2|0|0 9|26.5|13
FKFS 4|0|0 4|0.29|0 2|0|0 2|0.12|0
QAS(0.5) 4|0|0 4|13.5|0 2|0.12|0 5|14.5|11
low censored ratio
Case 1(b) Case 2(b) Case 3(b) Case 4(b)
20% 20% 20% 20%
SRCScen 4|0|0 4|0|0 2|0|0 2|0.23|0
CQS(0.5)cen 4|0|0 4|0.11|0 2|0|0 2|0.41|0
RCScen 4|1.98|0 4|4.95|1 2|1.65|0 2|5.15|0
SRCS 4|1.25|0 4|1.32|0 2|0.88|0 2|1.87|0
CQS(0.5) 4|1.20|0 4|2.13|0 2|0.66|0 2|2.32|0
RCS 4|2.10|0 4|3.30|0 2|0.81|0 2|3.16|0
SIRS 4|4.01|0 4|6.42|0 2|3.81|0 2|11.2|4
NIS 4|3.20|0 59|91.3|19 2|2.72|0 198|46.5|32
DCS 4|1.22|0 4|3.32|0 2|0.73|0 11|46.5|10
FKFS 4|0.89|0 4|2.29|0 2|0.69|0 2|1.32|0
QAS(0.4) 4|7.76|1 4|13.5|0 2|5.12|1 7|24.5|6
high censored ratio
Case 1(b) Case 2(b) Case 3(b) Case 4(b)
80% 80% 80% 80%
SRCScen 4|0.36|0 4|0.67|0 2|0.38|0 2|0.44|0
CQS(0.5)cen 4|0.69|0 4|1.51|1 2|0.46|0 2|1.32|0
RCScen 21|7.51|2 32|14.95|7 12|5.65|2 16|7.35|3
SRCS 12|6.67|3 16.4|8.35|5 5|2.34|0 5|3.17|0
CQS(0.5) 14|12.84|5.4 29|19.5|12 7.5|5.10|2 8|6.22|2
RCS 13.5|9.32|4 21|15.3|6 7|3.42|1 8.5|4.16|1
SIRS 17|10.7|12 24|21.2|17 8|2.70|1 9|4.2|1
NIS 16|17.1|13 129|91.7|13 10|3.76|1 214|116.5|29
DCS 15|16.5|5 21|17.38|7 7.5|3.12|1 27.5|36.5|13
FKFS 10|4.25|2 17|5.29|5 5|2.44|0 5|3.12|0
QAS(0.3) 15.5|25.9|11 22|17.5|13 13|14.12|6 29|34.5|16.4
Note: SRCS, our proposed Spearman rank correlation screening defined in (2.2) with complete
response; NIS, nonparametric independence screening (Fan et al., 2011); SIRS, sure independent
ranking and screening (Zhu et al., 2011); DCS, distance correlation screening (Li et al., 2012); RCS,
rank correlation screening (Li et al., 2012); QAS(⋆), quantile-adaptive screening (He et al., 2013), ⋆
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represents the used quantile; FKFS, the fused Kolmogorov filter screening (Mai & Zou, 2015);
CQS(⋆), CQS(⋆)cen, conditional quantile screening with complete and censored response (Wu & Yin,
2015), respectively; SRCScen, our proposed Spearman rank correlation screening defined in (2.5) with
censoring; RCScen, censored rank independence screening (Song et al., 2014). d denotes the true
number of active predictors. 20% and 80% are corresponding to the censoring ratios.
For evaluating the performance of all screening methods, we consider the minimum
model size S, that is, the smallest number of covariates that we need to ensure that all
the active predictors are selected. We present median, standard error and interquartile
range of S over 500 replications.
The screening performance of Example 2 reflected by median|standard error|the
difference between 0.4 and 0.6 quantiles of S.
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Non-censoring
Case 1(a) Case 2(a) Case 3(a) Case 4(a)
d=2 d=2 d=4 d=4
SRCS 2|0.22|0 2|0|0 4|0.05|0 4|0.15|0
CQS(0.5) 2|0.26|0 2|0.05|0 4|0|0 4|0.32|0
RCS 2|0.22|0 2|0.03|0 4|0|0 4|0.17|0
SIRS 213|73.2|41 2|0.2|0 4|0.4|0 167.5|50.9|33
NIS 2|0.98|0 322|52.8|68 307.5|113.2|102 4|0.39|0
DCS 94.5|45.2|23 100.5|39.1|20 33.5|85.3|62 76|83.2|47
FKFS 2|0.12|0 2|0.08|0 4|0|0 4|0.41|0
QAS(0.5) 15.5|21.2|9 5|3.8|1 98.5|77.9|110 17.5|33.5|10
low censored ratio
Case 1(b) Case 2(b) Case 3(b) Case 4(b)
20% 20% 20% 20%
SRCScen 2|0|0 2|0|0 4|0.02|0 4|0|0
CQS(0.5)cen 2|0.08|0 2|0|0 4|0.11|0 4|0.12|0
RCScen 2|2.08|0 2|1.98|0 4|0.96|0 4|2.01|0
SRCS 2|2.24|0 2|0.97|0 4|2.76|0 4|2.15|0
CQS(0.5) 2|2.21|0 2|1.05|0 4|3.02|1 4|2.32|0
RCS 2|1.98|0 2|2.03|0 4|2.55|1 4|2.17|0
SIRS 314|93.3|62 2|3.2|0 4|4.1|1 327|103|42
NIS 2|4.08|1 390|54.4|71 413.5|133.4|104 4|2.31|0
DCS 134.5|57.4|26 170|44.3|31 42|95.1|64 89|93.2|64
FKFS 2|2.33|0 2|2.01|0 4|1.87|0 4|3.41|0
QAS(0.4) 25.5|32.3|11 7|6.22|2 113.5|96.4|113 19.5|42.2|15
high censored ratio
Case 1(b) Case 2(b) Case 3(b) Case 4(b)
80% 80% 80% 80%
SRCScen 2|0.30|0 2|0.27|0 4|0.22|0 4|0.29|0
CQS(0.5)cen 2|0.58|0 2|0.61|0 4|0.43|0 4|0.42|0
RCScen 6|7.23|2 8|9.27|3 14|5.29|2 16|12.3|4
SRCS 7|5.14|2 5|3.97|1 8|7.06|2 8|3.45|1
CQS(0.5) 6|4.24|1 5|4.05|1 10|5.21|1 12|7.22|2
RCS 7|4.98|1 6|2.88|1 9|6.25|2 8|3.57|1
SIRS 722|293.4|123 6|4.21|1 8|5.12|1 643|303.5|173
NIS 10|6.72|2 892|255.4|291 712.5|283.2|321 10|6.33|2
DCS 514|253.4|129 432|242.3|133 242|192.1|93 399|291.2|169
FKFS 7|5.23|2 8|4.31|1 9|4.27|1 10|7.22|2
QAS(0.3) 221.5|133.3|51 18|16.2|2 413.5|192.2|145 114.5|98.2|49
The results reported in Tables 1-2 show that for dealing with non-censoring response,
our method is either the best or one of the best in different examples compared with
other existing screening procedures. In Example 1, the most screening methods work
well for linear regression except that heavy-tailed response under case 2 (a) destroys the
performance of nonparametric independence screening (Fan et al., 2011). Our method is
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still powerful with presence of outlier generated in case 4 (a). Example 2 shows the robust
and powerful performance of our screening estimator on variable-transformation linear
normal model. If response is censoring, the screening approaches regarding the observed
response as “complete” ones can still more or less work well under low censoring ratio.
However, under high censoring ratio they are destroyed immensely, but our method, like
that of Wu & Yin (2015), outperforms them by a large margin.
5 Real-data example
In this section, we demonstrate our proposed screening procedures with censored re-
sponse on the mantle cell lymphoma microarray dataset, available from http://llmpp.nih.gov/MCL/.
The dataset contains the survival time of 92 patients and the gene expression mea-
surements of 8810 genes for each patient. However, we only concern 6312 genes after
deleting 2498 ones appearing to be missing. During the follow-up, 64 patients died of
mantle cell lymphoma and the other 28 ones were censored, causing 36% censoring ra-
tio. Our goal of this study was to identify genes that have great influence on patients
survival risk. Under the given model size ⌈92/ log(92)⌉ = 20, we ranked the top ones
among the 6312 genes through our proposed screening procedures (2.5) and another
two existing methods developed by Song et al. (2014) and Wu & Yin (2015). Table
3 summarized the top 20 selected genes with unique Genbank Accession number for
an IMAGE consortium cDNA clone. Observing the results, we found the ten genes
commonly selected by the four screening methods. Their Genbank Accession numbers
were ˜AA502929, *AA281390, *R89392, ˜AA490301, ˜H54244, *AI439675, ˜AA810180,
*AA720659, *AA287022, *W60824. These genes could be strongly associated with pa-
tients’ survival risk. In addition, 15 of the top 20 genes were commonly selected by our
proposed screening methods (2.5) and Wu & Yin (2015). Both them focused on the
imputation idea, unlike that of Song et al. (2014) with inverse probability-of-censoring
weight, in proposing the screening utility.
Top 20 selected predictors for mantle cell lymphoma microarray dataset.
12
order Screening methods
SRCScen CQS(0.5)cen RCScen
1 ˜AA502929 *AA281390 *AA411428
2 *AA281390 ˜AA502929 *R95992
3 *AA807145 X65550|Hs.80976 *AA287022
4 *R89392 *AI439675 ˜AA502929
5 ˜AA490301 *AA720659 ˜AA810180
6 ˜H54244 ˜H54244 ˜H54244
7 *AA214514 *AA454098 ˜AA025937
8 *AA460685 *AA837211 N53057
9 *AI439675 *R02117 *AA720659
10 ˜AA810180 *R89392 *AA214514
11 X65550|Hs.80976 *AA460685 *W60824
12 *AA291323 ˜AA490301 *R89392
13 *AA720659 *W60824 *AI439675
14 *AA411428 ˜AA810180 ˜AA490301
15 *H29274 *AA806980 *AA807713
16 *AA454098 *AA287022 *AA568782
17 *AA460685 *AA807713 *AA281390
18 *AA287022 ˜H54244 *AA490301
19 *W60824 *AA204976 *AA741316
20 *AA204976 *H63492 *AA806980
6 Appendix
LEMMA 1. Assume Condition 4 hold, we have
Ĝ(y)−1 −G(y)−1 = n−1
n∑
j=1
f(Y ∗j , δj, y)
G2(y)
+Rn(y), (A.1)
where f(Y ∗j , δj , y) is independent mean zero random variables and supy≤bH |Rn(y)| =
O(n−3/4 log(n)3/4) almost surely.
Proof[of Lemma A1] We apply Lemma 3 and Theorem 1 in Lo & Singh (1986) to
conduct Taylor expansion for Ĝ(y)−1, and give the results of (A.1).
LEMMA 2. Assume Condition 4 hold, ǫn = O(n
−c) with c < 3/4, the following in-
equalities are valid.
pr{ sup
y≤bH
|F̂n(y)− F (y)| > 2ǫn} ≤ 4(n+ 1) exp(−2nǫ
2
n). (A.2)
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Proof[of Lemma A2]
|F̂n(y)− F (y)| =
∣∣∣1/n n∑
i=1
δi
Ĝ(Y ∗i )
I(Y ∗i ≤ y)− 1/n
n∑
i=1
δi
G(Y ∗i )
I(Y ∗i ≤ y)
+1/n
n∑
i=1
δi
G(Y ∗i )
I(Y ∗i ≤ y)− EI(Y ≤ y)
∣∣∣
≤
∣∣∣∣∣1/n
n∑
i=1
δi
Ĝ(Y ∗i )
I(Y ∗i ≤ y)− 1/n
n∑
i=1
δi
G(Y ∗i )
I(Y ∗i ≤ y)
∣∣∣∣∣
+
∣∣∣∣∣1/n
n∑
i=1
δi
G(Y ∗i )
I(Y ∗i ≤ y)− EI(Y ≤ y)
∣∣∣∣∣
= H1 +H2.
We apply (A.1) to argue the probability bound of H1 and have
pr
{
sup
y≤bH
∣∣∣∣∣1/n
n∑
i=1
δi
Ĝ(Y ∗i )
I(Y ∗i ≤ y)− 1/n
n∑
i=1
δi
G(Y ∗i )
I(Y ∗i ≤ y)
∣∣∣∣∣ > ǫn
}
≤ pr
{
sup
y≤bH
∣∣∣∣∣ 2n(n− 1)
n∑
i=1
n∑
j=1,j 6=i
δif(Y
∗
j , δj , Y
∗
i )
G2(Y ∗i )
I(Y ∗i ≤ y) + 1/n
n∑
i=1
δiRn(Y
∗
i )I(Y
∗
i ≤ y)
∣∣∣∣∣ > ǫn
}
.
Since 1/n
∑n
i=1 δiRn(Y
∗
i )I(Y
∗
i ≤ y) ≤ supy≤bH Rn(y) = n
−3/4 log(n)3/4 = o(ǫn), and
δif(Y ∗j ,δj ,y)
G2(Y ∗i )
I(Y ∗i ≤ y) have zero mean and finite bound based on (A.1), then we can use
Hoeffding’s inequality in Lemma A.1 of Cui et al. (2015) and empirical process theory
(Pollard, 1984),
pr( sup
y≤bH
|H1| > ǫn) ≤ 2(n+ 1) exp(−2nǫ
2
n). (A.3)
For H2, E
δi
G(Y ∗i )
I(Y ∗i ≤ y) = EI(Y ≤ y) and
δi
G(Y ∗i )
I(Y ∗i ≤ y) have finite bound following
Condition 4. Then we employ Hoeffding’s inequality and empirical process theory and
obtain
pr( sup
y≤bH
|H2| > ǫn) ≤ 2(n+ 1) exp(−2nǫ
2
n). (A.4)
Under (A.3) and (A.4),
pr{ sup
y≤bH
|F̂n(y)−F (y)| > 2ǫn} ≤ pr( sup
y≤bH
|H1| > ǫn)+pr( sup
y≤bH
|H2| > ǫn) = 4(n+1) exp(−2nǫ
2
n).
LEMMA 3. If ǫn = O(n
−c) with c < 3/4, pr
(
maxk
∣∣ω̂k − ωk∣∣ > 3ǫn) ≤ 6p(n +
1) exp(−2nǫ2n).
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Proof[of Lemma A3] Define
ωk = E{Fk(x)F (y)} − 1/4,
ω̂k =
n∑
j=1
{
1/n
n∑
i=1
I(Xki ≤ Xkj)
}{
1/n
n∑
i=1
I(Yi ≤ Yj)
}
− 1/4,
ω˜k = 1/n
n∑
j=1
{
Fk(Xj)
}{
F (Yj)
}
− 1/4,
ω¯k = 1/n
n∑
j=1
{1/n
n∑
i=1
I(Xki ≤ Xkj)}{F (Yj)} − 1/4.
Then
ω̂k − ωk = ω̂k − ω¯k + ω¯k − ω˜k + ω˜k − ωk
= 1/n
n∑
j=1
{
1/n
n∑
i=1
I(Xki ≤ Xkj)
}{
1/n
n∑
i=1
I(Yi ≤ Yj)− F (Yj)
}
+ 1/n
n∑
j=1
{F (Yj)}{
n∑
i=1
I(Xki ≤ Xkj)− Fk(Xkj)}
+ 1/n
n∑
j=1
{Fk(Xkj)}{Fk(Yj)} −E{Fk(x)F (y)}
= I1 + I2 + I3.
For the first term I1,
∣∣{1/n∑ni=1 I(Xki ≤ Xkj)}{1/n∑ni=1 I(Yi ≤ Yj)− F (Yj)}∣∣ ≤∣∣{1/n∑ni=1 I(Yi ≤ Yj)− F (Yj)}∣∣ ≤ 1, satisfying the condition of the Hoeffding’s in-
equality of Cui et al. (2015). Therefore, we have
pr(
∣∣ω̂k − ω¯k∣∣ > ǫn) = pr{∣∣1/n n∑
j=1
{
1/n
n∑
i=1
I(Xki ≤ Xkj)
}{
1/n
n∑
i=1
I(Yi ≤ Yj)− F (Yj)
}∣∣ > ǫn}
≤ pr
{
1/n
n∑
j=1
∣∣1/n n∑
i=1
I(Yi ≤ Yj)− F (Yj)
∣∣ > ǫn}
≤ pr
{
sup
y<bH
∣∣1/n n∑
i=1
I(Yi ≤ y)− F (y)
∣∣ > ǫn}
≤ 2(n+ 1) exp(−2nǫ2n).
The last inequality is concluded from the Hoeffding’s inequality and empirical process.
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We conduct the similar process above for I2 and I3 and obtain
pr(
∣∣ω¯k − ω˜k∣∣ > ǫn) = pr{∣∣1/n n∑
j=1
{F (Yj)}{1/n
n∑
i=1
I(Xki ≤ Xkj)− Fk(Xkj)}
∣∣ > ǫn}
≤ pr
{
sup
x∈Rx
∣∣1/n n∑
i=1
I(Xki ≤ x)− Fk(x)
∣∣ > ǫn}
≤ 2(n+ 1) exp(−2nǫ2n).
and
pr(
∣∣ω˜k − ωk∣∣ > ǫn) = pr{∣∣1/n n∑
j=1
{Fk(Xkj)}{F (Yj)} −E{Fk(Xkj)F (Yj)}
∣∣ > ǫn}
≤ pr
{
sup
x
sup
y<bH
∣∣1/n n∑
j=1
{Fk(x)}{F (y)} − E{Fk(x)F (y)}
∣∣ > ǫn}
≤ 2(n+ 1) exp(−2nǫ2n).
Since
∣∣ω̂k − ωk∣∣ ≤ ∣∣ω̂k − ω¯k∣∣+ ∣∣ω¯k − ω˜k∣∣+ ∣∣ω˜k − ωk∣∣, Then we have
pr
(∣∣ω̂k − ωk∣∣ > 3ǫn) ≤ pr(|I1| > ǫn) + pr(|I2| > ǫn) + pr(|I3| > ǫn) ≤ 6(n+ 1) exp(−2nǫ2n).
We can conclude that
pr
(
max
k
∣∣ω̂k − ωk∣∣ > 3ǫn) ≤ p∑
k=1
pr
(∣∣ω̂k − ωk∣∣ > 3ǫn) ≤ 6p(n+ 1) exp(−2nǫ2n).
Therefore, we obtain the results of Lemma A3.
Proof[of Theorem 1] We firstly establish the sure screen property of Theorem 1. If
maxk |ω̂k − ωk| <
∆E
2
, we have maxk ||ω̂k| − |ωk|| <
∆E
2
, then D ⊂ Â. That is because
for k ∈ E , |ω̂k| > |ωk| −
∆E
2
≥ min
k∈E
|ωk| −
∆E
2
,
for k /∈ E , |ω̂k| < |ωk|+
∆E
2
≤ max
k/∈E
|ωk|+
∆E
2
.
Therefore, we have
pr(D ⊂ Â) ≥ pr(E ⊂ Â) ≥ pr(max
k
|ω̂k − ωk| <
∆E
2
) = 1− pr(max
k
|ω̂k − ωk| ≥
∆E
2
)
≥ 1− 6p(n+ 1) exp(−
n∆2E
18
).
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Secondly, we prove rank consistency of Theorem 1.
pr
(
mink∈D |ω̂k| −maxk/∈D |ω̂k| <
∆E
2
)
≤ pr
{(
mink∈D |ω̂k| −maxk/∈D |ω̂k|
)
−
(
mink∈D |ωk| −maxk/∈D |ωk|
)
≤ −∆E
2
}
≤ pr
{∣∣(mink∈D |ω̂k| −maxk/∈D |ω̂k|)− (mink∈D |ωk| −maxk/∈D |ωk|)∣∣ ≥ ∆E2 }
≤ pr(2max1≤k≤p |ω̂k − ωk| ≥
∆E
2
)
≤ 6p(n+ 1) exp(−
n∆2
E
72
),
where the first inequality follows Condition 1, and the last equality is concluded from
the results of Lemma A3.
Condition 2 implies that there exists some n0, when n > n0, 6p ≤ exp(
n∆2
E
144
) and
n∆2
E
144
≥ 3 log(n + 1). Therefore,
∞∑
n=n0
6p(n+ 1) exp(−
n∆2E
72
) ≤
∞∑
n=n0
exp
{
−
n∆2E
72
+
n∆2E
144
+ log(n+ 1)
}
≤
∞∑
n=n0
exp
{
− 3 log(n + 1) + log(n+ 1)
}
=
∞∑
n=n0
(n+ 1)−2 <∞.
Through Borel Contelli Lemma, we conclude lim infn→∞(mink∈D |ω̂k|−maxk/∈D |ω̂k|) > 0.
Proof of theorem 2
LEMMA 4. Assume Condition 4 holds, and ǫn = O(n
−c) with c < 3/4,
pr
(
max
k
∣∣ξ̂k − ωk∣∣ > 6ǫn) ≤ 12p(n+ 1) exp(−2nǫ2n).
Proof[of Lemma A4] Define
ωk = E{Fk(x)F (y)} − 1/4,
ξ̂k = 1/n
n∑
i=1
F̂k(Xki)F̂n(Y
∗
i , δi)− 1/4,
ξ˜k = 1/n
n∑
i=1
Fk(Xki)F(Y
∗
i , δi)− 1/4,
ξ¯k = 1/n
n∑
i=1
F̂k(Xki)F(Y
∗
i , δi)− 1/4.
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Then we conduct the following separation,
ξ̂k − ωk = ξ̂k − ξ¯k + ξ¯k − ξ˜k + ξ˜k − ωk
= 1/n
n∑
j=1
F̂k(Xkj)[F̂n(Y
∗
i , δi)− F(Y
∗
i , δi)]
+ 1/n
n∑
j=1
F(Y ∗i , δi){F̂k(Xkj)− Fk(Xkj)}
+ 1/n
n∑
i=1
[
Fk(Xki)F(Y
∗
i , δi)
]
−E{Fk(x)F (y)}
= J1 + J2 + J3.
For the first term J1,
∣∣∣F̂k(Xkj)[F̂n(Y ∗i , δi)− F(Y ∗i , δi)]∣∣∣ ≤ ∣∣∣F̂n(Y ∗i , Xki)−F(Y ∗i , Xki)∣∣∣,
where
∣∣∣F̂n(Y ∗i , Xki)−F(Y ∗i , Xki)∣∣∣ ≤ ∣∣∣F̂n(Y ∗i )− F (Y ∗i )∣∣∣ ≤ 1, satisfying the condition of
the Hoeffding’s inequality of Cui et al. (2015). Therefore, we have
pr(
∣∣ξ̂k − ξ¯k∣∣ > 2ǫn) ≤ pr[∣∣1/n n∑
j=1
{F̂n(Y
∗
i , Xki)− F(Y
∗
i , Xki)}
∣∣ > 2ǫn]
≤ pr
{
sup
y<bH
∣∣F̂n(y)− F (y)∣∣ > 2ǫn}
≤ 4(n+ 1) exp(−2nǫ2n).
For J2, because of
∣∣∣F(Y ∗i , δi)}{F̂k(Xkj)− Fk(Xkj)}∣∣∣ ≤ ∣∣∣{F̂k(Xkj)− Fk(Xkj)}∣∣∣ ≤ 1,
pr(
∣∣ξ¯k − ξ˜k∣∣ > 2ǫn) = pr[∣∣1/n n∑
j=1
F(Y ∗i , δi){F̂k(Xkj)− Fk(Xkj)
∣∣ > 2ǫn]
≤ pr
{
sup
x∈Rx
∣∣F̂k(x)− Fk(x)∣∣ > 2ǫn}
≤ 2(n+ 1) exp(−8nǫ2n).
For term J3, we firstly employ conditional expectation on the imputation results and
gain E
[
Fk(Xki)F(Y ∗i , δi)
]
= E
{
Fk(Xki)E{F (Yi)|δi}
}
= E{Fk(x)F (y)}. Then we have
pr(
∣∣ξ˜k − ωk∣∣ > 2ǫn) = pr( sup
x
sup
y<bH
∣∣1/n n∑
j=1
[
Fk(Xki)F(Y
∗
i , δi)
]
−E{Fk(x)F (y)}
∣∣ > 2ǫn)
≤ 2(n+ 1) exp(−8nǫ2n).
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Because
∣∣ξ̂k − ωk∣∣ ≤ ∣∣ξ̂k − ξ¯k∣∣+ ∣∣ξ¯k − ξ˜k∣∣+ ∣∣ξ˜k − ωk∣∣, Then we have
pr
(∣∣ξ̂k − ωk∣∣ > 6ǫn) ≤ pr(|J1| > 2ǫn) + pr(|J2| > 2ǫn) + pr(|J3| > 2ǫn) ≤ 12(n+ 1) exp(−2nǫ2n).
Therefore, we can conclude that
pr
(
max
k
∣∣ξ̂k − ωk∣∣ > 6ǫn) ≤ p∑
k=1
pr
(∣∣ξ̂k − ωk∣∣ > 6ǫn) ≤ 12p(n+ 1) exp(−2nǫ2n).
Proof[of Theorem 2] We firstly establish the sure screen property of Theorem 2.
Under Condition 1, The results D ⊂ B̂ can be obtained from the condition maxk |ξ̂k −
ωk| <
∆E
2
. Because under maxk |ξ̂k−ωk| <
∆E
2
we can establish mink∈E |ξ̂k|−maxk/∈E |ξ̂k| >
0, which is concluded from
for k ∈ E , |ξ̂k| > |ωk| −
∆E
2
≥ min
k∈E
|ωk| −
∆E
2
,
for k /∈ E , |ξ̂k| < |ωk|+
∆E
2
≤ max
k/∈E
|ωk|+
∆E
2
.
Therefore, we establish the sure screen property under the conlusion of Lemma A4
through
pr(D ⊂ B̂) ≥ pr(E ⊂ B̂) ≥ pr(max
k
|ξ̂k − ωk| <
∆E
2
) = 1− pr(max
k
|ξ̂k − ωk| ≥
∆E
2
)
≥ 1− 12p(n+ 1) exp(−
n∆2E
72
).
Secondly, we prove the rank consistency of Theorem 2.
pr
(
mink∈D |ξ̂k| −maxk/∈D |ξ̂k| <
∆E
2
)
≤ pr
{(
mink∈D |ξ̂k| −maxk/∈D |ξ̂k|
)
−
(
mink∈D |ωk| −maxk/∈D |ωk|
)
≤ −∆E
2
}
≤ pr
{∣∣(mink∈D |ξ̂k| −maxk/∈D |ξ̂k|)− (mink∈D |ωk| −maxk/∈D |ωk|)∣∣ ≥ ∆E2 }
≤ pr(2max1≤k≤p |ξ̂k − ωk| ≥
∆E
2
)
≤ 12p(n+ 1) exp(−
n∆2
E
288
),
where the first inequality follows Condition 1, and the last equality is concluded from
Lemma A4.
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Under Condition 2, there exists some n0 and when n > n0, 12p ≤ exp(
n∆2
E
576
) and
n∆2
E
576
≥ 3 log(n + 1) . Therefore,
∞∑
n=n0
12p(n+ 1) exp(−
n∆2E
288
) ≤
∞∑
n=n0
exp
{
−
n∆2E
288
+
n∆2E
576
+ log(n+ 1)
}
≤
∞∑
n=n0
exp
{
− 3 log(n+ 1) + log(n+ 1)
}
=
∞∑
n=n0
(n + 1)−2 <∞.
Through Borel Contelli Lemma, we conclude lim infn→∞(mink∈D |ξ̂k|−maxk/∈D |ξ̂k|) > 0.
Simulations
Example 3. (Single index regression model, n = 200, p = 1000). Y = m(X) +
ǫ. Under censoring, the censored responseC is generated from a 3-component normal
mixture distribution κ1N (−5, 2) + κ2N (5, 1) + κ3N (55, 1),
• Case 1. (a) m(X) = (3X1 + 2X2 + X3)3. Xj’s follow the Cauchy distribution
independently and ǫ ∼ N (0, 1) is independent X . (b) censoring: κ1 = 4, κ3 = 2,
κ3 = 3 for 25% censored proportion; κ1 = 0.8, κ3 = −0.3, κ3 = 0 for 60% censoring.
• Case 2. (a) m(X) = exp(X1 + X2 + X3). X ∼ N(0,Σ) with Σ = CS(1), and
ǫ ∼ N (0, 1) is independent of X. (b) censoring: κ1 = 0.2, κ3 = −0.2, κ3 = 0.15
for 15% censored proportion; κ1 = 0.2, κ3 = −0.2, κ3 = 0.05 for 65% censoring.
Example 4. (Additive model, n = 200, p = 1000). Y =
p∑
j=1
gj(Xj) + ǫ. Under
censoring, the censored responseC is generated from a 3-component normal mixture
distribution κ1N (−5, 2) + κ2N (5, 1) + κ3N (55, 1), where κ1 = 0.2, κ2 = −0.3.
• Case 1. (a) g1(X1) = 4X1, g2(X2) = 2 tan(πX2/2), g3(X3) = 5X23 . Xj ’s are
generated from Unif(0,1) independently and ǫ ∼ N (0, 1) is independent of X. (b)
censoring: κ3 = 0.22 for 20% censored proportion; κ3 = 0.15 for 60% censoring.
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The screening performance of Example 3 reflected by median|standard error of S
non-censoring
Case cr SRCS CQS(0.5) RCS SIRS NIS DCS FKFS QAS(0.5)
Case 1(a) 0% 3|0.31 3|10.47 4|9.34 20|17.8 46.5|42.2 26.5|24 5|7.32 18|41.2
Case 2(a) 0% 3|0.38 3|5.47 3|0.80 3|21.1 101|65.1 3|0.51 3|1.02 23|32.2
low censored ratio
Model cr SRCScen CQS(0.5)cen RCScen SIRS NIS DCS FKFS QAS(0.4)
Case 1(b) 25% 3|0.1 3|2.3 5|3.5 35|53.1 135.5|73.2 55.5|64.2 17|8.2 53.5|48.2
Case 2(b) 15% 3|0.30 3|2.1 3|4.9 4|2.2 183|101.2 4|5.9 3|7.2 83|72.5
high censored ratio
Model cr SRCScen CQS(0.5)cen RCScen SIRS NIS DCS FKFS QAS(0.3)
Case 1(b) 60% 3|5.0 4|6.0 18|9.5 120|117.4 332.5|123.7 103.5|78.2 67|33.2 256.5|187.2
Case 2(b) 65% 3|3.9 5|15.3 38.5|31.1 165.5|27.2 322|123.2 76|19.9 28|33.2 213|78.5
The screening performance of Example 4 reflected by median|standard error of S
non-censoring
Case cr SRCS CQS(0.5) RCS SIRS NIS DCS FKFS QAS(0.5)
Case 1(a) 0% 3|0.34 3|0.82 3|0.33 3|25 142|132.2 5|10.1 3|0.32 110|57.2
low censored ratio
Case cr SRCScen CQS(0.5)cen RCScen SIRS NIS DCS FKFS QAS(0.4)
Case 1(b) 20% 3|0 3|0.08 3|3.2 4|33 187|157.9 4|10.1 3|7.9 143|98.2
high censored ratio
Case cr SRCScen CQS(0.5)cen RCScen SIRS NIS DCS FKFS QAS(0.3)
Case 1(b) 60% 3|1.4 3|9.8 12|18.8 27.5|33.2 234.5|187.2 6|14.2 5|13.2 213.5|108.2
Real-data example with complete response
To illustrate application of the proposed Spearman rank correlation screening method
to an example with complete response, we consider Tecator dataset, available at R pack-
age fda.usc. We adopt the percentage of fat in finely chopped meat as the response. This
dataset, consisting of 215 observations, working in the wavelength range 850-1050 nm
by the Near Infrared Transmission principle with 100 channel spectrum of absorbances.
And we regard the 100 channel spectrum as predictors signified by Xj , j = 1, · · · , 100.
For example, the first predictor implies the first channel spectrum with wavelength range
850-852.0202 nm. We add another 4950 predictors through employing the interactions
among the above 100 regressors of the form XkXj(k 6= j). For comparison, we consider
eight screening approaches to rank the 5050 covariates and list the top 20 active variables
in Table 3.
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Top 20 selected predictors for tecator dataset.
order SRCS CQS(0.5) RCS QAS(0.5) SIRS NIS DCS FKFS
1 X97 X98 X98X99 X92X98 X78X92 X89X94 X41 X91
2 X97X98 X97X99 X98 X92X95 X79X86 X91X92 X40 X92
3 X98X99 X98X99 X97X98 X93X99 X79X94 X93X98 X42 X93
4 X98 X99X100 X97 X94X99 X80X87 X96X99 X39 X94
5 X41X97 X99 X99 X96X97 X80X93 X98X99 X40X41 X95
6 X97X99 X98X100 X97X100 X90X98 X81X83 X99X100 X43 X96
7 X96X98 X97X100 X97X99 X89X91 X81X88 X98X100 X41X42 X97
8 X95X98 X97X98 X98X100 X87X99 X81X93 X97X100 X40X42 X98
9 X96X97 X100 X96X99 X87X91 X81X92 X94X97 X39X41 X99
10 X96 X97 X96X98 X86X93 X81X87 X91X93 X39X40 X100
11 X95X97 X96X99 X99X100 X84X98 X80X98 X88X97 X39X42 X65X100
12 X97X100 X96 X95X98 X83X94 X80X89 X87X93 X41X43 X66X100
13 X99 X95X97 X96X97 X83X86 X79X100 X86X90 X38 X67X99
14 X41X98 X95X98 X6 X82X95 X79X83 X84X97 X40X43 X67X100
15 X96X99 X96X97 X95X97 X81X94 X77X100 X83X93 X98 X68X99
16 X99X100 X96X98 X100 X81X89 X76X97 X82X91 X42X43 X69X98
17 X100 X94X99 X94X99 X80X84 X75X81 X81X82 X97 X38X96
18 X94X99 X95X99 X95X96 X80X83 X73X100 X79X98 X99 X38X97
19 X41X99 X94X98 X95X99 X79X96 X70X87 X78X83 X38X41 X38X98
20 X98X100 X96X100 X94X98 X52X56 X66X86 X76X78 X96 X38X99
22
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