Automatic extraction and tracking of face sequences in MPEG video by ZHAO YUNLONG
Automatic Extraction and Tracking of
Face Sequences in MPEG Video
Zhao Yunlong
National University of Singapore
2003
Automatic Extraction and Tracking of
Face Sequences in MPEG Video
Zhao Yunlong
(M.Eng., B.Eng., Xidian University, PRC)
A THESIS SUBMITTED
FOR THE DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF COMPUTER SCIENCE




First of all, I would like to express my deep gratitude to my supervisor, Professor
Chua Tat-Seng, for his invaluable advice and constant support and encouragement
during my years at NUS. I beneﬁted tremendously from his guidance and insights
into this ﬁeld. His patience allows me to freely pursue my interests and explore
new research areas. This work cannot be done without him.
I also thank Professor Mohan Kankanhalli for his advice and suggestions on
my work, and for sharing with me his knowledge and love of this ﬁeld. We have
had a lot wonderful discussions.
I would like to thank Dr. Fan Lixin. I have greatly beneﬁted from the discus-
sions we had.
I would like to give thanks to all my friends and fellow students in NUS,
especially Cao Yang, Chu Chunxin, Feng Huaming, Dr. He Yu, Li Xiang, Mei Qing,
Yuan Junli, Zhang Yi, among others who give me their friendship and support, and
made my work and life here so enjoyable.
I am grateful to National University of Singapore (NUS) for the Research
Scholarship, the Graduate Assistantship, and Program for Research into Intelligent
System (PRIS) for the Research Assistantship throughout the years.





List of Figures viii
List of Tables ix
Summary ix
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Challenges in Face Detection and Tracking . . . . . . . . . . . . . . 6
1.4 Overview of Our Approach . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Problems Addressed . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5.1 DCT-domain approach to face detection in MPEG video . . 11
1.5.2 DCT-domain techniques for image and video processing . . . 12
1.5.3 Extraction of multiple face sequences from MPEG video . . 13
1.6 Organization of the thesis . . . . . . . . . . . . . . . . . . . . . . . 15
2 Related Work 18
2.1 Related Work in Video Analysis and Retrieval . . . . . . . . . . . . 19
2.1.1 Compressed-Domain Video Analysis . . . . . . . . . . . . . 21
2.2 Related Work in Face Detection . . . . . . . . . . . . . . . . . . . . 22
2.2.1 Template-Based Methods . . . . . . . . . . . . . . . . . . . 23
2.2.2 Feature-Based Methods . . . . . . . . . . . . . . . . . . . . . 23
ii
2.2.3 Rule-Based Methods . . . . . . . . . . . . . . . . . . . . . . 25
2.2.4 Appearance-Based Methods . . . . . . . . . . . . . . . . . . 26
2.2.5 Statistical Methods . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.6 Compressed-Domain Methods . . . . . . . . . . . . . . . . . 28
2.3 Related Work in Face Tracking . . . . . . . . . . . . . . . . . . . . 30
2.3.1 Template-Based Methods . . . . . . . . . . . . . . . . . . . 31
2.3.2 Feature-Based Methods . . . . . . . . . . . . . . . . . . . . . 33
2.3.3 Compressed-Domain Methods . . . . . . . . . . . . . . . . . 35
2.4 Color-Based Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Related Work in Compressed Domain Processing Techniques . . . . 41
2.5.1 Scaling of Image and Video . . . . . . . . . . . . . . . . . . 43
2.5.2 Inverse Motion Compensation . . . . . . . . . . . . . . . . . 47
3 Face Detection in MPEG Video 50
3.1 Issues of Face Detection . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2 Overview of Our Approach . . . . . . . . . . . . . . . . . . . . . . . 54
3.3 Detection of Candidate Face Regions with Skin-Color Model . . . . 55
3.3.1 Skin Color Representation . . . . . . . . . . . . . . . . . . . 55
3.3.2 Detection of Candidate Face Regions in DCT Domain . . . . 56
3.4 Face Detection with View-Based Model in DCT Domain . . . . . . 58
3.4.1 Deﬁnition of the Gradient Energy . . . . . . . . . . . . . . . 59
3.4.2 Gradient Energy Representation for a Candidate Region . . 61
3.4.3 Gradient Energy Distribution of Face Patterns . . . . . . . . 63
3.4.4 Neural Network-Based Classiﬁer . . . . . . . . . . . . . . . . 65
3.4.5 Preparation of Face Samples . . . . . . . . . . . . . . . . . . 67
3.4.6 Collection of Non-Face Samples . . . . . . . . . . . . . . . . 71
3.5 Face Detection Algorithm . . . . . . . . . . . . . . . . . . . . . . . 73
3.5.1 Merging Overlapping Detections and Removing False Detec-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.5.2 The Overall Face Detection Algorithm . . . . . . . . . . . . 76
3.6 Experimental Results and Discussions . . . . . . . . . . . . . . . . . 77
3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
iii
4 DCT-Domain Algorithms for Fractional Scaling and Inverse Mo-
tion Compensation 82
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.1.1 Our approach . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 Implementation of DCT-Domain Processing Techniques . . . . . . . 87
4.2.1 Issues of DCT-Domain Processing . . . . . . . . . . . . . . . 87
4.2.2 Computation Scheme for DCT Domain Operations . . . . . 89
4.2.3 Implementation and Computation Cost of the Fast Algorithm 92
4.3 Implementation of Fractional Scaling . . . . . . . . . . . . . . . . . 96
4.3.1 Downsampling by a Factor of 1.50 . . . . . . . . . . . . . . . 98
4.3.2 Downsampling by a Factor of 1.25 . . . . . . . . . . . . . . . 100
4.3.3 Upsampling by 1.50 and 1.25 . . . . . . . . . . . . . . . . . 103
4.3.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . 105
4.4 Implementation of Inverse Motion Compensation . . . . . . . . . . 109
4.4.1 Performance Evaluation . . . . . . . . . . . . . . . . . . . . 115
4.4.2 Computation of Gradient Energy Map . . . . . . . . . . . . 116
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5 Extraction of Face Sequences from MPEG Video 118
5.1 Overview of Our Approach . . . . . . . . . . . . . . . . . . . . . . . 119
5.2 Face Tracking in MPEG Video . . . . . . . . . . . . . . . . . . . . . 120
5.2.1 Searching for the best match in the search space . . . . . . . 122
5.2.2 Veriﬁcation of the Matching Result . . . . . . . . . . . . . . 124
5.2.3 Recovery of the Misses in I-, P- and B-frames . . . . . . . . 127
5.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.3.1 Experimental Results on 5 Video Clips . . . . . . . . . . . . 129
5.3.2 Experimental Result on News Videos from ABC and CNN . 134
5.3.3 Limitations of the Method and Possible Solutions . . . . . . 135
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6 Conclusions and Future Work 138
6.1 Conclusions and Discussions . . . . . . . . . . . . . . . . . . . . . . 138
iv
6.2 Contributions of the Thesis . . . . . . . . . . . . . . . . . . . . . . 141
6.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.3.1 Face Detection and Tracking in Video . . . . . . . . . . . . . 142
6.3.2 DCT-Domain Image and Video Processing . . . . . . . . . . 143
6.3.3 Application to News Video Retrieval . . . . . . . . . . . . . 143
A Discrete Cosine Transform 145
B 149
B.1 Factorization of DCT Transformation Matrix . . . . . . . . . . . . . 149
B.2 Computational Complexity of Multiplication of Matrix R . . . . . . 151
C Incremental Learning the Parameters of Skin-color Model 152
v
List of Figures
1.1 A stratiﬁcation model for a news video. . . . . . . . . . . . . . . . . 4
1.2 System diagram of the extraction and tracking of face sequences. . . 9
2.1 Compositing a new DCT block from four neighboring blocks. . . . . 43
3.1 Distribution of sample skin colors. (a) in YCrCb space and (b) in
normalized rg plane. . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2 Example of candidate region detection in DCT domain: (a) the
original video frame; (b) the potential face regions detected by skin-
color classiﬁcation; (c) the original video frame; (d) the potential
face regions detected by skin-color classiﬁcation. . . . . . . . . . . . 57
3.3 The selection of DCT coeﬃcients for the computation of gradient
energy for the 8 × 8-pixel block k. H, V, D deﬁne the set of DCT
coeﬃcients used to compute the horizontal, vertical and diagonal
energy components. . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4 Example of gradient energy picture: (a) the original image; (b) the
corresponding image of gradient energy in which each pixel value is
mapped to the range from 0 to 255. . . . . . . . . . . . . . . . . . . 61
3.5 Example of gradient energy maps: (a) the original image; (b) image
of E; (c) image of EV; (d) image of EH; (e) image of ED; each pixel
value in the corresponding gradient energy map is mapped to the
range from 0 to 255. . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.6 Pictures for the average gradient energy values from face samples. . 65
3.7 Face templates and face detection process: (a) the face template cov-
ers the ”eyes-nose-mouth” region; (b) the face template corresponds
to neural network-based classiﬁer; (c) the face detection process us-
ing the face template. . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.8 The multiple segments mapping function for quantizing the gradient
energy values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.9 Example frontal-face training samples with various expressions and
poses under variable illumination conditions. . . . . . . . . . . . . . 67
3.10 Coordinates for cropping the ”eyes-nose-mouth” region and align-
ment between diﬀerent face images, depending on the feature points
manually labelled. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
vi
3.11 Example frontal-face training samples, mirrored, translated and scaled
by small amounts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.12 Example frontal-face training samples aligned to each other. . . . . 71
3.13 Example non-face training samples. . . . . . . . . . . . . . . . . . . 72
3.14 Illustration of how to collect negative training samples using the
”boot-strap” strategy. . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.15 Example of face region detection at multiple scales and positions
with the ﬁxed-sized face model (4× 4 blocks) . . . . . . . . . . . . . 74
3.16 Merge overlapped face regions to one ﬁnal result. . . . . . . . . . . 75
3.17 Overlapped face regions detected at diﬀerent positions and scales:
the correct detection features multiple detections in multiple scales
and position; while the false detection tends to be isolated. . . . . . 75
3.18 Examples of face region detection. . . . . . . . . . . . . . . . . . . . 79
4.1 A typical scheme for performing the DCT domain manipulations for
DCT compressed image and video. . . . . . . . . . . . . . . . . . . 89
4.2 A typical approach to deriving a resulting DCT block from 4 neigh-
boring DCT blocks in the source image or video. . . . . . . . . . . . 90
4.3 A uniﬁed framework to realize the DCT domain operations. . . . . 92
4.4 The procedure of performing down-sampling by a factor of 1.50 by
converting every 3× 3 block in the source image or video to a 2× 2
block in the resulting image or video. . . . . . . . . . . . . . . . . . 99
4.5 Original images: Lena, Watch, F16 and Caps. . . . . . . . . . . . . 104
4.6 Lena image: (a) downsampled by a factor of 1.25 (b) downsampled
by a factor of 1.50. . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.7 Lena image: (a) reconstructed by downsampling and upsampling by
a factor of 1.25; (b) reconstructed by downsampling and upsampling
by a factor of 1.50. . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.8 Watch image: (a) downsampled by a factor of 1.25 (b) downsampled
by a factor of 1.50. . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.9 Watch image: (a) reconstructed by downsampling and upsampling
by a factor of 1.25; (b) reconstructed by downsampling and up-
sampling by a factor of 1.50. . . . . . . . . . . . . . . . . . . . . . . 106
4.10 F16 image: (a) downsampled by a factor of 1.25 (b) downsampled
by a factor of 1.50. . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.11 F16 image: (a) reconstructed by downsampling and upsampling by a
factor of 1.25; (b) reconstructed by downsampling and upsampling
by a factor of 1.50. . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.12 Caps image: (a) downsampled by a factor of 1.25 (b) downsampled
by a factor of 1.50. . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
vii
4.13 Caps image: (a) reconstructed by downsampling and upsampling by
a factor of 1.25; (b) reconstructed by downsampling and upsampling
by a factor of 1.50. . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.14 A typical group of pictures in displaying order. . . . . . . . . . . . . 111
4.15 A typical group of pictures in decoding (endcoding) order. . . . . . 111
4.16 The relationship between a predicted macroblock in the current P
picture and the reference macroblock in the reference picture, as well
as the corresponding motion vector. . . . . . . . . . . . . . . . . . . 111
4.17 The procedure of build a reference macroblock (2x2 blocks) from
3x3 blocks in the reference picture for inverse motion compensation
in MPEG video. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.1 Sample frames with face detection and tracking results. . . . . . . . 129
5.2 Sample frames with face detection and tracking results. . . . . . . . 130
5.3 Sample frames with face detection and tracking results. . . . . . . . 131
5.4 Sample frames with face detection and tracking results. . . . . . . . 132
5.5 Sample frames with face detection and tracking results. . . . . . . . 132
5.6 Failure cases in face detection and tracking. . . . . . . . . . . . . . 135
A.1 The DCT basis functions. . . . . . . . . . . . . . . . . . . . . . . . 147
viii
List of Tables
3.1 Performance of the face detection algorithm. . . . . . . . . . . . . . 78
4.1 Comparison performance between DCT-domain and brute-force scal-
ing algorithms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.2 PSNR values after downsampling and upsampling using DCT-domain
and spatial domain techniques (scaling by 1.50). . . . . . . . . . . . 109
4.3 PSNR values after downsampling and upsampling using DCT-domain
and spatial domain techniques (scaling by 1.25). . . . . . . . . . . . 109
4.4 Performance of the inverse motion compensation algorithm. . . . . 115
5.1 Summary of the test video excerptions. . . . . . . . . . . . . . . . . 129
5.2 Ground truth information on ABC news and CNN news. . . . . . . 134
5.3 Experimental results on ABC news and CNN news. . . . . . . . . . 134
ix
Summary
In this thesis, we focus on extracting multiple face sequences from MPEG video
based on face detection and tracking. The objective is to facilitate the strata-based
digital video modeling for eﬃcient video retrieval and browsing. In a stratiﬁcation
model, each stratum represents a simple concept in the video and multiple strata
may overlap. A video is then conceptually segmented into meaningful strata other
than being physically divided into shots. A face sequence describes the temporal
occurrence of a person and contributes a stratum in the stratiﬁcation model. The
behavior of a person in the video can then be interpreted with all the strata related
to this person.
The thesis includes the design of algorithms for face detection and tracking,
and tools for compressed domain video processing. It diﬀers from existing eﬀorts
in that it focuses on developing eﬀective techniques to make use of the features in
DCT domain and the characteristics pertaining to the image and video compression
standards, such as JPEG, MPEGs, H.26x. It also accounts for the comprehensive
and practical issues in real life video.
The thesis ﬁrst presents a DCT-domain approach to face detection in MPEG
video. A frontal face is modeled by the gradient energy representation extracted
directly from the DCT coeﬃcients of MPEG video. The gradient energy represen-
tation highlights the pertinent facial features of high contrast, such as the eyes,
nose and mouth. A neural network-based classiﬁer is then designed to classify a
gradient energy pattern as face or non-face. The parameters for the classiﬁer are
x
learnt from face and non-face samples. As the face model is ﬁx-sized, a compressed-
domain fractional scaling method is employed to scale the potential face region to
match it.
The thesis then proposes a DCT-domain approach to perform fractional scaling
and inverse motion compensation without explicit decompression and recompres-
sion. In particular, the algorithm supports fractional scaling factors of 1.50 and
1.25, which diﬀers from those compressed-domain sampling methods that work
only with integer factors. We provide a simple, consistent and extensible way to
implement the algorithms, which take advantages provided by the MPEG stan-
dards. The resulting scheme ensures that the compressed domain algorithms use
fewer arithmetic operations than their conventional spatial domain counterparts.
Finally, the thesis demonstrates a robust system to extract multiple face se-
quences fromMPEG video. The task is accomplished by face detection and tracking
across frames. It explores the mechanisms of MPEG video to keep the computation
cost as low as possible. Face detection, tracking and interpolation are performed
selectively according to the frame types, namely I-, P- and B-frames. It combines
color histogram matching and skin-color adaptation to track candidate faces in lo-
cal areas. For each face sequence, a speciﬁc Gaussian model is trained and updated
to adapt to possible changes in skin colors.
The eﬀectiveness of the algorithms is demonstrated using a range of videos




This thesis focuses on developing an eﬃcient and robust algorithm to detect and
track multiple faces in general MPEG video without human intervention. It aims to
facilitate a strata-based digital video modeling to achieve eﬃcient video retrieval
and browsing [103, 50]. A possible application is to analyze and retrieve news
videos. The task is accomplished by ﬁrst detecting, and then tracking the faces.
Speciﬁcally, a view-based DCT-domain face detection algorithm is designed to
capture frontal and slight slanting faces of variable sizes at multiple locations.
Supporting algorithms, such as DCT-domain fractional image scaling and inverse
motion compensation, have been implemented to fulﬁll the tasks.
1.1 Background
The collection of digital video media accumulates rapidly in recent years, largely
due to the widely adopted video compression standards, cheaper and larger storage
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media, easily accessed and higher computation power, and wide-spread and faster
networks, just to name a few. However, most of these video materials are not
properly catalogued and do not support eﬃcient searching and retrieval. Sequential
browsing seems to be the only way to locate an interesting part in a video without
proper indexing. To access and make good use of video information, we need
eﬃcient and eﬀective approaches to index, search, retrieve and browse the relevant
materials.
Content-based video retrieval is a very important topic in multimedia research
with the development of digital library applications. The traditional approaches
of manually segmenting video sequences and annotating video contents using text
are incomplete, inaccurate and ineﬃcient. They are not able to handle the huge
amount of video material and the comprehensive range of queries that are likely to
be posed by the users. In recent years, great eﬀorts have been placed on developing
better video models, and eﬀective automated techniques to index and retrieve video
data.
Video is not just a chunk of isolated frames, it is rich in context. With
proper capturing and editing, video can convey complicated ideas. However, we
still lack proper methods and tools to analyze, model and retrieve it. There are
two main approaches introduced to organize video data – the structural modeling
approach [131, 12] and stratiﬁcation approach [103, 19].
• In the structural modeling approach, an initial task is to segment a video
sequence into temporal shots, each representing a simple concept like an event
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or contiguous sequence of actions. Conceptually, a shot is what is captured
by the camera between a continuous record and stop operation [127]. Further
scene analysis and interpretation can then be preformed on such shots. A
concept structure is normally superimposed on top of the set of shots to
provide the necessary context information. The two-layered model is used to
support eﬀective retrieval of video sequences based on users’ queries [21, 19].
Usually, one or more frames (key frames) will be selected to represent the
shot for retrieval purposes. The segmented video sequences can also be used
for browsing, in which only key frames are displayed to convey the temporal
transition of the content.
• The stratiﬁcation model [103] focuses on segmenting the contextual informa-
tion of video into multi-layered strata, other than physically dividing contin-
uous frames into shots. Each stratum describes the occurrence of a simple
concept, such as the appearance of an anchor person, in a news video. The
model encodes video contents in an incremental and layered manner such that
the contextual information of a video can be ﬂexibly modeled by the union
of all the related strata present [50]. It thus supports advanced functional-
ities such as content-based retrieval and fast forwarding. For illustration, a









Figure 1.1: A stratiﬁcation model for a news video.
1.2 Motivation
While a number of fundamental image and video processing techniques have been
developed to address the related problems, the general video retrieval problem
remains unsolved. This is largely due to the problem that digital video is an
information intensive medium and the structure of the contents is always complex
and unpredictable. Meanwhile, the interests of users are quite diversiﬁed and the
ability to understand the user accurately is still out of reach. At the current stage, it
seems unrealistic to support comprehensive queries and provide complete solutions
to all the related problems in a video retrieval system. Therefore, it would be a good
approach if we can study the common query habits of users and provide eﬃcient
tools to help them ﬁnd what they want. For example, a user who is browsing a
news video archive tends to focus on people, events and wants to know the following
information about the event and related story. The above mentioned stratiﬁcation
model is obviously suitable to such a task. Thus the goal of this thesis is to develop
techniques to support a stratiﬁcation model.
A critical issue of building a stratiﬁcation model is how to extract the mean-
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ingful strata of an object entity from video. Considering the huge amount of video
data to be processed, we believe that the success of stratiﬁcation model relies on
the ability to extract most stratum information automatically. Obviously, it is
diﬃcult to extract and describe the behavior of a general video concept in a video
stream automatically. This is largely due to the poor performance of the current
algorithm in detecting generic objects [12]. Although human intervention can help
alleviate the problems, as shown in the video object segmentation and retrieval
system named AMOS by Zhong and Chang [138, 139], it is tedious and inﬂexible.
An alternative is to consider speciﬁc class of objects with well-deﬁned structures in
video and relevant to video retrieval. This is reasonable and feasible in particular
applications. Good examples of such objects are the human faces and text captions
that appear frequently in news videos [12, 24].
To this end, we choose human faces appearing in video as object entities to be
modeled and extract the face sequences from video without human intervention.
This is based on the following considerations. First, human faces are commonly
found in video. A face sequence is supposed to describe the temporal occurrence
of a person and contribute a stratum in the stratiﬁcation model. The behavior of
a human being in the video can be interpreted with all the strata of the person.
Usually, they are more meaningful than other low level visual features like color
histograms, and provide valuable cues for interpreting the video contents. Second,
human faces are well deﬁned objects with distinct visual and structural features.
In particular, human faces possess common features such as eyes, nose, mouth and
5
cheeks, despite the variations among them. It is thus possible to develop eﬀective
algorithm to detect and track faces automatically in video.
To realize the above processes, we need to address the problems of face detec-
tion, tracking and matching in video. The technique developed must work eﬀec-
tively in the un-controlled video environment, where faces with a wide variety of
skin colors, illumination conditions and poses may be found. It should also work
eﬃciently in order to process the huge amount of video data. For years, numerous
algorithms have been developed to detect and recognize faces according to their
visual features. Recently, compressed domain features are also investigated for face
detection [84, 115, 62, 22, 23]. However, most face detection algorithms are not
optimized for the unconstrained video environments. As faces in video are featured
with high temporal coherence, a common approach to improving the eﬀectiveness
of face detection algorithms is to track the candidate faces across frames [12].
Taking all the above issues into considerations, this thesis focuses on develop-
ing an eﬃcient and robust algorithm to detect and track faces in general video. In
addition, in order to process the large amount of video data, eﬃcient algorithms
are needed to save computation cost.
1.3 Challenges in Face Detection and Tracking
Although human faces have distinct visual and structural features, automatic face
detection and tracking in general video are diﬃcult tasks. After more than 30
years of research in computer vision, the problem is far from being solved. The
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main challenge is the unconstrained variation in visual appearance of faces and the
background. There are at least two issues involved: the former concerns the move-
ments of the human faces and the camera; the latter concerns the appearance of
human faces and the environment. They cover the major factors that will aﬀect the
development and performance of visual techniques for face detection and tracking
in video. We address them here to provide insights into the problems and justify
the related approaches.
1. The movements of the faces and/or camera play important roles in the ap-
pearance of the faces in video frame. It is noted that the movements are more
complicated in real video compared to applications like surveillance, control
and HCI. In surveillance, control and typical HCI applications, the camera is
either static or the movement of the camera is predictable. The motions of
faces in the video usually represent the movements of human heads. Thus in
these situations, motion cues are always employed to locate the face by frames
subtraction [118]. In real video, however, we cannot make the assumptions
on the movement of camera. Although the camera motion can be recovered
sometimes, it tends to be unreliable if the visual features employed are in
motion as well.
2. The appearance of a face in video is aﬀected by the changes of environmental
conditions and changes of subjects. The most prominent factors of environ-
mental conditions concern the lighting, background and camera parameters.
The changes of subjects and poses are critical factors on the variations of face
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appearance.
In summary, we list below the major factors that will aﬀect the performance
of the face detection and tracking in video. They include:
• There is no restriction on the appearances, sizes, locations and poses of faces
in video.
• New faces may enter or leave the scene, or they may be occluded.
• The background is often cluttered and complex.
• The face, camera and background can be in motion simultaneously.
• Multiple faces close to each other will cause ambiguities in tracking.
• The video is often of low resolution and poor visual quality.
In this thesis, we do not assume any prior knowledge of scenes and camera
motions.
1.4 Overview of Our Approach
Previous works on face detection and tracking mostly work on uncompressed video.
Recently, methods have been proposed to perform face detection and tracking in
compressed video [115, 93, 117, 62] in order to save computation cost. In this
thesis, we aim to detect and track multiple moving faces directly from compressed
video with minimal decompression. Given a MPEG video clip as the input, we
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output multiple face sequences, and each of them corresponds to a particular per-
son. We perform the face detection and tracking selectively on the I-, P- and
B-frames according to their frame types. Figure 1.2 gives the outline of our ap-
proach. It consists of multiple stages, including face detection, face tracking, face
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Figure 1.2: System diagram of the extraction and tracking of face sequences.
First, an attention ﬁlter based on multiple Gaussian skin-color model and a
DCT-domain face detector [23] is employed to detect face regions in the I-frames.
We perform the skin-color classiﬁcation by using the DC value of each block to
predict the candidate face regions with very low computation cost. We employ
a ﬁxed-sized frontal-view face model that encodes the salient face features such
as the eyes, nose and mouth. We then use a gradient energy representation di-
rectly derived from the DCT coeﬃcients to represent the face model. A neural
network-based classiﬁer is trained to decide whether a candidate region resembles
face pattern or not. Finally, we apply the ﬁxed-sized face detector to the candidate
region to capture the frontal and slight slanting faces of variable sizes at multiple
locations.
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Next, for each located face region, we track it in both forward and backward
directions in the I- and P-frames without considering the in-between B frames.
Besides the eﬃciency considerations, this is to compensate for the variations of
face patterns due to changes of pose, position and scale. The tracking process is
accomplished by a hypothesize-and-test procedure [34, 11] based on the combina-
tion of color histogram matching and skin-color adaptation. The color histogram
matching is performed at variable scales and locations in local areas. For each face
sequence, a speciﬁc Gaussian model is trained and updated to adapt to possible
changes in skin colors. In the tracking process, the reference face is updated adap-
tively according to a conﬁdence measure which decides if the tracking result should
be accepted or rejected.
The above two steps produce a series of spatio-temporal positions of face
regions in the I- and P-frames. However, some corresponding faces in certain I-
and P-frames may be missing because of the possible changes in face pose and
occlusions. In order to recover the missing faces, we use those detected faces as
keypoints and perform linear prediction or interpolation to estimate the parameters
of missing faces. The corresponding faces in the B-frames are also interpolated from
the detected faces in the I- and P-frames. This approach is reasonable because of
the high coherence between video frames. Finally, we link partial face sequences
with similar faces together to form the ﬁnal face sequences.
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1.5 Problems Addressed
In developing eﬀective and eﬃcient methods to model the media contents to fa-
cilitate indexing and retrieval, it is important to balance the generalization and
tractability. Bearing this in mind, we try to look into the practical problems aris-
ing in real video and propose the solutions accordingly.
In the following parts, we will review the major topics that will be addressed in
this thesis. They include the design of algorithms for face detection and tracking,
and tools for compressed domain video processing. The focus is put on developing
eﬀective techniques to make use of the features in DCT domain and the character-
istics pertaining to compressed video.
1.5.1 DCT-domain approach to face detection in MPEG
video
One major factor that aﬀects the performance of face detection techniques is the
choice of appropriate visual representation for face features. For decades, a number
of face detection techniques have been proposed with diversiﬁed face features and
classiﬁers. But there is still room for improvement in this area.
We notice that a face should have suﬃciently high contrast to be visible [24].
Basing on this, we use contrast features to detect face in video. We model a
face with a gradient energy representation derived from DCT coeﬃcients, which
are readily available from MPEG videos. A neural network classiﬁer is trained to
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make decision and certain post-processing steps are taken to reﬁne the detection.
The experimental results demonstrate that the contrast feature space provides an
eﬀective representation to perform face detection.
1.5.2 DCT-domain techniques for image and video process-
ing
The compressed domain video usually has less data to be processed. In addition,
image and video are stored in compressed formats after processing. It is obvious
that computation cost can be reduced if the image and video can be processed
directly in compressed domain without decompression and re-compression again.
This is the main reason that many compressed-domain algorithms are proposed
in recent years [101, 16]. This thesis also intends to explore the potentials of
compressed-domain processing.
• We propose an algorithm to scale image and video with fractional factors,
1.50 and 1.25, directly in compressed (DCT) domain. This diﬀers from
those compressed-domain down-sampling methods that work only with in-
teger factors. It provides more ﬂexibility in changing image sizes. It is also
indispensable to detecting variable sized faces with a ﬁxed-sized face model.
Otherwise, the candidate face region would shrink too drastically with only
integer scaling factors.
• Motion compensation is an essential part of MPEG standard. The inter-coded
P- and B-frames contain motion compensated blocks and require information
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of the reference frames (I- or P-frames) being decoded to recover themselves.
We will address the problem of recovering the intra-coded blocks in P- and B-
frames by performing inverse motion compensation directly in DCT domain
without fully decompressing the video frames. The computation cost is less
than the previous work presented in [70] and [105].
Overall, the resulting compressed domain algorithms always use fewer arith-
metic operations than their conventional spatial domain counterparts.
1.5.3 Extraction of multiple face sequences from MPEG
video
Recently, several works have been reported to detect multiple-view faces in limited
conditions [92, 88, 39]. But the current available face models tend to be poor to
cover the dynamics of human faces in video. One solution is to explore the temporal
coherence of faces based on the spatio-temporal context of video. It provides us
with the possibility of detecting faces that do not ﬁt the face models very well. The
following issues related to face sequence extraction are studied in this thesis.
• The tracking process is always aﬀected by factors like the variations of face
appearance, lighting conditions, occlusion, camera operations and motion.
The tracking system should therefore be robust enough to track the face
continuously.
We use feature matching approaches to track the candidate faces. We model
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each face sequence with color histograms and a skin color model, which are
updated as the tracking progresses. We apply the model to the candidate
regions to locate the target face. In the tracking process, we also handle the
issues of partial occlusion, rotation in the plane and out of the plane, and
scaling of the faces.
• A video stream is rich in redundancy temporally, which is one key basis for the
compression standards like MPEGs. This suggests that it is unnecessary to
process all the frames uniformly. The frame structure of MPEG video is thus
exploited to make our approach eﬃcient. The operation like face detection,
tracking and interpolation is performed selectively on video frames according
to their frame types (I-, P- or B-frames). The experiments demonstrate
satisfactory results and signiﬁcant savings of computation cost.
• Comparing to other geometric features, colors are considered to be more
robust under partial occlusion, rotation, scaling and resolution changes [86].
In particular, skin-color diﬀerences among people can be reduced by careful
selection of color space and intensity normalization. A skin-color distribution
can be characterized by a multivariate normal distribution in the normalized
color space under a certain lighting conditions [121]. However, we found that
using the skin colors alone could be unstable among diﬀerent persons in real
video environments. To alleviate this problem, we propose two types of skin
color model to achieve both generalization and precision. Firstly, a multiple
Gaussian model is predeﬁned to include as much skin color variations as
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possible. Secondly, when a face sequence is detected, a speciﬁc Gaussian
model is built to model local skin color distribution. The parameters of the
model are updated accordingly as more and more pixels are collected while
the tracking proceeds.
1.6 Organization of the thesis
In Chapter 2, we brieﬂy review the related works in face detection, face tracking
and compressed domain processing. As we are unable to give a comprehensive
survey on the related areas, interested readers are referred to speciﬁc literatures.
In Chapter 3, we present a view-based DCT-domain approach for face de-
tection in MPEG video. We ﬁrst model a frontal face with the gradient energy
representation extracted directly from the DCT coeﬃcients of MPEG video. Ex-
perimental results show that the gradient energy representation is eﬀective in high-
lighting pertinent facial features of high contrast, like the eyes, nose and mouth.
We then design a neural network-based classiﬁer to classify a gradient energy pat-
tern as face or non-face. The parameters for the classiﬁer are learnt from face and
non-face samples. As the face model is ﬁx-sized, we also employ a compressed-
domain fractional scaling method to scale the potential face region to match it.
Our experiments show that the DCT-domain face detector is eﬀective in locating
frontal and slightly slanting faces of variable sizes and locations.
In Chapter 4 we propose a DCT-domain approach to scaling image and video
with fractional factors, and performing inverse motion compensation for MPEG
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video, without explicit decompression and recompression. We ﬁrst present a simple,
consistent and extensible scheme to perform compressed domain operations, which
take advantages of the MPEG standards. It combines the directional processing
and eﬃcient factorizations of the DCT transform matrices. Based on the common
scheme, we then propose algorithms supporting fractional scaling factors of 1.50 and
1.25, as well as inverse motion compensation for MPEG video. Finally, computation
costs of the algorithms and performance evaluations in terms of perception and
objective measures demonstrate the compressed domain operations are promising.
We show that the proposed compressed domain algorithms use fewer arithmetic
operations than their conventional spatial domain counterparts.
In Chapter 5, we demonstrate a robust system to extract multiple face se-
quences from MPEG video. The task is accomplished by ﬁrst detecting, follow
by tracking the faces. The characteristics of the MPEG are explored to keep the
computation cost as low as possible. We ﬁrst present a region-based representa-
tion of a possible face in a video frame. We then introduce a strategy to perform
face detection, tracking and interpolation selectively on frames. The face detection
results are used to initialize the face tracking process, which searches the target
face in local areas across frames in both the forward and backward directions. The
tracking combines color histogram matching and skin-color adaptation to provide
robust tracking. For each face sequence, a speciﬁc skin-color model is trained and
updated to adapt to possible changes in the skin colors as the tracking progresses.
Additional techniques are developed to resolve the ambiguities caused by the un-
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controlled appearance of faces in video. Finally, we demonstrate the eﬀectiveness
of the algorithm using a range of videos obtained from multiple sources like the
news and movies.
Finally, Chapter 6 summarizes the work presented, lists the main contributions




Generally, human faces provide valuable information for a computer to identify
people and their behaviors in image and video. Face detection and tracking are
trivial tasks for humans which can be done eﬀortlessly. However, they are not easy
tasks for computer-based systems that rely on visual features. In the past several
decades, a huge number of research results have been published in the area. But
the problem is still far from being solved as the abilities of the current systems are
still limited as compared to human needs.
In this chapter, we review some representative research works related to this
thesis. They are broken into four categories: video analysis for retrieval, face
detection, face tracking and compressed domain processing techniques.
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2.1 RelatedWork in Video Analysis and Retrieval
Usually, it is diﬃcult to automatically extract high-level structure like story units
and scene by shot boundary detection using only low-level features. Yeung et
al. suggested that more complicated models like regions or objects needed to be
built [128].
Satoh and Kanade proposed to automatically label faces in video sequences by
integrating image understanding and natural language processing [90, 89]. They
developed a system, called Name It, to associate faces detected in video frames and
names referenced in transcripts (results from speech recognition of sound tracks,
or closed captions) or text captions appearing in the video. Face sequences were
extracted by face detection using any face detection method and tracked using
a skin-color model. Proper names were extracted from the transcripts and text
caption using natural language processing techniques. To associate the faces and
names, a co-occurrence matrix was computed and sorted. Each paring of face and
name has a co-occurrence score. By measuring the similarity of detected faces
using eigen face method [111], the co-occurrence score could be transferred to
similar faces. The system supports query like this: output a name for a given face
pattern, or output a face pattern for a name.
Zhong and Chang developed a system named AMOS [137, 136, 139, 135] for
video object segmentation and retrieval (a software packages is available for free
download from the web site of Digital Video and Multimedia Group of Columbia
University). The system modeled and tracked a video object like person, car as
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a set of regions with corresponding low level visual features and spatio-temporal
relations. It relied on the user’s input to roughly outline the contour of an object
at the starting frame. The marked region was decomposed into object regions and
background regions by a segmentation method based on color and edge features,
and a region aggregation method. Then, the object and the homogeneous regions
were tracked through successive frames using aﬃne motion models. A color-based
region growing method determined the ﬁnal projected regions. Users could stop
the segmentation at any time to correct the contour of video objects. User could
also correct most tracking errors caused by the uncovered regions, and select an
optimal set of parameters for diﬀerent types of video.
The region-based model of AMOS provided an eﬀective base for similarity
retrieval of video objects. Visual features and spatio-temporal relations including
motion trajectory, dominant color, texture, shape, and time descriptors, were com-
puted for video objects and salient regions selected by users. They were stored
in a database for similarity matching. Furthermore, users could enter textual
annotations for the objects. AMOS accepted queries in the form of sketches or
examples and returned similar video objects based on diﬀerent features and re-
lations. A list of regions obtained by visual features comparisons were joined to
candidate objects and their total distance to the query was computed by matching
the spatio-temporal relations.
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2.1.1 Compressed-Domain Video Analysis
The eﬃcient analysis and representation of digital video has been very popular
research topic for years. A lot of work has been done in using compressed domain
features for video analysis, modeling and retrieval [6, 8, 131, 132, 59, 124, 126, 125,
67, 66, 71, 79, 96]. There exists good surveys in this domain from researchers, such
as Ahanger and Little [4], Aigrain et al. [5], Brunelli et al. [12], Koprinska and
Carrato [53], Wang and Chang [116].
The MPEG-1, MPEG-2 and other emerging video compression standards are
successful in reducing the size of the visual media while maintaining high visual
quality. The development of these standards mostly focuses on the data rate,
computational cost and visual quality. Unfortunately, the retrieval issue did not
attract enough attention when these standards were developed [83]. In recent
years, people are talking about adding certain mechanisms to video compression
standards for retrieval purposes. MPEG-4 and MPEG-7 standards are proposed
to ﬁll the gaps. MPEG-4 provides speciﬁcations for the coding of video objects,
but does not address the problem of segmenting objects in the image sequences.
MPEG-7 [63] aims to standardize the description of multimedia contents so as to
facilitate the identiﬁcation or retrieval of audiovisual documents. It concentrates on
the selection of features to be described, and on the way to structure and instantiate
them with a common language. With the similar practice taken by the previous
MPEG standards, MPEG-7 does not put much eﬀorts on processing methods, like
how to analyze the video and obtain the objects needed.
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The information readily available in the compressed video is widely used in
the tasks like video segmentation, object extraction and motion analysis, etc. For
example, motion vectors in the MPEG videos are often employed to estimate object
motion and camera motion to extract index information [6]. Kobla et al. proposed
to estimate the motion in every frame by manipulating the motion vectors in P
and B frames [52, 51].
Zhang et al. [132] measured the diﬀerence between two DCT blocks by compar-
ing the relative diﬀerence of all coeﬃcients in a DCT block. A shot boundary was
detected if a large amount of blocks had changed signiﬁcantly. To further improve
the precision and reduce processing time, Zhang et al. [133] detected the potential
shot boundaries by measuring the diﬀerence between consecutive I frames, and
conﬁrmed and reﬁned the detection by analyzing the motion vectors associated
with the B frames.
2.2 Related Work in Face Detection
The problem of human face detection in images and videos has been thoroughly
studied by researchers from multiple disciplines. Many diﬀerent approaches have
been proposed, such as template matching [130, 13], rule-based face model [120, 46],
appearance-based face model [111, 106, 88], statistical representation [26, 92] and
transformed-domain approaches [84, 115, 62, 23], just to name a few. In fact, it is
always diﬃcult to classify the face detection methods into clearly separated cate-
gories. The boundary between the methods tends to be blurred since some methods
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can be classiﬁed into more than one category with diﬀerent view points [123]. After
years of study, there are lots of related work available that we are unable to review
here. Interested readers are referred to existing good surveys on the subject from
searchers such as Chellappa et al. [17], Hjelma˚s and Low [42], and Yang et al. [123].
Here we only review methods that based on features extraction, classiﬁcation and
considerations of visual variations of faces and background. In particular, we study
the methods that employ the DCT-domain features for face detection.
2.2.1 Template-Based Methods
Yuille et al. used 2D deformable templates to detect and describe the face features,
such as the eyes and mouth [130]. They modeled face features by parameterized
templates, which can incorporate a priori domain-speciﬁc structure. Changing the
parameters could deform and translate the template around the image features. An
energy function was deﬁned to link the features in the input image to corresponding
parameters of the template. The best ﬁt of the template was found by minimizing
the predeﬁned energy function by altering the parameter values of the template.
The ﬁnal parameter values were used as descriptors of the feature.
2.2.2 Feature-Based Methods
Leung et al. developed a method to detect a face by local facial feature detection
and random graph matching [57]. The algorithm ﬁrst detected the locations and
scales of facial features, such as eyes, nose and nostrils, by convolving the test
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image with a set of predeﬁned Gaussian derivative ﬁlters at diﬀerent orientations
and scales. Then a statistical model was applied to constrain the mutual distances
between facial features. This is reasonable as the facial features cannot appear in
arbitrary arrangements. Given two features detected with highest conﬁdence, other
features can only lie within speciﬁc areas of the image. Thus only a limited number
of constellations can be formed. Finding the best constellation was formulated as
a random graph matching problem in which the nodes of the graph correspond to
facial features and the arcs represent the distances between the diﬀerent features.
The ranking of a constellation was evaluated by the probability that it corresponds
to a face versus the probability it was generated by a nonface.
Viola and Jones combined a list of simple face features and a learning algo-
rithm to design a frontal-view face detector [113]. They ﬁrst introduced an image
representation called ”Internal Image”, which facilitates the fast computation of
the rectangular features. Then a variant of AdaBoost [35] was used to both select
a small set of features and train the classiﬁer. The learning results were some
simple features that reﬂect the contrast between the regions within a face. The
classiﬁcation was based on comparison of feature values and thresholds. A cascade
of classiﬁers with diﬀerent complexity was trained. Simpler classiﬁers were used to
reject the majority of candidates before more complex classiﬁers are employed to
achieve low false detection rates. This helps to achieve high speed of face detection.




Yang and Huang proposed a hierarchical knowledge-based method to detect faces [120].
The system consisted of three levels of manually coded rules and feature detectors.
The rules were based on human knowledge about the characteristics of facial re-
gions, such as intensity distribution and diﬀerence. Some of the parameters of the
rules were tuned based on a set of training images. A multi-resolution hierarchy of
images was created by averaging and sampling. In the ﬁrst and second level, the
rules were based on the quartet and octet obtained by comparing the relative gray
level. To remove the false detections from level 2, edge features of eyes and mouth
were extracted. Rules were applied to the edge features to decide if the extracted
region is a face.
Sinha modeled a face using the so called ”ratio template”, which consisted of
a set of quantitative relationships between average intensity values of diﬀerent face
regions [100]. This approach was based on the observation that the relative ratio
of intensity values of diﬀerent face regions tend to be consistent, as opposed to the
uncontrolled variation of absolute intensity values under the changing illumination
conditions. Although this face model is rigid and constrained, it is intuitive, simple
and thus computationally eﬃcient. It also inspired the face detection algorithms
used in [77], [78] and [91].
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2.2.4 Appearance-Based Methods
Turk and Pentland used eigenfaces for face detection and recognition [111]. The
eigenfaces captured the variations of face patterns learnt from face samples. A
candidate image pattern was ﬁrst projected onto the feature space and a vector of
weights was obtained. They used the Euclidean distance of the weights between
the candidate image pattern and the known faces in the feature space to identify
faces. As the projection of a face pattern and a nonface pattern are quite diﬀerent,
the distance to face space could be used for face detection purposes.
Sung and Poggio located frontal faces in complex scene using a view-based
face model that encodes face patterns using the face and nonface clusters [106].
They derived six face and six nonface clusters by a supervised clustering method
based on k-means clustering algorithm. They then passed a small window (19 ×
19 pixels) over the candidate image to determine whether a face exists in each
window. For each input image, two distance measures were computed. The ﬁrst
distance component was a normalized Mahalanobis distance between the test image
and the cluster centroid, approximately measured within the sub-space spanned
by the cluster’s 75 largest eigenvectors. The second distance component was a
standard Euclidean distance between the test image and its projection in the 75-
dimension sub-space. The second component was used to account for the pattern
diﬀerences in the cluster’s smaller eigenvector directions that were not captured
by the ﬁrst distance component. The 12 pairs of two-value distance were fed to a
neural network to determine whether the test image resembles a face pattern. The
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technique had been demonstrated to be very eﬀective to detect frontal face from
images.
Rowley et al. employed multiple neural networks to search the face regions
of 20 × 20 pixels in the image at multiple positions and multiple scales [88]. In
their algorithm, each 20×20 candidate region was ﬁrst preprocessed by masking to
remove background pixels, by lighting correction and histogram equalization, same
as what was done by Sung and Poggio [106]. Then the image was presented to the
neural networks for classiﬁcation. The major diﬀerence between this method and
that of Sung and Poggio [106] lies on its strategies for post-processing the output
of the neural networks. Basically, two post-processing strategies were employed
here to improve the reliability of the detection results: merging the overlapping
detections from a single network, and arbitrating among multiple networks. In
the process, various heuristics and thresholds were used. This algorithm turns
out to be very popular as a demonstration system used to be available online
(http://vasc.ri.cmu.edu/demos/facedemo.html) for users to submit their own test
images. Recently, the face detection demo was replaced by a new demo written by
Henry Schneiderman (http://vasc.ri.cmu.edu/cgi-bin/demos/ﬁndface.cgi).
2.2.5 Statistical Methods
Colmenarez and Huang developed a statistical method for face detection [26]. They
used a family of discrete Markov ﬁeld models to capture the statistical behavior
of the face and nonface classes over 11 × 11 pixel regions. The training process
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was formulated as an optimization problem, by selecting the Markov process that
optimizes the information-based discrimination between the two classes. To this
end, the Kullback relative information was used as the criteria to optimize the
divergence of the face class with respect to the nonface class. The detection was
carried out by computing the likelihood ratio of a test image using the probability
models obtained and comparing it to a ﬁxed threshold.
Schneiderman and Kanade described a Bayesian classiﬁer to estimate the
joint probability of local appearance (subregions of face) and position of face pat-
terns at multiple resolutions [92]. The space of local appearance was partitioned
into a ﬁnite number of patterns by projecting the subregions to lower dimension
space by PCA, sparse coding and quantization. Then the overall statistical model,
P (object|image), was estimated by counting the frequency of occurrence of these
patterns over a large number of training samples. The size of the face model was
ﬁxed to 64 × 64 pixels and the subregions was ﬁxed to 16 × 16 pixels. With the
posterior probability function, the Bayes decision rule was converted into a likeli-
hood ratio test. The face detection was implemented by comparing the likelihood
ratio with the ratio of prior probabilities. A demo system is also available online
for test (http://vasc.ri.cmu.edu/cgi-bin/demos/ﬁndface.cgi).
2.2.6 Compressed-Domain Methods
Most of the face detection and tracking algorithms accomplish the task by pro-
cessing images and videos in uncompressed domain. Recently, methods have been
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proposed to perform face detection, recognition and tracking directly in the com-
pressed domain. This is largely due to the wide adoption of the image and video
compression standards such as JPEG and MPEG, and the availability of large
amount of data in compressed formats. In addition to eﬃciency considerations, it
is also worthwhile investigating the power of compressed features for face related
applications.
Podilchuk and Zhang proposed a DCT-based feature vector for face recogni-
tion [84]. They applied k-means algorithm on the transformed blocks of data from
original images and clustered the data into feature vectors. A separate codebook of
features was found for each subject in the database. A minimum distance classiﬁer
was used to make the decision.
Wang and Chang used skin colors and DCT coeﬃcients as the basis to detect
human face regions in MPEG video sequences [115]. The potential face regions
were ﬁrst detected by the presence of skin colors after evaluating the DC values of
chrominance components Cb and Cr. The energy distribution of DCT coeﬃcients
was then checked against several rules to remove false detections in the ﬁrst step.
The algorithm was fast as compared to other face detection approaches. However,
since the energy distribution veriﬁcation was performed on the whole candidate
face region, the results tended to suﬀer from high number of false detections.
Recently, Luo and Eleftheriadis improved Wang and Chang[115]’s work by
combining both skin color and texture information derived from DCT coeﬃcients [62].
To facilitate the texture-based detection, they converted the successful spatial do-
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main algorithm proposed by Sung and Poggio [106] directly into DCT domain.
Since they didn’t scale down the image consecutively in DCT domain in the de-
tection process, they designed 6 ﬁxed-sized face templates with sizes ranging from
5 × 5 to 10 × 10 DCT blocks. These templates correspond to face sizes ranging
from 40× 40 to 80× 80 pixels in pixel domain. For each resolution, either DC or
DC plus several AC coeﬃcients were extracted from each DCT block to construct
a feature vector. Multimodal Gaussian model was used to model face patterns and
nonface patterns. Like [106], they also addressed the fundamental preprocessing
problems like illumination correction and histogram equalization in DCT domain.
But due to the restriction of DCT block structure in MPEG, the results tended to
suﬀer from strong block eﬀects.
2.3 Related Work in Face Tracking
Face tracking in video has been an active area of research in computer vision for
many years. A large number of works have been published in this area. Here,
we do not intend to give a comprehensive survey of them (see Toyama [110] for
a brief survey). We just brieﬂy review the work closely related to our work. The
emphasis is on discussing the important aspects of face tracking in video, such
as initialization, model for tracking, features used and measures of error recovery.
Moreover, most of the reviewed approaches are 2-D based.
The major application areas of face tracking include surveillance, control, video
analysis and human-computer interaction. The applications are usually diﬀerent
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from each other with respect to the speciﬁc requirements and assumptions that can
be made. We need to study the requirements and make reasonable assumptions on
the face appearance and environmental conditions. Then, we are able to keep the
problem tractable and propose feasible solutions accordingly.
First of all, we need to understand the environmental conditions of performing
face tracking in video. It provides the basis for justifying the various techniques and
a useful reference for evaluation. Essentially, the video could come from any source
such as news broadcast, movies, live sports, etc. The environmental conditions are
unconstrained and the camera parameters are usually unavailable. Secondly, the
size, location and appearance of the faces are unknown a priori. Normally, the
faces do not face the camera at all times, and they might be occluded from time
to time. Thirdly, there could be multiple faces with various appearances in the
same scene. In this situation, we should be able to determine the correspondence
of faces in diﬀerent frames and link the respective faces into sequences.
2.3.1 Template-Based Methods
Template matching is a classical method to compare the similarity of two objects
in the images. It is widely used for tracking [112, 13, 130, 31, 28, 140]. Usually, a
region is searched by applying the template to the candidate locations and certain
measure is computed. The measure is then compared with a threshold to determine
existence of the target object. Template-based tracking usually involves multiple
templates or warping of templates to accommodate changing appearance [110].
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As discussed in Section 2.2.1, Yuille et al. used 2D deformable templates to
describe the face features, such as the eyes and mouth [130]. It is straightforward
to adapt the deformable template for tracking, in which the initial deformable
template is initialized manually.
SSD (sum of square diﬀerence) and correlation are often employed in template-
based visual tracking algorithms. Normally, they are sensitive to changes in illu-
mination and shading across the target region, as well as geometric deformations.
Hager and Belhumeur proposed methods for implementing SSD tracking that is
both insensitive to illumination variations and computationally eﬃcient [40]. They
showed that the general illumination method can be incorporated into SSD mo-
tion estimation with no extra online computational cost. The illumination changes
were modeled as linear combination of a number of basis vectors. They derived
a closed-loop formation of the tracking problem. With the assumptions that the
deformations are linear in their parameters, the SSD computation could be accel-
erated so as to operate at or near frame rate.
Kruger et al. approximated the 2D face template with a linear combination
of continuous 2D odd-Gabor wavelet functions [55]. The Gabor wavelets were op-
timized with respect to their 2D parameters of location, scale and orientation for
the task. The users could decide the generalization of the template by choosing the
number of frequency components used. A template with rather low-frequency com-
ponents tended to be more general to work with diﬀerent individuals. A real-time
face tracker was thus built by optimizing the parameters of the wavelet represen-
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tation at each frame and adapted to the number of wavelets.
2.3.2 Feature-Based Methods
The feature-based face tracking algorithms work with the simple features extracted
from the face regions. Most of time, they can be very eﬃciently implemented due
to the low dimensionality of the features. However, feature-based tracking is prone
to errors because it is more sensitive to occlusion, scale and resolution changes.
Once the features are lost, they are hard to recover.
Maurer and Malsburg modeled a reference face with a feature vector [64].
Each component in the vector was the ﬁlter response of a Gabor wavelet of speciﬁc
frequency and orientation at a certain point. A set of vectors derived from diﬀerent
positions formed a graph to describe a face. The normalized dot product of two
vectors gave their similarity. The sum over the similarities of all pairs of vectors
gave the similarity of two graphs. Features and similarities deﬁned in this way
were used to develop a face tracking system. Typically 20-40 nodes were selected
to form a face graph.
Jebara and Pentland proposed a closed loop approach to automatically detect-
ing, modeling and tracking faces in 3D [49]. The system was initialized by detecting
facial features using skin color classiﬁcation, symmetry operations, 3D normaliza-
tion and eigenface analysis. The system then tracked these features using 2D SSD
correlation patches. To enhance the capability of dealing with 3D out-of-plane and
other nonlinear changes, the 3D structure of the face was estimated by a structure
33
from motion algorithm. The ﬁnal 3D facial structure and pose estimation were
used to control the 2D feature tracking at the next iteration and to overcome some
2D limitations. The system switched between face detection and tracking modes,
by checking if the tracked object resembles a face based on eigenface measurements.
Decarlo and Metaxas designed a 3D face model which consists of the salient
parts of the face (such as the mouth, nose and eyes) [28]. The deformation and
motion of the face were controlled by a small number of parameters. The opti-
cal ﬂow and edge information were combined as constraint forces to improve the
estimation of the model. The 3-D model could be used to extract the shape of
the face and track its motion. It could handle large rotations and self-occlusion.
The initialization of the model required that the subject must be at rest, facing
forward and make no expression. In the ﬁrst frame of the image sequence, the fa-
cial features like eyebrow centers, eye corners, nose tip and mouth corners, should
be marked manually. The initialization process was a bit time-consuming, usually
taking about 2 minutes of computation.
Feris et al. ﬁrst employed a skin-color model to segment the face candidate
regions in the image [33]. They used an eye template to match with the regions to
remove false detections. They then tracked the facial features like pupils, nostrils
and lip corners in the video sequence.
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2.3.3 Compressed-Domain Methods
In addition to face detection, Wang et al. [117] also presented a system called
FaceTrack, to detect, track and group faces from compressed video. They modeled
the face movement using a linear system. A Kalman ﬁlter was employed to predict
and update the face positions and kinematic parameters. For a typical MPEG
video, the state update was done for every I- and P-frame. For I-frames, they used
the face detection results directly as noisy observation. For P-frames, the locations
of the face regions were approximated by projecting the motion vectors back into
the face regions in the previous I- or P-frames. All the locations were treated
as noisy observations and fed into the Kalman ﬁlter. In the tracking process,
the Mahalanobis distance was checked to determine the association of the newly
detected faces with previous ones. In addition, multiple hypothesis techniques
were poposed to resolve the ambiguities that are likely to arise in videos with
complex scene. Usually, Kalman ﬁlter has desirable features to recover motions
and alleviate the eﬀect of noises, but it requires the Gaussian assumptions. This
makes it inadequate in video tasks as the motion present in video is always the
mixture of face motion and camera motion.
Schonfeld and Lelescu developed a system named VORTEX for detecting and
tracking objects in compressed domain [93]. An exhaustive template matching
procedure was applied to every frame of the video sequence to locate the sample
object. The tracking was achieved by utilizing the motion vectors to approximate
region motion, which roughly corresponds to object motion. In the tracking pro-
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cess, template matching was applied to selected I frames (roughly once every 1000
frames) to correct accumulated tracking error. Most of time, the motion vectors
derived did not model the object motion explicitly. Thus the object motion ap-
proximated from the motion vector may not be accurate. The power of the system
tends to be limited as it relies on motion vectors to approximate object motion.
2.4 Color-Based Methods
Color information plays an important role in discriminating human faces from the
background. Comparing to other geometric features, color features are more robust
under partial occlusion, rotation, scaling and resolution changes [86]. Meanwhile,
it usually takes less computation cost to process color features and thus the color-
based methods are faster than methods based on other features. So far, a variety of
parametric and non parametric statistical techniques have been used to model the
color distribution for tasks such as object detection, segmentation and tracking [61].
In particular, color distributions have been used successfully to model, segment and
track nonrigid objects, such as heads [104, 122, 34, 49, 115, 11, 86, 95, 119] and
human bodies [118, 38, 65, 30] against cluttered backgrounds.
However, one obvious drawback of using color features is that most color-
based systems are sensitive to lighting changes. The color representation of an
object tends to be unstable when the viewing environment is changing. And static
color models would be inadequate to capture the variations of color distribution
over time. Therefore, the ability to handle lighting changes is the key to success
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of a color model. Obviously, there are at least three approaches to tackling the
problem:
• Alleviate the inﬂuences of illumination conditions and make the color fea-
tures stable by proper selection of color space, normalization, and design of
classiﬁers [122, 108, 109].
• Build adaptive color models to reﬂect the changes accordingly [86, 119].
• Improve performance by combining the skin-color features with other features
like shape and other facial features [104, 115, 11].
Gaussian models
Terrillon and Akamatsu used a mixture of Gaussian to model skin color distribu-
tion in nine diﬀerent chrominance color space [108, 109]. They demonstrated that
the eﬃciency of skin-color detection depends on the goodness of each model to es-
timate the skin color distribution, and the ability to separate the skin and non-skin
distributions in a given space from the train sample pixels collected.
Yang et al. presented a statistical skin color model and its adaptation [121].
They concluded that skin-color diﬀerences among people can be reduced by in-
tensity normalization. Meanwhile, a skin-color distribution could be characterized
by a multivariate normal distribution in the normalized color space under certain
lighting conditions. This skin-color model is also used to detect and track faces in
real time [122].
Fieguth and Terzopoulos developed a tracking algorithm capable of tracking
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multiple objects in real time [34]. The method was based exclusively on color
information. The tracked object was modeled by N regions within it. The size and
relative potion of the regions were assumed to be ﬁxed. Each of these regions was
characterized by the averaged color of pixels within it. For example, ﬁve regions
were deﬁned for face tracking. The tracking was performed by tracking regions of
similar normalized color from frame to frame. The task was accomplished by testing
a hypothesis in which the goodness of ﬁt criterion is dependent on comparison of
the representative colors of regions in the target and the candidate. To make things
simpler, the size of the head model was ﬁxed. This implies that the face tracker
was unable to track faces of varying size in video.
Other than the static skin-color models, Raja et al. used adaptive mixture
of Gaussian models and log likelihood measurements to perform color tracking in
real time [86]. The mixture model was adapted online by updating parameters of
components to accommodate to the changing environments over time. The up-
dates in Gaussian mixture models involved very few parameters and thus facilitate
fast processing. However, the mixture of Gaussian technique faces the problem
of choosing the right number of Gaussians for the assumed model. In this work,
the number of components was ﬁxed. It was based on the assumption that the
number needed to accurately model the color distribution of an object does not
alter signiﬁcantly with changing viewing conditions.
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Color histogram
Color histogram is an eﬃcient non-parametric model to describe the distribution
of colors in images and they are insensitive to rotation and scaling [107]. It is easy
to compute in contrast to other visual descriptors. In addition to its wide usage
in image and video retrieval systems to compare the similarity between images, it
is also commonly used in object detection and tracking algorithms. Essentially,
color histogram reﬂects the global feature of an image. They tend to overlook
the spatial distribution of the pixels and very visually diﬀerent images could have
similar color histograms. Due to this drawback, many techniques were introduced
to enhance the classical color histograms in term of the ability to capture spatial
information [25].
When color histograms are used to model an object’s color distribution, two
factors have great impacts on the performance [20]:
• The selection of color space.
• The number of color bins used to partition the color space, as well as the
quantization of the color bins.
Schwerdt and Crowley presented a multi-modal face tracker which integrates
eye blink detection, cross-correlation, and tracking of skin colored region [95]. The
tracking system was initialized by a face region obtained by hand selection or eye
blink detection. Normalized RGB (r,g) was chosen to represent the color pixels.
From the known skin color region, a two-dimensional histogram of skin color was
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built. A second histogram was built from all the pixels of the same image. Bayes
rule was applied to these two histograms to derive a rule to estimate the probability
that a given pixel is of skin color. With the assumption that the color of the scene
illumination does not change, the estimated Bayes rule was applied to subsequent
images to locate the skin-color pixels. The center of gravity or ﬁrst moment of the
probability map gave the position and spatial extent of the skin colored region.
All the measurements of the face were characterized by a covariance matrix and
applied to a recursive estimator based on a zero-order Kalman ﬁlter.
All these methods have been shown to be simple and eﬀective. However, in an
unconstrained scene, a face tracking technique tends to be unstable and imprecise if
only color cues are used. The performance is likely to be poor when the background
has similar colors as the skin color, or there are multiple persons present in the
scene. To overcome this shortcoming, other features with less correlation to colors
are needed. The tracking of faces using multiple features will provide greater
stability and higher precision than tracking using color features only.
Birchﬁeld introduced an algorithm for tracking a person’s head [11]. The head
was modeled as an ellipse combining the intensity gradients around the head’s
boundary and the color histogram of the head’s interior. In the tracking process,
the model was compared with the candidate regions in the searching space. The
matching was performed based on the intensity gradients and color histograms,
which are roughly uncorrelated. They supplemented each other and made the
tracker more stable upon head and camera movements, occlusion and multiple
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moving people in the background.
2.5 Related Work in Compressed Domain Pro-
cessing Techniques
Today, we have a huge amount of images and videos in compressed formats such as
JPEG and MPEG. Usually, the image and video must be decompressed before any
manipulation and processing operations can be applied to them. In addition, it is
quite common that the processed image and video are transformed to compressed
format again for storage or transmission purposes. For example, transcoding and
resolution changing are always needed in a visual editing system. A lot of compu-
tation cost would be saved if we can bypass the decompression and recompression
process. Therefore, a number of algorithms have been developed for manipulat-
ing and processing image and video in compressed domain. Generally, there are
two common approaches to implementing the compressed domain manipulations.
One is to convert the spatial domain operations directly to compressed domain.
The other is to approximate the results to reduce the computational complexity.
Among the various methods, we emphasize only those on scaling and inverse mo-
tion compensation. More details in compressed domain processing techniques can
be found in references from Chang and Messerschmitt [16] and Smith [101].
JPEG and MPEG compression are operated on the basis of 8×8 pixel blocks.
In many cases, one resulting block need be constructed by using data from diﬀerent
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blocks. This is usually a key issue that a compressed domain algorithm must
address. Kou and Fja¨llbrant [54] proposed an algorithm to calculate the DCT
coeﬃcients of a new block directly from two adjacent blocks when their overlapping
length is one half of the block size. Although it is useful in some applications
for speech coding and image processing, the method tends to be complex for an
arbitrary overlapping length. Chang and Messerschmitt proposed a technique to
solve the problem which was widely adapted to other DCT-domain image and video
manipulation algorithms [15, 16]. As shown in Fig. 2.1, B is a new block that we
wish to derive from four original blocks Bi, i = 1, 2, 3, 4. In most cases, B is not
aligned to block Bi’s. It can be obtained by extracting and merging the sub-blocks


















Ih and Iw are unity matrices with size h× h and w×w, respectively, and w and h
are overlapping lengths between block B and the neighboring blocks. Due to the




DCT (Hi1)DCT (Bi)DCT (Hi2) (2.1)
in which DCT (Hij) can be pre-computed and stored in the memory. The saving
of computation cost is achieved by using sparse matrix multiplication based on the
42
assumption that many DCT coeﬃcients are zeros. Following on the same approach,
various manipulation functions like ﬁltering, scaling, rotation can be implemented






Figure 2.1: Compositing a new DCT block from four neighboring blocks.
However, the above scheme involves matrix multiplications with the DCT of
the manipulation matrices Hij’s. This can be very costly in computation and
the savings from operating directly in compressed domain will be marginal. Thus
appropriate fast algorithms should be investigated to keep the compressed domain
processing advantageous and feasible. In the next sub-sections, we introduce other
DCT-domain algorithms to implement scaling and inverse motion compensation.
2.5.1 Scaling of Image and Video
Among the operations for image and video processing, sampling is an important
basic operation. For example, image and video are always downsampled to cater to
the requirements of presentation on varying types of display devices. Currently, a
number of methods have been proposed to downsample the image and video frame
in compressed domain [102, 74, 16, 73, 70, 45, 129, 56, 29].
Smith and Rowe introduced a technique, called condensation, which sets the
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insigniﬁcant elements of the compressed domain operators to zero and makes the
operators sparse [102]. They then proposed an eﬃcient data structure to exploit
the sparseness of the operators and realize the eﬃcient implementation of a 2:1
compressed domain scaling algorithm.
Neri et al. proposed an algorithm to perform 2:1 downsampling in DCT do-
main with matrix multiplication [74]. In order to overcome the drawbacks of intra-
block techniques, an inter-block ﬁltering method was developed to satisfy the ﬁlter
design constraints usually deﬁned in the Fourier domain. Furthermore, some hy-
brid techniques were presented to reduce the computational overhead introduced
by performing ﬁltering and downsampling. One technique was to apply variable
length ﬁltering after discarding the lower DCT coeﬃcients. Another was to apply
the inter-block ﬁltering to a subset of DCT coeﬃcients of each block. Detailed
numerical examples were given to illustrate the error estimation and evaluate the
trade-oﬀ between performance and computational complexity.
Natarajan and Vasudev presented a fast approximate algorithm for scaling
down digital images by a factor of two in the DCT domain [73]. By rounding







the operations with shifts and additions. The resulting algorithm needs fewer
operations as compared to Chang and Messerschmitt’s approach to DCT-domain
downsampling [15, 16].
Merhav and Bhaskaran developed a fast algorithm for DCT-domain down-
sampling, employing eﬃcient factorizations of the DCT transform matrices [70].
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After converting the downsampling operation from the spatial domain to the DCT
domain, they adopted Arai’s fast DCT algorithm [7] to decompose the DCT trans-
form matrices to products of several sparse matrices. After some transformation,
the original problem becomes the product of sparse matrices. These operations
were then accomplished by shifts and additions. A 37.4% saving in operations was
achieved for a downsampling factor of 2. Furthermore, examples for downsampling
by factors 3 and 4 were also given in [68].
Hu and Panchannathan introduced two techniques to implement spatial scal-
ability directly on the DCT compressed image and video [45]. One was format
compatible (FC) DCT used for manipulating the standard bit streams like JPEG
and MPEG. The other was format modiﬁed (FM) DCT which can be employed in
a variety of applications requiring fast processing. The FC-DCT technique gener-
ated scaled image and video with the same block size as the sources. It followed
the same approach as Chang and Messerschmitt’s method [15] and the computa-
tional savings were mainly achieved by exploiting the sparseness of the DCT blocks
and the pre- and post-multiplication matrices. On the other hand, the FM-DCT
technique relied on the modiﬁcation of the DCT block size for diﬀerent scaling
factors. For example, a 512 × 512 pixels image with 8 × 8 DCT blocks would be
transformed to 256× 256 and 128× 128 pixels images with 4× 4 and 2× 2 DCT
blocks, respectively.
As most of the previous methods assume that all macroblocks are in frame
mode, Yim and Isnardi proposed a DCT-domain 2:1 image resize method with
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mixed ﬁeld/frame-mode macroblocks [129]. The method derived new downsam-
pling matrices for frame- and ﬁeld-mode macroblocks by decomposition of matrix
operations for DCT-domain downsampling matrices. Instead of the simple intra-
block truncation in the DCT domain for low-pass ﬁltering, they performed the
low-pass ﬁltering as averaging by downsampling operations to avoid the blocking
artifacts.
Lee and Eleftheriadis proposed a general approach to perform transformed do-
main resolution translation, as a combined form of the transform domain ﬁltering
before downsampling and ﬁltering after upsampling [56]. The implementation was
based on pipelined structures with matrix-vector multiplication and vector addi-
tions. They suggested that the general case of fractional resolution change can be
realized by upsampling and low-pass ﬁltering, followed by downsampling.
Recently, Dugad and Ahuja developed a scheme for downsampling and upsam-
pling the images sizes by a factor of two in the DCT domain [29]. They made use of
the fact that low-pass ﬁltering and downsampling can be combined and performed
directly in the DCT domain, as pointed out by Ngan [75]. The downsampling was
carried out by taking a 4× 4 inverse DCT of the 4× 4 lower-frequency coeﬃcients
in an 8 × 8 DCT block. The resulting image with 4 × 4 blocks in spatial domain
was then compressed by 8×8 block DCT and gave a low-passed and down-sampled
by two version of the original image. The upsampling was implemented by using
the 4 × 4 DCT blocks in the original image as the 4 × 4 low-frequency of a 8 × 8
DCT block. The downsampling and upsamping schemes were combined together
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to preserve all the low-frequency DCT coeﬃcients of the original image. This im-
plies great savings for coding the diﬀerence between the original image and its
prediction which is the result of downsampling followed by upsampling the original
image. The merit of the algorithm lies in the fact that the DCT of the ﬁlter matrix
is sparse rather than the ﬁlter matrix itself. It was demonstrated that the resulting
algorithm is fast computationally and produces good visual quality.
2.5.2 Inverse Motion Compensation
Motion compensation is an essential part of the MPEG standards [36, 41]. Other
than I-pictures, the inter-coded P- and B-pictures contain motion compensated
blocks and require information of the reference frames to be decompressed ﬁrst
before they can be recovered. This process is called inverse motion compensation.
But it always causes computational overhead and diﬃculties in manipulating and
processing compressed video. Recently, there is an increasing interest in recovering
the inter-coded blocks in P- and B-pictures by performing inverse motion compen-
sation directly in the DCT domain without fully decompressing the reference video
frames. Chang and Messerschmitt used Equation (2.1) to compose a block from at
most 4 reference blocks [15, 16]. The computational complexity of the algorithm
depends largely on the sparseness of the DCT blocks and the number of directions
in which the block alignment should be done. Since then, several fast algorithms
have been designed to implement the operations [69, 2, 105, 60].
Merhav and Bhaskaran proposed a fast algorithm to recover a DCT block from
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4 reference DCT blocks [69, 70]. They transformed the computation of Equation
(2.1) to the product of several matrices by factorizing the DCT transform matri-
ces to several sparse matrices. The operations were then accomplished by shifts
and additions. But in MPEG video, a motion vector usually corresponds to a
macroblock. The proposed method did not consider the fact that a macroblock
consists of several blocks (e.g. 2 × 2 blocks for luminance component). It tended
to cost more than expected when performed at the macroblock level.
Noting the problem in [69, 70], Song and Yeo improved the performance by
re-using the shared information among the blocks within a macroblock [105]. It
was claimed that the technique is independent of the underlying computational
or processor model. The performance was improved by 19% and 13.5% over the
results of [70] and [9], respectively. However, the resultant algorithm was rather
complex in manipulation to make use of the intermediate results.
It is often needed to convert video from one compression format to another
(transcoding) so as to satisfy diﬀerent usages. To this end, Acharya and Smith
developed an algorithm to transcode MEPG-1 video to motion-JPEG by operating
on the run-length-coded blocks of the MPEG-1 source [2]. The implementation
of Equation 2.1 was decomposed into horizontal operations followed by vertical
operations. Certain approximations were taken and optimized for software im-
plementation. The higher transcoding speed was obtained at the price of picture
quality. This is normally acceptable in many real-time applications.
As most of the above approaches focus on reducing the computational com-
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plexity of Equation 2.1 by matrix factorization or approximation, Liu and Bovik
approached the problem diﬀerently by analyzing the statistical properties of nat-
ural image and video data [60]. By modeling a natural image as 2-D separable
Markov random ﬁeld, they estimated the local bandwidth of the target block. The
speed-up could be achieved by avoiding the computations of those DCT coeﬃcients
outside the estimated local bandwidth. Based on estimations of some image and
video data, a look-up-table was designed to save the pre-computed multiplication
results for all those coeﬃcients with absolute value smaller than a threshold. In
the implementation, the same directional processing approach as that in [2] was
adopted. Moreover, the proposed algorithm could work on top of other fast algo-
rithms presented above for more computational savings.
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Chapter 3
Face Detection in MPEG Video
This chapter presents techniques for face detection in MPEG video. Speciﬁcally,
we have developed a view-based face detector that makes use of the gradient energy
representation extracted directly from the compressed video. The gradient energy
representation permits pertinent facial features of high contrast, such as the eyes,
nose and mouth, to be highlighted. A neural network-based classiﬁer is trained
to classify a gradient energy pattern as face or non-face. In this chapter, we ﬁrst
review the related issues of face detection in Section 3.1. In Section 3.2 we brieﬂy
overview our approach to face detection in MPEG video. Then in Section 3.3
we describe a skin-color model which is used to quickly locate the potential face
regions. In Section 3.4 we develop a view-based face detector by combining a face
feature representation from DCT coeﬃcients and a neural network classiﬁer. We
also present the overall face detection algorithm including post-processing steps
to reﬁne the results in Section 3.5. Finally, we provide experimental results to
demonstrate the eﬀectiveness of the face detection algorithm in 3.6.
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3.1 Issues of Face Detection
Most of the time, face detection is a prerequisite for other face related applications.
Many existing face recognition, face tracking and expression analysis algorithms
assume that human faces have been located or have been properly cropped from
an image or video. However, it does not mean that face detection is a trivial
problem. The diﬃculty in face detection comes mostly from the wide variations
of face patterns in images and videos. The variations are caused by changes in
identity, expression, illumination condition, perspective angle or pose[27]. In many
applications, even the existence or location of faces cannot be known a priori.
Moreover, faces in video tend to be embedded in the cluttered scene, and the faces,
background, or camera itself may be in motion simultaneously. The unconstrained
appearance of face and environment give rise to the major diﬃculties, and they are
the essential factors that an automatic face detection algorithm must account for.
To overcome these problems, a commonly adopted remedy in most speciﬁc
applications is to impose constraints on the nature and background of faces, such
as the assumptions on the face size, pose, illumination condition and background.
For example, many works on face detection only deal with frontal faces in well-
controlled conditions. In surveillance applications, one looks for moving human
faces against a still background. A more general approach to tackle the variation
problems is either to compensate for the variations, or to look for features that are
invariant to or are less sensitive to the inﬂuence of the variations [3, 77, 91, 100].
Since the presence and location of faces are unknown, extensive search for faces in
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the whole video frames is usually needed.
In general, the performance of a face detection algorithm is determined largely
by the features selected, the classiﬁcation method used, and the generality of the
assumptions made on the face appearance and the application conditions.
One major factor that aﬀects the performance of face detection techniques is
the choice of appropriate visual representation for facial features. For eﬀective face
detection, we need to identify the intrinsic and stable features that discriminate
human faces from other objects in the feature space. The representation should be
robust and easy to obtain. Various visual representations have been tested for auto-
matic face recognition and detection systems. Among them, intensity value may be
the most popular one. Turk and Pentland [111], Sung and Poggio [106], Rowley et.
al. [88], and many others [120, 17] characterized the face in terms of pixel intensity
values. Normally, some preprocessing steps, such as masking to remove background
pixels, lighting correction and histogram equalization [106, 88, 62], were taken to
compensate for the variations caused by the illumination conditions and other fac-
tors. Besides intensity values, many other transformed features, such as edge [47],
DCT coeﬃcients [84, 115, 62, 23], wavelet coeﬃcients [78], etc., are also tested for
face detection purposes. Yuille et. al. [130] interpreted the salient facial features
with the peaks and valleys in the image intensity and edge information. Jacquin
and Eleftheriadis [47] tried to identify the ”eyes-nose-mouth” regions from the bi-
nary edge images. Papageorgiou et. al. [78], Garcia and Tziritas [37] employed a
set of wavelet coeﬃcients corresponding to diﬀerent scales to represent a human
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face. The choice was inspired by the observation that the facial features in face im-
ages were highlighted after the wavelet transform. Podilchuk and Zhang [84], Wang
and Chang [115], Luo and Eleftheriadis [62] used DCT coeﬃcients in compressed
domain for face detection.
Once an appropriate visual representation has been selected, a number of
approaches can be employed to locate faces. Some process the face as a whole
region [106, 88, 37], while others detect the salient facial features and their layout,
such as eyes, nose and mouth [130, 13, 120]. Normally, a standard pattern recogni-
tion method (such as statistical, syntactic and neural) is then employed to classify
the features.
Usually, the face detection techniques are performed on the raw video data
decompressed from the compressed video. Considering the huge amount of video
materials need to be processed and the real-time processing required by some ap-
plications, it is desirable in many applications to develop algorithms accordingly
to process the compressed video directly. Detection of faces directly in compressed
video without decompression or with minimal decoding of relevant information
will save the computational time necessary for decompression and the extra stor-
age needed. On the other hand, it would be advantageous if we can make use
of the readily available features in compressed domain, such as frequency domain
information provided by DCT in MPEGs. Recently, with the wide availability of
image and video in compressed formats like JPEG and MPEGs, a few methods have
been proposed to perform face detection and recognition directly in the compressed
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domain.
3.2 Overview of Our Approach
In spite of the above-mentioned diﬃculties in face detection, video does provide
some beneﬁts to face detection. Most importantly, video is a temporal media with
many redundant frames. As long as we are able to locate a well-posed human face
in a frame, it is possible to apply temporal coherence principle to trace the whole
face sequence.
We have developed a view-based face detection method that operates directly
in the compressed MPEG domain. In addition to the eﬃciency considerations, it
is worthwhile investigating the power of compressed features for face classiﬁcation.
The technique aims to detect frontal faces in I-frames in 2 steps. In step 1, we
use skin-color classiﬁcation to segment the possible face regions. In each I-frame,
we classify the blocks into two categories, with skin colors or otherwise. We group
the skin blocks into large skin regions by connected component analysis. Finally,
we get a number of nonoverlapping skin-color regions, which are candidate face
regions. To ﬁnd all possible skin-color regions, the emphasis at this stage is in
reducing the false dismissal by relaxing the criterions for skin-color classiﬁcation.
It is well known that color information alone is not robust enough for detecting
face in video. Other objects and background may possess colors similar to human
skin. Thus additional information is needed to remove the false detections from
the ﬁrst step. In step 2, we employ a model-based face detector to remove the
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false detection and decide the exact face size and location in the candidate region.
The face detection method is based on DCT-domain representation and neural-
network classiﬁcation. We ﬁrst transform a candidate region into a gradient energy
representation that can highlight the facial parts in possible face patterns. We then
employ a neural network-based classiﬁer to decide if the test region resembles a face
or not. The process is repeated in the candidate region at multiple locations and
scales to detect all possible faces.
3.3 Detection of Candidate Face Regions with
Skin-Color Model
3.3.1 Skin Color Representation
Skin colors provide valuable hints to the presence of human faces in videos. In con-
trast to some geometric features, they are insensitive to face orientation, occlusion,
or even the presence of glasses and sideburns [86]. With proper selection of the
color space and normalization, skin color diﬀerences among people can be reduced
and the distribution can be characterized by a multivariate normal distribution
under a certain lighting condition [121, 86]. Due to these advantages, skin-color
features are widely employed for face detection and tracking [115, 122, 86, 37, 89].
We choose the normalized (r, g) to represent a color pixel where r = R/(R +
G + B), g = G/(R + G + B). The sample skin colors are shown in Y CrCb
space and rg plane respectively in Figure 3.1. We perform the clustering on the
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(a) (b)
Figure 3.1: Distribution of sample skin colors. (a) in YCrCb space and (b) in
normalized rg plane.
distribution of rg pixels using K-means to ﬁnd a probability model for skin colors.
The model is a mixture of Gaussians with mean µi and covariance matrixKi, where
i = 1, 2, · · · , N [94]. For simplicity, we use multiple Mahalanobis classiﬁers to label
a color x = (r, g)T as skin or nonskin color. It is deﬁned as follows,
di(x) = (x− µi)TK−1i (x− µi) (3.1)
where N is the number of Gaussians and Hi is the respective threshold for decision.
For x, if at least one di(x) < Hi is satisﬁed, it is classiﬁed as a skin color. Otherwise,
it is classiﬁed as a non-skin color.
3.3.2 Detection of Candidate Face Regions in DCT Domain
In each I-frame, we classify the blocks into two categories, with skin colors or
otherwise. The DC coeﬃcient of each block is used as the representative color for
the whole block and Equation (3.1) is used for the evaluation with the predeﬁned
multiple Gaussian model. We then obtain a binary map in which 1 is assigned to
macroblock with skin color, and 0 to others. For 4:2:0 format, the size of the binary
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map is only 1/8× 1/8 of the original frame size. In the binary map, we group the
8-connected neighbors together using a region growing algorithm. We enclose the
resulting connected region using a bounding rectangle. An example of face region
detection is shown in Figure 3.2, where Figure 3.2a shows the original frame and
Figure 3.2b gives the potential face region detected by skin-color classiﬁcation. In
order to eliminate noise, we set the minimum size for the bounding rectangle to be
32×32 pixels(or 4×4 blocks). We eliminate those rectangular regions smaller than
this lower limit. After segmentation, we get a number of nonoverlapping skin-color
regions bounded by rectangles. These rectangles are candidate face regions.
(a) (b)
(c) (d)
Figure 3.2: Example of candidate region detection in DCT domain: (a) the original
video frame; (b) the potential face regions detected by skin-color classiﬁcation;
(c) the original video frame; (d) the potential face regions detected by skin-color
classiﬁcation.
In practice, especially under the unconstrained environmental conditions in
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video, it tends to be unreliable to detect faces using only color features. As illus-
trated in Figure 3.2d, the anchor person’s cloth and other background regions in
skin tones are also picked up as candidate face regions. However, skin-color classi-
ﬁcation is suﬃcient to ﬁlter out non-facial regions and quickly locate the potential
face regions in a preprocessing step. This is helpful to reduce the amount of data
for further analysis. We can further improve the results with more face features in
the following steps.
3.4 Face Detection with View-Based Model in
DCT Domain
In this section, we build a frontal-view face model based on gradient energy de-
scription and represent it with a neural network. It is used to eliminate non-facial
regions selected by the simple skin-color classiﬁcation step, and to locate the exact
face regions, namely the ”eyes-nose-mouth” regions.
In the following sub-sections, we ﬁrst introduce the gradient energy represen-
tation to encode the salient face features and their layout within a face pattern.
Then we employ a neural network-based classiﬁer to discriminate face patterns
from non-face patterns. We also illustrate the preparation of face samples and
non-face samples for training the neural network.
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3.4.1 Definition of the Gradient Energy
In MPEG, the video frames are organized in 8× 8-pixel blocks [41]. The Discrete
cosine transform (DCT) is applied to each block to decompose it into 64 orthogonal
basis components. The amplitude for a basic component is called a DCT coeﬃ-
cient. Each coeﬃcient represents a unique two-dimension spatial frequency. The
coeﬃcient with zero frequencies in the two directions is called the DC coeﬃcient,
while the remaining 63 coeﬃcients are called AC coeﬃcients. The DC coeﬃcient
reﬂects the average value of the whole block, and the AC coeﬃcients encode the
variations in the block. DCT is eﬃcient at removing spatial correlation in the im-
age and compacting the energy into the lower frequency components. This is why
it is widely used in image and video compression standards like JPEG, MPEGs and
H.26x. In MPEG video, the DCT coeﬃcients for each block are readily available
with partial decompression. More details about DCT can be found in Appendix A.
From the review, we understand that the choice of appropriate visual represen-
tation and pattern recognition method is critical to the eﬀectiveness and eﬃciency
of the resulting face detection algorithm. Instead of using the uncompressed do-
main features such as the intensities or edges, for eﬃciency reason, we use the DCT
coeﬃcients directly to detect faces in MPEG video. In order to alleviate the large
variations in face patterns in videos and to highlight the pertinent face features,
we adopt the gradient energy representation for the potential face regions. Our
experiments suggest that the gradient energy representation is able to highlight
facial regions with high contrast, such as the eyes, nose and mouth, while provide a
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smoother representation for the cheek regions. Thus we expect the gradient energy
representation to provide a good basis for identifying salient face features.
We compute the gradient energy for each 8 × 8-pixel block in the video
frame using a variant of DCT coeﬃcients grouping scheme as proposed in Ho
and Gersho[43]. We ignore several lower frequency coeﬃcients in zig-zag order, as
these coeﬃcients were found to contribute mostly to shading in faces. Ignoring
them thus provides the eﬀect of compensating for illumination conditions in DCT
domain. We also ignore several higher frequency coeﬃcients as their values tend
to be very small and have little eﬀect on the results. The selection of DCT coeﬃ-
cients is shown in Figure 3.3. The total gradient energy value of a block k, E(k), is
deﬁned in Equation (3.2), in terms of its horizontal energy EH(k), vertical energy
EV (k), and diagonal energy ED(k) [115].













(DCT (m,n))2, m, n ∈ D (3.5)
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H V D
Figure 3.3: The selection of DCT coeﬃcients for the computation of gradient energy
for the 8 × 8-pixel block k. H, V, D deﬁne the set of DCT coeﬃcients used to
compute the horizontal, vertical and diagonal energy components.
(a) (b)
Figure 3.4: Example of gradient energy picture: (a) the original image; (b) the
corresponding image of gradient energy in which each pixel value is mapped to the
range from 0 to 255.
3.4.2 Gradient Energy Representation for a Candidate Re-
gion
Given a candidate region in the size of Rw × Rh pixels, we need to extract the
gradient energy representation for it. This can be accomplished by moving an
8 × 8-pixel window block across the whole region at certain ﬁxed step size, Nx




Figure 3.5: Example of gradient energy maps: (a) the original image; (b) image
of E; (c) image of EV; (d) image of EH; (e) image of ED; each pixel value in the
corresponding gradient energy map is mapped to the range from 0 to 255.
the DCT coeﬃcients for the window block and compute the gradient energy values
using Equations (3.2) to (3.5). After the window covers all the possible positions, we





pixels. We call this picture the gradient energy map.
In moving the 8× 8 window block, the simplest approach is to make the block
coinciding with the original DCT block positions in the original MPEG video frame.
To do so, we need to set Nx = Ny = 8. However, in order to improve the resolution
of the gradient energy map, we often need to shift the window block in smaller
steps. In the case when Nx < 8 or Ny < 8, it means that the 8× 8 window block
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may be mis-aligned with the original DCT block structure of the video frame and
may intersect several original DCT blocks at certain positions. Thus we have to
reconstruct the DCT coeﬃcients for the new blocks. To fulﬁll the task, we have
developed a fast algorithm to compute the DCT coeﬃcients of a new block from
the blocks covered by the new block [134]. More details can be found in Chapter 4.
To illustrate the eﬀectiveness of the gradient energy or contrast domain rep-
resentation, we present an example in Figure 3.4. Figure 3.4a is the original face
image. Figure 3.4b shows its corresponding total gradient energy map obtained by
setting Nx = Ny = 1, and linearly scaling the gradient energy values to the range
from 0 to 255 for illustration purpose. One more example is shown in Figure 3.5.
Figure 3.5a is the original video frame. Figure 3.5b, 3.5c, 3.5d and 3.5e shows its
corresponding total, vertical, horizontal and diagonal gradient energy maps, re-
spectively. We set Nx = Ny = 2, and linearly scale the gradient energy values to
the range from 0 to 255 for illustration purpose. From the above examples, it is
clear that the gradient energy values can preserve the salient features of a human
face while circumventing the variations.
3.4.3 Gradient Energy Distribution of Face Patterns
In order to learn about the distribution of gradient energy values over the face
regions, we collected a set of 1064 distinct face samples cropped from the source
images and videos. The face samples cover a wide range of faces with varying
illumination conditions and in both frontal and slightly slanting poses. Examples
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of face samples are given in Figure 3.12. Details of collecting the face samples
will be presented in Section 3.4.5. The face samples cover the ”eyes-nose-mouth”
regions and they are normalized to 32× 32 pixels. This ensures consistency in the
extraction of gradient energy values. To illustrate the gradient energy distribution
for face patterns, Figure 3.6 shows the distribution of average normalized gradient
energy values for the sample faces. Figure 3.6 a, b, c and d correspond to the
distributions of E, EV , EH and ED respectively. To achieve these gradient energy
maps, we set the step size Nx and Ny of the moving window block to 2 pixels. The
ﬁgure indicates that the EV distribution is able to highlight the eyes, nose and
mouth regions while the EH distribution clearly enhances the nose region.
Given that the transformed gradient energy representation is able to highlight
the salient features of a face, we design a template-based face model to describe
the various facial parts and their spatial relationship in terms of gradient energy
representation. Our face template is of a ﬁxed size of Sw × Sh pixels that models
the ”eyes-nose-mouth” portion of a face, as illustrated in Figure 3.7a. Here we set
Sw = Sh = 32 which covers 4 × 4 DCT blocks. This is the smallest face we can
detect in compressed domain video. We choose this value on the assumption that
a face of interest in video should be large enough to attract the attention of the
audiences.
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(a) E (b) EV (c) EH (d) ED
Figure 3.6: Pictures for the average gradient energy values from face samples.
1 2 3 4
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Figure 3.7: Face templates and face detection process: (a) the face template covers
the ”eyes-nose-mouth” region; (b) the face template corresponds to neural network-
based classiﬁer; (c) the face detection process using the face template.
3.4.4 Neural Network-Based Classifier
Once we have the gradient energy face model and the candidate region in gradient
energy representation, we need appropriate pattern classiﬁer to decide if the can-
didate region is a face or not. In this section, we present a neural network-based
classiﬁer. Based on our observation in Figure 3.6b and c, we adopt a 32× 32 face
template for the neural network-based classiﬁer. Here, we set Nx = Ny = 4 for
the moving window block and obtain 7 × 7 overlapping window positions for the
gradient energy face template as shown in Figure 3.7b. We ignore the 6 blocks at
the left and right bottom (the shaded blocks in Figure 3.7b) to reduce the inﬂuence
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of background. For the remaining blocks, we choose the horizontal energy EH(i)
and vertical energy EV (i) as a feature vector {EH(i), EV (i)} of block i. By con-
catenating the feature vector from all the remaining blocks in the region, we obtain
a feature vector E = {EH(i), EV (i)}, i = 0, 1, . . . , 42. We then use a 2-layer feed-
forward neural network to classify E so as to determine whether the corresponding
region resembles a face pattern.
The neural network has 43× 2 = 86 input units, a hidden layer with 16 units,
and one output unit. The network was trained with the standard error back-
propagation algorithm. We collected positive and negative samples from images
and video frames. Since the collection of the face and non-face samples play an
important role in the neural network training, we elaborate the process in details
in the next section.
Since the gradient energy values span a large range, we need to scale these
values to an appropriate range to avoid excessively large values and to permit better
discrimination at low value range. Empirically, we quantize them to a range from 0
to 50. We map the original gradient energy values to the quantized values using a
multiple segments linear transform, which is similar to the µ-law compression and
expansion standard commonly used in telephony applications to increase dynamic
range while keeping the number of bits used for quantization constant [80]. The
mapping function is deﬁned as
Eq(i) = f(E(i)) (3.6)
where E(i) is the original gradient energy value and Eq(i) is the resulting quantized
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Figure 3.8: The multiple segments mapping function for quantizing the gradient
energy values.
3.4.5 Preparation of Face Samples
To train a statistical model or neural network for face detection, a suﬃciently large
number of samples must be provided. Sophisticated preprocessing steps are always
indispensable to successful training. In this section, we will illustrate the training
samples (including face samples and non-face samples) we used for training the
neural network. We will describe where we collected the samples and how we
processed them.
Figure 3.9: Example frontal-face training samples with various expressions and
poses under variable illumination conditions.
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Collection of the Face Images
For face patterns, we collect the frontal-view face images from the face databases
like:
Feret database Face recognition technology (FERET) program is sponsored by
the Department of Defense Counterdrug Technology Development Program
Oﬃce. One of its elements is collection of the FERET database of faces
for test and evaluation of face recognition algorithms [82]. Among the large
number of face samples, we choose those with frontal views.
Essex university face database Another set of frontal-view face samples was
collected from the face database provided by Dr. Libor Spacek with Essex
University, which is available at http://cswww.essex.ac.uk/allfaces. Among
the four sets of face samples available, we choose the set which is named
”faces94”. The database has 395 male and female subjects of various racial
origins. The number of images per individual is 20.
We also used many images we collected from other sources. In the collection
of frontal face samples, we include face images from subjects with diﬀerent genders,
various racial origins, multiple expressions and poses, under variable illumination
conditions. Example images for one person are shown in Figure 3.9.
Spatial Alignment and Size normalization of the Face Samples
Once we have the frontal face images, we need to reduce the amount of variation








Figure 3.10: Coordinates for cropping the ”eyes-nose-mouth” region and alignment
between diﬀerent face images, depending on the feature points manually labelled.
Figure 3.11: Example frontal-face training samples, mirrored, translated and scaled
by small amounts.
face we labeled manually. Since our face model uses less of the cues provided by
the silhouette of each face image, we just retained the region including eyes, nose,
mouth and cheeks, and removed the other parts and the background. To illustrate
the process, we show a face sketch in Figure 3.10. The feature points we used are
the pupils of two eyes with the coordinates of (x0, y0) and (x1, y1). For each face
image F, we performed the following operations:
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1. According to the position of two eyes, the center point (Cx, Cy) and the
horizontal displacement between them D, were computed as follows,
Cx = (x0 + x1)/2, Cy = (y0 + y1)/2, D = x1 − x0 (3.7)
2. The scale of the face region was deﬁned by the lengths Lx, Rx, Ty, By as
shown in Figure 3.10, where
Lx = m1 ·D, Rx = m2 ·D,
Ty = n1 ·D, By = n2 ·D
(3.8)
and m1+m2 = n1+n2 = 1.8. The typical values are m1 = m2 = 0.9, n1 = 0.4
and n2 = 1.4.
3. We cropped the marked rectangle region and down-sized it to 32× 32 pixels
to obtain one face sample.
4. By slightly changing the values for m1, m2, n1 and n2, we could obtain more
face samples translated and scaled relative to the typical one.
5. We also ﬂipped each training face horizontally to explore the symmetric prop-
erty of faces.
Examples of the face samples obtained using the above method is shown in
Figure 3.11. More examples of face samples we used can be found in Figure 3.12.
Originally, we have 1064 frontal face images. After performing the above processing,
we obtained around 10,000 face samples.
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Figure 3.12: Example frontal-face training samples aligned to each other.
3.4.6 Collection of Non-Face Samples
We have two ways to collect the non-face training samples. First, we just randomly
cropped regions from the images without face patterns and normalized their sizes
to 32 × 32 pixels. Among the images obtained by this way, those with non-face
patterns were used as non-face training samples. In such a way, we could collect as
many non-face samples as we need. Examples of the non-face training samples are
shown in 3.13. Second, to constrain the number of non-face samples, we adopted the
”boot-strap” strategy to collect the non-face samples incrementally as the training
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Figure 3.13: Example non-face training samples.
(a) (b)
Figure 3.14: Illustration of how to collect negative training samples using the
”boot-strap” strategy.
progresses [106]. At the initial stage, we employed some of the collected non-
face samples to train the neural network classiﬁer. We then ran the system on
images with no frontal faces, collected the regions that were wrongly identiﬁed as
face patterns and used them as new negative samples to further train the neural
network. The above processes can be applied iteratively. Figure 3.14 gives examples
of how to collect non-face samples during the training process using the ”boot-
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strap” strategy.
3.5 Face Detection Algorithm
We now state the overall algorithm to detect faces in the gradient energy domain.
As we do not make any assumption on the position and size of faces in video frames,
we need to search the ”eyes-nose-mouth” pattern at multiple positions and scales.
This is accomplished by moving the face template across the entire gradient energy
map, as illustrated in Figure 3.7c. At each position, we extract the corresponding
EV and EH values for the face template. We then deduce the presence of a face
using the neural network classiﬁer.
In order to allow for faces of various sizes, we scale down the potential face
regions at the end of each traversal. The scaling factor used is 1.25. The trans-
lation and scaling operations are performed in the DCT domain using an eﬃcient
algorithm described in Chapter 4. The termination of the face detection algorithm
is determined by either of two factors:
• The potential face region is less than the predeﬁned minimum size of Swmin×
Shmin pixels. Here, we set Swmin = Shmin = 32.
• The number of scaling down operations Sn exceeds a predeﬁned maximum
number SN . Accordingly, the maximum size of face region that can be de-
tected is Swmax = Shmax = 32 · 1.25SN . Normally, SN is decided by the size




Figure 3.15: Example of face region detection at multiple scales and positions with
the ﬁxed-sized face model (4× 4 blocks) .
3.5.1 Merging Overlapping Detections and Removing False
Detections
In this section, we present approaches to fulﬁll two tasks: merging the possible
overlapping detections of the same face and removing the false detections.
Since we use a ﬁxed-sized view-based face model to match to the candidate
regions in multiple scales and positions, we tend to make multiple identiﬁcations
of the same face at diﬀerent positions and in diﬀerent scales. An example is shown
in 3.15, where the frame is scaled down by 1.25 each time. We need to determine
that all the overlapping detections are referring to the same face and merge them
into one ﬁnal result. We ﬁrst map the detected regions back to the scale of the
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(a) (b)
Figure 3.16: Merge overlapped face regions to one ﬁnal result.
original frame, as illustrated in Figure 3.16a. Then according to criterions in terms
of positions and scales, we can merge the overlapping regions into a ﬁnal region.
This gives the face region detected, as shown in Figure 3.16b.
(a) (b)
Figure 3.17: Overlapped face regions detected at diﬀerent positions and scales: the
correct detection features multiple detections in multiple scales and position; while
the false detection tends to be isolated.
On the other hand, it is possible that the raw output of the face detector will
contain a number of false detections. We need to remove the false detection with
other means to improve the accuracy of the face detector. As shown in Figure 3.17,
it is noted that the correct face region tends to be detected at multiple nearby
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positions and scales. In contrast, the false detections are likely to be isolated with
less consistency. Based on this observation, it is reasonable to assume that multiple
detections within certain regions and scales have high conﬁdence to correspond to
a real face region. Those isolated detected regions are more likely to be false
detections and therefore can be eliminated.
3.5.2 The Overall Face Detection Algorithm
In summary, the overall face detection algorithm is as follows:
WHILE (The image region is larger than Swmin × Shmin and the number
of scaling operations Sn is less than SN) {
Compute the gradient energy map;
Translate the face template across and down the region in a step
by step manner (the step size is set to 2 pixels); {
Extract the feature values for the current template;
Decide if a face presents in the current template using the
neural network-based classiﬁer;
IF (The current region resembles a face pattern)
Store the position and size of the face pattern;
}
Down-sample the image region by factor of 1.25;
}
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Map the detection results to the original resolution;
Check the overlapping of the detected regions and merge the multiple
identiﬁcations of a same face;
Remove the likely false detections.
3.6 Experimental Results and Discussions
We have implemented the above algorithm in C++ on a Dell PC (PIV 1.8GHz
CPU, 512MB memory, Linux installed). We have tested our system using video
clips obtained from the MPEG-7 data set and images from other sources. Our
test video clips consist of 211 I frames containing 155 frontal faces belonging to 35
subjects. These faces are not in the training set which we used to train the neural
network-based classiﬁer. Sample results of the neural network-based approach are
shown in Figure 3.18. We use two measures, detection rate and precision, to
evaluate the eﬀectiveness of the proposed face detector. The two measures are
deﬁned as:
detection rate =
number of faces correctly detected
total number of faces
(3.9)
precision =
number of faces correctly detected
totalnumber of faces detected
(3.10)
Table 3.1 tabulates results of our test on the video clips. From the table, we can
see that the detection rate and precision of the face detector are 85% and 89%,
respectively.
The experiments demonstrate that our face detector is eﬀective. We attribute
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Table 3.1: Performance of the face detection algorithm.
Total Faces Face Detected Face Missed False Detection Detection Rate Precision
155 132 23 17 85% 89%
this to the combination of the gradient energy face template and the skin-color
pre-ﬁltering. The gradient energy representation is eﬀective to enhance the facial
features, while the skin-color pre-ﬁltering helps to remove the non-skin regions and
reduce the amount of data for further analysis. From the experiments, we found
that our face detector could also detect some slightly slanting faces as shown in
Figure 3.18. This might be an advantage of the gradient energy representation of
facial features. As the feature values in the face template are derived from 8× 8-
pixel blocks, the resulting face detector is more tolerant to faces with slight shift
from the frontal and upright poses.
Edge and energy features are often employed for face detection purposes [47,
57, 11]. Through the selection of DCT coeﬃcients, our gradient energy representa-
tion is derived from band-pass frequencies. The face model is simple and explicit
with low dimensionality. This means that the human knowledge is possible to
be incorporated into the model by adding certain heuristic rules. In practice, we
merge the overlapping detection results and remove those false detections with less
reliability. Furthermore, simple rule-based classiﬁer can be developed to explore
the simple face features and their layout as suggested by Sinha [100] and other
researchers [120]. This is appealing as we need fast algorithm to cope with the
huge amount of video materials. In fact, we have tried the rule-based classiﬁer
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Figure 3.18: Examples of face region detection.
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by examining the face samples and non-face samples in deriving simple rules. The
performance is acceptable in terms of accuracy and speed. However, the rule-based
approach suﬀers from several problems. First, there is a lack of systematic ways
to derive more eﬀective rule set. More importantly, the completeness and inde-
pendence of the rules are hard to verify, although the experimental results are
encouraging. In contrast, the neural network approach provides an eﬀective means
for pattern classiﬁcation. It can accommodate the variations in the input feature
set. But its eﬀectiveness depends mostly on the appropriate choice of features and
the training samples collected. Moreover, neural network usually needs careful and
repeated training processes. Anyway, it is possible to integrate rule-based and neu-
ral network-based models and automatically reﬁne the rule set by learning rules
from neural network [97].
From the overall face detection algorithm presented in Section 3.5.2, we can see
that searching in the candidate region at multiple scales and positions contributes
to a large portion of computation cost incurred. This seems inevitable as we are
trying to detect faces of variable sizes with a ﬁxed-sized face model. To alleviate
the computation burden, our current approach employs the skin-color classiﬁcation
to ﬁlter out the non-skin color regions. Moreover, we need to explore new matching
strategy to reduce the computation eﬀorts for the detailed search.
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3.7 Summary
This chapter presents a frontal face detection method developed for MPEG videos.
The method uses a visual representation extracted directly from the compressed
video. The face template describes the local appearance and layout of pertinent
facial features in terms of relative gradient energy values at diﬀerent parts of the
face template. A neural network-based classiﬁer is trained to search the candidate
regions to ﬁnd the ”eyes-nose-mouth” patterns at multiple scales and locations. A
DCT-domain fractional scaling technique is used to scale the face regions eﬃciently.
The experimental results demonstrate that the algorithm is eﬀective in detecting
faces. The main contribution of this work is in developing an eﬃcient scale and
position invariant technique to detect faces that operates in a transformed gradient




Fractional Scaling and Inverse
Motion Compensation
In this chapter, we propose a suite of methods to manipulate image and video
directly in compressed (DCT) domain without explicit decompression and recom-
pression. It includes fractional scaling of image and video, and inverse motion
compensation of MPEG video. In particular, it supports fractional scaling factors
of 1.50 and 1.25, which diﬀers from those compressed-domain sampling methods
that work only with integer factors. We present a framework to accomplish these
operations on images and video, which provides a simple, consistent and extensi-
ble way to implement the algorithms. The algorithms exploit shared information
among blocks to save computation cost. The resulting scheme ensures that the
compressed domain algorithms always use fewer arithmetic operations than their
conventional spatial domain counterparts. Simulation results in terms of visual
quality and objective evaluation are provided.
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This chapter is organized as follows. In Section 4.1, we introduce related is-
sues and our approach to the problems. More details about related works can be
found in Section 2.5 of Chapter 2. In Section 4.2, we present a general frame-
work of performing the operations in compressed domain. We then demonstrate
the implementation of fractional scaling in Section 4.3, with simulation results and
evaluations in terms of subjective and PSNR quality of images obtained by down-
sampling and upsampling using our method. Based on the similar scheme, method
to implement inverse motion compensation is introduced in Section 4.4. Finally,
we conclude the chapter with a summary in Section 4.5.
4.1 Introduction
With the rapid accumulation of image and video material, a lot of compression
methods have been proposed to tackle the problems of limitations in processing
power, storage capacity and network bandwidth. Among these mehods, there is
a series of standards that employ the discrete cosine transform (DCT), namely
JPEG, MPEG, H.263, etc [36, 41, 81]. With the wide-spread adoption of com-
pression standards, large amount of images and video streams are encoded and
transmitted in compressed formats nowadays. It would therefore be beneﬁcial if
the properties of the compression techniques can be explored to facilitate eﬃcient
processing. The compressed-domain approaches thus perform the typical video
manipulation functions like scaling, translation and composition directly in the
compressed domain [102, 74, 15, 16, 98, 85, 99]. The computation costs can be
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saved signiﬁcantly by avoiding the decompression and recompression steps.
The compressed-domain approaches also allow the possibility of exploiting the
characteristics of DCT blocks, such as the energy compactness and sparseness of
DCT coeﬃcients, as well as features provided by a particular compression standard,
such as the motion compensation in MPEG for exploring frame coherence [36, 41,
81]. Usually, digital image and video in a compressed format has less data than
in the uncompressed format. Bearing these factors in mind, we can further save
computation cost by exploiting the nature of the compressed data in designing a fast
algorithm. For example, extra saving of computations can be achieved if the DCT
blocks are sparse. Furthermore, according to the speciﬁc requirement of certain
applications, we may only need to consider a sub-set of the whole DCT block, such
as the lower DC+nAC coeﬃcients [70, 105]. It is obvious that these advantages
can only be achieved by processing the image and video in the compressed domain.
Among various operations, changing the resolution of images or video frames
is often necessary. But most of the existing DCT-domain methods support only
integer scaling factors like 2, 3, 4 etc [102, 74, 16, 73, 70, 45, 129, 29]. With only
integer scaling factors, the users have little choice in scaling and the image size will
tend to shrink/grow too drastically. For example, if the down-sampling factor is 2,
the resulting size is only one-fourth of the original one. This severely restricts the
wide adoption of the scaling algorithm since many applications require that the
image or video frame be scaled by fractional factors ranging between 1 and 2.
The currently available compressed-domain algorithms diﬀer from each other
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either in the assumptions on the nature of image and video, or in the complexity of
the processes to realize the operations. For example, some of them tend to be slower
than the spatial domain counterparts as the assumptions they make are likely to
be void in real image and video applications. We also notice that the current ap-
proaches usually design diﬀerent fast algorithms for diﬀerent speciﬁc compressed
domain operations. Thus to implement the operations discussed above would re-
quire the use and integration of diverse speciﬁc functions. It would be better if
these multiple speciﬁc functions can be integrated and embodied within a common
scheme. This will simplify the system design and facilitate its implementation in
both software and hardware.
4.1.1 Our approach
In this chapter, we propose a common scheme to embody a suite of methods for
manipulating image and video directly in compressed (DCT) domain without ex-
plicit decompression and recompression. The methods oﬀer to: (a) perform ﬂexible
scaling of image and video by fractional scaling factors of 1.50 and 1.25; (b) support
inverse motion compensation for MPEG video which improves the performance by
14% over the best reported scheme [69, 70, 105] in the worst case. The only re-
quirement is that the image and video should be organized in 8 × 8 pixel block
structure and in the compressed discrete cosine transform format. Such a format
has been widely adopted by the popular image/video compression standards like
JPEG, MPEG, H.263, etc. For the sake of simplicity in implementation, we propose
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a uniﬁed scheme, which decomposes the DCT computation processes into several
common steps, and performs these steps sequentially in the vertical and horizontal
directions. This gives rise to a simple and fast algorithm that can be easily imple-
mented in both software and hardware. The resulting algorithm always uses fewer
operations than the uncompressed spatial domain counterpart. More computations
can then be saved by exploiting the sparseness and other properties of the DCT
blocks.
A novel feature is that the methods oﬀer fractional scaling factors of 1.50 or
1.25, which supplement the existing integer scaling factors. It intends to ﬁll the gaps
between the possible application requirements and currently available technologies
to support a wide variety of applications. For example, in a face detection system,
to deal with the possible faces that might be in any scale, a common approach is
to scale down the candidate image regions by fractional factors consecutively and
match them against a ﬁxed-sized face model [106, 88]. The fractional down-scaling
method is important to support such a face detection method which operates in
the compressed domain [23].
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4.2 Implementation of DCT-Domain Processing
Techniques
4.2.1 Issues of DCT-Domain Processing
There are two important concepts regarding compressed domain processing: one is
taking advantage of the intermediate results of computation; the other is making
use of the information structure in compressed domain to access what is needed [76].
DCT is a unitary orthogonal transformation with the following properties:
Dct(A + B) = Dct(A) + Dct(B) (4.1)
Dct(AB) = Dct(A)Dct(B) (4.2)
These two properties are the basis for most DCT domain processing techniques.
More details of DCT-based algorithms can be found in [16, 101]. From the study
of those algorithms, it is clear that the basic idea of DCT domain processing is to
convert the spatial domain processing into its transformed domain equivalent [101].
We also adopt this approach to solve the problem.
JPEG, MPEG and H.261 standards organize image or video in 8 × 8-pixel
blocks. They apply DCT to each block to derive the 64 DCT coeﬃcients. This
is followed by some intra and inter-block operations to reduce the data rate. One
main disadvantage of the block structure is that it is diﬃcult to adopt pixel-oriented
algorithms developed for uncompressed domain directly into DCT domain because
of the following reasons:
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• Inter-block manipulations are needed to eliminate the block artifacts in cer-
tain operations, such as geometry transformation, resolution changes, trans-
lation, inverse motion compensation, etc. Usually, values from several neigh-
boring original blocks must be employed to predict a new block in the DCT
domain. This tends to make the manipulation in DCT domain much more
complicated than its counterpart in spatial domain.
• Most of the proposed DCT domain image processing techniques manipulate
the DCT coeﬃcients using both inter- and intra-block operations. However,
the techniques must conform to the standard block syntax (8×8 pixels) after
the DCT domain operations are performed.
Here we address fractional sampling for DCT compressed image or video, and
inverse motion compensation for MPEG video. Although the operations diﬀer
from each other in certain aspects, they all derive a list of DCT compressed blocks
conforming to the compression standards from the DCT compressed blocks in the
original image or video frame. To fulﬁll the tasks, we must ﬁrst decide the dimen-
sion of the resulting image or video frame, and the corresponding block structure.
Next, we need to consider two factors in accomplishing the operations, which are
listed below [14]:
• How to map each pixel in the resulting image or video frame back to the
original image and video frame, so as to select the relevant pixels from which
the resulting pixel is derived?
• How to perform the gray-level interpolation? In another word, how to decide
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the pixel values in the resulting image and video according to the related
pixels in the original image or video?
4.2.2 Computation Scheme for DCT Domain Operations
Compressed
Image/Video Formulator





Figure 4.1: A typical scheme for performing the DCT domain manipulations for
DCT compressed image and video.
Figure 4.1 depicts a common scheme to perform the compressed domain oper-
ations on DCT compressed image and video. From the original compressed image
or video, we perform partial decoding including entropy decoding, run-length de-
coding, etc., so as to obtain the quantized DCT coeﬃcients for a list of 8× 8 DCT
blocks in the original image or video frame. We illustrate this process as the DCT
block formulator in Figure 4.1. Then a de-quantizer de-quantizes each DCT block
using a modiﬁed quantization table, which is derived from the original quantization
table by incorporating some operations from latter processes to reduce the com-
putation cost. The DCT-domain manipulators are the central part in the whole
system. It performs the main tasks of manipulation and composition on image
and video. The processed image or video is then converted to the desired output
format. As shown in Figure 4.1, we output a series of intra-coded 8×8 DCT blocks









Figure 4.2: A typical approach to deriving a resulting DCT block from 4 neighbor-
ing DCT blocks in the source image or video.
In the following parts, we utilize the translation operation as an example to
describe the implementation of the compressed domain operations. As illustrated
in Figure 4.2, the content of a resulting DCT block, depicted as Dij corresponds to a
block in the original image, depicted as D
′
ij, after translated by w pixels horizontally
and h pixels vertically. According to the earlier discussion, we need to map each
pixel in Dij back to pixels in the original blocks from which the resulting pixels value
are predicted. Since D
′
ij does not ﬁt into the block structure of the source image or
video frame, we need to reconstruct it. This is usually dependent on the 4 original
neighboring DCT blocks in the source image or video frame, which are Bij, Bi(j+1),
B(i+1)j, B(i+1)(j+1). In other words, every source block contributes to a sub-region
of Dij. In this sense, we can employ matrix multiplications to convert the original
blocks to the sub-regions and accomplish the pixel value interpolation [54, 15]. It










where the superscript t denotes matrix transposition and Sk’s are 8 × 8 matrices
that complete the pixel selection and value interpolation. These pre- and post-
matrix multiplications are to transform and cut the original blocks, while the matrix
summation is to concatenate several sub-blocks to build the resulting block. Here
Sk’s play the role of operators in the whole process, since the selection and design
of Sk’s determine the function of the manipulation operation.
According to Equations (4.1) and (4.2), we can convert Equation (4.3) to its









If we use boldfaced D to denote the 2D-DCT of an 8× 8 block D as
D
def
= Dct(D) = TDT t


















= VijS2j +Vi(j+1)S2j+1 (4.7)





From Equation (4.5), we can see that DCT coeﬃcients of the resulting block,
Dij, are interpreted as a combination of DCT coeﬃcients of the 4 original neigh-


































Figure 4.3: A uniﬁed framework to realize the DCT domain operations.
(4.7) reﬂect that the derivation of Dij can be divided into two consecutive steps.
First, we process the source blocks vertically by pre-multiplying matrices Stk’s
to Bij, Bi(j+1), B(i+1)j and B(i+1)(j+1) respectively, and obtain two intermediate
blocks Vij and Vi(j+1). Second, we process the intermediate blocks horizontally
by post-multiplying matrices Sk’s to Vij and Vi(j+1) and obtain Dij. The above
procedure is depicted in Figure 4.3, which is a more detailed description of the
DCT-domain manipulator in Figure 4.1. Through this, we decompose the whole
process into two consecutive one-dimensional operations, vertical operations (re-
alized by matrix pre-multiplications) followed by horizontal operations (realized
by matrix post-multiplications). Incidentally, the directional processing is widely
employed in image and video processing, and also adopted in compressed domain
transcoding of MPEG [2, 60]. This simple computation strategy helps to reuse the
computed results and guarantees the simplicity and consistency of implementing
the operations under discussion.
4.2.3 Implementation and Computation Cost of the Fast
Algorithm
To compute matrix multiplications like StijBij andBijSij, we adopt a fast algorithm
attributed to Arai et al. [7] and illustrated in detail in [81]. The fast algorithm
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designed is based on the factorization of the DCT transformation matrix T of the
form:
T = DPB1B2MA1A2A3
where D is a diagonal matrix that contains the constant scaling terms; P is a
permutation matrix; A1, A2, A3, B1 and B2 are sparse matrices with entries 1 and
-1; and M is a sparse matrix with entries 1 and four other real values. Please refer
to B.1 for the exact entry values of the matrices, which can also be found in [81]
and [70].





1 1 a 1 −b 0 c 1
1 −1 a 0 −b a c 0
1 −1 −a 0 c a b 0
1 1 −a −1 c 0 b 0
1 1 −a −1 −c 0 −b 0
1 −1 −a 0 −c −a −b 0
1 −1 a 0 b −a −c 0
1 1 a 1 b 0 −c −1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

























Now, we examine the cost of computing Dij in Equation (4.5) as an example
to illustrate the eﬀectiveness of the fast algorithm proposed. In order to compare
the eﬃciency of this algorithm with other algorithms, we also enumerate the com-
putation cost in terms of the basic arithmetic operations in the PA-RISC processor
proposed by Merhav and Bhaskaran [70]. The elementary arithmetic operations
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here refer to either an ADD, SHIFT, or SHIFT-ADD operation in the PA-RISC
processor. This evaluation method was also adopted by Song and Yeo [105]. From
Equation (4.5), we have









































Figure 4.3 is a block schematic diagram for implementing the DCT-domain ma-
nipulator in Figure 4.1, which is characterized by the above operations. Matrix pre-
multiplication implements Equation (4.9). The vertical re-constructor combines
two vertically adjacent DCT blocks V1ij and V
1
(i+1)j by matrices pre-multiplication
with operator Stk, as depicted in Equation (4.10). Matrices post-multiplication im-
plements Equation (4.11). The horizontal re-constructor combines two horizontal
adjacent DCT blocks H1ij and H
1
i(j+1) by matrix post-multiplication with operator
Sk, as depicted in Equation (4.12). Finally, according to Equation (4.13), a forward
DCT is performed on Hij to obtain the resulting DCT blocks Dij.
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Since the computation cost related to operator Sk depends on the speciﬁc
design of Sk for a particular manipulation operation, we leave it until we discuss
each operation in details in the latter parts. Here, we just measure the computation
cost incurred by computation patterns as shown in Equations (4.9), (4.11) and
(4.13).
Since the multiplication of D can be absorbed by the modiﬁed de-quantizer
in Figure 4.1 and P is a permutation matrix, we can ignore them when we count
the number of operations involved. It is obvious that pre-multiplication with Bt2B
t
1
takes 8×8 = 64 additions and post-multiplication with B1B2 also takes 8×8 = 64
additions.
We now count the number of computation operations for multiplying by R.
The computation of u = Rv, where u = (u1, u2, · · · , u8)t and v = (v1, v2, · · · , v8)t,
can be carried out with 5 multiplications and 21 additions. For detailed deduction,
please refer to Appendix B.2.
Thus, the number of operations to implement Equation (4.9) is 5 × 8 = 40
multiplications and 29 × 8 = 232 additions, which is equivalent to 50 × 8 = 400
elementary operations in the PA-RISC processor according to [70] and [105]. Sim-
ilarly, the number of operations needed to implement Equation (4.11) is also 40
multiplications and 232 additions, and 400 elementary operations in the PA-RISC
processor. Here, if we use the same approach, the number of operations for Equa-
tion (4.13) is 672 elementary operations in the PA-RISC processor [70, 105].
In the following parts, we will describe the design and implementation of
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fractional scaling and inverse motion compensation for MPEG video, and other
related operations. All the operations share the same scheme as introduced above
and they just diﬀer from each other in the design of Sk. After we have Sk’s, we
are able to count the number of operations needed to implement Equations (4.10)
and (4.12), and thus the total number of operations needed for each manipulation
operator.
4.3 Implementation of Fractional Scaling
In this section, we describe the implementation of DCT-domain downsampling
and upsampling by factors of 1.50 and 1.25. We evaluate the performance of
the proposed techniques in terms of computational cost, and the subjective and
objective quality of the images obtained by intra-block ﬁltering, downsampling
and upsampling.
Generally, with a fractional scaling factor, every M×M blocks can be resized to
N×N blocks; and we only need m multiplication matrices as well as their transpo-
sitions to implement the scaling in the DCT domain. Moreover, the multiplication
matrices will repeat themselves for every M×M blocks, which means that we can
process every M×M blocks independently without considering other blocks and the
dimension of the whole image. Here, M equals to 3, N equals 2 and m equals to 4
for the fractional scaling factor 1.50, while M equals to 5, N equals 4 and m equals
to 8 for the fractional scaling factor 1.25.
Normally, to reduce aliasing eﬀects on the downsampled image, a low-pass
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ﬁltering must be applied before the downsampling operation. For simplicity, the
result after applying low-pass ﬁltering in both vertical and horizontal directions on
an 8×8 DCT block is keeping the top-left w×w (w < 8) coeﬃcients and zeroing out
all the other higher frequency coeﬃcients [32, 18, 74]. Strictly speaking, this intra-
block operation is not equivalent to a sharp low-pass ﬁlter in the Fourier domain.
As noted in [74], intra-block ﬁltering techniques do not satisfy the ﬁltering design
constraints that are usually deﬁned in the Fourier domain. They are not suﬃcient
to remove the artifacts introduced by resolution changes. Thus many algorithms
have been developed using variants of Fourier transform, but they normally require
the doubling of the input data or inter-block operations [18, 44, 74]. Although
inter-block schemes do not have any limitation, their computational cost tends to
weaken the advantages of compressed domain processing. Our approach to the
problem is to employ intra-block ﬁltering to preserve the block dimension. The
essence is to keep the alias introduced tolerable and maintain reasonable trade-oﬀ
between performance and computational eﬃciency. For a DCT block Bij, a simple
horizontal intra-block low-pass ﬁltering operator in DCT domain can be written in










⎟⎟⎟⎠, Iw×w is a w × w unity matrix. Similarly, the vertical
intra-block low-pass ﬁltering operator is just the transpose of F . Speciﬁcally, we
set w = 5 for scaling factor 1.50, and w = 6 for 1.25, respectively.
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4.3.1 Downsampling by a Factor of 1.50
The matrices for scaling by 1.50 are all very sparse, with only 3 diﬀerent entry
values, 0, 0.5, and 1. The entry values reﬂect the role of these matrices to perform
pixel mapping and interpolation. The multiplication matrices Sk (k=0,1,2,3) are
deﬁned as follows (here we only list the nonzero entry values sij, where i,j=1-8).
S0 = {sij|s11 = 1, s22 = 0.5, s32 = 0.5, s43 = 1, s64 = 0.5,
s75 = 1, s86 = 0.5}
S1 = {sij|s16 = 0.5, s27 = 1, s38 = 0.5, s48 = 0.5}
S2 = {sij|s51 = 1, s62 = 0.5, s72 = 0.5, s83 = 1}
S3 = {sij|s14 = 0.5, s24 = 0.5, s35 = 1, s46 = 0.5, s56 = 0.5,
s67 = 1, s78 = 0.5, s88 = 0.5}
From Equations (4.10) and (4.12), we can see that they can be decomposed into
two operations:







where u = (u1, u2, · · · , u8)t and v = (vi1, vi2, · · · , vi8)t, i=1, 2.
The nonzero entry values in Sk’s are 0.5 and 1. Their common factor of 0.5
can be extracted and absorbed in the modiﬁed de-quantizer shown in Figure 4.1.
Then the nonzero entry values in Sk’s become 1 and 2. Thus to implement Equation
(4.14) or (4.14), only 8 additions are required. (Here, we avoid doing matrices sum-





















































Figure 4.4: The procedure of performing down-sampling by a factor of 1.50 by
converting every 3 × 3 block in the source image or video to a 2 × 2 block in the
resulting image or video.
As shown in Figure 4.4, to convert a 3 × 3 blocks Bij to 2 × 2 blocks Dij
by down-sampling with factor of 1.50, the following computations are involved in
terms of the elementary arithmetic operations:
1. The source 3 × 3 DCT blocks Bij are converted to 3 × 3 blocks as V1ij by
matrices pre-multiplication. This involves 9 operations deﬁned by Equation
(4.9), which is equivalent to 220× 9 = 1980 elementary operations.
2. We perform the vertical block interpolation, which converts 3× 3 blocks V1ij
to 2×3 blocks as Vij. This involves 6 operations deﬁned by Equation (4.10),
which is equivalent to 40× 6 = 240 elementary operations.
3. The 2 × 3 blocks Vij are then converted to 2 × 3 blocks as H1ij by matrices
post-multiplication. This involves 6 operations deﬁned by Equation (4.11),
which is equivalent to 352× 6 = 2112 elementary operations.
4. We perform the horizontal block interpolation, which converts 2 × 3 blocks
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H1ij to 2 × 2 blocks as Hij. This involves 4 operations deﬁned by Equation
(4.12), which is equivalent to 64× 4 = 256 elementary operations.
5. 2× 2 2-dimension DCT transforms are performed to convert the 2× 2 blocks
Hij to 2 × 2 resulting DCT blocks as Dij deﬁned by Equation (4.13). This
process takes 672× 4 = 2688 elementary operations.
Thus to get a block in the resulting image down-scaled by a factor of 1.50
using the present algorithm in the PA-RISC processor, the number of elementary
operations needed is: (1980 + 240 + 2112 + 256 + 2688)/4 = 1819.
On the other hand, the brute-force method of performing fast IDCT ﬁrst,
down-scaling the image by 1.50 in spatial domain and performing fast DCT again
needs 2884 operations. This means 37% of operations are saved by the compressed
domain down-sampling method.
4.3.2 Downsampling by a Factor of 1.25
We implement the down-sampling by 1.25 using a similar approach as that em-
ployed for the 1.50 case. The matrices for scaling by 1.25 are also very sparse, with
only 5 diﬀerent entry values, 0, 0.25, 0.5, 0.75 and 1. The multiplication matrices
Sk (k=0,1, ... ,7) are deﬁned as follows (again we only list the nonzero entry values
sij, where i,j=1-8).
S0 = {sij|s11 = 1, s22 = 0.75, s32 = 0.25, s33 = 0.5, s43 = 0.5, s44 = 0.25,
s54 = 0.75, s65 = 1, s76 = 0.75, s86 = 0.25, s87 = 0.5}
S1 = {sij|s17 = 0.5, s18 = 0.25, s28 = 0.75}
S2 = {sij|s31 = 1, s42 = 0.75, s52 = 0.25, s53 = 0.5, s63 = 0.5, s64 = 0.25,
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s74 = 0.75, s85 = 1}
S3 = {sij|s16 = 0.75, s26 = 0.25, s27 = 0.5, s37 = 0.5, s38 = 0.25, s48 = 0.75}
S4 = {sij|s51 = 1, s62 = 0.75, s72 = 0.25, s73 = 0.5, s83 = 0.5, s84 = 0.25}
S5 = {sij|s14 = 0.75, s25 = 1, s36 = 0.75, s46 = 0.25, s47 = 0.5, s57 = 0.5,
s58 = 0.25, s68 = 0.75}
S6 = {sij|s71 = 1, s82 = 0.75}
S7 = {sij|s12 = 0.25, s13 = 0.5, s23 = 0.5, s24 = 0.25, s34 = 0.75, s45 = 1,
s56 = 0.75, s66 = 0.25, s67 = 0.5, s77 = 0.5, s78 = 0.25, s88 = 0.75}
The nonzero entry values in Sk’s have the common factor of 0.25, which can be
extracted and absorbed in the modiﬁed de-quantizer shown in Figure 4.1. Then
the nonzero entry values in Sk become 4, 3, 2 and 1. Thus to implement Equation
(4.14) or (4.15), only 14 elementary operations are required.
Similar to Figure 4.4, to convert a 5×5 blocks Bij to 4×4 blocks Dij by down-
sampling with factor of 1.25, the following computations are involved in terms of
the elementary arithmetic operations:
1. The source 5 × 5 DCT blocks Bij are converted to 5 × 5 blocks as V1ij by
matrices pre-multiplication. This involves 25 operations deﬁned by Equation
(4.9), which is equivalent to 276× 25 = 6900 elementary operations.
2. We perform the vertical block interpolation, which converts 5× 5 blocks V1ij
to 4×5 blocks asVij. This involves 20 operations deﬁned by Equation (4.10),
which is equivalent to 84× 20 = 1680 elementary operations.
3. The 4 × 5 blocks Vij are then converted to 4 × 5 blocks as H1ij by matrices
cost-multiplication. This involves 20 operations deﬁned by Equation (4.11),
which is equivalent to 368× 20 = 7360 elementary operations.
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Table 4.1: Comparison performance between DCT-domain and brute-force scaling
algorithms.
Scaling factors Brute-force approach DCT-domain approach Savings
1.50 2884 1819 37%
1.25 2349 1780 24%
4. We perform the horizontal block interpolation, which converts 4 × 5 blocks
H1ij to 4× 4 blocks as Hij. This involves 16 operations deﬁned by Equation
(4.12), which is equivalent to 112× 16 = 1792 elementary operations.
5. 4 × 4 2-dimension DCT transforms are needed to convert the 4 × 4 blocks
Hij to 4 × 4 resulting DCT blocks as Dij deﬁned by Equation (4.13). This
process takes 672× 16 = 10752 elementary operations.
Thus to get a block in the resulting image down-scaled by a factor of 1.25
using the present algorithm in the PA-RISC processor, the number of elementary
operations needed is: (6900 + 1680 + 7360 + 1792 + 10752)/16 = 1780.
On the other hand, the brute-force method of performing fast IDCT ﬁrst,
down-scaling the image in spatial domain and performing fast DCT again needs
2349 operations. It seems that the saving of the compressed domain approach is
marginal with only 24%.
Table 4.1 summaries the comparison in performance between our DCT-domain
and the brute-force scaling algorithms for the scaling factors of 1.25 and 1.50.
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4.3.3 Upsampling by 1.50 and 1.25
The DCT-domain upsampling operation can be derived in a similar manner as
the downsampling operation. For a scaling factor of 1.50, 2 × 2 DCT blocks is
interpolated and upsampled to 3 × 3 DCT blocks. The matrices for upsampling
by 1.50 are all very sparse, with only 3 non-zero entry values, 1, 1/3, and 2/3.
The entry values reﬂect the role of these matrices to perform pixel mapping and
interpolation. The multiplication matrices Sk (k=0,1,2,3) are deﬁned as follows
(here we only list the nonzero entry values sij, where i,j=1-8).
S0 = {sij|s11 = 1, s12 = 1/3, s22 = 2/3, s23 = 2/3, s33 = 1/3, s34 = 1, s35 = 1/3,
s45 = 2/3, s46 = 2/3, s56 = 1/3, s57 = 1, s58 = 1/3, s68 = 2/3}
S1 = {sij|s61 = 2/3, s71 = 1/3, s72 = 1, s73 = 1/3, s83 = 2/3, s84 = 2/3}
S2 = {sij|s14 = 1/3, s15 = 1, s16 = 1/3, s26 = 2/3, s27 = 2/3, s37 = 1/3, s38 = 1}
S3 = {sij|s31 = 1/3, s41 = 2/3, s42 = 2/3, s52 = 1/3, s53 = 1, s54 = 1/3, s64 = 2/3,
s65 = 2/3, s75 = 1/3, s76 = 1, s77 = 1/3, s87 = 2/3, s88 = 2/3}
Similarly, for a scaling factor of 1.25, 4 × 4 DCT blocks is interpolated and up-
sampled to 5× 5 DCT blocks. The multiplication matrices Sk (k=0-7) are deﬁned
as follows.
S0 = {sij|s11 = 1, s12 = 1/5, s22 = 4/5, s23 = 2/5, s33 = 3/5, s34 = 3/5, s44 = 2/5,
s45 = 4/5, s55 = 1/5, s56 = 1, s57 = 1/5, s67 = 4/5, s68 = 2/5, s78 = 3/5}
S1 = {sij|s71 = 3/5, s81 = 2/5, s82 = 4/5}
S2 = {sij|s12 = 1/5, s13 = 1, s14 = 1/5, s24 = 4/5, s25 = 2/5, s35 = 3/5, s36 = 3/5,
s46 = 2/5, s47 = 4/5, s57 = 1/5, s58 = 1}
S3 = {sij|s51 = 1/5, s61 = 4/5, s62 = 2/5, s72 = 3/5, s73 = 3/5, s83 = 2/5, s84 = 4/5}
S4 = {sij|s14 = 1/5, s15 = 1, s16 = 1/5, s26 = 4/5, s27 = 2/5, s37 = 3/5, s38 = 3/5,
s48 = 2/5}
S5 = {sij|s41 = 4/5, s51 = 1/5, s52 = 1, s53 = 1/5, s63 = 4/5, s64 = 2/5, s74 = 3/5,
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s75 = 3/5, s85 = 2/5, s86 = 4/5}
S6 = {sij|s16 = 1/5, s17 = 1, s18 = 1/5, s28 = 4/5}
S7 = {sij|s21 = 2/5, s31 = 3/5, s32 = 3/5, s42 = 2/5, s43 = 4/5, s53 = 1/5, s54 = 1,
s55 = 1/5, s65 = 4/5, s66 = 2/5, s76 = 3/5, s77 = 3/5, s87 = 2/5, s88 = 4/5}
Figure 4.5: Original images: Lena, Watch, F16 and Caps.
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(a) (b)
Figure 4.6: Lena image: (a) downsampled by a factor of 1.25 (b) downsampled
by a factor of 1.50.
(a) (b)
Figure 4.7: Lena image: (a) reconstructed by downsampling and upsampling by a
factor of 1.25; (b) reconstructed by downsampling and upsampling by a factor of
1.50.
4.3.4 Experimental Results
To illustrate the performance of the fractional down-sampling methods, we used
the same set of test images in [29]. The original test images are shown in Figure 4.5.
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(a) (b)
Figure 4.8: Watch image: (a) downsampled by a factor of 1.25 (b) downsampled
by a factor of 1.50.
(a) (b)
Figure 4.9: Watch image: (a) reconstructed by downsampling and upsampling by
a factor of 1.25; (b) reconstructed by downsampling and upsampling by a factor
of 1.50.
Figure 4.5a shows the original Lena image and Figure 4.6 show the Lena images
obtained after downsampling by 1.25 and 1.50, respectively. Similar results for the
other images are shown in Figures 4.8, 4.10, 4.12, respectively. It is clear that the
downsampled images are sharp and have no visual artifacts.
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(a) (b)
Figure 4.10: F16 image: (a) downsampled by a factor of 1.25 (b) downsampled
by a factor of 1.50.
(a) (b)
Figure 4.11: F16 image: (a) reconstructed by downsampling and upsampling by a
factor of 1.25; (b) reconstructed by downsampling and upsampling by a factor of
1.50.
We used PSNR (peak signal-to-noise ratio) to measure the objective quality
of a reconstructed image as compared to the original image. Reconstructed images
with higher PSNR are considered better [73, 45, 29, 72]. In fact, the PSNRmeasures
do not correspond to human subjective perception exactly, and the higher PSNR
107
(a) (b)
Figure 4.12: Caps image: (a) downsampled by a factor of 1.25 (b) downsampled
by a factor of 1.50.
(a) (b)
Figure 4.13: Caps image: (a) reconstructed by downsampling and upsampling by
a factor of 1.25; (b) reconstructed by downsampling and upsampling by a factor
of 1.50.
values do not always mean perceptually better quality [10]. But compared to the
complex and unstable subject testing, it provides an objective and easy method to
test the image quality. Given an original image I(x, y) that contains N pixels and
a reconstructed image I ′(x, y), the PSNR is deﬁned as










[I ′(x, y)− I(x, y)]2
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Table 4.2: PSNR values after downsampling and upsampling using DCT-domain
and spatial domain techniques (scaling by 1.50).
Image Lena Watch F-16 Cap
spatial domain 30.66 25.89 28.96 31.02
DCT domain 35.56 29.80 33.89 35.00
Table 4.3: PSNR values after downsampling and upsampling using DCT-domain
and spatial domain techniques (scaling by 1.25).
Image Lena Watch F-16 Caps
spatial domain 30.80 26.11 28.84 32.98
DCT domain 36.65 30.89 35.37 36.07
With the original Lena image in spatial domain, we ﬁrst transformed it to DCT
domain with 8 × 8-pixel blocks. We then reconstructed it by upsampling after
ﬁltering and downsampling with our scheme. The resulting images with scaling
factors of 1.25 and 1.50 are shown in Figure 4.7. Similar results for the other
images are shown in Figures 4.9, 4.11 and 4.13. The PSNR values are tabulated in
Tables 4.2 and 4.3. For comparison, we also list the PSNR values obtained by the
spatial-domain bilinear interpolation method [14]. We see that the PSNR values
of our approach are much better than those of spatial-domain methods.
4.4 Implementation of Inverse Motion Compen-
sation
Aside from the intraframe coding techniques that exploit the spatial redundancy
reduction, MPEG also provides means to exploit the temporal redundancy reduc-
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tion across the pictures [36, 41]. To cater to the requirements of random access
and to achieve a high compression performance, MPEG supports three types of
pictures: intra-code pictures (I), forward predicted pictures (P) and bi-directional
predicted pictures (B). I-pictures are treated as isolated pictures and encoded in-
dividually with spatial redundancy reduction techniques similar to JPEG. Since
they are encoded independently, I-pictures can be decoded solely by themselves
and thus serve as random access points. Nevertheless, I-pictures do not take into
consideration the high degree of correlation between adjacent pictures. P-pictures
and B-pictures are thus provided to reduce the temporal redundancy. P-pictures
are coded with reference to a past picture and B-pictures are coded with refer-
ence to a past and a future picture. For a predicted macroblock in P-pictures,
only the diﬀerence between the current macroblock and the reference macroblock
in the reference picture is coded. While in B-pictures, a macroblock can be the
interpolation of a past macroblock and a future macroblock. Based on the above
mechanism, Figure 4.14 shows an example of a series of pictures in displaying order
and Figure 4.15 gives the corresponding pictures in encoding (decoding) order. It
is noted that the displaying order and the encoding (decoding) order are diﬀerent.
When decoding a video, the conventional approach needs the reference mac-
roblock be fully decoded before the current predicted macroblock can be recon-
structed. For eﬃcient MPEG video manipulation, composition and transcoding,
it is appealing if the intra-coded pictures can be derived directly from the inter-
coded pictures in compressed domain. This problem has been addressed in many
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I B B PB BPBBBPBB
Forward Prediction
Bidirectional Prediction
Figure 4.14: A typical group of pictures in displaying order.
I P B BP BBBBPBBB
Figure 4.15: A typical group of pictures in decoding (endcoding) order.
works [16, 69, 70, 105]. The last two also provide fast algorithms to implement the
algorithms.
Reference Picture Current P Picture
Figure 4.16: The relationship between a predicted macroblock in the current P
picture and the reference macroblock in the reference picture, as well as the corre-
sponding motion vector.
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Motion compensation is a key technique to explore the temporal redundancy
among video frames when dealing with inter-coded pictures. As shown in Fig. 4.16,
motion compensation helps to ﬁnd a best matched reference macroblock in the
reference picture for the macroblock to be encoded in the current picture. Motion
vector is used to locate the reference macroblock in the reference picture. In the
spatial domain, a pixel pij(t, x, y) in the current block can be reconstructed as
follows,
pij(t, x, y) = dij(t− 1, x +∆x, y +∆y) + eij(t, x, y) (4.17)
where dij(t − 1, x + ∆x, y + ∆y) is the corresponding pixel in the reference block
and eij(t, x, y) is the prediction error between the current pixel and the reference
pixel. (∆x,∆y) represents the motion vector.
According to Equation (4.1), Equation (4.17) can be transformed to DCT
domain. That is
Pij(t) = Dij(t− 1) +Eij(t) (4.18)
where Pij(t) is the block to be predicted in the current picture, Dij(t − 1) is the
corresponding block in the reference picture. Eij(t) is the encoded prediction error
that is readily available.
From the Equation (4.18), it is obvious that we should reconstruct the reference
block Dij(t − 1) ﬁrst before the predicted block Pij(t) can be reconstructed. In
fact, this is equivalent to cropping a region of Dij(t − 1) blocks from the original
region of Bij blocks. Here, we adapt the same computation scheme as we used for





















































Figure 4.17: The procedure of build a reference macroblock (2x2 blocks) from 3x3
blocks in the reference picture for inverse motion compensation in MPEG video.
video, as illustrated in Figure 4.3, except that the underlying application situation
is totally changed. As long as the reference macroblock may have misalignment
with the block structure in the reference picture, as shown in Figure 4.17, we might
have to reconstruct macroblock Dij(t − 1) based on the 9 neighboring blocks in
the worst case. We illustrate the procedure in Figure 4.17 by using an example
of predicting a 2 × 2-block reference macroblock (Dij) from 3 × 3 original blocks
(Bij). The desired macroblock (Dij) and the original neighboring blocks (Bij) are
misaligned. The values w and h give the overlapping width and height between
the blocks. We can see that in the worse case, a reference block depends on the 4
original neighboring blocks.
As shown in Figure 4.17, to crop the reference macroblock (Dij) from the
original neighboring blocks (Bij), the following computation steps are involved in
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terms of the elementary arithmetic operations:
1. The 3×3 DCT blocks (Bij) are converted to 3×3 blocks as (V1ij) by matrices
pre-multiplication shown in Fig. 4.3. This involves 9 operations deﬁned by
Equation (4.9), which is equivalent to 400x9=3600 elementary operations.
2. We perform the vertical block combination using the vertical re-constructor
shown in Fig. 4.3, which converts 3 × 3 blocks (V1ij) to 2x3 blocks as (Vij).
This is based on shifting the last h rows of V1ij upward and the ﬁrst (8-h)















Then the two parts are merged together to form a new block Vij. This
process is deﬁned by Equation (4.10). We ignore the computation cost for
this step since this process only involves in block entry re-grouping and we
can fulﬁll the task by referring to the entry values for each block explicitly in
the following step.
3. The 2×3 blocks (Vij) are then converted to 2×3 blocks as (H1ij) by matrices
post-multiplication shown in Figure 4.3. This involves 6 operations deﬁned by
Equation (4.11), which is equivalent to 400×6 = 2400 elementary operations.
4. We perform the horizontal block combination using the horizontal re-constructor
shown in Figure 4.3, which converts the 2 × 3 blocks (H1ij) to 2 × 2 blocks
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Table 4.4: Performance of the inverse motion compensation algorithm.
Brute-force Merhav Song Ours Savings over
approach and Bhaskaran and Yeo Song and Yeo
4320 2300(2928)∗ 2536 2172 14%
* The average number under assumption of a uniform distribution on motion vector
and the worst-case value. Please refer to 4.4.1 for more details.
(Hij). This is accomplished by applying the shifting matrices S2i and S2i+1
toH1ij andH
1
i(j+1) and obtainingHij as deﬁned in Equation (4.12). Similarly,
this process only involves in block entry re-grouping and can be absorbed in
the latter computation without any computation eﬀorts.
5. 2 × 2 2-dimension DCT transforms are needed to convert the 2 × 2 blocks
(Hij) to 2 × 2 resulting DCT blocks (Dij). This process takes 672x4=2688
elementary operations.
Thus to predict a reference block in a macroblock in 2 × 2 blocks using the
present algorithm in the PA-RISC processor, the average number of elementary
operations needed is:
(3600 + 2400 + 2688)/4 = 2172
4.4.1 Performance Evaluation
We compared our algorithm with the fast algorithms presented in the previously
mentioned works. Table 4.4 summarizes the performance of the inverse motion
compensation algorithm. As pointed out earlier, Merhav and Bhaskaran’s algo-
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rithm overlooked that motion compensation in MPEG is done on macroblock ba-
sis and intermediate computations can be reused to save computation overload.
With the same method of computing the performance, Song and Yeo reported
a 19% improvement over Merhav and Bhaskaran’s method by using 2,536 oper-
ations for prediction of one block(please refer to [105] for the calculation). Our
algorithm therefore improves the performance of Song and Yeo’s method by (2536-
2172)/2536=14% in the worst case. Besides, it is worth pointing out that we also
beneﬁt from the simple computation scheme, which can be easily incorporated into
software or hardware systems for image and video processing.
4.4.2 Computation of Gradient Energy Map
As pointed out in Chapter 3, we need to construct the gradient energy map for
face detection when the moving step size of the face template is less that the DCT
block size, i.e. 8 pixels. The essence of carrying out the operation is to interpolate
the new DCT blocks based on the original DCT blocks. It is obvious that we can
fulﬁll the tasks by employing the same computation scheme as that in Section 4.4.
As we perform the directional operations, one new block is only dependent on two
adjacent original blocks. The intermediate results can be reused in the process of
computation. The technique is a straight forward adaption of the scheme described
in Section 4.4. In order to save space, we will not elaborate of the technique further.
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4.5 Summary
We have presented a scheme to embody a suite of methods for manipulating image
and video directly in DCT domain without explicit decompression and recompres-
sion. The only requirement is that the image or video should be organized in
8×8 pixel block structure and in the compressed discrete cosine transform format.
Such formats have been widely adopted by the popular image/video compression
standards such as the JPEG, MPEGs, H.26x. The method oﬀers to: (a) perform
ﬂexible scaling of image and video by fractional scaling factors of 1.50 and 1.25;
(b) support inverse motion compensation for MPEG video. We decompose the
DCT computation processes into several common steps, and perform these steps
sequentially in the vertical and horizontal directions. This gives rise to a simple
and fast algorithm that can be easily implemented in both software and hardware.
The method oﬀers a number of advantages. First, it is able to scale image
and video by a ﬂexible scaling factor of 1.50 or 1.25. This is in contrast to those
algorithms that can only scale image and video by integer scaling factors directly
in the DCT domain. This helps to realize a wide range of scaling factors to support
a variety of applications. Second, it uses a fast and robust computation scheme,
which can be easily implemented. The resulting method is guaranteed to be much
more eﬃcient than the spatial domain counterparts. In contrast, some available
techniques tend to be too complex to implement, or may perform slower than the
uncompressed spatial domain counterpart under certain circumstances.
117
Chapter 5
Extraction of Face Sequences
from MPEG Video
In this thesis, we aim to detect and extract multiple face sequences from MPEG
video to support the strata-based digital video modeling and retrieval system [50].
However, our face detector is view-based, which can only deal with frontal and
slightly slanting faces. Example results of the face detector can be found in Fig-
ure 3.18. It is insuﬃcient to account for the complex face appearance in video. Thus
many faces in diﬀerent poses or complex environments may be missed. Meanwhile,
we need to determine the correspondence between the face regions in diﬀerent
frames. We approach the problems by tracking the detected faces in both for-
ward and backward directions. We have given an overview of our approach in
Figure 1.2, which consists of multiple stages. In the previous chapters, we have
presented the algorithms for detecting face in MPEG video, and the supporting
DCT-domain processing. This chapter describes the extraction of face sequences
by face tracking, face region prediction and post-processing.
Although human faces have distinct visual and structural features, detecting
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and tracking faces in general video is still quite diﬃcult as compared to applications
for human-computer interaction or surveillance. The diﬃculties arise from the
unrestricted nature of faces and the environments in which they occur in video.
They give problems to those methods that depend on speciﬁc visual or motion
cues for face detection and tracking. In addition, in order to process the large
amount of video data, eﬃcient algorithms are needed to save computation cost.
Taking all the above issues into considerations, this chapter focuses on developing
an eﬃcient and robust algorithm to track faces in general video. In this work, we
do not assume any prior knowledge of scenes and camera positions.
This chapter is organized as follows. Section 5.1 gives a brief introduction
to our approach. Section 5.2 describes the framework for extracting multiple face
sequences from MPEG video by tracking and interpolation. Section 5.3 presents
experimental results and discussion. Section 5.4 summarizes the whole chapter.
5.1 Overview of Our Approach
Given an MPEG video clip as input, we output multiple face sequences, each
corresponds to a particular person. We perform the face detection and tracking
selectively on the I-, P- and B-frames according to their frame types.
For each located face region in I-frames, we track it forward and backward in
the I- and P-frames without considering the in-between B-frames. The tracking
process is accomplished by a hypothesize-and-test procedure [34, 11] based on the
combination of color histogram matching and skin-color adaptation. The color
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histogram matching is performed at variable scales and locations in local areas. For
each face sequence, a speciﬁc Gaussian model is trained and updated to adapt to
possible changes in skin colors. A conﬁdence measure based on the skin-color model
is used to evaluate the tracking performance and detect the possible unavailability
of face features due to pose changes and occlusion. The reference face is updated
adaptively according to the tracking performance.
The above steps produce a series of spatio-temporal positions of face regions
in the I- and P-frames. In order to recover the missing faces caused by possible
changes in face pose and occlusions, we use those detected faces as keypoints and
perform linear prediction or interpolation to estimate the parameters of missing
faces. The corresponding faces in the B-frames are also interpolated from the
detected faces in the I- and P-frames. This approach is reasonable because of the
high coherence between video frames. Finally, we link partial face sequences with
similar faces together to form the ﬁnal face sequences.
5.2 Face Tracking in MPEG Video
Once a face region is detected in an I-frame, we start to track it forward and
backward in adjacent frames. Here, we do not care about the 3D structure of the
face. Our goal is to use the 2D patch matching and frame coherence to capture
the location and scale of the face region in new frames.
In the process of face detection and tracking, we need to decide the correspon-
dences between the face regions detected. There are two possible cases.
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• A face may be picked up simultaneously by the detection module and the
tracking module. This is possible since we perform both face detection and
face tracking in the I-frames. We check the relative positions and overlapping
status of the two results. If their common area is large enough, we will treat
them as one face. The one detected by face detection algorithm is normally
chosen as the ﬁnal result.
• The face that has been lost during tracking for a number of frames is detected
again. The newly detected face region should be link to the interrupted
face sequence. This is done by color histogram match with the stored face
templates. Cues like the duration of loss tracking, sizes and positions of the
faces are also evaluated to prune errors.
In the following discussions, we represent a face sequence in spatio-temporal
format as:









t) denotes the coordinates of the rectangle box bounding the
face region i at time t, where (xit, y
i
t) is the position (center of the bounding
box) and (wit, h
i
t) is the width and height of the bounding box.
H it is color histogram that describes the color distribution of the face region.
Git is a Gaussian representing the skin-color distribution in the region.
t is the time.
N(t) is the number of face regions present at time t.
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5.2.1 Searching for the best match in the search space
The face tracking is initialized by the face regions detected by the DCT-domain face
detection algorithm introduced in Section 3.5. The face tracking task is to update
the state by ﬁnding a region in the candidate frame, whose location, size and visual
features best match that of the target face. To accomplish this, a hypothesize-and-
test procedure is employed [34, 11]. The best estimation for the position and size




where d(s) is the matching scores based on color histogram matching.
It is noted that the success of the tracking task is largely dependent on the
following two issues: the scale of the search space, especially the changing face
sizes, and measures to determine and verify the goodness of match. We discuss
them in the following sub-sections.
Scale of the search space
The search space S is the set of scales and positions of regions that the face may
occur in the candidate frame. Given two previous reference face regions Bt−1 and
Bt−2 in a face sequence, we ﬁrst predict a search region B
p
t at time t, in which we
look for the best match to Bt−1. Due to the temporal continuity of the face region,
the prediction of the search region can be restricted to a local area. For simplicity,
we employ linear prediction to estimate the position of the search region as follows,
xpt = xt−1 +∆xt−1, y
p
t = yt−1 +∆yt−1 (5.3)
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where ∆xt−1 = xt−1 − xt−2, and ∆yt−1 = yt−1 − yt−2. In particular, if there is only
one reference face region Bt−1 available at time (t − 1) as the face tracker is just
initialized, we simply set xpt = xt−1 and y
p
t = yt−1.
As for the size of the search region, no prediction is performed. Instead,
we assume that face changes position and scale only moderately within the time
interval (< 1/8 second). Thus we simply set the size of the search region to be
50% larger than the reference face region Bt−1. In other words, we set the search
region size to wst = 1.5wt−1 and h
s
t = 1.5ht−1.
The search space S is then deﬁned as a number of candidate regions denoted
by s with coordinates (x, y, w, h) around the predicted location (xpt , y
p
t ) within the
search region.
S = {s : |x− xpt | ≤ ∆x ·mx, |y − ypt | ≤ ∆y ·my,
|w − wpt | ≤ ∆w · nw, |h− hpt | ≤ ∆h · nh} (5.4)
where ∆w and ∆h control the size changes of the candidate regions. In our imple-
mentation, we set wpt = wt−1, h
p
t = ht−1, ∆w = 0.05wt−1, ∆h = 0.05ht−1, nw = 2
and nh = 2. This implies that the size of the candidate region is changing from
0.9wt−1 × 0.9ht−1 to 1.1wt−1 × 1.1ht−1. Although assuming ﬁxed face size can pro-
vide satisfactory results in applications like human computer interactions [34], it
is not satisfactory for general video. The above search process aims to accommo-
date and constrain the face size changes. ∆x and ∆y are the step size between
the adjacent candidate regions. mx and my control the number of candidate re-
gions in horizontal and vertical directions. They are decided by the search region
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size (wst , h
s











Color histogram is stable and insensitive to scale changes. This helps us cope with
the possible face size change in tracking. We choose the Luv color space to model
color characteristic within the face region as color histogram [20]. We use the
color histogram intersection as a measure to decide the similarity between the face







where N = 176 is the number of color bins used. More details of this color his-
togram matching method can be found in [20].
5.2.2 Verification of the Matching Result
During the tracking of a face across frames, the 3D motion of human and the
changing illumination conditions will give rise to changes in the 2D image pattern
of the target. It is hard for a tracker with only a ﬁxed face template to handle
this as the residual of matching may increase sharply. A common solution to this
problem is to update the face template accordingly to accommodate the latest
tracking results. However, because of the possible error accumulated in the face
template in the tracking process, the face tracker may lose the targets gradually.
Meanwhile, the tracking may fail due to occlusion or disappearance of the face
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region. Thus, given a matching score for a face template, we need a conﬁdence
measurement to decide if the match should be accept or rejected. To this end,
we have designed a measure based on the skin color information pertaining to a
speciﬁc face sequence.







(x− µt)TK−1t (x− µt) (5.6)
where N is the total number of pixels in the region, and µt andK are the mean and
covariance matrix of the skin-color model of the face sequence respectively. Here,
x’s include skin-color pixels and non-skin color pixels.
In the tracking process, L(t) is evaluated at each frame. If the face tracker loses
the face, or the face is occluded, there is often a sudden drop in the value of L(t).
Meanwhile, if the tracker suﬀers from the errors accumulated across frames and
moves away from the actual face region, more and more pixels from the background
regions will be included, and the value of L(t) will also drop gradually. To deal with
the above situations, we need a dynamic threshold. Here we adapt the temporal
ﬁlter as introduced in [38]. The mean (m) and standard deviation (δ) of L(t) are
computed for the most recent T successful trackings. A threshold (m − kδ) is set
to detect the failure of the tracking. If L(t) > (m− kδ), the match will be rejected
and the face is considered lost. When a face is lost, we suspend the adaptation
and preserve the old template, until the face is re-captured with suﬃciently high
conﬁdence. We also employ heuristics to help determine whether the face region
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is occluded or disappears. One example is to select the body part as reference. In
our experiments, T = 15 and k = 2.2.
Modeling the Skin Colors of a Face Sequence
Other than occlusion of faces and errors in the actual tracking process, the other
source of error is that the skin-color distribution of the face changes during track-
ing because of environmental changes. To tackle this problem, we build a speciﬁc
Gaussian model to capture the skin-color distribution for the faces during tracking.
Although the number of skin-color samples is limited in a single frame, the param-
eter estimation can be continuously improved as more samples incoming along the
progress of tracking. The estimations gained in the previous frames are carried to
the estimations in the following frames [94]. Thus, the model adapts to the char-
acteristics of a particular face sequence, and changes of the skin colors. This helps
to reﬁne the pre-deﬁned skin-color model and ensure the stability of the tracking
process.
The learning samples x is a sequence of skin-color vectors extracted at diﬀerent
time t, X(t) = {x(i)}, i = 1, 2, · · · , N (t), where N (t) is the number of samples at
time t. We can estimate the mean µ(t) and covariance matrix K(t) of the set of
pixels, X(t), at time t [94].
Taking the previous estimations into account, the overall mean µt and covari-
ance matrix Kt of the samples up to time t can be derived from the corresponding





















= Kt−1 + αt[K(t) −Kt−1] + αt(1− αt)[µ(t) − µt−1][µ(t) − µt−1]T (5.8)
More details about the derivation of Equations (5.7) and (5.8) can be found in
Appendix C. Empirically, we set α = 0.5 and the latest estimation has the strongest
inﬂuence. In the above process, we only use skin-color pixels, instead of all the
pixels in the detected region, to modify the parameters of the skin-color model.
5.2.3 Recovery of the Misses in I-, P- and B-frames
After face detection and tracking, we have a set of successive spatio-temporal po-
sitions of the face regions in the I- and P-frames. These face regions can be used
as keypoints to recover the positions and sizes of the missing faces in certain I-
and P-frames by prediction or interpolation. We assume that the trajectory of
the face regions following a ﬁrst- or second-order piecewise approximation along
time [11, 48]. Normally, the prediction error tends to be small with the assump-
tion that the face will not move too far away as the video frame rate is around 30
frames/second. For simplicity, linear interpolation is used. First-order approxima-
tion is deﬁned as follows,






where v1 refers to the speed of the movement of a face, considered constant on
[t1, t2], and p(t), p(t1), p(t2) are the parameters (positions and sizes) at time t, t1
and t2.
Similarly, the face regions in I- and P-frames are used as keypoints to recover
the missing parameters of faces in B-frames by interpolation, as no face detection
or tracking operations has been performed in these frames.
5.3 Results and Discussion
The proposed face detection and tracking algorithms were tested on a Dell PC
(PIV 1.8GHz CPU, 512MB memory, Linux installed) with video streams from
multiple sources like news and movies. First, we selected ﬁve video clips of diﬀerent
characteristics to demonstrate the eﬀectiveness of our method. Second, we run our
system on a large news video data set to test the robustness of our method. The
video data set consists of 66 days of ABC news and CNN news (about 30 hours).
We used the MPEG developing classes designed by Li and Sethi [58] for
partially decoding the video into frames of DCT blocks. The experiments show
the eﬀectiveness of the algorithms for clips from multiple sources like news and
movies. The speed of tracking is around the range from 10 frames/second to 25
frames/second. The speed is variable as it depends on factors such as the number
and size of the faces in the video.
128
In the sample frames, the face regions are bounded by boxes. The color of
the box is diﬀerent from each other to discriminate multiple face sequences. The
sample frames show that the system can detect and track multiple face sequences
simultaneously.
Table 5.1: Summary of the test video excerptions.
Video Source Genre Number of Number of Number of Number of Speed
Number frames I-frames P-frames B-frames (f/sec)
1 MPEG7 news 136 10 36 90 25
2 MPEG7 news 281 31 62 188 19
3 VCD movie 418 27 108 270 9
4 VCD TV series 828 70 206 552 16
5 VCD TV series 454 38 114 302 9
Frame #20 Frame #60 Frame #100 Frame #140
Figure 5.1: Sample frames with face detection and tracking results.
5.3.1 Experimental Results on 5 Video Clips
The 5 video clips are all from news or movies in MPEG-1 format with frame size of
352× 288 pixels. More details about the test video clips can be found in Table 5.1.
The ﬁrst video is extracted from a Portuguese news program (RTP) in MPEG-
7 test data set, which has 136 frames with 10 I-frames, 36 P-frames and 90 B-frames.
The face of an anchor person is present from the beginning to the end as show in
Figure 5.1. It takes about 5.5 seconds to detect and extract the face sequence. The
129
speed of processing is about 25 frames/second. Results of several frames from the
video clip are shown in Figure 5.1.
Frame #575 Frame #625 Frame #675 Frame #725
Figure 5.2: Sample frames with face detection and tracking results.
The second video is extracted from a Spanish news program (RTVE) in MPEG-
7 test data set, which has 281 frames with 31 I-frames, 62 P-frames and 188 B-
frames. Two anchor persons are present from the beginning to the end as show in
Figure 5.2. It takes about 14.5 seconds to detect and extract the face sequences.
Results of several frames from the video clip are shown in Figure 5.2.
The above two examples are simple, but they often occur in news video. The
results demonstrate that we could achieve close to 100% accuracy in detecting and
tracking faces in such videos. More complicated cases will be shown below.
The third video is extracted from a movie named ”Ever after”, which has 418
frames with 27 I-frames, 108 P-frames and 270 B-frames. A single face is present
from the beginning to the end as show in Figure 5.3. It takes about 45 seconds
to detect and extract the face sequence. This is a bit slow as many faces in the
clip are rather big (around 145 pixels). Results of several frames from the video
clip are shown in Figure 5.3. The face turns away from facing the camera from
frame 178 to frame 193. But the system successfully tracks it by prediction and
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Frame #20 Frame #70 Frame #125 Frame #165
Frame #178 Frame #182 Frame #185 Frame #193
Frame #245 Frame #275 Frame #335 Frame #410
Figure 5.3: Sample frames with face detection and tracking results.
interpolation. The template and color model adaptation is suspended during this
period. Meanwhile, we can see that the system can accommodate the continuous
face scale changes.
The fourth video is extracted from a Chinese TV series named ”Hong Lou
Meng”, which has 828 frames with 70 I-frames, 206 P-frames and 552 B-frames.
Two faces are present from the beginning to the end as shown in Figure 5.4. It takes
about 52 seconds to detect and extract the face sequences. One face is occluded in
some frames. But the system still can track it steadily.
The ﬁfth video is also extracted from the same Chinese TV series, ”Hong Lou
Meng”, which has 454 frames with 38 I-frames, 114 P-frames and 302 B-frames.
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Frame #890 Frame #900 Frame #910 Frame #915
Frame #925 Frame #935 Frame #945 Frame #955
Figure 5.4: Sample frames with face detection and tracking results.
Frame #2 Frame #40 Frame #207 Frame #216
Frame #231 Frame #238 Frame #256 Frame #266
Frame #277 Frame #341 Frame #360 Frame #453
Figure 5.5: Sample frames with face detection and tracking results.
The number of face present is in changing, with someone entering and other leaving
the scene (see Figure 5.5). Occlusions also occur in some frames. The maximum
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number of faces present is three. It takes about 50 seconds to detect and extract
the face sequences. Several frames are selected from the video clip and shown in
Figure 5.5 for illustrations. The situation is quite complex in this video clip. But
the system is still able to link the corresponding faces and presents satisfactory
results. Especially, the backward tracking helps to recover the man’s face as shown
in frame #207, which is away from the frontal view and missed in the face detection
and forward tracking process.
The above examples demonstrate that the face detection and tracking algo-
rithm works well on video clips from multiple sources. It can handle the situations
like occlusions, misses in detection and out of plane rotation, etc. The periodi-
cal face detection ensures the recovery from errors and tracking of multiple faces.
The backward tracking further enhances the ability of the system to recover from
errors. The scheme of performing linear prediction for the I- and P-frames and
interpolation for the B-frames are also found to be eﬀective.
In the above examples, we also provided the approximate processing time for
each video clip. The speed of processing is dependent on a number of factors
including the number and size of faces present in the scene. It is also aﬀected
by the eﬃciency of the MPEG decoder. Because the pre-deﬁned skin color model
is not optimized with respect to a particular video source, the candidate region
achieved by it tends to be larger than the real size. This causes more computation
in the succeeding operations for face detection. Nevertheless, the system is able to
run at around 25 frames/second for simple cases such as the video clips of anchor
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persons from the MPEG-7 test data set.
Table 5.2: Ground truth information on ABC news and CNN news.
Source Number of Number of Number of Number of Number of Sub-Total
anchors correspondents interesting faces still faces audience
ABC 260 114 350 43 34 801
CNN 1205 83 895 115 21 2319
Sub-Total 1465 197 1245 158 55 3120
Table 5.3: Experimental results on ABC news and CNN news.
Source Number of Number of Number of Number of Recall Precision
faces detections falses missed
ABC 801 657 61 144 82.0% 91.5%
CNN 2319 1798 104 521 77.5% 94.5%
Total 3120 2455 165 665 78.7% 93.7%
5.3.2 Experimental Result on News Videos from ABC and
CNN
To demonstrate the eﬀectiveness and robustness of our method, we run the system
on a large set of news videos. This video data set consists of 66 days news videos
(about 30 hours) from ABC and CNN in MPEG-1 format with frame size of 352×
264 pixels.
We use the shot as the unit to evaluate the performance of the system. When
we build up the ground truth of faces in the news video, we divide the faces into
5 categories according to their characteristics and importance. The categories are:
anchor person; news correspondent; person who is the focus of the news (i.e. person
who is speaking, or person who is is referred to in the news); still face; and person
who just appears on the screen but not the focus of the news (e.g. audience). We
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manually check the results over the whole data set. The results are classiﬁed to
three types: face detected, face missed, and false detection. A face in a shot is
detected if the face is correctly detected in at least two frames within the shot.
Table 5.2 lists the ground truth information about faces in the video data set.
Table 5.3 shows our detection results. The overall recall and precision are 78.7%
and 93.7% respectively. The results demonstrate that our technique is robust and
stable to large video set. We will be testing our face detection and tracking system
on the full 120-hour of video provide by TREC-VID evaluation [1].
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.6: Failure cases in face detection and tracking.
5.3.3 Limitations of the Method and Possible Solutions
In this thesis, we employ skin colors and gradient energy model to detect faces.
We perform face tracking based on color coherence between frames and skin-color
veriﬁcation. From our experiments, we found that the method is likely to fail in
the following cases.
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Firstly, we are unable to detect faces which are in colors not covered by our
skin-color model. One example of such case is shown in Figure 5.6(a). There are
two possible remedy to this problem. One is to adjust the parameters of the skin-
color model to include those skin colors missed initially. The other is to abandon
the step of skin-color ﬁltering before applying the gradient-energy face model. But
the second remedy will obviously slow down the speed of the whole face detection
process.
Second, we also perform face detection in I-frames in the tracking processing.
The detected faces are used to rectify the tracking process and recover the tracking
from errors and failures. The face tracking algorithm tends to be erroneous when
the face turns away from the neutral position for a long time. Figure 5.6(e) to (h)
show examples of the failed cases.
Third, when we update the face template during the tracking process, at least
two issues need to be considered:
• Error accumulation;
• Occlusion and target disappearance.
There are two ways that errors may be accumulated in the process of face
tracking in video. The ﬁrst refers to the error accumulated when the estimated
position is not accurate and the errors are not detected and corrected timely. The
face tracker will thus lose the target gradually. The second refers to errors intro-
duced to the color model when it is updated with pixels in non-skin colors, which
are wrongly picked up to adapt to the recent changes in the video frame. The
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failure of color model updating will distract the face tracker to regions other than
the actual face regions. And if such errors occur and there is no other means to
detect and correct the errors, the tracking process will fail. To tackle the problem,
the model-based face detector can be applied to selective frames to ensure that the
tracked regions resemble face patterns. Moreover, the periodical face detection in
I-frames allows for the re-initialize the face tracker with the newly detected face
regions.
5.4 Summary
This chapter presents our approach to tracking and grouping face sequences in
MPEG video automatically. It can be used for digital video modeling, retrieval and
browsing. Various possible situations regarding face tracking in video are consid-
ered to provide eﬃcient and feasible solutions to the problem. The face detection,
tracking and interpolation are selected for the I-, P- and B-frames. Experiments
on videos from multiple sources are used to demonstrate the eﬀectiveness of the
algorithms.
Future work will focus on testing on more video data, enhancing the scheme of
face sequence extraction, and optimizing the skin color modeling. We also realize
that pure visual analysis is inadequate and hard to solve the face problems in real
video. In addition to using visual features, other cues like speech, closed caption,
text caption in video must be investigated to improve the face related applications.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions and Discussions
Content-based video retrieval is a very important topic in multimedia research,
with the development of digital library applications. For years researchers have
put great eﬀorts on developing eﬃcient techniques to model, index, retrieve, and
browse digital video data of interest. This thesis has demonstrated techniques to
extract multiple face sequences from MPEG video based on face detection and
tracking. The objective is to facilitate the strata-based digital video modeling
to achieve eﬃcient video retrieval and browsing [50]. The research includes the
design of algorithms for face detection [23], tools for compressed domain video
processing [134], and face tracking in MPEG video. It diﬀers from existing eﬀorts
in that it focuses on developing eﬀective techniques to make use of the features
in DCT domain, as well as the characteristics pertaining to the image and video
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compression standards, such as JPEG, MPEGs and H.26x. Comprehensive and
practical problems are considered to achieve eﬀective and robust face detection
and tracking in real video applications.
In Chapter 3, we developed a face detection method to detect the frontal-
view faces or faces slightly deviated from the neutral frontal positions in MPEG
videos automatically. The selection of features and design of decision measures all
take into consideration of compensation for the variations caused by illumination
conditions. The ﬁxed-sized face model reﬂects the gradient energy distribution of
face patterns. The gradient energy representation is directly derived from the DCT
coeﬃcients in the face region. It presents a good description for salient features
of face patterns. The experimental results show that the algorithm is fast and
eﬀective. The detection rate is around 85% and the precision is around 90% for
testing video clips from the MPEG-7 testing data set and other sources.
In Chapter 4, we proposed algorithms to scale image and video with fractional
factors, 1.50 and 1.25, and algorithm to perform inverse motion compensation, all
directly in the compressed (DCT) domain. These are dedicated to the MPEG
standards, which feature DCT and motion compensation. They are the supporting
algorithms for the compressed domain operations performed throughout the whole
thesis. For example, downsampling by 1.25 is indispensable to detecting variable
sized faces with our ﬁxed-sized face model.
The fractional scaling algorithms diﬀer from those compressed-domain sam-
pling methods that work only with integer factors. We present a simple, consistent
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and extensible way to implement the algorithms. The algorithm exploit shared
information among blocks to further save computation cost. The resulting scheme
ensures that the compressed domain algorithms always use fewer arithmetic oper-
ations than their conventional spatial domain counterparts.
In Chapter 5, we presented a system to extract multiple face sequences from
MPEG video automatically. The task is accomplished by tracking the detected
faces across frames. The mechanisms of the MPEG are explored to make the
solutions eﬃcient and eﬀective.
The proposed strategy performs face detection, face tracking and interpolation
in selected frames of a MEPG video. The process of face detection locates possible
faces as seeds. The forward and backward tracking links the face regions belong to
the same person to a sequence. This also helps to compensate for the limitations
of the view-based face detector which is sensitive to unfavorable situations, such as
pose changes, shading, and occlusions. The selective processing has the advantages
of saving computation cost. It accommodates to the frame structure of MPEG
videos. The experimental results demonstrated satisfactory results with the linear
prediction and interpolation. We deem that linear interpolation in B-frames is
suﬃcient because of the temporal continuity of the human faces across frames.
To demonstrate robustness of our approach in handling large set of videos, we
further tested the system using 30 hours of news video from ABC and CNN. The
results of large-scale test demonstrated that our approach is robust and stable.
From the application point of view, the retrieval technology apparently lags
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behind the user needs and the progress in storage capacity, network, computation
power, and the proliferation of multimedia resources. Currently, although we are
unable to provide a fully intelligent and automatic system to satisfy all the needs
of the users, we can provide tools that can help users to organize, search, retrieve
and browse the multimedia data of interest, manually or semi-automatically.
6.2 Contributions of the Thesis
The main contributions of this thesis are listed as follows,
• A scale and position invariant face detection method that operates in a trans-
formed gradient energy space in the DCT domain.
• An eﬃcient algorithm to perform scaling on image and video with fractional
factors of 1.50 and 1.25 in the DCT domain.
• An eﬃcient algorithm to perform inverse motion compensation for MPEG
video.
• An eﬃcient and robust algorithm to detect and track multiple face sequences
in MPEG video.
• Forward and backward tracking to compensate for the weakness of the view-
based face detector.
• Selective operations of face detection, face tracking and interpolation on
MPEG video according to frame types.
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6.3 Future Work
This thesis investigates the problem of face detection and tracking for eﬃcient video
analysis and retrieval. There are a number of challenging topics in this area. We
discuss possible improvements over the current work as follows.
6.3.1 Face Detection and Tracking in Video
We have developed a face detection method using the DCT-domain features. How-
ever, the current gradient energy representation can only work with frontal-view
or slightly slanting faces. Speciﬁcally, the selection of DCT coeﬃcients is based
on observations and veriﬁed by experiments. More works need to be done to jus-
tify and improve upon the feature extraction process in DCT domain. As for face
tracking in video, our current algorithm is still in its preliminary stage. Although
eﬀective in certain sense, it can be improved if the spatial layout of facial features
is taken into consideration. More sophisticated strategies should be considered to
account for the complicated situations in real video. We believe that the success
of face detection and tracking algorithm depends on the availability of robust and
stable face features. This also applies to most of the available face detection and
tracking algorithms.
In addition to using general face features to tackle the problem, cues from the
speciﬁc application environment need be investigated to improve the performance.
For example, a face appearing in news video is usually accompanied with text
captions that illustrate the title and name of the person and with ﬁxed background.
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These captions can serve as valuable hints to the presence of human face if they
are properly detected and interpreted.
6.3.2 DCT-Domain Image and Video Processing
DCT-domain image and video processing is promising given the availability of huge
volume of image and video compressed in DCT formats. The current approach
based on converting spatial domain operations into DCT domain is not optimal.
The frequency characteristics of DCT representation are not fully explored. More-
over, requirements to maintain the block-based structure in JPEG and MPEG
also give troubles to most of manipulations. Thus we believe that the advantages
of DCT-domain processing can be achieved by algorithms specially designed for
speciﬁc applications, and making necessary trade-oﬀs between performance and
eﬃciency.
6.3.3 Application to News Video Retrieval
The work in this thesis can be adopted to support the searching, retrieval and
browsing of news video. A major part of news video is conceptually composed
of segments consisting of anchor persons, persons being interviewed and speeches.
These segments can be extracted based on face detection and tracking, and simi-
larity comparison between frames. If a face of interest is not in the database, it will
be annotated manually or with the cues derived from other sources like video text
and speech recognition. If a face is annotated, the annotation will be propagated
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to other sequences with the similar face. Once the sequences with faces (or human
actions) are extracted, we can use this information, together with data from other
sources such as the speech-to-text, to deduce the semantics of news video. To do
so, the following tasks need to be accomplished:
• We need to develop reliable and eﬀective video analysis tools for real video ap-
plications, including face detection, recognition and tracking, topic boundary
detection and summarization. Only face related algorithms are emphasized
here.
• We need to develop a conceptual model to capture the temporal structure
of news broadcasts, based on the entities of human faces. A hierarchical
structure will be set up according to the face, news category, time, etc. The
structure is updated accordingly when new videos are processed and added
to the video database.
• We also need to develop an annotation and browsing interface to allow users
to annotate, search and browse news video. A background video analysis
process can be developed to update the database of metadata which can be
located at diﬀerent places and will be linked to each conceptual segment of




Discrete cosine transform (DCT) is widely adopted in image and video compression
standards, such as JPEG, MPEG and H.261 [87, 36, 114, 41]. Besides, most com-
pressed domain operations are also performed on DCT coeﬃcients. So we brieﬂy
review the deﬁnition and some properties of DCT here.
Suppose f(x, y) is the sample value of the pixel at (x, y) in the spatial domain
picture and F (u, v) is the corresponding DCT coeﬃcient. The forward DCT is
deﬁned in two dimension as [14]


































for 1 ≤ u, v ≤ N − 1
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Both JPEG and MPEG use 8×8-point DCT transform, i.e. N = 8. Due to the
separability property of the 2-dimension DCT, the order in which the horizontal
and vertical transforms are taken will not aﬀect the result. We can write the
transforms in matrix form. Let matrix [f(x, y)], x, y ∈ [0, 7] represents the spatial
domain picture and matrix [F (u, v)], u, v ∈ [0, 7] represents the DCT coeﬃcients,
then we have
[F (u, v)] = [T (u, x)][f(x, y)][T (v, y)]T
where
T (u, x) = C(u) cos
(2x + 1)uπ
16
T (v, y) = C(v) cos
(2y + 1)vπ
16
are transformation matrices. Figure A.1 shows a set of 64 2-D cosine basis func-
tions. Each 8 × 8 array of samples shows a diﬀerent 2-D basis function, while x
increases from left to right and y increases from top to bottom. The horizontal
DCT frequency, u, increases from left to right. And the vertical DCT frequency,
v, increases from top to bottom. For illustration purposes, neutral gray repre-
sents zero in these ﬁgures, the brighter represents positive values and the darker
represents negative values.
According to the orthonormality of the transformation matrices, we have
[f(x, y)] = [T (u, x)]T [F (u, v)][T (v, y)]
DCT is eﬃcient at removing spatial correlation in the image and compacting
the energy to the lower frequency components. DC coeﬃcient (F (0, 0)) reﬂects the
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Figure A.1: The DCT basis functions.
average value of the whole block, while AC coeﬃcients (F (u, v) where u = 0 and
v = 0) convey the variation of the block. Statistically, after the transformation,
the energy of the whole block tends to be concentrated in the lower frequency area.
Also, the higher frequency coeﬃcients mostly contribute to the details of the block
and can be processed with less eﬀort and storage, without severely aﬀecting the
ﬁnal perception quality. The above statistical and perceptual characteristics are
essential factors for image and video compression with DCT.
By the way, many fast algorithms and VLSI chips are available for imple-
mentation of DCT. Moreover, the DCT possesses many attractive properties. For
example, it has been pointed out that the DCT behaves very much like subband ﬁl-
ter [44], which means that DCT can be applied to image analysis. All these factors
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enable DCT to be widely adopted in image and video compression algorithms.
DCT is a unitary orthogonal transformation with the following properties,




B.1 Factorization of DCT Transformation Ma-
trix
The DCT transformation matrix T can be factorized as follows [7, 81],
T = DPB1B2MA1A2A3
where D is a diagonal matrix that contains the constant scaling terms:
D = diag{0.3536, 0.2549, 0.2706, 0.3007, 0.3536, 0.4500, 0.6533, 1.2814}
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1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 a 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 −c 0 −b 0
0 0 0 0 0 a 0 0
0 0 0 0 −b 0 c 0
0 0 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where a = 0.7071, b = 0.3827, c = 0.9239.
B.2 Computational Complexity of Multiplication
of Matrix R
The computation of u = Rv, where u = (u1, u2, · · · , u8)t and v = (v1, v2, · · · , v8)t,
can be carried out in the following steps (yi’s are intermediate values) [70]:
y1 = v1 + v2
y3 = av3
y5 = b(v5 + v7)
y7 = y5 − (b + c)v7
y9 = y1 + y4
y11 = y2 − y3
y13 = y6 − y7
y15 = y6 + y8
u1 = y9 + y14
u3 = y11 + y15
u5 = y12 − y8
u7 = y10 − y13
y2 = v1 − v2
y4 = v3 + v4
y6 = av6
y8 = y5 + (c− b)v5
y10 = y2 + y3
y12 = y1 − y4
y14 = v8 − y7
u2 = y10 + y13
u4 = y12 + y8
u6 = y11 − y15
u8 = y9 + y14




Parameters of Skin-color Model
We choose normalized RGB to represent color features of a sample, x = (r, g)T .
We assume skin-color samples x corresponding to a face sequence follow Gaussian
distribution with mean µ and covariance matrix K. These parameters can be es-
timated with the accumulated skin-color samples extracted from the face samples
we obtain in the process of face detection and tracking. Although the number
of skin-color samples is limited in a single frame, the parameter estimation can
be continuously improved as more samples incoming along the progress of track-
ing. The estimations gained within a certain duration are carried to the following
estimations [94]. Comparing with a static pre-deﬁned skin-color model, this incre-
mental learning improves the precision of the model. In the mean time, the model
is adaptable to the characteristics of a particular face sequence and follow changes
of the skin colors. This helps ensure the stability of the tracking process.
The learning samples is a sequence of skin-color vectors extracted at diﬀerent
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time t,
X(t) = {x(i)}, i = 1, 2, · · · , N (t)
where N (t) is the number of samples at time t.
We can estimate the mean µ(t) and covariance matrix K(t) of the set of pixels,












Take the previous estimations into account, the overall mean µt of the samples
up to time t can be derived from the corresponding mean µt−1 of the sample up to










































In practice, we are not sure if the statistical properties of the skin colors are
stationary or not. But we can assume that the distribution of skin colors within
a face sequence changes so slowly that the estimations obtained within a certain
153
interval of time can be transferred to the following time interval. Here, we can
assign value to αt to make sure that the latest samples have higher inﬂuence than
the earlier samples in the process of computing the mean vector µt. Empirically,
we set α = 0.5 and the latest estimation has the strongest inﬂuence.
In the same manner, we can derive the recursive procedure to estimate the














































= (1− αt)[Kt−1 + µt−1µTt−1] + αt[K(t) + µ(t)µ(t)
T
]
−[(1− αt)µt−1 + αtµ(t)][(1− αt)µt−1 + αtµ(t)]T
= Kt−1 + αt[K(t) −Kt−1] + αt(1− αt)[µ(t) − µt−1][µ(t) − µt−1]T
154
Bibliography
[1] Trec video retrieval evaluation, http://www-
nlpir.nist.gov/projects/trecvid/, 2003.
[2] S. Acharya and B. Smith. Compressed domain transcoding of mpeg. In
Proc. of IEEE Intl. Conf. Multimedia Computing and Systems, pages 295–
304, 1998.
[3] Y. Adini, Y. Moses, and S. Ullman. Face recognition: the problem of com-
pensating for changes in illumination direction. IEEE Trans. on Pattern
Analysis and Machine Intelligence, 19(7):721–732, 1997.
[4] G. Ahanger and T. D. C. Little. A survey of technologies for parsing and
indexing digital video. Journal of Visual Communication and Image Repre-
sentation, special issue on Digital Libraries, pages 28–43, 1996.
[5] P. Aigrain, H. J. Zhang, and D. Petkovic. Content-based representation and
retrieval of visual media: a state-of-the-art review. Multimedia Tools and
Applications, 3(3):179–202, 1996.
[6] A. Akutsu, Y. Tonomura, H. Hashimoto, and Y. Ohba. Video indexing using
motion vectors. In SPIE Visual Communications and Image Processing,
volume 1818, pages 1522–1530, 1992.
[7] Y. Arai, T. Agui, and M. Nakajima. A fast dct-sq scheme for images. The
Trans. of the IEICE, E 71(11):1095–1097, Nov. 1988.
[8] F. Arman, A. Hsu, and M.-Y. Chiu. Image processing on compressed data
for large video databases. In ACM Multimedia Conference, pages 267–272,
1993.
[9] P. A. A. Assuncao and M. Ghanbari. Transcoding of mpeg-2 video in the
frequency domain. In Proc. of Intl. Conf. on Acoustics, Speech and Signal
Processing, pages 2633–2636, 1997.
155
[10] V. Bhaskaran and K. Konstantinides. Image and video compresssion stan-
dards - algorithms and architectures. Kluer Academic Publishers, second
edition, 1997.
[11] S. Birchﬁeld. Elliptical head tracking using intensity gradients and color
histograms. In IEEE Conf. on Computer Vision and Pattern Recognition,
pages 232–237, 1998.
[12] R. Brunelli, O. Mich, and C. M. Modena. A survey on the automatic index-
ing of video data. Journal of Visual Communications and Image Represen-
tation, 10(2):78–112, June 1999.
[13] R. Brunelli and T. Poggio. Face recognition: features versus templates.
IEEE Trans. on Pattern Analysis and Machine Intelligence, 15(10):1042–
1052, 1993.
[14] K. R. Castleman. Digital image processing. Prentice Hall, Inc, 1996.
[15] S.-F. Chang and D. G. Messerschmitt. A new approach to decoding and
compositing motion-compensated dct-based images. In Proc. of Intl. Conf.
on Acoustics, Speech and Signal Processing, pages 421–424, 1993.
[16] S.-F. Chang and D. G. Messerschmitt. Manipulation and compositing of mc-
dct compressed video. IEEE Journal on Selected Areas in Communications,
13(1):1–11, Jan. 1995.
[17] R. Chellappa, C. L. Wilson, and S. Sirohey. Human and machine recognition
of faces: a survey. Proc. of the IEEE, 83:705–740, 1995.
[18] B. Chitprasert and K. R. Rao. Discrete cosine transform ﬁltering. Signal
processing, 19(3):233–245, Mar. 1990.
[19] T.-S. Chua, L. Chen, and J. Wang. Stratiﬁcation approach to modeling
video. Multimedia Tools and Applications, 16(1):79–97, Jan. 2002.
[20] T.-S. Chua and C. Chu. Color-based pseudo-object for image retrieval with
relevance feedback. In Intl. Conf. on Advanced Multimedia Content Process-
ing, pages 148–162, 1998.
[21] T.-S. Chua and L.-Q. Ruan. A video retrieval and sequencing system. ACM
Trans. on Information Systems, 13(4):373–407, 1995.
156
[22] T.-S. Chua, Y. Zhao, and M. Kankanhalli. An automated compressed-
domain face detection method for video stratiﬁcation. In Proc. of Int. Conf.
on Multimedia Modeling (MMM2000), pages 333–347, Nagano, Japan, Nov.
2000.
[23] T.-S. Chua, Y. Zhao, and M. Kankanhalli. Detection of human faces
in a compressed domain for video stratiﬁcation. The Visual Computer,
18(2):121–133, 2002.
[24] T. S. Chua, Y. Zhao, and Y. Zhang. Detection of objects in video in con-
trast feature domain. In Proc. of IEEE Pacific-Rim Conf. on Multimedia
(PCM2000), pages 2–5, Sydney, Australia, Dec. 2000.
[25] L. Cinque, S. Levialdi, K. A. Olsen, and A. Pellicano¨. Color-based image
retrieval using spatial-chromatic histograms. In Proc. of IEEE Intl. Conf.
Multimedia Computing and Systems, volume 2, pages 969–973, 1999.
[26] A. J. Colmenarez and T. S. Huang. Face detection with information-based
maximum discrimination. In IEEE Conf. on Computer Vision and Pattern
Recognition, pages 782–787, 1997.
[27] J. Daugman. Face and gesture recognition: overview. IEEE Trans. on
Pattern Analysis and Machine Intelligence, 19(7):675–676, 1997.
[28] D. Decarlo and D. Metaxas. The integration of optical ﬂow and deformable
models with applications to human face shape and motion estimation. In
IEEE Conf. on Computer Vision and Pattern Recognition, pages 231–238,
1996.
[29] R. Dugad and N. Ahuja. A fast scheme for image size change in the com-
pressed domain. IEEE Trans. on Circuits and Systems for Video Technology,
11(4):461 –474, Apr. 2001.
[30] A. Elgammal, R. Duraiswami, and L. S. Davis. Eﬃcient non-parametric
adaptive color modeling using fast gauss transform. In IEEE Conf. on Com-
puter Vision and Pattern Recognition, Dec. 2001.
[31] I. A. Essa and A. P. Pentland. Facial expression recognition using a dynamic
model and motion energy. In IEEE Conf. on Computer Vision, pages 360
–367, 1995.
157
[32] J. M. A. et al. Block operations in digital signal processing with application
to TV coding. Signal processing, 13(4):385–397, 1987.
[33] R. S. Feris, T. E. de Campos, and R. M. C. Junior. Detection and tracking of
facial features in video sequences. In Lecture Notes in Artificial Intelligence,
volume 1793, pages 197–206, 2000.
[34] P. Fieguth and D. Terzopoulos. Color-based tracking of heads and other
mobile objects at video frame rates. In IEEE Conf. on Computer Vision
and Pattern Recognition, pages 21–27, 1997.
[35] Y. Freund and R. E. Schapire. A decidion-theoretic generalization of on-line
learning and an application to boosting. In Computational Learning Theory:
Eurocolt’95, pages 23–37, 1995.
[36] D. L. Gall. Mpeg: A video compression standard for multimedia application.
Communication of the ACM, 34(4):47–58, Apr. 1991.
[37] C. Garcia and G. Tziritas. Face detection using quantized skin color regions
merging and wavelet packet analysis. IEEE Trans. on Multimedia, 1(3):264–
277, 1999.
[38] S. Gong, S. J. McKenna, and A. Psarrou. Dynamic vision: from images to
face recognition. Imperial College Press, London, 2000.
[39] L. Gu, S. Z. Li, and H.-J. Zhang. Learning probabilistic distribution model
for multi-view face detection. In IEEE Conf. on Computer Vision and Pat-
tern Recognition, 2001.
[40] G. D. Hager and P. N. Belhumeur. Real-time tracking of image regions with
changes in geometry and illumination. In IEEE Conf. on Computer Vision
and Pattern Recognition, pages 403–410, 1996.
[41] B. G. Haskell, A. Puri, and A. N. Netravali. Digital video: an introduction
to MPEG-2. Chapman and Hall, New York, 1996.
[42] E. Hjelma˚s and B. K. Low. Face detection: a survey. Computer Vision and
Image Understanding, 83(3):236–274, Sept. 2001.
[43] Y.-S. Ho and A. Gersho. Classiﬁed transform coding of images using vec-
tor quantization. In Proc. of Intl. Conf. on Acoustics, Speech and Signal
Processing, pages 1890–1893, May 1989.
158
[44] H. S. Hou, D. R. Tretter, and M. J. Vogel. Interesting properties of the
discrete cosine transform. Journal of Visual Communications and Image
Representation, 3(1):73–83, Mar. 1992.
[45] Q. Hu and S. Panchanathan. Image/video spatial scalability in compressed
domain. IEEE Trans. on Industrial Electronics, 45(1):23–31, Feb. 1998.
[46] J. Huang, S. Gutta, and H. Wechsler. Detection of human faces using de-
cision tree. In Intl. Workshop on Automatic Face and Gesture Recognition,
pages 248–252, 1996.
[47] A. Jacquin and A. Eleftheriadis. Automatic location tracking of faces and
facial features in video sequences. In Intl. Workshop on Automatic Face and
Gesture Recognition, 1995.
[48] S. Jeannin and A. Divakaran. Mpeg-7 visual motion descriptors. IEEE
Trans. on Circuits and Systems for Video Technology, 11(6):720–724, June
2001.
[49] T. S. Jebara and A. Pentland. Parametrized structure from motion for 3d
adaptive feedback tracking of faces. In IEEE Conf. on Computer Vision and
Pattern Recognition, pages 144–150, 1997.
[50] M. S. Kankanhalli and T.-S. Chua. Video modeling using strata-based an-
notation. IEEE Multimedia, 7(1):68–74, Jan. 2000.
[51] V. Kobla and D. Doermann. Compressed domain video indexing techniques
using dct and motion vector information in mpeg video. In SPIE Storage
and Retrieval for Image and Video Database V, volume SPIE 3022, pages
200–211, 1997.
[52] V. Kobla, D. Doermann, and K.-I. Lin. Archiving, indexing, and retrieval of
video in the compressed domain. In SPIE Multimedia storage and archiving
systems, volume SPIE 2916, pages 78–89, 1996.
[53] I. Koprinska and S. Carrato. Temporal video segmentation: A survey. Signal
Processing: Image Communication, 16(5):477–500, 2001.
[54] W. Kou and T. Fja¨llbrant. A direct computation of dct coeﬃcients for a sig-
nal block taken from two adjacent blocks. IEEE Trans. on Signal Processing,
39(7):1692–1695, July 1991.
159
[55] V. Kru¨ger, A. Happe, and G. Sommer. Aﬃne real-time face tracking using
gabor wavelet networks. In Proc. of IEEE Intl. Conf. on Pattern Recognition,
volume 1, pages 127–130, 2000.
[56] J.-B. Lee and A. Eleftheriadis. 2-d transform domain resolution translation.
IEEE Trans. on Circuits and Systems for Video Technology, 10(5):704–714,
Aug. 2000.
[57] T. K. Leung, M. C. Burl, and P. Perona. Finding faces in cluttered scenes
using random labeled graph matching. In IEEE Conf. on Computer Vision,
pages 637–644, 1995.
[58] D. Li and I. K. Sethi. Mdc: A software tool for developing MPEG appli-
cations. In Proc. of IEEE Intl. Conf. Multimedia Computing and Systems,
volume 1, pages 445–450, 1999.
[59] H.-C. Liu and G. L. Zick. Scene decomposition of MPEG compressed video.
In SPIE Digital Video Compression: Algorithms and Technologies, volume
2419, 1995.
[60] S. Liu and A. C. Bovik. Local bandwidth constrained fast inverse motion
compensation for DCT-domain video transcoding. IEEE Trans. on Circuits
and Systems for Video Technology, 12(5):309–319, May 2002.
[61] L. Lucchese and S.K.Mitra. Advances in color image segmentation. In Global
Telecommunications Conference, GLOBECOM’99, pages 2038–2044, 1999.
[62] H. Luo and A. Eleftheriadis. On face detection in the compressed domain.
In ACM Multimedia Conference, pages 285–294, 2000.
[63] B. S. Manjunath, P. Salembier, and T. Sikora, editors. Introduction to
MPEG-7 : multimedia content description interface. John Wiley & Sons,
Ltd, 2002.
[64] T. Maurer and C. von der Malsburg. Tracking and learning graphs and
pose on image sequences of faces. In Intl. Workshop on Automatic Face and
Gesture Recognition, pages 176–181, 1996.
[65] S. J. McKenna, S. Jabri, A. Rosenfeld, and H. Wechsler. Tracking groups
of people. Computer Vision and Image Understanding, 80:42–56, 2000.
[66] J. Meng and S.-F. Chang. CVEPS - a compressed video editing and parsing
system. In ACM Multimedia Conference, pages 43–53, 1996.
160
[67] J. Meng and S.-F. Chang. Tools for compressed-domain video indexing
and editing. In SPIE Conf. on Storage and Retrieval for Image and Video
Database, Feb. 1996.
[68] N. Merhav and V. Bhaskaran. A transform domain approach to spatial do-
main image scaling. Technical Report HPL-94-116, Hewlett-Packard Labo-
ratories, 1994.
[69] N. Merhav and V. Bhaskaran. Fast inverse motion compensation algorithms
for mpeg and for partial dct information. Journal of Visual Communications
and Image Representation, 7(4):395–410, Dec. 1996.
[70] N. Merhav and V. Bhaskaran. Fast algorithms for dct-domain down-
sampling and inverse motion compensation. IEEE Trans. on Circuits and
Systems for Video Technology, 7(3):468–476, June 1997.
[71] R. Milanese, F. Deguillaume, and A. Jacot-Descombes. Video segmentation
and camera motion characterization using compressed data. In SPIE Mul-
timedia storage and archiving systems II, volume SPIE 3229, pages 79–89,
1997.
[72] J. Mukherjee and S. K. Mitra. Image resizing in the compressed domain
using subband dct. IEEE Trans. on Circuits and Systems for Video Tech-
nology, 12(7):620–627, July 2002.
[73] B. K. Natarajan and V. Bhaskaran. A fast approximate algorithm for scaling
down digital images in the DCT domain. In Proc. of IEEE Intl. Conf. on
Image Processing, volume 2, pages 241–243, Oct. 1995.
[74] A. Neri, G. Russo, and P.Talone. Inter-block ﬁltering and down-sampling in
dct domain. Signal Processing: Image Communication, 6(4):303–317, Aug.
1994.
[75] K. N. Ngan. Experiments on two-dimensional decimation in time and or-
thogonal transform domains. Signal processing, 11:249–263, 1986.
[76] R. Nohre. Computer vision: compress to comprehend. Pattern Recognition
Letter, 16(7):711–717, July 1995.
[77] M. Oren, C. Papageorgiou, P. Sinha, E. Osuna, and T. Poggio. Pedestrian
detection using wavelet templates. In IEEE Conf. on Computer Vision and
Pattern Recognition, pages 193–199, 1997.
161
[78] C. P. Papageorgiou, M. Oren, and T. Poggio. A general framework for object
detection. In IEEE Conf. on Computer Vision, pages 555–562, 1998.
[79] N. V. Patel and I. K. Sethi. Compressed video processing for cut detec-
tion. IEE Proceedings - Vision, Image and Signal Processing, 143(5):315–
323, Oct. 1996.
[80] G. E. Pelton. Voice processing. McGraw-Hill, Inc., New York, 1993.
[81] W. B. Pennebaker and J. Mitchell. JPEG still image data compression
standard. Von Nostrand Reinhold, 1993.
[82] P. J. Phillips, H. Moon, P. J. Rauss, and S. Rizvi. The feret evaluation
methodology for face-recognition algorithms. In IEEE Conf. on Computer
Vision and Pattern Recognition, pages 137–143, 1997.
[83] R. W. Picard. Content access for image/video coding: ”the fourth criterion”.
Technical Report 295, MIT Media Laboratory and Modeling Group, Oct.
1994.
[84] C. Podilchuk and X. Zhang. Face recognition using dct-based feature vectors.
In Proc. of Intl. Conf. on Acoustics, Speech and Signal Processing, pages
2144–2147, 1996.
[85] R. L. Queiroz. Processing jpeg-compressed images and documents. IEEE
Trans. on Image Processing, 7(12):1661–1672, Dec. 1998.
[86] Y. Raja, S. J. McKenna, and S. Gong. Colour model selection and adap-
tation in dynamic scenes. In Proc. of European Conf. on Computer Vision,
pages 460–474, 1998.
[87] K. Rao and P. Yip. Discrete cosine transform : algorithms, advantages,
applications. Academic Press, Boston, 1990.
[88] H. A. Rowley, S. Baluja, and T. Kanade. Neural network-based face detec-
tion. IEEE Trans. on Pattern Analysis and Machine Intelligence, 20(1):39–
51, 1998.
[89] S. Satoh, Y. Nakamura, and T. Tanade. Name-it: naming and detecting
faces in news videos. IEEE Multimedia, 6(1):22–35, Jan. 1999.
162
[90] S. Satoh and T. Tanade. Name-it: association of face and name in video. In
IEEE Conf. on Computer Vision and Pattern Recognition, pages 368–373,
1997.
[91] B. Scassellati. Eye ﬁnding via face detection for a foveated, active vision
system. In 5th National Conf. on Artificial Intelligence, pages 969–976,
1998.
[92] H. Schneiderman and T. Kanade. Probabilistic modeling of local appearance
and spatial relationships for object recognition. In IEEE Conf. on Computer
Vision and Pattern Recognition, pages 45–51, 1998.
[93] D. Schonfeld and D. Lelescu. Vortex: Video retrieval and tracking from
compressed multimedia databases. In Proc. of IEEE Intl. Conf. on Image
Processing, volume 3, pages 123–127, 1998.
[94] J. Schu¨rmann. Pattern classification: a unified view of statistical and neural
approaches. Jonh Wiley & Sons, INC., 1996.
[95] K. Schwerdt and J. L. Crowley. Robust face tracking using color. In Intl.
Workshop on Automatic Face and Gesture Recognition, pages 90–95, 2000.
[96] W. B. Seales, C. J. Yuan, and W. Hu. Content analysis of compressed video.
Technical Report 265-96, Department of Computer Science, University of
Kentucky, Aug. 1996.
[97] R. Setiono. Extracting m-of-n rules from trained neural networks. IEEE
Trans. on Neural Networks, 11(2):512–519, 2000.
[98] B. Shen and I. K. Sethi. Convolution-based edge detection for image/video
in block dct domain. Journal of Visual Communications and Image Repre-
sentation, 7(4):411–423, Dec. 1996.
[99] B. Shen and I. K. Sethi. Block-based manipulations on transform-
compressed images and videos. ACM Multimedia Systems, 6(2):113–124,
1998.
[100] P. Sinha. Object recognition via image-invariants: a case study. In In-
vestigative Ophthalmology and Visual Science, volume 35, pages 1735–1740,
May 1994.
163
[101] B. C. Smith. A survey of compressed domain processing techniques. In Re-
connecting Science and Humanities in Digital Libraries. University of Ken-
tucky, Oct. 1995.
[102] B. C. Smith and L. A. Rowe. Algorithms for manipulation of compressed
images. IEEE Computer Graphics and Applications, 13(5):34–42, Sept. 1993.
[103] T. G. A. Smith and N. C. Pincever. Parsing movies in context. In Proc.
Summer 1991 Usenix Conf., pages 157–168, June 1991.
[104] J. Sobottka and I. Pitas. Segmentation and tracking of faces in color images.
In Intl. Workshop on Automatic Face and Gesture Recognition, pages 236–
241, 1996.
[105] J. Song and B.-L. Yeo. A fast algorithm for dct-domain inverse motion
compensation based on shared information in a macroblock. IEEE Trans.
on Circuits and Systems for Video Technology, 10(5):767–775, Aug. 2000.
[106] K.-K. Sung and T. Poggio. Example-based learning for view-based human
face detection. IEEE Trans. on Pattern Analysis and Machine Intelligence,
20(1):39–51, 1998.
[107] J. J. Swain and D. H. Ballarad. Indexing via color histograms. In Proc. of
image Understanding Workshop, pages 623–630, 1990.
[108] J.-C. Terrillon and S. Akamatsu. Comparative performance of diﬀerent
chrominance spaces for color segmentation and detection of human faces
in complex scene images. In Vision Interface, pages 180–187, 1999.
[109] J.-C. Terrillon and S. Akamatsu. Comparative performance of diﬀerent skin
chrominance models for chrominance spaces for the automatic detection of
human faces in color images. In Intl. Workshop on Automatic Face and
Gesture Recognition, pages 54–61, 2000.
[110] K. Toyama. Prolegomena for robust face tracking. Technical Report MSR-
TR-98-65, Microsoft Research, 1998.
[111] M. Turk and A. Pentland. Eigenfaces for recognition. Journal of Cognitive
Neuroscience, 3(1):71–86, 1991.
[112] G. J. Vanderbrug and A. Rosenﬀeld. Two-stage template matching. IEEE
Transactions on Computers, 26(4):384–393, 1977.
164
[113] P. Viola and M. Jones. Rapid object detection using a boosted cascade of
simple features. In IEEE Conf. on Computer Vision and Pattern Recogni-
tion, pages 511–518, 2001.
[114] G. K. Wallace. The JPEG still picture compression standard. Communica-
tion of the ACM, 34(4):30–44, Apr. 1991.
[115] H. Wang and S.-F. Chang. A highly eﬃcient system for automatic face
region detection mpeg video. IEEE Trans. on Circuits and Systems for
Video Technology, 7(4):615–628, 1997.
[116] H. Wang, A. Divakaran, S.-F. C. A. Vetro, and H. Sun. Survey of
compressed-domain features used in audio-visual indexing and analysis. Sub-
mitted to the Journal of Visual Communication and Image Representation.
[117] H. Wang, H. S. Stone, and S.-F. Chang. Facetrack: tracking and summariz-
ing faces from compressed video. In SPIE Multimedia Storage and Archiving
System IV, pages 19–22, 1999.
[118] C. R. Wren, A. Azarbayejani, T. Darrell, and A. Pentland. Pﬁnder: Real-
time tracking of the human body. IEEE Trans. on Pattern Analysis and
Machine Intelligence, 19(7):780–785, 1997.
[119] Y. Wu and T. S. Huang. Color tracking by transductive learning. In IEEE
Conf. on Computer Vision and Pattern Recognition, pages 133–138, 2000.
[120] G. Yang and T. S. Huang. Human face detection in a complex background.
Pattern Recognition, 27(1):53–63, 1994.
[121] J. Yang, W. Lu, and A. Waibel. Skin-color modeling and adaptation. Tech-
nical Report CMU-CS-97-146, School of Computer Science, Carnegie Mellon
University, May 1997.
[122] J. Yang and A. Waibel. A real-time face tracker. In Third IEEE Workshop
on Application of Computer Vision, pages 142–147, Dec. 1996.
[123] M.-H. Yang, D. Kriegman, and N. Ahuja. Detecting faces in images: a sur-
vey. IEEE Trans. on Pattern Analysis and Machine Intelligence, 24(1):34–
58, 2002.
[124] B.-L. Yeo and B. Liu. On the extraction of dc sequences from mpeg com-
pressed video. In Proc. of IEEE Intl. Conf. on Image Processing, volume 2,
pages 260–263, 1995.
165
[125] B.-L. Yeo and B. Liu. Rapid scene analysis on compressed video. IEEE
Trans. on Circuits and Systems for Video Technology, 5(6):533–544, 1995.
[126] B.-L. Yeo and B. Liu. A uniﬁed approach to temporal segmentation of
motion jpeg and mpeg compressed video. In Proc. of IEEE Intl. Conf.
Multimedia Computing and Systems, pages 81–88, May 1995.
[127] M. Yeung and B. Liu. Eﬃcient matching and clustering of video shots. In
Proc. of IEEE Intl. Conf. on Image Processing, volume 1, pages 338–341,
1995.
[128] M. Yeung, B.-L. Yeo, and B. Liu. Extracting story units from long programs
for video browsing and navigation. In Proc. of IEEE Intl. Conf. Multimedia
Computing and Systems, pages 296–305, 1996.
[129] C. Yim and M. A. Isnardi. An eﬃcient method for dct-domain image resizing
with mixed ﬁeld/frame-mode macroblocks. IEEE Trans. on Circuits and
Systems for Video Technology, 8(5):696–700, Aug. 1999.
[130] A. L. Yuille, P. W. Hallinan, and D. S. Cohen. Feature extraction from faces
using deformable templates. Intl. Journal of Computer Vision, 8(2):99–111,
1992.
[131] H. J. Zhang, A. Kankanhalli, and S. W. Smoliar. Automatic partitioning of
full-motion video. ACM Multimedia Systems, 1(1):10–28, 1993.
[132] H. J. Zhang, C. Y. Low, and S. Smoliar. Video parsing and browsing using
compressed data. Multimedia Tools and Applications, 1(1):89–111, 1995.
[133] H. J. Zhang, C. Y. Low, S. W. Smoliar, and J. H. Wu. Video parsing,
retrieval and browsing: an integrated and content-based solution. In ACM
Multimedia Conference, pages 15–24, 1995.
[134] Y. Zhao and M. K. T.-S. Chua. DCT-domain algorithms for fractional
scaling and inverse motion compensation. Technical report, School of Com-
puting, National University of Singapore, 2001.
[135] D. Zhong. Segmentation, index and summarization of digital video content.
PhD thesis, Graduation School of Arts and Science, Columbia University,
2001.
166
[136] D. Zhong and S.-F. Chang. Spatio-temporal video search using the object
based video representation. In Proc. of IEEE Intl. Conf. on Image Process-
ing, pages 21–24, 1997.
[137] D. Zhong and S.-F. Chang. Video object model and segmentation for
content-based video indexing. In IEEE International Symposium on Cir-
cuits and Systems, pages 1492–1495, 1997.
[138] D. Zhong and S.-F. Chang. Amos: An active system for mpeg-4 video object
segmentation. In Proc. of IEEE Intl. Conf. on Image Processing, 1998.
[139] D. Zhong and S.-F. Chang. An integrated approach for content-based video
object segmentation and retrieval. IEEE Trans. on Circuits and Systems for
Video Technology, 9(8):1259–1268, Dec. 1999.
[140] Y. Zhong, A. K. Jain, and M.-P. Dubuisson-Jolly. Object tracking using
deformable templates. IEEE Trans. on Pattern Analysis and Machine In-
telligence, 22(5):544–549, May 2000.
167
