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Let F7 denote the Fano matroid and M be a simple connected binary matroid
such that every cocircuit of M has size at least d3. We show that if M does not
have an F7 -minor, M{F*7 , and d  [5, 6, 7, 8], then M has a circuit of size at least
min[r(M )+1, 2d ]. We conjecture that the latter result holds for all d3.  1998
Academic Press
1. INTRODUCTION
Let M(K4) denote the circuit matroid of K4 . Let P(F7 , e) denote the
family of matroids obtained by taking the parallel connection of one or
more copies of the Fano matroid F7 on a fixed element e. In a previous
paper [2] we extended two classical results concerning the existence of
long circuits in a simple graph to binary matroids with certain forbidden
minors by proving
Theorem 1 [2, Theorem 14]. Let d3 be an integer. Let M be a simple
binary matroid which does not have both an F7-minor and an F*7 -minor.
(a) Suppose that M has no F7 -minor, M{F*7 , and every cocircuit of
M has size at least (r(M )+1)2. Then M has a circuit of size r(M )+1.
(b) Suppose M is connected, e # E(M ), and every cocircuit Y of M
with e  Y has size at least d. If M  P(F7 , e) then M has a circuit C contain-
ing e and of size at least d+1.
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(c) Suppose M is 3-connected and regular, T=[e, f, g] is a triangle
in M, and every cocircuit Y of M with T & Y=< has size at least d.
(c1) Then M has a circuit C with C & T=[e, f ] and |C|d+1.
(c2) If M{M(K4), then M has a circuit D with D & T=[g] and
|D|d+1.
(c3) If M{M(K4), then M has a circuit F with |F & T |=1 and
|F |min[r(M )+1, d+2].
The purpose of the present paper is to obtain a partial extension of a
third result, due to Dirac [1], which states that if G is a 2-connected sim-
ple graph of minimum degree d3, then G has a circuit of size at least
min[ |V(G )|, 2d ]. Our partial extension of Dirac’s theorem is to show that
if M is a simple connected binary matroid with no F7-minor, M{F*7 ,
every cocircuit of M has size at least d3, and d  [5, 6, 7, 8], then M has
a circuit of size at least min[r(M )+1, 2d ]. Our proof technique is to use
the splitting results of Seymour [3] to reduce the problem to the case when
M is either graphic or cographic. We obtain the result for graphic and
cographic matroids in Section 2 of this paper. The reduction step for binary
matroids without an F7 -minor is given in Section 3. Unfortunately our
proof for cographic matroids, and hence our result for binary matroids,
only holds for d  [5, 6, 7, 8].
2. GRAPHIC AND COGRAPHIC MATROIDS
We first state the required result for graphic matroids.
Theorem 2 [1]. Let G be a 2-connected simple graph on n vertices and
d3 be an integer. Suppose every vertex of G has degree at least d. Then
G has a circuit of length at least min[n, 2d ].
To interpret the above theorem on graphs as a theorem on graphic
matroids, we replace the condition on the degrees by an assumption on the
cogirth cg(M ) of a matroid M, which is defined as the size of a smallest
cocircuit of M if M has a cocircuit, or cg(M )= if M consists of loops
only.
We next obtain a result analogous to Theorem 2 for cographic matroids.
We shall refer to the size of a smallest circuit in a graph G as the girth of
G and denote it by g(G). As usual we set g(G )= if G is a forest. Thus,
if M is the cographic matroid of G, we have g(G )=cg(M ). We shall need
several lemmas. The first is well known.
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Lemma 3. Let G be a graph with minimum degree at least three and
girth d. Then
|V(G )|{3(2
s&1)+1
2(2s&1)
if d=2s+1
if d=2s
is odd
is even.
Lemma 4. Let G be a connected graph of minimum degree at least three
and g(G )d5. Let h=w(d&2)3x . Then G has a vertex x and an induced
tree T rooted at x such that
(a) T has height h,
(b) dT(x)dG(x)&1 and dT (v)=dG(v) for all v # V(T) with 1
dist(x, v)h&1, and
(c) G&V(T) is connected.
Proof. Choose x1 # V(G ). Let T1 be a breadth-first-search spanning tree
of G rooted at x1 . Since g(G)d and each vertex of G has degree at least
three, the height of T1 is at least W(d&1)2X . Let T2 be the subtree of T1 ,
containing all vertices of distance at most h from x. Then T2 is an induced
tree of G rooted at x1 and satisfies (a) and (b), since g(G)d>2h.
We now choose a vertex x and an induced tree T rooted at x satisfying
(a) and (b), and such that some component H of G&V(T ) is as large as
possible. Suppose G&V(T ) has a component F{H. Since G is connected
we may choose a vertex x$ of F which is adjacent to a vertex of T in G.
Since g(G )d and h=w(d&2)3x, x$ is adjacent to exactly one vertex y
of T and no vertex v # V(F )&x$ with distF (x$, v)h&1 is adjacent to a
vertex of T. Let T $ be a maximal breadth-first-search tree of F rooted at x$
and of height h. Then T $ satisfies (a) and (b). Furthermore, since there is
at least one edge in G between T and H, H _ T is contained in a compo-
nent of G&V(T $). Thus T $ contradicts the choice of T. The only alter-
native is that G&V(T ) is connected. K
The following lemma is elementary.
Lemma 5. Let G be a graph of minimum degree at least three and H be
a subgraph of G. Then the number of edges of G between V(H ) and
V(G )&V(H ) is at least 3 |V(H )|&2 |E(H )|.
Given a graph G and A, B disjoint subsets of V(G ) we shall use (A, B )
to denote the set of edges of G between A and B. We are now able to prove
our analogue of Theorem 2 for cographic matroids of sufficiently high
cogirth.
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Theorem 6. Let G be a connected graph with n vertices, m edges, and
minimum degree at least three. Suppose g(G )=d3. Then G has a cocircuit
of size at least 2w(d+1)3x+1.
Proof. Let h=w(d&2)3x . If d # [3, 4] then the set of edges incident
with any non-cut vertex of G is a cocircuit of size at least 2h+1+1=3.
Hence we may assume that d5. By Lemma 4, G has a vertex x and an
induced tree T rooted at x such that T has height h, dT (x)2, dT (v)3
for all v # V(T ) with 1distT (x, v)h&1, and G&V(T ) is connected.
Thus t=|V(T )|2h+1&1. Using Lemma 5 we deduce that (V(T ),
V(G )&V(T)) is the required cocircuit of G. K
Theorem 6 shows that the size of a largest cocircuit in a graph of mini-
mum degree at least three increases exponentially with the girth of the
graph. We shall use this in the next section to show that regular matroids
of sufficiently high cogirth d have a circuit of size at, least 2d. Unfor-
tunately the exponential bound does not exceed 2d until d14. We can,
however, extend the bound of 2d to hold for all d9 by using the follow-
ing three lemmas. Their proofs are rather technical and the reader uncon-
cerned with this improvement may progress straight to the next section.
Lemma 7. Let G be a graph on n vertices and m, edges. Suppose
g(G )d9 and nd+3. Then mn.
Proof. Suppose mn+1. Choose a spanning tree T of G and two
edges e1 , e2 # E(G)&E(T ). Let Ci be the unique circuit of T+ei for
1i2. Since g(G )d and nd+3 we have C1 & C2 is a path of length
at least one and C3=C1 qC2 is a circuit of G. Since [C1 , C2 , C3] covers
two vertices of G three times and all other vertices at most twice we have
2n+2|C1 |+|C2 |+|C3 |3d.
Thus n(3d&2)2. This contradicts the hypotheses that nd+3 and
d9. K
Lemma 8. Let G be a graph on n vertices and m edges. Suppose
g(G )d9 and n2d+2. Then mn+3.
Proof. We proceed by contradiction. Let G be a counterexample to the
lemma with as few vertices as possible. Then mn+4, and G is connected
and has minimum degree at least two.
Claim 1. Suppose V(G )=S1 _ S2 , where |S1 & S2 |=t # [0, 1] and
both H1=G(S1) and H2=G(S2) contain circuits. Then e(S1&S2 ,
S2&S1)4&t.
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Proof. Since g(G )d and n2d+2 we have d+3|V(Hi)|d for
1i2. Applying Lemma 7 to Hi gives
n+4m=e(S1&S2 , S2&S1)+|E(H1)|+|E(H2)|
e(S1&S2 , S2&S1)+|V(H1)|+|V(H2)|
e(S1&S2 , S2&S1)+n+t.
Thus e(S1&S2 , S2&S1)4&t. K
Claim 2. Any two circuits of G have at least two vertices in common.
Proof. Let C1 and C2 be circuits in G having at most one vertex in
common. Using Claim 1 it follows that G has four pairwise edge disjoint
paths P1 , P2 , P3 , P4 between C1 and C2 , taking one of these paths to be
the path of length zero consisting of the vertex w in V(C1) & V(C2) if
V(C1) & V(C2){<. (Note that if w exists then by Claim 1 we can choose
the other three paths to avoid w.) Suppose without loss of generality that
|V(Pi)||V(P j | l for 1i j4.
We first show that
P1 , P2 , P3 , P4 are pairwise internally disjoint. (1)
Suppose the paths are not pairwise internally disjoint. Then there exists a
vertex v  V(C1 _ C2) such that v is joined to C1 by two internally disjoint
paths Q1 , Q2 and such that the internal vertices of Q1 and Q2 are disjoint
from V(C1 _ C2). Hence
|V(Q1) _ V(Q2)|n&|V(C1) _ V(C2)|+2n&(2d&1)+25.
Since d9, it follows that the end vertices of Q1 and Q2 on C1 are distinct.
Let D1 and D2 be the two circuits we can obtain by adding a segment of
C1 to Q1 _ Q2 . Then [D1 , D2] covers each vertex of V(Q1) _ (Q2) twice
and all other vertices of C1 once. Thus
d+8n&(|V(C2)|&1)+|V(Q1) _ V(Q2)||D1 |+|D2 |2d.
This contradicts the fact that d9 and hence (1) holds.
Let pi denote the number of internal vertices of Pi for 1i4. Using (1)
it follows that
p1+p2+p3n&2d+1& p4 , (2)
with equality only if |V(P1)|=1. Let F i be the circuit consisting of
Pi _ Pi+1 together with the segments of C1 and C2 which are disjoint from
Pi+2 for 1i3, reading subscripts modulo three. Then [F1 , F2 , F3]
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covers each vertex x # V(P1) _ V(P2) _ V(P3), p(x)+1 times, where p(x)
is the number of times x is contained in one of the paths P1 , P2 , P3 , and
covers all other vertices of C1 _ C2 once. Thus
(n& p4)+ p1+ p2+ p3+6|F1 |+|F2 |+|F3 |3d, (3)
with equality only if |V(P1)|>1. If p41 then using the fact that equality
cannot hold in both (2) and (3), and the fact that n2d+2 we have,
2d+9(n&1)+(n&2d+1&1)+6>|F1 |+|F2 |+|F3 |3d.
This contradicts the fact that d9. Hence we must have p4=0 and thus
p1= p2= p3=0. Using (3) now gives
2d+8n+6|F1 |+|F2 |+|F3 |3d,
again contradicting the fact that d9. K
Claim 3. Each vertex of G has degree at most three.
Proof. Suppose there exists a vertex u # V(G ) such that dG(u)4. If
G&u is not connected then we can use the fact that G has minimum degree
at least two to contradict Claim 2. Thus G&u is connected. Let T be a
spanning tree of G&u and v1 , v2 , w1 , w2 be neighbours of u. Choose
two edge disjoint paths P1 and P2 in T joining disjoint pairs of vertices
of [v1 , w1 , v2 , w2], say [v1 , w1] and [v1 , w2] respectively. Then |V(P1) &
V(P2)|1. Putting C i=Pi[vi , wi] w i uvi gives two edge disjoint circuits C1
and C2 in G such that |V(C1) & V(C2)|2. By Claim 2 we must have
V(C1) & V(C2)=[u, v] for some v # V(G ). Since mn+4, G has mini-
mum degree at least two, and, by Claim 2, G&V(C1 _ C2) is acyclic, we
can find a path internally disjoint from C1 _ C2 connecting two (not
necessarily distinct) vertices from V(C1 _ C2). Claim 2 now implies that
this must be a uv-path. Repeating the argument, we deduce that G is the
union of at least six internally disjoint uv-paths. Since n2d+2, this
implies that d6. K
We can now complete the proof of the lemma. Let H be the graph
obtained from G by suppressing all vertices of degree two. Then H is
3-regular and any two circuits of H have at least two vertices in common
by Claims 2 and 3. Also, since mn+4, we have |E(H)||V(H )|+4.
Since H is 3-regular, this implies that |V(H )|8. Let C be a shortest
circuit in H. Since H does not have two disjoint circuits it follows that
H&V(C ) is a forest. Since H is regular we deduce that g(H )=
|C|>|V(H )|2. Lemma 3 now implies that g(H )4 and |V(H )|7. This
contradicts the fact that |V(H)|8. K
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We say that a graph G is essentially 4-connected if it is 3-connected and,
if G&S is disconnected for some set S of three vertices of G, then G&S
has exactly two components, one of which is a single vertex.
Lemma 9. Let G be an essentially 4-connected graph with minimum
degree at least three and g(G)d9. Then G has an induced tree T such
that H=G&V(T ) is connected and |V(T)|=t=2d&2.
Proof. Let T be an induced tree in G such that H=G&V(T ) is con-
nected and |V(T )|=t is as large as possible, subject to the condition
that t2d&2. We shall show that t=2d&2. Since G is 2-connected, we
may choose a vertex x # V(H ) such that x is adjacent to T and H&x is
connected. Thus if td&2 then G(V(T )+x) is an induced tree in G
contradicting the maximality of T. Thus td&1.
Suppose t2d&3. Let S be the set of vertices of H which are adjacent to T
and |S|=s. Let F=G(V(T) _ S). Since G has minimum degree at least three,
|E(F )|3 |V(T )|&|E(T)|=2t+1=|V(F )|&s+t+1.
Thus, if s4, we have |V(F )|2d+1 and |E(F )||V(F )|+4+(t&7)
|V(F )|+4 since td&1>7. This contradicts Lemma 8 and hence s5.
Let S$ be a set of five vertices of H which are adjacent to T, chosen such
that as few vertices of S$ as possible are cut vertices of H.
Suppose H&v is connected for each v # S$. Then the maximality of t
implies that each v # S$ is adjacent to at least two vertices of T. Let
F $=G(V(T) _ S$). Then |V(F $)|2d+2 and
|E(F $)||E(T)|+2 |S$|=t+9=|V(F $)|+4. (4)
This contradicts Lemma 8. Hence at least one vertex of S$ is a cut vertex
of H and, in particular, H is separable.
Let X be the set of cut vertices of H, Y=[B1 , B2 , ..., Br] be the set of
end blocks of H, and V(Bi) & X=[ui] for 1ir. Let Y$=[Bi # Y:
|V(Bi)|3]. Let |Y$|=r$. We may suppose that |V(Bi)||V(B j)| for
1i< jr. Let Z=[Br+1 , Br+2 , ..., Br+ p] be the set of all blocks Bj of H
such that |V(Bj) & X |=2<|V(Bj)|. Let W=[Br+ p+1 , Br+ p+2 , ..., Br+ p+q]
be the set of all blocks Bk of H such that |V(Bk) & X |=3. Since G is essen-
tially 4-connected and d>4, we may choose a vertex vi # V(Bi)&X adja-
cent to T for all 1ir+ p+q, a vertex v$i # V(Bi)&X&vi adjacent to T
for all Bi # Y$ _ Z, and, again since d>4, a vertex v"i # V(Bi)&X&vi&v$i
adjacent to T for all Bi # Y$. The choice of S$ now implies that
r+2r$+2p+q4. Let
A=[vi : 1ir+ p+q] _ [v$i : Bi # Y$ _ Z] _ [v"i : Bi # Y"].
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Suppose r=4, and hence r$= p=q=0. Thus V(Bi)=[ui , vi] for
1i4. If ui is adjacent to T _ (A&vi) for some 1i4, then putting
F $=G(V(T) _ (A+ui)) we obtain a contradiction to Lemma 8 as in (4)
above. Thus we may assume that ui is not adjacent to T _ (A&vi) for all
1i4. Since each ui has degree at least three in G, it follows that some
end block of H, say B1 , is adjacent to a block B$1 with |V(B$1)|3. Since
p=0, every block B of H containing two cut vertices of H is isomorphic
to K2 . Using the facts that r=4, q=0 and no cut vertex ui is adjacent to
T for 1i4, we deduce that |V(B$i) & X |=4 and H has exactly five
blocks. Thus S$V(H )&X, contradicting the fact that S$ contains at least
one cut vertex of H. Hence r3.
Suppose r=3 and hence r$= p=0 and q1. Thus V(B i)=[ui , vi] for
1i3. Relabelling B1 , B2 , B3 if necessary, we may use the argument of
the case r=4 to deduce that ui is not adjacent to T for 2i3. Let B$2 be
the block of H incident to B2 . Since u2 has degree at least three in H,
|V(B$2)|3. Since r=3 and p=0, B$2 is also incident with B3 and
|V(B$2) & X |=3. Thus q=1 and |A|=4. If u1 is adjacent to T then, because
q=1, F $=G(V(T ) _ (A+u1)) contradicts Lemma 8 as in (4) above.
Thus u1 is not adjacent to T. Since p=0, it follows that B1 is also adjacent
to B$2 and H has exactly four blocks. Since u1 , u2 , u3 are not adjacent to T
we have S$ & X=<, contradicting the fact that S$ contains at least one cut
vertex of H. Thus r=2, and hence q=0.
Suppose r$=1, and hence p=0 and |A|=4. We deduce as in the case
r=4 that V(B2)=[u2 , v2] and that u2 is not adjacent to T. Since p=0, it
follows that u1=u2 and H has exactly two blocks. Since u2 is not adjacent
to T we have S$ & X=<, contradicting the fact that S$ contains at least
one cut vertex of H. Thus r$=0 and V(Bi)=[ui , vi] for 1i2.
Suppose p=1. We deduce as in the case r=4 that u1 and u2 are not
adjacent to T. Since p=1, it follows that H has exactly three blocks. Since
u1 and u2 are not adjacent to T we have S$ & X=<, contradicting the fact
that S$ contains at least one cut vertex of H.
Thus p=0 and H is a v1v2-path, say v1 u1 x1 x2 } } } xpu2v2 . Since |S$|=5
this path contains at least five vertices. Let F $=G(T _ [v1 , u1 , x1 , u2 , v2]).
Then F $ contradicts Lemma 8 as in (4) above. Hence |V(T )|=2d&2. K
3. BINARY MATROIDS
We shall use the splitting results of Seymour [3] to extend Theorems 2
and 6 to binary matroids which do not have an F7-minor. We first need
some lemmas from [2] to construct circuits in 2-sums and 3-sums of
binary matroids.
60 HOCHSTA TTLER AND JACKSON
Lemma 10 [2, Lemma 11]. Suppose that M is a binary matroid and
M=M1 3M2 for minors M1 , and M2 of M, where E(M1) & E(M2)=X
for some triangle X=[x, y, z] of Mi , 1i2. Let Ci be a circuit of Mi
such that X1 :=C1 & X=[x, y] and X2 :=C2 & X=[z]. Then C1qC2 qX
is a circuit of M.
Lemma 11 [2, Lemma 12]. Let M be a connected binary matroid. Sup-
pose e # E(M ) and X=[x, y, z] is a triangle in M&e. Then M has a circuit
containing e and exactly one element of X.
Lemma 12 [2, Lemma 13]. Let M be a vertically 3-connected binary
matroid. Suppose T=[e, f, g] and X=[x, y, z] are two disjoint triangles
in M. Then M has a circuit C with C & T=[e, f ] and |C & X |=1, and a
circuit D with D & T=[g] and |D & X |=2.
We are now ready to prove our main result on binary matroids.
Theorem 13. Let d3 be an integer. Let M be a connected simple
binary matroid which does not have an F7 -minor. Suppose that M{F*7 ,
every cocircuit of M has size at least d, and d  [5, 6, 7, 8]. Then M has a
circuit of size at least min[r(M )+1, 2d ].
Proof. In the following proof we will not use the hypothesis that
d  [5, 6, 7, 8] until the very end when we apply Lemma 9. Thus any
strengthening of Lemma 9 will give a corresponding improvement to this
theorem.
We proceed by contradiction. Suppose the theorem is false and let M be
a counterexample chosen such that |E(M )| is as small as possible.
Claim 4. M is 3-connected.
Proof. We proceed by contradiction. Suppose M is not 3-connected. By
[3, 2.6], M=M$1  2M$2 for minors M$1 and M$2 of M such that
|E(M$i)|3, E(M$1) & E(M$2)=[x], and E(M$i)&xE(M ) for 1i2.
Let Mi be the simple matroid obtained from M$i by deleting any elements
which are parallel to x. Then M$i and Mi are both minors of M. Since M
is connected each Mi is connected. Since M has cogirth at least d, every
cocircuit of Mi which avoids x has size at least d. Since |E(Mi)|<|E(M )|,
we may apply Theorem 1(b) to Mi to deduce that Mi has a circuit Ci con-
taining x of size at least d+1. Then C1 qC2 is a circuit of M of size at least
2d, contradicting the assumption that M is a counterexample to the
theorem. K
Claim 5. M is regular.
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Proof. This follows immediately from a splitter theorem of Seymour
[3, 7.6] and Claim 4. K
Claim 6. M cannot be expressed as a 3-sum.
Proof. Suppose that M=M$1  3 M$2 for minors M$1 and M$2 , where
E(M$1) & E(M$2)=X for some triangle X=[x, y, z] of M$i , 1i2 and
|E(M$i)|7. Let Mi be the simple matroid obtained from M$i by deleting
any elements which are parallel to x, y or z. Since M is 3-connected by
Claim 4, each M$i is vertically 3-connected and each Mi is 3-connected.
Since M$i and Mi are minors of M, M$i and Mi are regular, by Claim 5. If
M1 and M2 are both isomorphic to M(K4) then M is graphic and (a) holds
by Theorem 2. Hence we may assume by symmetry that M2 {M(K4).
Since M has cogirth at least d, every cocircuit of Mi which avoids X has
size at least d. Since |E(M2)|<|E(M )|, we may apply (c3) to M2 to deduce
that M2 has a circuit F2 with |F2 & X |=1 and |C2 |min[r(M2)+1,
d+2]. By symmetry we may suppose that F2 & X=[z]. Similarly, we may
apply (c1) to M1 to deduce that M1 has a circuit C1 such that
C1 & X=[x, y] and |C1 |d+1. Then by Lemma 10, C=C1qF2 qX is
a circuit of M of size at least min[r(M2)+d&1, 2d ]. Since M does not
satisfy (b) we must have r(M2)d. If M1=M(K4) then d=3 and hence
r(M2)3. Since M2 is 3-connected and regular this would contradict the
fact that M2 {M(K4). Hence M1 {M(K4). Reversing the roles of M1 , and M2
we may use an argument similar to the above to deduce that r(M1)d. But then
|C|r(M2)+d&1r(M2)+r(M1)&1=r(M )+1,
contradicting the assumption that M is a counterexample to the
theorem. K
We can now complete the proof of the theorem. It follows from Claims
4, 5, and 6 and [3, 14.3] that M is graphic or cographic or is isomorphic
to R10 . If M is isomorphic to R10 then the theorem holds with d=4 and
r(M )=5. Thus M=M(G ) or M(G )* for some graph G. Furthermore
Claims 4 and 6 imply that G is essentially 4-connected. We now obtain our
final contradiction by applying Theorem 2 when M is graphic, and
Theorem 6 (for d14), Lemmas 5 and 9 (for d9) and [2, Lemma 10]
(for d # [3, 4]) when M is cographic. K
4. CLOSING REMARKS
We believe that Theorem 13 is valid for all d3. This would follow,
using the above proof, from the following:
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Conjecture 1. Let G be an essentially 4-connected graph with n vertices,
m edges, minimum, degree at least three and girth d # [5, 6, 7, 8]. If
2dm&n+2 then G has a cocircuit of size at least 2d.
It seems difficult to find other classes of matroids for which results
similar to Theorem 13 are valid. The projective geometry, PG(r&1, 2), has
rank r and cogirth d=2r&1. Thus there exist connected binary matroids of
cogirth d which have a longest circuit of size O(log2 d ). The matroid M
obtained by taking the parallel connection of several copies of PG(r&1, 2)
about a fixed edge e, shows that there exist connected binary matroids of
cogirth d and all circuits of size less than min[r(M )+1, d+1].
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