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Comparativa de detectores de caracterı´sticas
visuales y su aplicacio´n al SLAM
A. M. Romero and M. Cazorla
Abstract—El problema del SLAM (Simultaneus Localization
And Mapping) es un problema clave en el campo de la robo´tica.
Las soluciones a dicho problema tienen problemas computa-
cionales cuando el nu´mero de caracterı´sticas aumenta. En este
trabajo, pretendemos realizar una comparativa de dos detectores
de caracterı´sticas visuales, SIFT y SURF, ası´ como proponer un
nuevo me´todo de emparejamiento que nos permita determinar
si la imagen actual es parecida a una vista con anterioridad.
Index Terms—Mobile Robotics, SLAM, caracterı´sticas vi-
suales, Matching de grafos
I. INTRODUCCIO´N
El problema de robo´tica de Localizacio´n y Mapeado Si-
multa´neo, conocido como SLAM (Simultaneous Localization
and Mapping) trata de estimar la posicio´n del robot y el mapa
del entorno al mismo tiempo. La solucio´n al problema no es
trivial, puesto que el ruido de la posicio´n afecta a la estimacio´n
del mapa y a su vez, el ruido que aparece en el mapa afecta a la
estimacio´n de la localizacio´n del robot. No obstante, a pesar
de su dificultad, la solucio´n a dicho problema se considera
parte esencial en el campo de la robo´tica, puesto que permite
al robot ser realmente auto´nomo en entornos desconocidos.
Una de las primeras soluciones aparecidas en la literatura
fue EKF-SLAM (Extended Kalman Filter - SLAM) [1], [2].
Esta solucio´n se basa en el uso de filtros de Kalman extendidos
para estimar la posicio´n de los landmarks (observaciones) y
la posicio´n del robot. EKF-SLAM utiliza modelos lineales
para definir movimientos no-lineales, lo que comporta ciertos
inconvenientes. La no-linealidad puede ser un problema im-
portante para los algoritmos que utilizan EKF-SLAM, cuyas
soluciones pueden llegar a ser inconsistentes [3]. La conver-
gencia y la consistencia solamente esta´n garantizadas cuando
el problema es de tipo lineal.
El filtro de partı´culas Rao-Blackwellized (FastSLAM) [4]
intenta solventar el problema de la no-linealidad de los filtros
de Kalman. FastSLAM se basa en el me´todo de Monte Carlo,
tambie´n conocido como filtro de partı´culas debido a su uso de
un conjunto de partı´culas donde cada una guarda una posible
solucio´n al problema. Esta solucio´n representa el modelo de
proceso de forma no-lineal y la distribucio´n de la posicio´n
como no-Gaussiana (al contrario que EKF-SLAM). Adema´s,
el filtro de partı´culas es capaz de tratar con una gran cantidad
de datos de entrada con un coste temporal aceptable.
Cuando la representacio´n del entorno es un conjunto dis-
creto de localizaciones (distintos lugares) del mapa global,
hablamos de SLAM Topolo´gico. En este caso SLAM no busca
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una localizacio´n exacta del robot, sino que lo que intenta es
discernir en que´ regio´n del entorno se encuentra.
El SLAM topolo´gico necesita un tratamiento particular
de las ima´genes de modo que el algoritmo sepa determinar
cuando esta´ viendo un nuevo lugar y cuando uno que se
encuentra ya en su base de datos con la suficiente consistencia.
Para ello se propone la utilizacio´n de ima´genes omnidirec-
cionales de las que se extraera´n las distintas regiones que
la forman (segmentacio´n de ima´genes en regiones) y los
puntos descriptivos dentro de cada regio´n (puntos invariantes
de intere´s SIFT y SURF). Los algoritmos SIFT y SURF
proporcionan puntos de intere´s invariantes a escala, rotacio´n
y en cierta parte a la iluminacio´n. Dichas soluciones aportan
gran cantidad de informacio´n por cada una de las ima´genes
procesadas.
El emparejamiento de los puntos invariantes suele producir
numerosos “outliers”, por lo que en el artı´culo se propone
la utilizacio´n de grafos como estructura a comparar, en lugar
de la comparacio´n punto a punto. Con ello se pretende dotar
de mayor fiabilidad al SLAM topolo´gico para conseguir una
localizacio´n ma´s confiable y exacta.
En el artı´culo mostraremos co´mo tratar las ima´genes cap-
turadas desde una ca´mara omnidireccional de forma que se
extraigan los datos necesarios para el ca´lculo de la posicio´n
y el mapa mediante SLAM topolo´gico. En la seccio´n II
describiremos los algoritmos SIFT y SURF y mostraremos una
comparativa entre ambos algoritmos. A continuacio´n (seccio´n
III) se explicara´ el me´todo utilizado para la divisio´n de la
imagen en distintas regiones. En IV se explicara´ el proceso
de emparejamiento mediante grafos utilizando el algoritmo
GTM. En la seccio´n V podremos ver los resultados de los
experimentos realizados. Finalmente tendremos un apartado
con las conclusiones.
II. SIFT VS. SURF
A. SIFT: Scale Invariant Features Transforms
Uno de los me´todos de extraccio´n de puntos invariantes
ampliamente utilizado en la literatura es el algoritmo SIFT
(Scale Invariant Feature Transforms). Su nombre es debido
a que transforma los datos de la imagen en coordenadas
invariantes a la escala, rotacio´n y en cierta medida al cambio
de iluminacio´n y al punto de vista 3D [5]. Cada uno de los
datos extraı´dos se considera una caracterı´stica de la imagen
y se describe mediante su posicio´n, escala, orientacio´n y su
vector descriptivo (habitualmente con un taman˜o de 128).
El algoritmo se basa en cuatro etapas diferenciadas para
extraer las caracterı´sticas de la imagen:
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1) Deteccio´n de ma´ximos y mı´nimos de la escala.
2) Localizacio´n de puntos de intere´s.
3) Asignacio´n de la orientacio´n.
4) Descriptor del punto de intere´s.
En la primera etapa del algoritmo se identifica la posicio´n
y la escala de los puntos candidatos a ser caracterı´sticas
invariantes. El espacio de la escala, definido por L(x, y, σ), se
obtiene a partir de la convolucio´n de la Gaussiana G(x, y, σ)
con la imagen I(x, y). Para que la deteccio´n de los puntos
de intere´s sea ra´pida y eficaz, el algoritmo utiliza la diferencia
de Gaussianas convolucionada con la imagen. Dicha diferencia
puede ser calculada a partir de las diferencias entre dos escalas
vecinas separadas por un factor constante k. La funcio´n de
deteccio´n queda, por tanto, de la siguiente forma:
D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y)
= L(x, y, kσ)− L(x, y, σ),
donde L es una imagen suavizada con un filtro de Gauss.
A cada uno de los candidatos extraı´dos en la etapa anterior
se le aplica un modelo para determinar su localizacio´n y
escala. Para detectar los ma´ximos y mı´nimos locales de
D(x, y, σ) cada punto se compara con sus 8-vecinos en la
imagen actual y con los 9-vecinos de las ima´genes superior e
inferior. De este modo se seleccionan u´nicamente los puntos
ma´s estables. Cabe sen˜alar que en esta etapa es posible
determinar varias escalas va´lidas para una misma posicio´n
(x, y) de la imagen, por lo que en el resultado final, podremos
tener varios descriptores para un mismo punto de la imagen.
Una vez obtenida la escala, se calcula la orientacio´n (u
orientaciones) de cada punto de intere´s a partir de la imagen
suavizada L ma´s cercana a la escala obtenida en la etapa
anterior. En este paso, para cada imagen L(x, y) con deter-
minada escala se calcula la magnitud del gradiente, m(x, y) y
la orientacio´n Θ(x, y) mediante la diferencia entre pı´xeles:
m(x, y) =√
(L(x + 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2
Θ(x, y) = tan−1 L(x,y+1)−L(x,y−1)
L(x+1,y)−L(x−1,y)
Para conseguir el descriptor del punto, primeramente se
obtienen las magnitudes y orientaciones de los vecinos del
punto de intere´s, utilizando la imagen suavizada ma´s cercana
a la escala calculada en el segundo paso. Una vez obtenidos,
para asegurar la invarianza a la orientacio´n, las coordenadas
del descriptor y las orientaciones del gradiente se rotan de
forma relativa a la orientacio´n extraı´da durante la tercera etapa.
Siguiendo estos pasos, el algoritmo logra identificar un
gran nu´mero de caracterı´sticas, lo cual es particularmente
importante para el reconocimiento de regiones. Adema´s los
descriptores son altamente distintivos, lo que permite que
una u´nica caracterı´stica sea correctamente emparejada con
una probabilidad alta en una base de datos de caracterı´sticas
grande. SIFT obtiene, por tanto, gran cantidad de carac-
terı´sticas robustas y distinguibles entre sı´.
B. SURF: Speeded Up Robust Features
SURF es otro de los algoritmos ma´s utilizado en la liter-
atura para la extraccio´n de puntos de intere´s invariantes. La
extraccio´n de los puntos la realiza detectando en primer lugar
los posibles puntos de intere´s y su localizacio´n dentro de la
imagen. Posteriormente se representa la vecindad del punto de
intere´s como un vector de caracterı´sticas (por defecto con un
taman˜o de 64, aunque es posible aumentarlo).
El algoritmo SURF utiliza una aproximacio´n ba´sica de la
matriz Hessiana para reducir el tiempo de computacio´n [6].
La matriz Hessiana se utiliza debido a su buena relacio´n
entre la precisio´n y el coste temporal. El determinante de la
Hessiana se utiliza para la localizacio´n de los puntos y para
la determinacio´n de la escala. Dado un punto x = (x, y) en




Lxx(x, σ) Lxy(x, σ)
Lxy(x, σ) Lyy(x, σ)
]
donde Lxx(x, σ) es la convolucio´n de la derivada de segundo
orden de la Gaussiana, δ
2
δx2
g(σ) con la imagen I en el punto
x, y similarmente para Lxy(x, σ) y Lyy(x, σ). Para el ca´lculo
del determinante, se realizan aproximaciones a las derivadas
de segundo orden de la Gaussiana de modo que se obtienen
tres aproximaciones: Dxx, Dxy y Dyy . De esta forma, el
determinante de la Hessiana que nos indica la escala del punto
se calcula con la siguiente fo´rmula:
det(Haprox) = DxxDyy − (0.9Dxy)
2.
El descriptor SURF es relativamente parecido al propuesto
en SIFT. El primer paso para obtener el descriptor una vez
calculada la escala es el ca´lculo de la orientacio´n del punto
de intere´s para, posteriormente, calcular el descriptor SURF.
Para obtener un punto invariante a la orientacio´n se calcula
el “Haar-wavelet” para las direcciones x e y en una regio´n
circular de radio 6s, donde s es la escala del punto de intere´s.
Una vez calculados para todos los vecinos, se estima la ori-
entacio´n dominante calculando la suma de todos los resultados
dentro de una ventana deslizante que cubre un a´ngulo de pi
3
. El
ca´lculo del descriptor se realiza construyendo, primeramente,
una regio´n cuadrada centrada en el punto de intere´s y con
un taman˜o de 20s. La regio´n se divide regularmente en 4
sub-regiones, y para cada sub-regio´n se calculan unas pocas
caracterı´sticas simples. Seguidamente se calculan la “Haar-
wavelet” para x e y y se suavizan los resultados mediante una
Gaussiana, obteniendo dx y dy . Para cada sub-regio´n se suman
los resultados dx y dy , adema´s de calcularse su valor absoluto
|dx| y |dy|. De este modo, cada sub-regio´n proporciona un
vector v compuesto por: v = (Σdx,Σdy, Σ|dx|, Σ|dy|). El
descriptor SURF se obtiene mediante la unio´n de los vectores
de las sub-regiones.
La caracterı´stica principal de los puntos de intere´s SURF es
la repetibilidad, si el punto es considerado fiable el detector
encontrara´ el mismo punto bajo distintos puntos de vista
(diferente escala, orientacio´n, etc) [6]. El vector obtenido por
el algoritmo debera´ ser distintivo y al mismo tiempo robusto
al ruido, errores, y deformaciones geome´tricas y fotome´tricas.
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C. Comparativa entre SIFT y SURF
Tanto SIFT como SURF obtienen puntos de intere´s de la
imagen invariantes a escala y orientacio´n, ası´ como a cambios
en iluminacio´n. Ambos obtienen un vector descriptor por cada
punto de intere´s, aunque calculados de distinta manera.
Las principales diferencias en los datos extraı´dos es que en
SIFT se guarda la posicio´n, la escala y la orientacio´n, puesto
que es posible que en una misma posicio´n (x, y) encontremos
varios puntos de intere´s con distinta escala s y/u orientacio´n σ.
En SURF, en cambio, en una misma posicio´n (x, y) solamente
aparece un u´nico punto de intere´s, por lo que no guarda la
escala y la orientacio´n, aunque sı´ registra la matriz de segundo
momento y el signo de la laplaciana.
Durante las pruebas realizadas, se le ha indicado a SURF
que obtenga un descriptor con un taman˜o de 128, el mismo
taman˜o que obtiene SIFT, puesto que el taman˜o por defecto
para este vector es de 64 (taman˜o donde se obtiene una buena
relacio´n coste-precisio´n). Adema´s, ambos algoritmos trabajan
con ima´genes de tipo PGM, es decir, trabajan con ima´genes
en escala de grises. De este modo, es posible comparar los
dos algoritmos partiendo de la misma base.
Para la comparacio´n entre estos dos algoritmos sobre su
capacidad de obtencio´n de caracterı´sticas, se han tenido en
cuenta tanto el tiempo que tardan en ejecutarse como el
nu´mero de caracterı´sticas invariantes obtenidas. Para SIFT
se ha utilizado la versio´n 4 obtenida de la pa´gina web del
autor, la versio´n de SURF es la 1.0.9, tambie´n obtenida de la
pa´gina del autor. Ambas versiones esta´n escritas en el lenguaje
de programacio´n C. Las pruebas se han realizado sobre un
ordenador Intel Core 2 Duo a 2.0 GHz. Las ima´genes se
capturaron mediante una ca´mara omnidireccional.
Durante las pruebas se ha podido constatar que la imple-
mentacio´n del algoritmo SURF es mucho ma´s ra´pido que
SIFT. En cua´nto al nu´mero de puntos invariantes detectados
SIFT supera a SURF con ma´s del doble de puntos detectados.
Sin embargo, debemos tener en cuenta las caracterı´sticas
especiales de SIFT a la hora de extraer conclusiones. SURF
no permite que haya varios puntos invariantes en una misma
posicio´n con distinta escala y/u orientacio´n, mientras que en
SIFT sı´ que es posible (y habitual). Este hecho nos hace pensar
que la distancia entre el nu´mero de caracterı´sticas detectada
disminuirı´a si SIFT no “duplicase” puntos.
En la tabla I tenemos una muestra de los datos obtenidos du-
rante la experimentacio´n. Puesto que las capturas se realizaron
en el exterior de un edificio rectangular, los ejemplos tomados
han sido las cinco primeras ima´genes de cada una de las cuatro
fachadas.
De una muestra de 109 ima´genes en total, hemos
obtenido una media de puntos invariantes detectados por
SIFT de MediaPuntosSIFT = 1292.01 y por SURF
MediaPuntosSURF = 482.69. Por lo tanto tenemos que
la relacio´n entre los dos algoritmos es que SIFT obtiene
aproximadamente 2.68 puntos ma´s que SURF.
Por otro lado, hemos visto que SURF es ma´s ra´pido que
SIFT. La media de tiempo utilizado por SIFT para una imagen
es de MediaT iempoSIFT = 1646.53ms mientras que SURF












imagen0001 958 397 1528 420
imagen0002 1046 405 1540 430
imagen0003 1251 451 1656 466
imagen0004 1395 499 1712 543
imagen0005 1408 468 1808 463
...
Fachada 2
imagen0029 1262 491 1632 453
imagen0030 1292 431 1668 450
imagen0031 1285 433 1596 405
imagen0032 1528 529 1736 476
imagen0033 1399 493 1708 476
...
Fachada 3
imagen0056 1388 598 1680 605
imagen0057 1027 420 1532 388
imagen0058 873 389 1408 364
imagen0059 921 410 1488 440
imagen0060 1616 470 1868 455
...
Fachada 4
imagen0082 1250 459 1600 424
imagen0083 1149 449 1556 424
imagen0084 1154 460 1624 409
imagen0085 1196 478 1560 478
imagen0086 1134 456 1604 618
...
TABLE I
MUESTRA DE ALGUNOS DE LOS RESULTADOS OBTENIDOS CON SIFT Y
SURF (NU´MERO DE PUNTOS OBTENIDOS Y TIEMPO NECESITADO EN
MILISEGUNDOS).
Si calculamos la relacio´n entre el tiempo utilizado por los
dos algoritmos tenemos que: TiempoSIF T
TiempoSURF
≈ 3.39. Como se
puede observar, aunque SIFT obtiene alrededor de 2.68 puntos
ma´s que SURF, tarda en hacerlo 3.39 tiempo ma´s que SURF.
Este dato es muy importante a la hora de decidir si lo que
queremos para nuestro algoritmo es una mayor cantidad de
datos sin importar tanto el tiempo utilizado para el ca´lculo (en
ese caso escogerı´amos SIFT) o si por el contrario preferimos
un algoritmo ma´s veloz a costa de una reduccio´n del nu´mero
de caracterı´sticas detectadas (SURF).
Los datos extraı´dos anteriormente son de ayuda para efec-
tuar una primera aproximacio´n a los dos algoritmos. No
obstante, no se puede medir la bondad de los algoritmos
solamente por la cantidad de puntos detectados o por el tiempo
empleado en ello. Es importante determinar la “calidad” de
los puntos invariantes detectados, es decir, necesitamos saber
si esas caracterı´sticas podra´n ser detectadas (emparejadas) en
otra imagen distinta a la inicial. De ahı´ surge la necesidad
de comparar los emparejamientos de los puntos invariantes
extraı´dos por SIFT y SURF.
El emparejamiento se ha calculado mediante el “match”
que venı´a en el detector (realizado por los propios autores).
A continuacio´n vamos a estudiar co´mo se comportan los dos
algoritmos de extraccio´n de caracterı´sticas durante una secuen-
cia determinada. En este caso, se comparara´ la primera imagen
(imagen0001) con las ima´genes extraı´das inmediatamente de-
spue´s y con las extraı´das justo al final del experimento para
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comprobar el cierre del bucle 1.
En primer lugar, cabe sen˜alar que los dos algoritmos de
emparejamiento obtienen resultados diferentes dependiendo
del orden de las dos ima´genes a comparar, es decir, no se
obtiene el mismo resultado al comparar el par 007-001 que
el 001-007. En la tabla II encontramos la comparacio´n entre
los emparejamientos realizados por SIFT y SURF para las
ima´genes del cierre del bucle y para las iniciales. Como pode-
mos observar para las ima´genes ma´s cercanas a la comparada
(imagen001) SIFT localiza ma´s puntos en comu´n, mientras que
SURF encuentra ma´s puntos cuando las ima´genes comparadas
se alejan de la inicial.
















EMPAREJAMIENTOS REALIZADOS CON LA IMAGEN0001 COMO BASE. LAS
IMA´GENES DESDE LA 103 A LA 109 SE CORRESPONDEN CON LAS DEL
CIERRE DEL BUCLE. LAS IMA´GENES DESDE LA 002 A LA 008 SON LAS
IMA´GENES INICIALES.
Fig. 1. Emparejamiento SIFT para el par de ima´genes 103 con 001.
Fig. 2. Emparejamiento SURF para el par de ima´genes 103 y 001.
1Se considera que las ima´genes con una menor numeracio´n ya han sido
procesadas y, por tanto, pertenecen a la base de datos.
Si nos fijamos en los datos aportados por el par de
ima´genes 103-001, veremos que SIFT ha localizado 5 puntos
mientras que SURF ha encontrado 6 puntos en comu´n, pero
si observamos los emparejamientos en la imagen, los datos
cambian notablemente. Como podemos ver en la imagen 1
los puntos emparejados son correctos, es decir, no hay ningu´n
emparejamiento de puntos que no son el mismo punto en el
entorno real. Sin embargo, el emparejamiento realizado por
SURF (figura 2), los puntos emparejados son falsos positivos,
es decir, en el entorno los seis puntos de la imagen 103 no son
los mismos que los seis de la imagen inicial. A lo largo de
la experimentacio´n se ha comprobado que estos resultados se
repiten con otras ima´genes diferentes. Por todo ello, podemos
afirmar que el algoritmo SIFT tiene mayor perdurabilidad en
el tiempo que SURF, obteniendo emparejamientos ma´s fiables.
Como se ha podido comprobar, SURF obtiene falsos posi-
tivos cuando la imagen comparada se aleja de la imagen base.
Adema´s, tanto en SURF como en SIFT podemos encontrar
algunos emparejamientos que, si se comparasen con el resto
de emparejamientos se podrı´an eliminar, puesto que son los
denominados emparejamientos cruzados. Un ejemplo de estos
falsos positivos se pueden ver en la imagen 3 pertenecientes
al par de ima´genes 109-001 y el algoritmo SIFT.
Fig. 3. Emparejamiento SIFT del par 109-001. Sen˜alado: Falso positivo.
III. TRATAMIENTO DE LAS IMA´GENES: SEGMENTACIO´N Y
EXTRACCIO´N
A pesar de la robustez de los puntos invariantes, es posible
encontrarse con que algunos puntos claramente diferentes han
sido emparejados como el mismo punto debido a que la
distancia euclı´dea entre ambos descriptores se encontraba por
debajo del umbral establecido. No obstante, cuando se da este
caso el resto de puntos invariantes “vecinos” puede que no
compartan dicha similitud. Es para estos casos para los que
surge la necesidad de la utilizacio´n de los grafos como la
estructura a comparar.
Cada uno de estos grafos puede representar la imagen
completa o una parte de ella. En nuestro caso se comparara´n
los distintos subgrafos de las ima´genes para obtener cua´l de las
ima´genes pertenecientes a la base de datos es la ma´s cercana
a la imagen actual. Para obtener estos subgrafos, es necesario
realizar algu´n tipo de segmentacio´n de modo que obtengamos
cua´les son las regiones a tener en cuenta. El proceso que
se sigue para obtener las distintas regiones es el siguiente:
1) Aplicar a cada imagen el algoritmo K-Means.
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2) Para cada color distinto detectado en el punto anterior
obtener su correspondiente binarizacio´n.
3) Calcular la lista de Blobs para todas las ima´genes
binarizadas.
4) Determinar el conjunto de puntos invariantes que
pertenecen a cada Blob.
El primer paso consiste en aplicar a la imagen el algoritmo
K-Means. Este algoritmo calcula los k colores medios de toda
la imagen y asigna a cada pı´xel su media ma´s cercana. Ası´
es posible obtener una imagen donde solamente hay k colores
distintos. En la imagen 4 podemos ver un ejemplo de imagen
a la que se le ha aplicado una k = 6.
Fig. 4. K-Means con k = 6 aplicado a la imagen 1.
Una vez obtenidas estas medias, se binariza la imagen k
veces, cada una de ellas con una media de colores distinta.
Una vez binarizadas tendremos k ima´genes binarias. Cada una
de estas ima´genes representa a uno de los colores obtenidos
por el algoritmo “K-Means”.
Una vez llegados a este punto podrı´amos considerar que
cada una de las ima´genes binarizadas representa una regio´n
distinta, pero observando algunas de las ima´genes podemos
ver que en este paso todavı´a podemos encontrar regiones
diferenciadas (regiones que tienen el mismo color pero que
se encuentran lejos entre si). Para evitar estas situaciones y
obtener todas las regiones de la imagen, se aplica el algoritmo
Blob a cada una de las ima´genes binarizadas, obteniendo una
lista de blobs para cada imagen. Cada blob contiene una lista
de puntos de la imagen (x, y) que pertenecen a determinada
regio´n. Utilizando estos datos, sera´ posible determinar a que´
regio´n pertenece cada uno de los puntos invariantes extraı´dos
utilizando cualquiera de los dos algoritmos anteriormente
descritos.
IV. CREACIO´N DE GRAFOS: GTM
Despue´s de aplicar todas las etapas anteriores obtenemos
una lista donde cada elemento contiene un conjunto de
pares de puntos emparejados. Dichos elementos de la lista
se corresponden con una regio´n en comu´n entre las dos
ima´genes comparadas. Este emparejamiento puede dar lugar
a numerosos falsos positivos que debera´n ser eliminados del
resultado final. Para ello compararemos la estructura de la
regio´n en las dos ima´genes eliminando aquellos puntos que
“deformen” el emparejamiento utilizando el algoritmo GTM
(Graph Tranformation Matching).
GTM es un algoritmo de emparejamiento de puntos basado
en grafos atribuidos [7] que utiliza la informacio´n de la
estructura local (grafo) para el tratamiento de falsos positivos
(o “outliers”).
El grafo que utiliza el algoritmo se construye an˜adiendo
una arista en la matriz de adyacencia para el par (i, j) si el
nodo j es uno de los k (siendo k un nu´mero natural estimado
empı´ricamente) vecinos ma´s cercanos del nodo i y si adema´s
la distancia entre ambos puntos (distancia euclı´dea calculada
a partir de sus posiciones en la imagen) es menor a la media
de todas las distancias entre todos los nodos del grafo:
η = median(l,m)∈VpxVp ||pl − pm||
Si un nodo no tiene k aristas entonces se desconecta
completamente hasta finalizar la construccio´n del grafo.
Una vez construidos los dos grafos (uno por cada imagen)
el algoritmo elimina iterativamente las correspondencias que
distorsionan las relaciones de vecindad. Para ello, se selecciona
un “outlier”, se eliminan los dos nodos que forman el empare-
jamiento (falso positivo) de sus grafos respectivos ası´ como las
referencias en las matrices de adyacencia a dichos nodos y se
vuelven a recalcular los dos grafos. El proceso sigue hasta que
la matriz residual (la diferencia entre las matrices de los dos
grafos) es nula. En este momento se considera que el algoritmo











Q′ = P ′
Ap ←− buildMedianKNNGraph(distp, K, medianp)
Ap′ ←− buildMedianKNNGraph(distp′ , K, medianp′)
While(Ap! = Ap′)
out ←− findOutlier(Ap, Ap′)
Remove out from distp
Remove out from distp′
Remove out from Q
Remove out from Q′
Ap ←− buildMedianKNNGraph(distp, K, medianp)





outlier findOutlier(Ap, Ap′ ) {







Fig. 5. Pseudo-co´digo del algoritmo GTM
En la figura 5 podemos ver el pseudo-co´digo del algoritmo.
La segunda funcio´n calcula la disparidad estructural mediante
la matriz residual de adyacencia R = |Ap − Ap′ |. Una vez
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Una vez obtenido el grafo de consenso, se eliminan del
emparejamiento inicial todos los nodos desconectados, obte-
niendo un emparejamiento donde se han eliminado los falsos
positivos.
V. RESULTADOS
Durante esta seccio´n mostraremos los resultados obtenidos
cuando aplicamos todos los pasos anteriores a una serie de
ima´genes del mundo real. Estas ima´genes representan un
recorrido (con cierre de ciclo, es decir finaliza en el punto de
inicio) por el exterior del edificio de “Servicio de Informa´tica”
que se encuentra dentro del campus de la Universidad de
Alicante (imagen 6).
Fig. 6. Recorrido realizado durante la captura de ima´genes.
Debido a que alguno de los algoritmos necesita definir el
valor de determinados para´metros, se han realizado algunos
experimentos previos para encontrar aque´llos que obtenı´an
mejores resultados. Los valores seleccionados para cada uno
de los algoritmos son: el umbral por debajo del cua´l se
considera que dos puntos SIFT son iguales es de 150, el de
SURF de 0.5, el nu´mero de colores a identificar para K-Means
es de 6 y el nu´mero mı´nimo de vecinos para la construccio´n
del grafo del GTM es de 4.
Al igual que la comparacio´n entre los dos algoritmos de
extraccio´n de caracterı´sticas invariantes, en esta seccio´n vamos
a tener en cuenta varios factores para poder determinar que´
algoritmo es el ma´s adecuado para cada situacio´n.
En primer lugar, comprobaremos el nu´mero de empare-
jamientos realizados por el algoritmo GTM cuando se uti-
lizan los puntos SIFT y los puntos SURF. Los umbrales
seleccionados para estos dos algoritmos son valores compro-
miso, es decir, son valores que obtienen un gran nu´mero
de emparejamientos a costa de algunos falsos positivos. Este
hecho sera´ importante, sobre todo, en la segunda parte de la
experimentacio´n.
En el gra´fico 7 se muestra el resultado de comparar la
imagen 1 con todas las ima´genes de la base de datos. La
imagen final (109) se considera como cierre de ciclo, es decir,
se tomo´ en un punto cercano al de la imagen 1, por lo que
se puede considerar que representa la misma escena. El por-
centaje de emparejamientos nos indica la relacio´n entre todos
los puntos emparejados de todos los objetos con el nu´mero de
puntos que tiene la imagen en total. Como podemos observar,
utilizando los puntos SURF en la imagen 1 se obtiene un
mayor porcentaje de emparejamientos, es decir, el nu´mero de
puntos emparejados con respecto al total es mayor utilizando
los puntos SURF cuando las ima´genes son cercanas. No
obstante, para ima´genes alejadas (ima´genes que no comparten
la misma escena) SURF tambie´n detecta un mayor porcentaje
de puntos invariantes, cuando deberı´a emparejar menos. El
algoritmo ideal serı´a aque´l que nos permitiese tener un alto
porcentaje en las ima´genes cercanas a la comparada y un bajo
porcentaje (o nulo) en las que esta´n ma´s alejadas. En nuestro
caso, SURF cumple el primer requisito y SIFT cumple el
segundo.
Fig. 7. Porcentaje de emparejamientos de la imagen 1 con el resto de
ima´genes de la base de datos. En azul los emparejamientos obtenidos mediante
SIFT-GTM, en rojo SURF-GTM.
Si nos fijamos en el valor inicial del gra´fico 7 (el valor
correspondiente a comparar la imagen 1 consigo misma)
podemos ver que el porcentaje de emparejamientos esta´ entre
el 80 y el 85% tanto para SIFT-GTM como para SURF-
GTM. Este hecho es debido a varios motivos: el primero es
que las regiones pequen˜as (con pocos pı´xeles) no son tenidas
en cuenta, por lo que si algu´n punto caracterı´stico estuviese
en esa regio´n no se comparara´; el segundo motivo es que
cada regio´n se representa mediante un grafo GTM, pero se
compara con el grafo GTM completo, por lo que algunos
nodos vecinos en el grafo de toda la imagen pueden afectar
a la estructura del mismo y algunos de los emparejamientos
se eliminan durante el proceso de obtencio´n del grafo de
consenso. Tambie´n es posible observar que el porcentaje de
emparejamientos decrece cua´nto ma´s alejada este´ la imagen.
Este es un punto significativo, puesto que lo que se pretende
conseguir es la identificacio´n de una zona del mapa, y este
descenso nos indica que la comparacio´n entre imagen y zona
es posible, puesto que los resultados son los que cabe esperar
en esta situacio´n.
Al contrario que en el gra´fico 7 do´nde las ima´genes
comparadas tenı´an una gran cantidad de puntos invariantes
emparejados, en el gra´fico 8 nos encontramos con el resultado
de la comparacio´n de la imagen 32, una imagen donde hay
grandes superficies sin textura por lo que tanto SIFT como
SURF no producen buenos emparejamientos.
La zona que representa la imagen 32 es una zona sin textura,
por lo que tanto esa imagen, como las ma´s cercanas a ella
son difı´ciles de emparejar, ya que un mismo punto en una
imagen podrı´a corresponderse a muchos en la otra (todos
los puntos vecinos son pra´cticamente iguales). En el gra´fico
correspondiente a dicha imagen (figura 8) podemos ver que
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Fig. 8. Porcentaje de emparejamientos de la imagen 32 con el resto. En azul
podemos ver los emparejamientos obtenidos cuando GTM utiliza los puntos
SIFT, en rojo los SURF.
para la comparacio´n de la imagen 32 consigo misma, con
SIFT se emparejan aproximadamente un 74% de los puntos
mientras que SURF alcanza u´nicamente el 59%. Adema´s,
ninguno de los dos algoritmos combinado con GTM considera
que las ima´genes anterior y posterior (31 y 33) pertenecen a
la misma escena. En el caso de SIFT el porcentaje de puntos
emparejados entre estas ima´genes y la 32 es muy bajo y
aunque el porcentaje obtenido por SURF es mayor, no lo
es lo suficiente como para considerarlas parte de la misma
escena. Asimismo, en el caso de SURF, se considera que las
ima´genes 9 y 10 son ma´s parecidas (2.65%) a la 32 que las
vecinas reales. Como podemos ver, para una imagen con pocas
caracterı´sticas invariantes que adema´s son muy parecidas no se
consigue un buen nu´mero de emparejamientos au´n aplicando
GTM.
Utilizando u´nicamente los datos estadı´sticos podrı´amos con-
cluir que la combinacio´n de SURF-GTM es mejor que la
de SIFT-GTM. No obstante, es necesario comprobar si los
emparejamientos obtenidos son o no buenos. Para ello vamos a
observar pares de ima´genes emparejadas y ver cua´ntos puntos
se han detectado correctamente y cua´ntos son falsos positivos.
Fig. 9. Emparejamiento entre la imagen 2 (arriba) y la 1 (abajo). El
emparejamiento utiliza u´nicamente KD-Tree con el detector SIFT, cada punto
invariante de la imagen 2 esta´ emparejado con su vecino ma´s cercano (si esta´
por debajo del umbral) de la imagen 1. Los “outliers” o falsos positivos esta´n
marcados por la sen˜al roja.
La imagen 9 representa los emparejamientos de la imagen
2 con la imagen 1 sin tener en cuenta la estructura del grafo
ni tampoco la segmentacio´n de regiones. En este caso se trata
del emparejamiento realizado mediante la estructura KD-Tree
de los puntos invariantes SIFT de una imagen con los de
otra. Para cada punto de la imagen 2, se seleccionaba el
punto ma´s cercano de la imagen 1 y si la diferencia entre
sus vectores descriptivos no superaba el umbral se mantenı´a
el emparejamiento. Sen˜alados en rojo podemos ver todos
los falsos positivos (“outliers”) que se generan al realizar el
emparejamiento de este modo. En la imagen 10 tenemos el
mismo tipo de emparejamiento pero utilizando los descriptores
obtenidos mediante el algoritmo de SURF. Si comparamos
ambos resultados observamos que con SURF se han detectado
ma´s “outliers” que con SIFT. Este hecho se repite en la gran
mayorı´a de las ima´genes y tendra´ mucho peso durante el
emparejamiento utilizando GTM.
Fig. 10. Emparejamiento entre la imagen 2 (arriba) y la 1 (abajo).
El emparejamiento se ha realizado mediante la estructura KD-Tree y los
descriptores SURF. En rojo esta´n sen˜alados los “outliers” producidos.
Los “outliers” o falsos positivos aparecidos en las ima´genes
9 y 10 son precisamente los emparejamientos que queremos
evitar. Para ello vamos a tratar de eliminarlos mediante la
segmentacio´n de ima´genes en distintas regiones y el uso de una
estructura de grafo durante la comparacio´n (algoritmo GTM).
En la imagen 11 tenemos el emparejamiento de la imagen 2
con la 1 utilizando los descriptores proporcionados por SIFT
junto con GTM. Para obtener este resultado, se han comparado
los grafos de cada una de las regiones detectadas en la imagen
2 con el grafo que describe a la imagen 1 al completo. Si
comparamos esta imagen con la obtenida en 9 veremos que
los falsos positivos han desaparecido por completo. Adema´s,
no se han eliminado demasiados emparejamientos va´lidos,
por lo que el resultado nos proporciona una buena base para
el reconocimiento de la escena. Si ahora nos fijamos en
la imagen 12 observamos que tambie´n es este caso se han
eliminado los “outliers”, pero, a cambio hemos perdido ma´s
emparejamientos va´lidos. Si recordamos los datos del gra´fico 7
SURF tenı´a un porcentaje de emparejamiento mayor que SIFT.
Analizando todos los resultados en conjunto tenemos que
aunque SURF tiene un mayor porcentaje de emparejamientos,
SIFT continu´a teniendo un mayor nu´mero de emparejamientos
en total, adema´s de no producir tantos falsos positivos durante
la primera fase. Aunque en un primer momento (contemplando
u´nicamente el gra´fico) podrı´amos pensar que los resultados se
SURF para las ima´genes pertenecientes a una misma escena
eran mejores, al examinar las ima´genes con los resultados
podemos ver que SIFT obtiene ma´s emparejamientos con
mayor precisio´n.
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Fig. 11. Imagen 2 (arriba) emparejada con la 1 (abajo) utilizando el algoritmo
GTM y los descriptores SIFT.
Fig. 12. Emparejamiento de la imagen 2 (arriba) con la 1 (abajo) mediante
el uso del descriptor SURF y el algoritmo GTM.
VI. CONCLUSIONES
Como hemos podido observar durante la experimentacio´n,
el algoritmo SURF es ligeramente ma´s ra´pido que SIFT.
No obstante, si nos fijamos en el nu´mero de caracterı´sticas
detectadas, claramente SIFT supera a SURF (extrayendo ma´s
del doble de puntos). Sobre este aspecto, cabe sen˜alar que
mientras SURF u´nicamente calcula un vector descriptor para
una determinada posicio´n (x, y), SIFT puede calcular varios
descriptores (con distinta escala y orientacio´n) para una misma
posicio´n de la imagen. Respecto a los algoritmos “match”
SIFT emparejaba ma´s nodos que SURF pero no el doble, como
era de esperar teniendo en cuenta que SIFT detecta casi el
doble de puntos. No obstante SURF detecta un mayor nu´mero
de falsos positivos, mientras que los emparejamientos SIFT
eran ma´s confiables.
La eleccio´n de uno u otro algoritmo dependera´ de las
caracterı´sticas buscadas. Seleccionaremos SURF para detectar
los puntos con una mayor velocidad y SIFT para detectar
puntos ma´s robustos con un coste temporal ma´s alto.
Respecto a la utilizacio´n de grafos como estructura a com-
parar, hemos observado que se obtienen mejores resultados
si se comparan las regiones de una imagen con la imagen
completa y no las ima´genes completas o las regiones entre
si. En estos casos los “outliers” han desaparecido aunque
tambie´n los emparejamientos han sufrido un descenso. Esto
es en parte debido a que durante la etapa de segmentacio´n
aparecı´an regiones con pocos puntos (de 1 a 5 puntos) y las
regiones con menos de 6 puntos no se comparan ya que GTM
ni siquiera podrı´a construir el grafo.
Los resultados obtenidos por GTM han sido distintos de-
pendiendo si el emparejamiento se realizaba usando puntos
SIFT o SURF. Como se ha visto en los gra´ficos, SURF
obtiene un mayor porcentaje de emparejamientos tanto en
las ima´genes cercanas como en las que estaban alejadas en
cambio SIFT produce un menor porcentaje en ambos casos.
El resultado ideal de estos gra´ficos serı´a aquel que tuviese
una curva en forma de campana de Gauss, donde el valor ma´s
alto perteneciese a la imagen comparada consigo misma y los
valores fuesen decreciendo de forma constante. En nuestro
caso, se ha obtenido una curva donde el punto ma´s alto es el
perteneciente a la comparacio´n de la imagen con si misma. A
partir de este punto los emparejamientos decaen hasta llegar
pra´cticamente a 0, aunque no lo hacen tan suavemente como
en una campana de Gauss. No obstante, que la curva no
este´ tan suavizada no significa que no sea un buen resultado,
puesto que cumple su funcio´n, es decir, observando el gra´fico
es posible determinar a que´ escena pertenece la imagen en
cuestio´n buscando entre aque´llas ima´genes donde el porcentaje
de los emparejamientos empieza a aumentar.
A pesar de que SURF conseguı´a un mayor porcentaje
de emparejamientos, hemos visto que SIFT obtenı´a unos
resultados ma´s fiables y con menos “outliers”. Adema´s, como
el algoritmo SIFT extrae una mayor cantidad de puntos, el
nu´mero de emparejamientos aumenta considerablemente en las
ima´genes cercanas. En cuanto a las ima´genes alejadas SURF
obtiene muchos falsos positivos que GTM no puede eliminar
del todo. Como en la construccio´n de los dos grafos (el de
la regio´n de la imagen a comparar y el de la imagen de la
base de datos) se an˜aden todos los puntos emparejados, si
existe un gran nu´mero de emparejamientos malos es posible
encontrar un grafo de consenso (mucho ma´s pequen˜o que el
de la imagen inicial) que cumpla con todas las restricciones
pero que contenga mayormente esos falsos emparejamientos
puesto que la gran cantidad que habı´a inicialmente no permite
a GTM eliminarlos por completo.
Por u´ltimo cabe destacar los buenos resultados obtenidos
en comparacio´n con los algoritmos “match” de SIFT y SURF.
En nuestro caso, conseguimos eliminar muchos de los falsos
positivos que dichos algoritmos no son capaces de descartar.
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