This paper uses a non-parametric test, based on consistently estimated discrimination accuracy defined as concordance probability between quantitative predictor and outcome, to compare paired biomarkers in predicting a health outcome, possibly subject to random censoring. Comparing with the Wilcoxon test for paired predictors based on Harrell's C-index, we found that the proposed test is better in presence of random censoring, although the two unbiased tests are equivalent for outcome either uncensored or censored by a constant. A simulation study also demonstrates that the bias in estimated difference in concordance probability, due to ignoring random censoring, results in overestimated power, especially when random censoring is heavy. The method was applied in two studies, where the biomarkers measured from the same study subjects are correlated. The first study on 299 school children in Bangladesh found the associations that higher blood arsenic and manganese were related to lower intellectual test scores, while the differences between the biomarkers in predicting the intellectual test scores were not statistically significant. The second study on 418 patients with primary biliary cirrhosis found that the baseline serum bilirubin had greater discrimination accuracy than the baseline serum albumin in predicting survival time.
Introduction
In biomedical studies, investigators are not only making effort to identify biomarkers that are associated with specific quantitative health outcome but also seek to compare their discrimination accuracy in predicting the common outcome variable. Data on biomarkers and health outcomes are usually obtained from the same study subjects. In such cases, the measurements of the biomarkers are likely to be correlated. For example, in a study on the association between exposures to arsenic and manganese and children's intellectual function in Bangladesh, as described in Wasserman et al., 1 blood arsenic and manganese used as biomarkers of the exposures were measured using the blood samples from 299 school children who were individually administered an IQ test (The Wechsler Intelligence Scale for Children-Fourth Edition) to assess their intellectual function. The two biomarkers were correlated, with a Spearman correlation coefficient of 0.1256 (p < 0.03). It has been found that each of the biomarkers, blood arsenic and blood manganese, had higher levels related to the lower IQ test scores. The investigators then sought to determine whether one of the biomarkers has higher discrimination accuracy in predicting the intellectual function test scores. In studies concerning the health outcome of survival time, it is common that the outcome variable may be censored randomly due to dropout and limited follow-up period.
In this paper, we compare paired biomarkers in discrimination accuracy of predicting a health outcome, where the biomarkers have continuous measurements and the quantitative outcome variable T may be subject to random censoring. To measure the discrimination accuracy of predictor X for T, Harrell's C-index, 2, 3 defined as a concordance probability on independent pairs of observations (X j , T j ), j ¼ 1, 2;
is widely used. The index takes values between zero and one with 0.5 for X and T being independent and it is invariant to rank-preserving transformation on either X or T. Using counts of concordant and discordant pairs of observations to estimate C, Nam and D'Agostino 4 developed a method to estimate the variance of the estimator. Pencina and D'Agostino 5 used the relationship between the C-index and the modified Kendall's for bivariate correlation to derive alternative formulas for variance estimation. Based on the linear relationship between the C-index and Somers D rank correlation that D ¼ 2C À 1, Softwares STATA and R have functions to estimate the index with bootstrap estimate of variance. 6 Note that when X is continuous, we have C ¼ C X ¼ PðX 1 5 X 2 jT 1 5 T 2 Þ, where the concordance probability C X may also be used as an alternative measure of discrimination accuracy. To compare discrimination accuracy in paired biomarkers, a Wilcoxon test for the difference in C is available when a quantitative outcome is completely observed or subject to constant censoring. 7 In presence of random censoring, however, the estimator converges to a quantity depending on the censoring distribution and is no longer consistent to C. 8, 9 We adapt the method that Liu and Jin 9 proposed for consistent estimator of C X and testing difference in C X for item reduction, which selects items from a uni-dimensional scale (X) to form a subscale with similar or improved discrimination accuracy C X in predicting the quantitative outcome variable subject to random censoring. The selection procedure is based on evaluation of the change in discrimination accuracy C X resulting from excluding an item from, or adding an item to, a sub-scale.
In the next section, we describe the statistical test for the difference between paired biomarkers in discrimination accuracy for predicting a quantitative health outcome variable subject to random censoring. We present a simulation study to demonstrate finite sample performance of the consistent estimator of C X and the statistical test for the difference between paired predictors in discrimination accuracy with and without random censoring on the response variable. The results are compared with that from using the function rcorrp.cens in Hmisc package of R software, 7 which works well with response either uncensored or censored by a constant. Finally, we apply the method to the two studies. The first application compares biomarkers of blood arsenic and blood manganese in discrimination accuracy for predicting child's intelligence test scores. The second application uses the data in Fleming and Harrington 10 to examine the difference between important prognostic factors of baseline serum albumin and bilirubin in discrimination accuracy for predicting survival time among the patients with primary biliary cirrhosis.
The procedure
Suppose that variables X and Z are paired continuous predictors of a quantitative response variable T and all these variables have been measured in n independent subjects with data (X i , Z i , T i ), i ¼ 1, . . . , n. Then the discrimination accuracy measure C X and C Z can be consistently estimated respectively byĈ
where I(.) is an indicator function taking values of 0 or 1; so for Cz. To examine whether X and Z have the same discrimination accuracy for predicting T, we may examine the difference between their concordance probabilities ÁC ¼ C X À C Z and test null hypothesis H 0 : ÁC ¼ 0, or equivalently, H 0 :
With uncensored response T, a commonly used non-parametric estimator of ÁP is in the form of a U-statistic,
As 13 ) in the formula. In R software, the function rcorrp.cens provides estimated C X and C Z and a test statistic for their difference, while using bootstrap method for their standard errors. 6, 7 When the response variable is the time to an event, where the event could be death or initial diagnosis of a disease, then the time variable is likely to be right-censored due to dropout or limitation of follow-up period. Let T i be the length of time between the baseline assessment and event occurrence for subject i during follow-up. When subject i does not have the event at the last follow-up time Q i , then censoring occurs and the observed time
. Suppose the censoring variable Q is independent of T. If Q is constant, then the estimator of the C-index using usable pairs of observationŝ
is consistent to C X . Using it to estimate C X and C Z , and form the test to detect difference in discrimination accuracy, R function rcorrp.cens will give valid result with constant Q. However, when the censoring time Q is random, the estimatorĈ X converges to a quantity depending on the distribution of censoring time, as pointed out by Koziol and Ji 8 and Liu and Jin. 9 Assuming that random censoring time Q is independent of predictors, a consistent estimator of C X proposed by Liu and Jin 9 has the formĈ
It is easy to see thatĈ Ã X becomesĈ X when censoring variable Q is constant. To estimate ÁP consistently, we may modify (1) to be
If G(t) is unknown, a consistent estimatorĜðtÞ, constructed by the Kaplan-Meier product limit method, may be used. For Y ðnÞ ¼ max
BecauseÁ Ã xÀz is in the same form of the statistic Liu and Jin 9 used to evaluate the changes in discrimination accuracy for item selection, under some regularity conditions it retains asymptotic normality that ffiffi ffi n pÁ Ã xÀz À ! Nð0, VÞ as n ! 1, with ¼ EðÁ 
Simulation study
We conducted a simulation study to examine the finite sample performance of the estimator for discrimination accuracy and the statistical test for detection of difference in discrimination accuracy using the procedures with and without the weight taking into account random censoring, where the unweighted procedure is the R function rcorrp.cens. Sample sizes of n ¼ 150 and 300 were used in the two scenarios, one without censoring and one with 30% and 60% randomly censored responses. For each case, we generated 1000 data sets. For the data set with uncensored responses, we generated n independent triplets (X i , Z i , T i ), i ¼ 1 , . . . n. Note that when (X, T) follows a bivariate normal distribution, C X is a monotonic function of the bivariate correlation coefficient r only, with C X ¼ 0.5 corresponding to r ¼ 0. We generate (X i , T i ) and (Z i , T i ) from bivariate normal distributions with correlation coefficient for C Z ¼ 0.5 and 0.7 and various C X such that the difference d ¼ C X À C Z ¼ 0, 0.02, 0.04, 0.06, 0.08 and 0.10. For the data set with censored responses, we first generated n independent triplets as described above. Then we generated n independent random numbers from uniform distribution U(0, y) for censoring variable Q with y specified according to the preset censoring proportion. Afterwards, we calculated the observed values of the outcome variable Y i ¼ min(exp(T i ), Q i ) and d i ¼ I(T i < Q i ). Tables 1 and 2 summarize the results. With uncensored response the two procedures give almost identical results. As expected, in presence of random censoring on the response variable, the mean estimates of C X using procedure with weight adjusting for random censoring are very close to the true values. In contrast, the unweighted estimator ignoring random censoring has bias that increases with proportion of censored responses. It is interesting to note that the unweighted procedure produced negligible biases in estimating d when percent of random censoring is low (30%), while the biases become somewhat larger when censoring is heavy (60%). Nevertheless, both estimators have standard deviations decrease with increasing discrimination accuracy, sample size or proportion of response uncensored. The percent of rejections of the null hypothesis of d ¼ 0 estimates the power of a statistical test. Because the two tests are unbiased, the estimated power in the simulation study is close to the nominal level of 5% when d ¼ 0, independent of random censoring. As expected, both tests have estimated power increases with increasing d for a fixed sample size, or increases with sample size for a given value of d with and without independent random censoring on the response variable. With d > 0, however, for given sample size and d, the power estimates of the two tests decrease with increasing percent of censoring. When percent of censoring is 30% or less, the two tests have comparable power estimates; while with heavy censoring (60%), the unweighted test has larger power estimates than the weighted test, as a result of overestimating d.
Applications 4.1 Comparing blood arsenic and manganese in predicting children's IQ test scores
In the children's study investigating the association between exposures to arsenic and manganese and children's intellectual function in Bangladesh, as described in Wasserman et al. Following a survey of the well characteristics of the villages enrolled in the ''Health Effects of Arsenic Longitudinal Study'' in Araihazar, Bangladesh, 11 all household wells within commuting distance of the field clinic were designated into one of four groups: (a) High arsenic (>10 ug/L) and high manganese (>500 ug/L), (b) High arsenic (>10 ug/L) and low manganese ( 500 ug/L), (c) Low arsenic ( 10 ug/L) and high manganese (>500 ug/L) and (4) Low arsenic ( 10 ug/L) and low manganese ( 500 ug/L). From the villages, a random sample of children estimated to be between 8 and 11 years old were recruited with approximately 75 each well category group.
Blood arsenic and manganese as biomarkers of the exposures were measured using the blood samples from 299 school children who were administered individually the WISC-IV test to assess their intellectual function. The two biomarkers were correlated (Spearman correlation coefficient r ¼ 0.1256, p ¼ 0.0299).
In this study, evidence was found that higher level of blood arsenic was significantly related to lower test scores of Full Scale IQ (r ¼ -0.1507, p ¼ 0.0091) and three cognitive domains of: Perceptual Reasoning (r ¼ À0. Because the correlations were not large in magnitude, the estimated discrimination accuracy of blood arsenic C X or blood manganese C Z (with opposite sign to account for negative association) were not high. Blood arsenic had slightly higher discrimination accuracy than blood manganese in predicting Full score IQ scores (Ĉ X ¼ 0.5504 vs.Ĉ Z ¼ 0.5444) and Verbal Comprehension test scores (Ĉ X ¼ 0.5493 vs.Ĉ Z ¼ 0.5456), while blood manganese had slightly higher discrimination accuracy than blood arsenic for the subscales of Perceptual Reasoning (Ĉ Z ¼ 0.5595 vs.Ĉ X ¼ 0.5494) and Working Memory (Ĉ Z ¼ 0.5616 vs.Ĉ X ¼ 0.5496). These differences between blood arsenic and blood manganese, however, were not statistically significant in the discrimination accuracy predicting children's intellectual function (test statistic TS 1 < 0.193, p values > 0.66).
Comparing prognostic factors of patients with primary biliary cirrhosis
Serum albumin and bilirubin are the two important continuous predictors of prognosis in primary biliary cirrhosis (PBC). 12 They are associated with survival time among PBC patients. The data set of 418 PBC patients presented in Fleming and Harrington 10 provides us with an opportunity to test which of the two measures has better discrimination accuracy in predicting the survival time of PBC patients. In the sample, the PBC patients ranged in age between 26 and 76 years, with a mean age of 51; 89.5% were female. At baseline, all patients' serum albumin and bilirubin levels were measured. Their serum albumin levels ranged between 1.96 and 4.64 (mg/dl) with a median of 3.53 (mg/dl), and serum bilirubin levels ranged between 0.3 and 28 (mg/dl) with a median of 1.40 (mg/dl). The two serum measures were inversely correlated, with a Spearman correlation coefficient of À0.3367 (p < 0.0001). During the follow-up period, 38.5% of the patients (n ¼ 161) died, with a mean survival time of 3.77 years among those who died. The follow-up time for the 257 survivors had a mean length of 6.18 years. Lower serum bilirubin was related to longer survival time; the discrimination accuracy for survival with serum bilirubin (with opposite sign to account for negative association) wasĈ Ã X ¼ 0.7507. Serum albumin, on the other hand, was positively related to survival time, and its discrimination accuracy wasĈ Ã Z ¼ 0.6430. The test statistic for the difference in discrimination accuracy was TS 2 ¼ 3.84 (p ¼ 0.0001), suggesting that serum bilirubin should be a better predictor of survival time than serum albumin.
Discussion
In biomedical research, it is useful to compare paired biomarkers in discrimination accuracy of predicting a quantitative health outcome. When survival time is the outcome variable, it could be subject to independent random censoring. Using Harrell's C-index to measure discrimination accuracy of biomarkers with continuous measures, we adapt a consistent estimator using weight to take into account random censoring. Based on the non-parametric estimator of discrimination accuracy for a predictor, we apply a statistical test to detect difference between paired biomarkers in predicting a health outcome possibly subject to random censoring. The test statistic is an extension of the well-known unbiased Wilcoxon test for paired predictors of a health outcome uncensored or censored by a constant.
In a simulation study, we examined finite sample performance of the two procedures with and without a weight to take into account random censoring in estimating discrimination accuracy and in testing difference between paired biomarkers in predicting a common outcome. With completely observed responses, the two procedures performed equally well. In presence of random censoring, however, the result was in favor of the weighted method in estimation of discrimination accuracy. To estimate or test for the difference in discrimination accuracy between paired predictors, although the weighted test worked better in the cases with heavy random censoring, the two procedures produced similar result when percent of random censoring was low ( 30%).
As all other non-parametric methods, the weighted test needs a large sample size to detect a small difference in discrimination accuracy between continuous paired predictors, especially when response variable is subject to random censoring. In this paper, we considered random censoring that is independent of predictors. A generalized method allowing for dependence on predictors could be developed by modeling the censoring time and worth further investigation.
By the standard U-statistic asymptotic theory, 13 As a result, the asymptotic variance of ffiffi ffi n p ðÁ
