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Photogalvanic effect and photoconductance in a quantum channel with a single
short-range scatterer
M. A. Pyataev∗ and S. N. Ulyanov
Mordovian State University, Saransk, Russia
(Dated: October 28, 2018)
The influence of electromagnetic radiation on the electron transport in a quantum channel with a
single short-range scatterer is investigated using a generalized Landauer-Bu¨ttiker approach. We have
shown that asymmetrical position of the scatterer leads to appearance of the direct photocurrent in
the system. The dependence of the photocurrent on the electron chemical potential, the position of
the scatterer, and the frequency of the radiation is studied. We have shown that the photocurrent
and the photoconductance oscillate as functions of the electron chemical potential. The nature of
oscillations is discussed.
PACS numbers: 73.23.Ad, 78.67.Lt
1. INTRODUCTION
The study of electron transport in nanostructures
under the external electromagnetic radiation has been
attracting considerable attention during the last few
years. The interest to the problem is stipulated by
recent attempts to create a sensitive nanometer-size
photodetector.1,2,3,4,5 Photon-induced electron transport
in a number of interesting systems such as quantum
point contacts,5,6,7,8 field-effect transistors,1,2 quantum
dots,3 and carbon nanotubes9,10 was studied in vari-
ous experiments. Quantum ratchet effects induced by
terahertz radiation were observed in GaN-based two-
dimensional structures.11 Impurity photocurrent spectra
of bulk GaAs and GaAs quantum wells doped with shal-
low donors were studied.12 It was shown experimentally6
that the photoconductance of the quantum point contact
oscillates with the gate voltage. In the case of asym-
metrical illumination, the direct photocurrent arises in
the quantum point contact.7. The photocurrent was at-
tributed to the radiation-induced thermopower.
A lot of theoretical models have been used to study
the microwave induced electron transport in bulk mate-
rials and low-dimensional systems. Photon-assisted tun-
neling in a resonant double barrier system was investi-
gated within the scattering approach.13 Various quantum
dot photodetectors14,15,16 were studied theoretically. The
photoconductivity of quantum wires and microconstric-
tions with an adiabatic geometry was investigated using
different calculation methods.17,18,19,20,21 It was found
that absorbtion of high-frequency electromagnetic field
polarized in transversal direction results in oscillations
of the photoconductance as a function of the gate volt-
age. Circular photogalvanic effect in bent22 and helical23
one-dimensional quantum wires was studied. Radiation-
induced current in quantum wires with side-coupled
nanorings was calculated.24 One-dimensional quantum
pump based on two harmonically oscillating δ-potentials
was investigated in Refs. 25,26. Various interesting pho-
ton and phonon depended effects were predicted in car-
bon nanotube devices.27,28,29,30 A number of papers are
devoted to the theoretical study of the spin-depended
photogalvanic effects.31,32,33,34,35,36,37,38
A consistent quantitative theory of photogalvanic
effect in bulk samples was given by Belinicher and
Sturman.39 The necessary condition for appearance of
the photocurrent is the absence of the inversion sym-
metry in the system. In the macroscopic samples, the
absence may be stipulated by the asymmetry of the
lattice11,39 or by oriented asymmetric scatterers.40,41
Ballistic transport regime in quasi one-dimensional
nanostructueres allows another mechanism. The symme-
try may be broken by an asymmetrically located single
scatterer, for instance, a potential barrier42 or an impu-
rity. In the present paper, we consider one of the simplest
nanoscale system that allows generation of the direct cur-
rent induced by electromagnetical radiation.
2. HAMILTONIAN
The purpose of the present paper is the theoretical
investigation of the photocurrent in a quantum chan-
nel containing a single point defect. It should be men-
tioned that the elastic scattering in similar systems
has been widely discussed in literature.43,44,45,46,47,48,49
We consider the channel that is formed in the two-
dimensional electron gas by parabolic confining poten-
tial. The schematic view of the device is shown in Fig. 1.
The electron motion in the channel is described by the
Hamiltonian
Hˆ0 =
pˆ2x
2m
+
pˆ2y
2m
+
mω20y
2
2
, (1)
where m is effective electron mass, ω0 is the frequency of
parabolic confining potential, pˆx and pˆy are projections
of the momentum (the x direction corresponds to the axis
of the channel). EigenvaluesEn,p and eigenfunctions φn,p
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FIG. 1: (Color online) The scheme of the device. Two-
dimensional electron gas is shown by the yellow (light) area,
and opaque diaphragm is shown by the hatched area.
of the Hamiltonian Hˆ0 are well-known
En,p =
p2
2m
+ En, φn,p(x, y) = Φn(y)e
ipx/~, (2)
where En = ~ω0(n+1/2), and Φn(y) are oscillator func-
tions. We note that the effective channel width is deter-
mined by the number of occupied subbands and by the
characteristic oscillator length a =
√
~/mω0.
The short-range defect is modelled by the zero-range
potential,49,50,51,52,53 and therefore the Hamiltonian Hˆd
of the channel with the defect is a point perturbation of
the Hamiltonian Hˆ0. Actually, the point perturbation is
determined by boundary conditions for the wave function
at the defect point. The similar method has been used
earlier53,54,55 for modelling of point contacts.
Boundary values for the wave function are determined
with the help of the zero-range potential theory.50,51,52,53
The theory shows that the electron wave function ψ(r)
has the logarithmic singularity in a vicinity of the defect
point rd. As follows form the theory of zero-range poten-
tials the wave function ψ(r) of the Hamiltonian with the
point perturbation may be represented in terms of the
Green’s function. That is why the wave function has the
same singularity as the Green’s function in the vicinity
the point of perturbation. We note that the form of the
singularity is determined by the dimension of space only.
It is independent on energy and form of smooth confining
potential. In particular, the singularity is logarithmic in
the two-dimensional case
ψ(r) = −u ln |r− rd|+ v +R(r), (3)
where u and v are complex coefficients, and R(r) is the
remainder term that tends to zero in the limit r → rd.
Coefficients u and v play the role of boundary values for
the wave function ψ. They are independent of r. The
boundary conditions at the point of contact are some
linear relations between u and v:
v = P0u. (4)
Here the coefficient P0 determines the strength of the
zero-range potential at the point rd. It should be noted
that the zero-range potential is attractive and the limit
|P0| → ∞ corresponds to the absence of the point per-
turbation.
We suppose that the channel is exposed by an external
electromagnetic wave propagating in the z direction and
polarized in the y direction. We assume that electron-
photon interaction takes place in the region of the channel
only that may be realized by an antenna6 or by an opaque
diaphragm (Fig. 1). In the view of these assumptions the
influence of the electromagnetic field on the electron is
described by the operator
Vˆ (t) =
eεpˆy
mω
[θ(x) − θ(x− L)] cos(ωt)
= Vˆ0(e
iωt + e−iωt), (5)
where ε is the amplitude of the electric field, ω is the
frequency of radiation, and θ(x) is the Heaviside step
function, i.e., θ(x) = 1 for x > 0 and θ(x) = 0 otherwise.
To obtain the electric current in the channel we use
the generalization18,22,24,56,57 of the Landauer–Bu¨ttiker
formula58,59 that takes into account the radiation
I =
e
π~
∑
nn′l
∞∫
0
[TRLn′n(E + l~ω,E)fL(E)
−TLRn′n(E + l~ω,E)fR(E)]dE. (6)
Here TRLn′n(E+ l~ω,E) is the transmission probability be-
tween the state with the energy E and the quantum num-
ber n in the left reservoir and the state with the energy
E+l~ω and the quantum number n′ in the right reservoir,
fL and fR are Fermi distribution functions for the left
and the right reservoirs respectively, and l is the number
of absorbed photons (negative l corresponds to emission
of photons). Function fj (here j means left (L) or right
(R) electron reservoir) has the form
fj(E) =
1
exp[(E − µj)/T ] + 1 , (7)
where µj is the chemical potential in the j-th reservoir
and T is temperature. In the paper, we consider the first
order of the perturbation theory and restrict ourselves to
l = −1, 0, 1.
Transmission coefficients T ijn′n(E + l~ω,E) can be rep-
resented via transmission amplitudes tijn′n(E + l~ω,E)
(here indexes i and j mean left (L) or right (R) reser-
voir)
T ijn′n(E + l~ω,E) =
kln′
k0n
∣∣∣tijn′n(E + l~ω,E)∣∣∣2 , (8)
where wave number kln is given by
kln =
√
2m(E − En + l~ω)/~. (9)
33. PHOTOCURRENT
In the linear response approximation the current is rep-
resented in the form
I = Iph + GUbias, (10)
where Iph is the zero-bias photocurrent, G is conductance
of the system, and Ubias is the bias voltage. The pho-
tocurrent Iph is given by
Iph =
e
π~
∞∫
0
f(E)∆T (E)dE, (11)
where
∆T (E) =
∑
l=±1
∑
nn′
[
TRLn′n(E + l~ω,E)
− TLRn′n(E + l~ω,E)
]
. (12)
We note that the terms with l = 0 are cancelled in
Eq. (12) due to the time-reversal symmetry of elastic
scattering.
To obtain the transmission probabilities we use the
concept of quasi-energy states.60 Since the Hamiltonian
of the system varies periodically with time the electron
wave function may be represented in the form
Ψ(r, t) =
∑
l
ψl(r) exp[−i(F + l~ω)t/~], (13)
where F is the quasi-energy. From the Schro¨dinger equa-
tion, we obtain the following relations for the functions
ψl(r)
[Hˆd − (F + l~ω)]ψl(r) + Vˆ0ψl+1(r) + Vˆ0ψl−1(r) = 0.
In the first order of the perturbation theory, we restrict
ourselves to l = −1, 0, 1 and express the functions ψ±1 in
terms of the Green’s function Gd of the Hamiltonian Hˆd
ψ±1(r) = −
∫
Gd(r, r
′;F ± ~ω)Vˆ0ψ0(r′)dr′, (14)
where ψ0(r) is determined from the equation
(Hˆd − F )ψ0(r) = 0. (15)
It should be mentioned that the Green’s function
Gd(r, r
′;F ) is the integral kernel of the operator (Hˆd −
F )−1.
We note, that at real quasi-energies the perturbation
theory is inapplicable in the vicinity of the eigenvalues
En of the Hamiltonian Hˆ0 since the Green’s function has
the root singularities at these energies. This phenomenon
is stipulated by infinite lifetime of the states with zero
speed. Therefore the electrons having zero speed are in-
fluenced by electromagnetic field for an infinitely long
period of time, and hence the transition probability for
these electrons is not small. To avoid peculiarities in
the expression for ψ±1 we introduce the complex quasi-
energy F = E + iΓ. The imaginary part Γ of the quasi-
energy is a phenomenological parameter that may be ex-
pressed in terms of effective state lifetime τ via the re-
lation Γ = ~/τ . We mention that broadening Γ may be
caused by spontaneous transitions and inelastic scatter-
ing processes.
The zero-range potentials theory51,53 shows that the
eigenfunction of the Hamiltonian Hˆd can be represented
in the form
ψ0(r, E) = φ0(r, E) − φ0(rd, E)
Q(rd, E)− P G0(r, rd;E), (16)
where φ0 is the eigenfunction and G0(r, r
′;E) is the
Green’s function of the Hamiltonian Hˆ0, P = P0 + const
is a parameter that determines the strength of the point
perturbation, andQ(rd, E) is the Krein’s Q-function that
is the renormalized Green’s function. The renormaliza-
tion is obtained by subtracting of the logarithmic singu-
larity at r→ rd from G0(rd, r, E). We note, that Krein’s
Q-function is defined up to additive constant. This con-
stant determines the connection between the value of pa-
rameter P and the strength of point perturbation. In
the present paper, we focus on effects independent of the
value of the point potential, so the value of constant is not
very important for our purposes. Since the form of singu-
larity of the Green’s function is independent of energy we
can get Krein’s Q-function by the following equation49
Q(rd, E) = lim
r→rd
[G0(rd, r, E)−G0(rd, r, E0)] . (17)
Here E0 is some fixed value of energy that is smaller
than the ground state energy. Actually, E0 determines
the difference between parameters P from Eq. (16) and
P0 from Eq. (4). In the present paper, we take E0 = 0
and define the strength of the point perturbation by the
parameter P .
To obtain the transmission amplitudes we should take
φ0 as an incident wave propagating in the n mode
φ0(r, E) = Φn(y)e
ik0nx. (18)
The Green’s function G0 is given by equation
G0(r, r
′;E) =
im
~2
∞∑
n=0
Φn(y)Φ
∗
n(y
′)
k0n
eik
0
n|x−x
′|, (19)
where Re k0n ≥ 0 and Im k0n ≥ 0.
The Green’s function Gd of the Hamiltonian Hˆd is
represented in terms of the Green’s function G0 of the
Hamiltonian Hˆ0 using the Krein resolvent formula
51,52
Gd(r, r
′;E) = G0(r, r
′;E)− G0(r, rd;E)G0(rd, r
′;E)
Q(rd, E)− P .
(20)
From the asymptotics of the functions ψ±1(r) at the right
edge of the channel we obtain transmission amplitudes
4tRLn′n and t
LR
n′n. Details of the derivation are given in the
Appendix. Then we calculate transmission coefficients
and the photocurrent using Eq. (11).
To write down the equation for tRLnn′ we need some pre-
liminary notations:
A =
eεa√
8~ω
, f ln =
Φn(yd)
kln
,
and
α±(n, l) = −m
~2
Φn(yd) exp(±iklnxd)
Q(rd, E + l~ω)− P .
Now we can represent the amplitude in the form
tRLn′n(E + l~ω,E) = Ae
ikl
n′
L[t(1) + t(2) + t(3) + t(4)], (21)
where
t(1) = 1
akl
n′
J1(k
0
n,−kln′ , L)
[√
n+ 1δn′,n+1 −
√
nδn′,n−1
]
, (22)
t(2) = iα
−(n′,l)
akl
n′
[√
n+ 1f ln+1J2(k
0
n, k
l
n+1)−
√
nf ln−1J2(k
0
n, k
l
n−1)
]
, (23)
t(3) = iα
+(n,0)
akl
n′
[√
n′f0n′−1J2(−kln′ , k0n′−1)−
√
n′ + 1f0n′+1J2(−kln′ , k0n′+1)
]
, (24)
t(4) = α
+(n,0)α−(n,l)
akl
n′
∞∑
m=0
f0m
[√
mf lm−1J3(k
l
m−1, k
0
m)−
√
m+ 1f lm+1J3(k
l
m+1, k
0
m)
]
. (25)
Here J1, J2 and J3 are elementary integrals:
J1(k1, k2, L) =
1
a
L∫
0
ei(k1+k2)xdx, J2(k1, k2) =
1
a
L∫
0
eik1x+ik2|x−xd|dx, J3(k1, k2) =
1
a
L∫
0
ei(k1+k2)|x−xd|dx.
The transmission amplitude tLRn′n(E + l~ω,E) from the
right to the left reservoir is obtained from Eq. (21) via
replacing xd by L− xd in integrals J2 and J3.
The dependence of the photocurrent on the chemical
potential µ is represented in Fig. 2(a). The correspond-
ing values of ∆T (µ) are shown in Fig. 2(b). One can see
that photocurrent oscillates with increase of the chemical
potential. The amplitude of oscillations depends linearly
on the intensity of radiation. The contribution to the
photocurrent has sharp peaks in the vicinity of the en-
ergies En. The sign of contribution is different for even
and odd values of n.
To explain the behavior of the photocurrent we con-
sider a simplified model of the system. In this model,
the channel is divided into three parts and the transmis-
sion probabilities through each part are combined inco-
herently. That means the transmission coefficients are
defined by equation
TRLn′n =
∑
m′m
WRn′m′Tm′mW
L
mn, (26)
where WRn′m′ and W
L
mn are photon assisted transition
probabilities in the left and the right parts of the chan-
nel and Tm′m are elastic transmission coefficients without
taking the radiation into account. The transition prob-
abilities W jmn are determined by the same quasi-energy
approach as indicated above but Eqs. (18) and (19) are
used for the wave function and the Green’s function in-
stead of Eqs. (16) and (20):
W jmn =
klm
k0n
∣∣∣∣∣AJ1(k0n,−klm, Lj)eik
l
mLj
aklm
∣∣∣∣∣
2
× [(n+ 1)δm,n+1 + nδm,n−1] . (27)
Here Lj = xd for the left part of the channel and Lj =
L− xd for the right part.
The transmission coefficients Tm′m are obtained from
Eq. (16) and have the form
Tn′n(E) = δn′n − im
~2k0n′
Φn(yd)Φ
∗
n′(yd)
Q(rd, E)− P . (28)
Although the approach is sufficiently rough it allows
to obtain a simple explanation of the phenomena. Ac-
cording to this approach the photocurrent is stipulated
by the difference in transmission probabilities for states
with different quantum number n. Using the symmetric
properties of transmission coefficient we can represent the
difference ∆T in the form
∆T (E) =
∑
l=±1
∑
m 6=n
∆Wnm(E + l~ω,E)
×[Tm(E + l~ω)− Tn(E)], (29)
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FIG. 2: (a) Dependence of the photocurrent Iph on the chem-
ical potential µ at L = 0.5µm, a = 10nm, T = 4K, yd = 0,
xd = 0.6L, ω = ω0 = 1.7 × 10
13s−1, τ = 6 × 10−11s,
m = 0.067me. Intensity of radiation is 0.5W/cm
2. (b) De-
pendence ∆T (µ) at the same parameters.
where ∆Wnm = W
L
nm −WRnm and Tn(E) is total trans-
mission probability for mode n
Tn(E) =
∑
n′
Tn′n(E). (30)
One can see that the electron transition contributes posi-
tively to the photocurrent if the transmission probability
increases and contributes negatively in the opposite case.
If the scatterer is located on the axis of the channel
(yd = 0) then the states with odd n are not reflected
since the wave function vanishes at the point rd. Hence
the electron transitions from the state with even n to the
state with odd n increase the transmission probability.
The number of occupied states of different parity depends
on the chemical potential. Therefore the photocurrent
oscillates with increase of the chemical potential.
Let us consider the simplest case of the axial scatterer
position (yd = 0), and resonance frequency of radiation
(ω = ω0). If the defect is placed in the vicinity of the
channel center (|xd − L/2| ≪ L), our approach gives
the following asymptotic equation for the difference of
transmission coefficients:
∆T (E) ≃ (−1)NA2 2(2N + 1)L∆x
(a2|k0N |)2
e−2 Im k
0
NL (31)
as E → EN + 0. Here ∆x = xd − L/2. One can see
from Eq. (31) that the contribution to the photocurrent
from the vicinity of En is positive for even n and negative
for odd n. The photocurrent is proportional to ∆x and
it vanishes in the case of symmetrical disposition of the
defect. The amplitude of the peak grows with increase of
the mode number N proportional to 2N + 1. Therefore
the amplitude of the photocurrent oscillations increases
with chemical potential. As it follows from Eq. (31),
the contribution to the photocurrent is maximal from
slow electrons. This result is in agreement with Fig. 2(b)
based on the more precise approach. The phenomenon
is caused by sufficiently long exposure time and large
density of states for slow electrons.
Let us discuss the effect of the scatterer position. The
dependence of the photocurrent on the chemical potential
and the scatterer position is represented in Fig. 3. One
can see that the sequence of peaks and dips of the pho-
tocurrent is changed if the scatterer is shifted from the
channel axis (yd 6= 0). The photocurrent tends to zero
when the defect is placed sufficiently far from the channel
axis (|yd| ≫ a) because the defect does not change the
transmission probability in this case.
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FIG. 3: (Color online) Dependence of the photocurrent on
the chemical potential and the position of the scatterer. All
parameters besides yd are the same as in Fig. 2.
The dependence of the photocurrent on the frequency
of radiation and the chemical potential is represented in
Fig. 4. One can see that the photocurrent decreases with
deviation of the frequency from the resonance value ω0.
Our numerical analysis shows that more simplified ’in-
coherent’ method of calculation is in qualitatively agree-
ment with more precise method based on Eqs. (21)-(25).
But asymptotics given by Eq. (31) for ∆T (E) is not
valid for very small values of Γ. According to Eq. (31)
∆T (E) → ∞ at µ = EN as Γ → 0. However, more pre-
cise analysis based on Eqs. (21)-(25) shows that ∆T (E)
remains finite. The difference between the approaches is
based on taking the quantum coherence into account. We
mention, that all figures are plotted using Eqs. (21)-(25).
4. PHOTOCONDUCTANCE
Let us consider the effect of the radiation on the con-
ductive properties of the device. According to Eqs. (6)
and (10) the conductance G can be represented in the
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FIG. 4: (Color online) Dependence of the photocurrent on
the chemical potential and the frequency of the radiation.
All parameters besides ω are the same as in Fig. 2.
form
G(µ, T ) = G0
∞∫
0
(
− ∂f
∂E
)
T (E)dE, (32)
where G0 is the conductance quantum and T (E) is given
by
T (E) =
1
2
1∑
l=−1
∑
nn′
[
TRLn′n(E + l~ω,E)
+TLRn′n(E + l~ω,E)
]
. (33)
It should be noted that T (E) contains contributions
from elastic and inelastic processes for l = 0 and l 6= 0
respectively. Hence to obtain the photoconductance we
have to find the modification of the transmission coef-
ficients T ijn′n(E,E) that corresponds to electron motion
without absorbtion or emission of photons. These coef-
ficients could not be found from the first-order pertur-
bation theory since the corrections for the transmission
amplitudes should be the second-order terms. Therefore,
to find the corrections we use the current conservation
law
1∑
l=−1
∑
n′
[
TRLn′n(E + l~ω,E) +R
RL
n′n(E + l~ω,E)
]
= 1,
(34)
where RRLn′n(E+l~ω,E) are reflection coefficients. Similar
relation is valid for electrons travelling from the right
to the left reservoir. We mention that the coefficients
T ijn′n(E,E) were cancelled in Eq. (11) due to the time
reversal symmetry.
Using Eq. (34), we represent G(µ, T ) in the form
G(µ, T ) = Gdark(µ, T ) + Gph(µ, T ), (35)
where Gdark is ’dark’ quasiballistic conductance of the
channel with the defect and Gph is photoconductance.
At the zero temperature the conductance Gdark may
be represented in the form
Gdark(µ) = G0
∑
n′
Tn′n(µ), (36)
where Tn′n are transmission coefficients for elastic scat-
tering given by Eq. (28).
Using Eqs. (19) and (28), we can represent the zero-
temperature conductance Gdark(µ) in the form
Gdark(µ) = G0
(
N(µ)− [ImQ(rd, µ)]
2
|Q(rd, µ)− P |2
)
. (37)
HereN(E) = [E/~ω−1/2] is the number of occupied sub-
bands ([x] means integer part of x). It is clear, that at
finite temperatures the conductance Gdark(µ, T ) is given
by the integral similar to Eq. (32). The dependence
Gdark(µ) in the case of axial scatterer position (yd = 0) is
shown in Fig. 5. One can see that the steps correspond-
ing to even values of n are smoothed due to scattering
on the defect while the steps with odd values of n are
conserved because electrons with odd values of n are not
scattered.
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FIG. 5: Dependence of the ’dark’ conductance Gdark on the
chemical potential µ at yd = 0 and T = 0.
Photoconductance Gph is given by equation
Gph = G0
∞∫
0
(
− ∂f
∂E
)
T ph(E)dE, (38)
where
T ph(E) =
∑
n
[
T˜n(E)Rn(E)− R˜n(E)Tn(E)
]
. (39)
Here Tn(E) and Rn(E) are total elastic transmission
and reflection probabilities for mode n while T˜n(E) and
R˜n(E) are total photon-assisted transmission and reflec-
tion probabilities for mode n. Probability Tn is given by
7Eq. (30) and Rn is defined by Rn(E) = 1 − Tn(E). Ac-
cording to Eq. (34), T˜n(E) and R˜n(E) are given by the
following equations:
T˜n(E) =
1
2
∑
l=±1
∑
n′
[
TRLn′n(E + l~ω,E)
+TLRn′n(E + l~ω,E)
]
(40)
and
R˜n(E) =
1
2
∑
l=±1
∑
n′
[
RLLn′n(E + l~ω,E)
+RRRn′n(E + l~ω,E)
]
. (41)
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FIG. 6: (Color online) Dependence of the photoconductance
Gph on the chemical potential µ at yd = 0. Thin blue line:
T = 2K, thick red line: T = 8K. Other parameters are the
same as in Fig. 2.
The photoconductance as a function of the chemical
potential oscillates as well as the photocurrent. The de-
pendence Gph(µ) is shown in Fig. 6. One can see from
Eq. (38) that the dependence Gph(µ) contains the deriva-
tive of the Fermi function in contrast to the dependence
Iph(µ), therefore peaks and dips of the photoconductance
are sharper and more sensitive to the growth of the tem-
perature. The increase of temperature leads to smooth-
ing of peaks and decrease of their amplitudes. The am-
plitude of the photoconductance peaks is proportional to
intensity of radiation. If the defect is placed in the central
cross-section of the channel then the photoconductance
is proportional to squared length of the channel.
5. CONCLUSION
Photon-induced electron transport in the quantum
channel with a single point defect is investigated using
modified Landauer–Bu¨ttiker formalism. The dependence
of the photocurrent on the electron chemical potential
is studied both analytically and numerically. We have
shown that the photocurrent is stipulated by different
transmission probabilities for different electron subbands
in the channel. If the defect is placed on the axis of the
channel then the odd electron subbands are not reflected
by the defect since corresponding wave function vanishes
at the point of the scatterer. Thus the photon-induced
transitions between electron subbands of different parity
can either increase or decrease the transmission proba-
bility. The probability of photon-induced transition de-
pends on the distance from the channel edge to the de-
fect. Therefore, the direct current arises in the case of
asymmetric scatterer position. We have shown that the
photocurrent oscillates as a function of chemical poten-
tial. The direction of the current is determined by the
number of occupied subbands of different parity. The se-
quence of oscillating minima and maxima is changed if
the scatterer is placed aside the channel axis. The pho-
tocurrent is proportional to the intensity of radiation and
grows with increase of the lifetime τ . The amplitude of
oscillations reaches maximum when the frequency ω of
radiation coincides with the characteristic frequency ω0
of the confining potential in the channel. This feature
of the system gives the possibility to vary the resonance
frequency by changing the geometry of the channel.
If the scatterer is placed in the central cross-section
of the channel the photocurrent is absent but the defect
influences the conductance of the system. The total con-
ductance of the system may be represented as a sum of
the ’dark’ quasiballistic conductance Gdark and the pho-
toconductance Gph that is proportional to the intensity of
radiation. The dependence of the photoconductance on
the chemical potential contains sharp peaks and dips in
the vicinity of steps of the ballistic conductance. In the
case of axial defect position, the sign of the photoconduc-
tance is determined by the parity of the highest occupied
subband in the channel at the zero temperature. The
nature of the photoconductance oscillations is similar to
the nature of the photocurrent oscillations. However, the
dependence of the photoconductance on the chemical po-
tential is sharper and more sensitive to the temperature
than the dependence of the photocurrent. The grows of
temperature leads to the smoothing of photoconductance
peaks and decrease of their amplitudes.
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APPENDIX
To obtain the transmission amplitude tRLnn′ from the left
to the right reservoir we have to compare the asymptotics
of the wave function at the left and the right edge of the
8channel. The wave function ψ±1 is given by Eq. (14). We
take the incident wave φ0 from the left reservoir in the
form Eq. (18). Using Eq. (16) for ψ0 and Eq. (20) for
Gd we may represent the function ψ±1 as a sum of four
terms
ψ±1(r) = ψ
(1)(r) + ψ(2)(r) + ψ(3)(r) + ψ(4)(r), (42)
where functions ψ(j)(r) are given by
ψ(1)(r) = −
∫
G0(r, r
′;F ± ~ω)Vˆ0φ0(r′, F )dr′, (43)
ψ(2)(r) =
G0(r, rd, F ± ~ω)
Q(rd, F ± ~ω)− P
∫
G0(rd, r
′;F ± ~ω)Vˆ0φ0(r′, F )dr′, (44)
ψ(3)(r) =
φ0(rd, F )
Q(rd, F )− P
∫
G0(r, r
′;F ± ~ω)Vˆ0G0(r′, rd;F )dr′, (45)
ψ(4)(r) = − φ0(rd, F )
Q(rd, F )− P
G0(r, rd, F ± ~ω)
Q(rd, F ± ~ω)− P
∫
G0(r, r
′;F ± ~ω)Vˆ0G0(r′, rd;F )dr′. (46)
Taken into consideration properties of oscillator functions Φn we have
pˆyΦn(y) =
i~
a
{√
n+ 1
2
Φn+1(y)−
√
n
2
Φn−1(y)
}
. (47)
Using Eqs. (18), (19), and (47) we obtain
Vˆ0φ0(r
′) =
ieǫ~√
8mωa
{√
n+ 1Φn+1(y
′)−√nΦn−1(y′)
}
[θ(x′)− θ(x′ − L)] exp(ik0nx′), (48)
Vˆ0G0(r
′, rd;F ) =
eǫ√
8~ωa
[θ(x′)− θ(x′ − L)]
∞∑
n′=0
{√
nΦn−1(y
′)−√n+ 1Φn+1(y′)
} exp(ik0n′ |x′ − xd|)
ak0n′
. (49)
Now we substitute Eqs. (48) and (49) into Eqs. (43)–(46) and perform the integration over r′. One can see that
integration over x′ includes only finite interval due to the θ-functions. Integration over y′ may be performed easily
due to the orthogonality of the oscillator functions Φn(y). For example, integration in equation (43) gives for x ≥ L
ψ(1)(r) =
eǫ√
8~ωa
∞∑
n′=0
{√
n+ 1δn′,n+1 −
√
nδn′,n−1
} Φn′(y)
akln′
exp(ikln′x)
L∫
0
dx′ exp[i(kln′ − k0n)x′]. (50)
Then we obtain the following form for functions ψ(j) at
the right edge of the channel (x ≥ L)
ψ(j)(r) =
eǫa√
8~ω
∞∑
n′=0
t
(j)
n′nΦn′(y) exp(ik
l
n′x), (51)
where coefficients t
(j)
n′n are given by Eqs. (22)–(25). It
should be mentioned that we have to take into account
the exponential factor exp(iklnL) in the transmission am-
plitude since we deal with complex quasienergies and con-
sequently complex wave numbers k. This factor does not
vanish during the current calculation hence it should be
conserved in the equation for transmission amplitude.
To get the transmission amplitude tLRnn′ from the right
to the left reservoir we need do consider incident wave
that is injected from the right edge of the channel and
propagate to the left edge. One can see that the com-
putation remains the same if we invert the direction of
9the x axis. Therefore the final expressions for transmis-
sion amplitude may be obtained from Eqs. (22)–(25) by
replacement of xd with L− xd.
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