One-parameter generalizations of Rogers–Ramanujan type identities  by Gu, Nancy S.S. & Prodinger, Helmut
Advances in Applied Mathematics 45 (2010) 149–196Contents lists available at ScienceDirect
Advances in Applied Mathematics
www.elsevier.com/locate/yaama
One-parameter generalizations of Rogers–Ramanujan type
identities
Nancy S.S. Gu a,∗,1, Helmut Prodinger b,2
a Center for Combinatorics, LPMC-TJKLC, Nankai University, Tianjin 300071, PR China
b Department of Mathematics, University of Stellenbosch, 7602 Stellenbosch, South Africa
a r t i c l e i n f o a b s t r a c t
Article history:
Received 29 June 2009
Accepted 1 December 2009
Available online 27 January 2010
MSC:
05A30
15A15
Keywords:
Rogers–Ramanujan identities
q-Series
Determinant
Recursion
Using the recursions satisﬁed by the polynomials which converge
to the right-hand sides of the Rogers–Ramanujan type identities
given by Sills (2003) [16] and a determinant method presented
in Ismail et al. (2000) [8], we obtain many new one-parameter
generalizations of the Rogers–Ramanujan type identities, such as
a generalization of the analytic versions of the ﬁrst and second
Göllnitz–Gordon partition identities, and generalizations of the
ﬁrst, second, and third Rogers–Selberg identities.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In [6], by evaluating an integral involving q-Hermite polynomials in two different ways and equat-
ing the results, Garrett et al. found a generalization of the celebrated Rogers–Ramanujan identities:
∞∑
n=0
qn
2+mn
(q;q)n =
(−1)mq−(m2)Em−2
(q,q4;q5)∞ −
(−1)mq−(m2)Dm−2
(q2,q3;q5)∞ , (1.1)
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Dm = Dm−1 + qmDm−2, D0 = 1, D1 = 1+ q,
Em = Em−1 + qmEm−2, E0 = 1, E1 = 1,
and Schur [14] gave the limit
D∞ = 1
(q,q4;q5)∞ , E∞ =
1
(q2,q3;q5)∞ .
It is obvious that we can get the following two Rogers–Ramanujan identities by letting m = 0 and
m = 1 in (1.1), respectively.
∞∑
n=0
qn
2
(q;q)n =
1
(q,q4;q5)∞ , (1.2)
∞∑
n=0
qn
2+n
(q;q)n =
1
(q2,q3;q5)∞ . (1.3)
Later, Andrews et al. [3] provided an alternative proof of (1.1) by using the extended Engel expan-
sion. In [8], Ismail et al. used the theory of associated orthogonal polynomials to explain determinants
that Schur introduced in 1917, and showed that Eq. (1.1) can be obtained from the Rogers–Ramanujan
identities (1.2) and (1.3). Furthermore, Andrews et al. [4] discussed Al-Salam/Ismail and Santos poly-
nomials in the context of identities of (1.1) type.
The main purpose of this paper is to apply the determinant method which was presented in [8] to
generalize the Rogers–Ramanujan type identities. In [16], Sills mainly focused on a method which was
developed by Andrews [2, §9.2, p. 88] for discovering ﬁnite analogs of Rogers–Ramanujan type identi-
ties via q-difference equations. In the paper, he presented at least one ﬁnitization for each of the 130
identities in Slater’s list [17], along with recursions satisﬁed by the polynomials which converge to the
right-hand sides of the Rogers–Ramanujan type identities. Explicit formulas (as sums of q-binomials
and q-trinomials) for the polynomials deﬁned by the recurrences and initial conditions are given in
Section 3 of [16]. Furthermore the polynomial generalizations of Slater and the Slater identities them-
selves are easily cross-referenced, e.g., the polynomial generalization of Slater’s A.16 appears in [16]
as Identity 3.16. Resorting to these recursions and the determinant method, we obtain many new pa-
rameterized generalizations of the Rogers–Ramanujan type identities, such as a generalization of the
analytic versions of the ﬁrst and second Göllnitz–Gordon partition identities, and generalizations of
the ﬁrst, second, and third Rogers–Selberg identities. In Section 2, we mainly discuss the three-term
recursions. In Section 3, we focus on four-term recursions. Moreover, in [5,11], the authors also found
some new Rogers–Ramanujan type identities which are the partners to those in Slater’s list. By using
the determinant method, we can give the initial conditions of the recursions for these new identities,
and then ﬁnd the generalizations of these identities.
In the appendix to [16], Sills gave an annotated and cross-referenced version of Slater’s list of
identities from [17]. When we refer to Slater’s list in this paper, we are referring to Sills’ version.
As usual, we follow the notation and terminology in [7]. For |q| < 1, the q-shifted factorial is
deﬁned by
(a;q)∞ =
∞∏
k=0
(
1− aqk) and (a;q)n = (a;q)∞
(aqn;q)∞ , for n ∈C.
For convenience, we shall adopt the following notation for multiple q-shifted factorials:
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where n is an integer or inﬁnity.
The main results in this paper are summarized in Table 1.
Table 1
One-parameter generalizations of Rogers–Ramanujan type identities.
Identities in Slater’s list and some new ones Generalizations
Identity A.8 (Gauss and Lebesgue [10]) Theorem 2.1
Identity A.13 (Slater [17])
Identity A.16 (Rogers [12]) Theorem 2.2
Identity A.20 (Rogers [12])
Identity A.29 (Slater [17]) Theorem 2.3
Identity A.50 (Slater [17]) (1) (2)
Identity A.34 (Slater [17]): The analytic version of the second Theorem 2.4
Göllnitz–Gordon partition identity
Identity A.36 (Slater [17]): The analytic version of the ﬁrst
Göllnitz–Gordon partition identity
Identity A.38 (Slater [17]) Theorem 2.5
Identity A.39 (Jackson [9]) (1) (2)
Identity A.79 (Rogers [12]) Theorem 2.6
Identity A.96 (Rogers [12]) (1) (2)
Identity A.94 (Rogers [12]) Theorem 2.7
Identity A.99 (Rogers [12]) (1) (2)
Identity A.25 (Slater [17]) Theorem 2.8
An identity (McLaughlin et al. [11, Eq. (2.7)])
Identity A.31 (Rogers [13] and Selberg [15]): Theorem 3.1
The third Rogers–Selberg identity (1) (2)
Identity A.32 (Rogers [12] and Selberg [15]):
The second Rogers–Selberg identity
Identity A.33 (Rogers [12] and Selberg [15]):
The ﬁrst Rogers–Selberg identity
Identity A.59 (Rogers [13]) Theorem 3.2
Identity A.60 (Rogers [13]) (1) (2)
Identity A.61 (Rogers [12])
Identity A.80 (Rogers [13]) Theorem 3.3
Identity A.81 (Rogers [13]) (1) (2)
Identity A.82 (Rogers [13])
Identity A.117 (Slater [17]) Theorem 3.4
Identity A.118 (Slater [17]) (1) (2)
Identity A.119 (Slater [17])
Identity A.21 (Slater [17]) Theorem 3.5
An identity (McLaughlin et al. [11, Eq. (2.5)]) (1) (2)
An identity (Bowman et al. [5, Thm. 2.7])
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In this section, we generalize the Rogers–Ramanujan type identities in Slater’s list [17] by using the
determinant method presented in [8]. Start with the three-term recursions of the polynomials which
converge to the right-hand sides of the identities in [16]. First, we construct a function F (z) which is
expressed by an inﬁnite determinant. By expanding the determinant and comparing the coeﬃcients,
we get a summation expression of F (z). Then, we expand Dn(z), a ﬁnite determinant of F (z), to
get a recursion which has appeared in Sills’ list [16, Sec. 3.2]. Assume that the polynomials Pn and
Qn satisfy this recursion with different initial conditions, then Dn(z) can be expressed by a linear
combination of these two polynomials. By means of the initial conditions of Dn(z), we get the limit
of Dn(z) which is another expression of F (z). Finally, equating the two different expressions of F (z),
we obtain a new generalization.
In the following, for convenience, the recursions given by Sills [16] are directly presented below
the identities in Slater’s list.
Theorem 2.1.We have
∞∑
n=0
(−q;q)nqn(n+2m−1)/2
(q;q)n = (−1)
mq−(
m
2)Qm−1
(−q;q2)∞
(q;q2)∞
− (−1)mq−(m2)Rm−1 (q
4;q4)∞
(q;q)∞ , (2.1)
where
Qm =
(
1+ qm−1)Qm−1 + qm−1Qm−2, Q−1 = 1, Q 0 = 0, Q 1 = 1,
Rm =
(
1+ qm−1)Rm−1 + qm−1Rm−2, R−1 = −1, R0 = 1, R1 = 1.
Proof. Identities A.8 and A.13 in Slater’s list are stated as follows.
Identity A.8. (See Gauss and Lebesgue [10].)
∞∑
n=0
(−q;q)nqn(n+1)/2
(q;q)n =
(q4;q4)∞
(q;q)∞ . (2.2)
Sills [16] gave the following recursion for Pn which converge to the right-hand side of (2.2).
Pn =
(
1+ qn)Pn−1 + qn Pn−2, P−1 = 0, P0 = 1, P1 = 1+ q. (2.3)
Identity A.13. (See Slater [17].)
∞∑
n=0
(−q;q)nqn(n−1)/2
(q;q)n =
(q4;q4)∞
(q;q)∞ +
(−q;q2)∞
(q;q2)∞ , (2.4)
Pn =
(
1+ qn−1)Pn−1 + qn−1Pn−2, P−1 = 0, P0 = 1, P1 = 2. (2.5)
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Letting Qn = Pn−1 in (2.3), we get
Qn =
(
1+ qn−1)Qn−1 + qn−1Qn−2, Q−1 = 1, Q 0 = 0, Q 1 = 1. (2.6)
Thus, Pn in (2.5) and Qn in (2.6) satisfy the same recursion with different initial conditions, and
converge to the right-hand sides of (2.4) and (2.2), respectively. In the following, we use Pn in (2.5)
and Qn in (2.6) to prove this theorem.
Then consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1+ z zq · · ·
−1 1+ zq zq2 · · ·
−1 1+ zq2 zq3 · · ·
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
Expanding the determinant with respect to the ﬁrst column, we get
F (z) = (1+ z)F (zq) + zqF (zq2).
Setting
F (z) =
∞∑
n=0
anz
n,
by comparing coeﬃcients, we have
an = qnan + qn−1an−1 + q2n−1an−1,
an = (1+ q
n)qn−1
1− qn an−1 = · · · =
(−q;q)nqn(n−1)/2
(q;q)n a0.
Since a0 = F (0) = 1, iteration leads to
F (z) =
∞∑
n=0
(−q;q)nqn(n−1)/2
(q;q)n z
n,
and thus the left-hand side of (2.1) can be expressed by F (qm).
On the other hand, F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣
1+ z zq · · ·
−1 1+ zq zq2 · · ·
−1 1+ zq2 zq3 · · ·
...
...
. . .
. . .
. . .
−1 1+ zqn−2 zqn−1
−1 1+ zqn−1
∣∣∣∣∣∣∣∣∣∣∣∣
.
Expanding this determinant with respect to the last row, we get
Dn(z) =
(
1+ zqn−1)Dn−1(z) + zqn−1Dn−2(z), D0(z) = 1, D1(z) = 1+ z.
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Dn−m
(
qm
)= (1+ qn−1)Dn−m−1(qm)+ qn−1Dn−m−2(qm). (2.7)
According to (2.5), (2.6), and (2.7), we notice that the sequences 〈Dn−m(qm)〉n , 〈Pn〉n , and 〈Qn〉n satisfy
the same recursion. Set
Dn−m
(
qm
)= λmPn + μmQn.
We can determine the parameters λm and μm using the initial conditions D0(qm) = 1, D1(qm) =
1+ qm , and the recursions (2.5) and (2.6), which leads to the evaluations
λm = Qm−1
PmQm−1 − Pm−1Qm ,
μm = Pm−1
Pm−1Qm − PmQm−1 .
Indeed, we have
PmQm−1 − Pm−1Qm = (−1)mq(m2),
which can be proved by induction on m.
Therefore, we have simpler forms for λm and μm as follows
λm = (−1)mq−(m2)Qm−1, μm = −(−1)mq−(m2)Pm−1.
Notice that the above analysis has led to
Dn−m
(
qm
)= (−1)mq−(m2)Qm−1Pn − (−1)mq−(m2)Pm−1Qn.
Letting n → ∞, we have
F
(
qm
)= (−1)mq−(m2)Qm−1P∞ − (−1)mq−(m2)Pm−1Q∞,
which is equivalent to the following identity
∞∑
n=0
(−q;q)nqn(n+2m−1)/2
(q;q)n = (−1)
mq−(
m
2)
(−q;q2)∞
(q;q2)∞ Qm−1
− (−1)mq−(m2) (q
4;q4)∞
(q;q)∞ (Pm−1 − Qm−1).
Finally, set Rm−1 = Pm−1 − Qm−1. According to (2.5) and (2.6), we have
Rm =
(
1+ qm−1)Rm−1 + qm−1Rm−2, R−1 = −1, R0 = 1, R1 = 1.
Therefore, we obtain (2.1) as desired. 
Setting m = 1 and m = 0 in (2.1), we get the identities (2.2) and (2.4), respectively.
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∞∑
n=0
qn
2+2mn
(q4;q4)n =
Am
(q,q4;q5)∞(−q2;q2)∞ +
Bm
(q2,q3;q5)∞(−q2;q2)∞ , (2.8)
where
Am = −q2m−3Am−1 + Am−2, A0 = 1, A1 = 0,
Bm = −q2m−3Bm−1 + Bm−2, B0 = 0, B1 = 1.
Proof. We state Identities A.16 and A.20 in Slater’s list with the recursions given by Sills [16] as
follows.
Identity A.16. (See Rogers [12].)
∞∑
n=0
qn
2+2n
(q4;q4)n =
1
(q2,q3;q5)∞(−q2;q2)∞ , (2.9)
Pn =
(
1− q2 + q2n+1)Pn−1 + q2Pn−2, P−1 = 1, P0 = 1, P1 = 1+ q3. (2.10)
Identity A.20. (See Rogers [12].)
∞∑
n=0
qn
2
(q4;q4)n =
1
(q,q4;q5)∞(−q2;q2)∞ , (2.11)
Pn =
(
1− q2 + q2n−1)Pn−1 + q2Pn−2, P−1 = 1, P0 = 1, P1 = 1+ q. (2.12)
For the recursion (2.10), letting Qn = Pn−1, we get
Qn =
(
1− q2 + q2n−1)Qn−1 + q2Qn−2, Q−1 = 1− q−1, Q 0 = 1, Q 1 = 1. (2.13)
Therefore, Pn in (2.12) and Qn in (2.13) satisfy the same recursion with different initial conditions
and converge to the right-hand sides of (2.11) and (2.9), respectively.
Consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1− q2 + zq q2 · · ·
−1 1− q2 + zq3 q2 · · ·
−1 1− q2 + zq5 q2 · · ·
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
Expanding the determinant with respect to the ﬁrst column, we get
F (z) = (1− q2 + zq)F (zq2)+ q2F (zq4).
Setting
F (z) =
∞∑
anz
n,n=0
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an = q2nan − q2n+2an + q2n−1an−1 + q4n+2an,
an = q
2n−1
(1− q2n)(1+ q2n+2)an−1 = · · · =
qn
2
(1+ q2)
(q4;q4)n(1+ q2n+2)a0.
In the following, we show some details for the calculation of a0.
F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣
1− q2 + zq q2 · · ·
−1 1− q2 + zq3 q2 · · ·
−1 1− q2 + zq5 q2 · · ·
...
...
. . .
. . .
. . .
−1 1− q2 + zq2n−3 q2
−1 1− q2 + zq2n−1
∣∣∣∣∣∣∣∣∣∣∣∣
.
Expanding this determinant with respect to the last row, we get
Dn(z) =
(
1− q2 + zq2n−1)Dn−1(z) + q2Dn−2(z),
D0(z) = 1, D1(z) = 1− q2 + zq. (2.14)
Since a0 = F (0) = limn→∞ Dn(0), according to the recursion (2.14), we have
Dn(0) =
(
1− q2)Dn−1(0) + q2Dn−2(0), D0(0) = 1, D1(0) = 1− q2.
Thus, we get the following recursion
Dn(0) − Dn−1(0) = −q2
(
Dn−1(0) − Dn−2(0)
)
= · · · · · ·
= (−1)n−1q2n−2(D1(0) − D0(0))
= (−1)nq2n.
Then we have
Dn(0) = Dn−1(0) + (−1)nq2n = · · · = 1+ (−1)
nq2n+2
1+ q2 .
Finally, letting n → ∞ in Dn(0), we get
a0 = lim
n→∞ Dn(0) =
1
1+ q2 .
Therefore, we have
F (z) =
∞∑
n=0
qn
2
(q4;q4)n(1+ q2n+2) z
n,
and the left-hand side of (2.8) can be expressed by F (q2m) + q2F (q2m+2).
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Dn−m
(
q2m
)= (1− q2 + q2n−1)Dn−m−1(q2m)+ q2Dn−m−2(q2m). (2.15)
According to (2.12), (2.13), and (2.15), we notice that the sequences 〈Dn−m(q2m)〉n , 〈Pn〉n , and 〈Qn〉n
satisfy the same recursion. Set
Dn−m
(
q2m
)= λmPn + μmQn. (2.16)
We can determine the parameters λm and μm using the initial conditions D0(q2m) = 1, D1(q2m) =
1− q2 + q2m+1, and the recursions (2.12) and (2.13), which leads to the evaluations
λm = Qm−1
PmQm−1 − Pm−1Qm ,
μm = Pm−1
Pm−1Qm − PmQm−1 .
Indeed, we have
PmQm−1 − Pm−1Qm = (−1)m−1q2m−1,
which can be proved by induction on m. Then we have simpler forms for λm and μm as follows
λm = (−1)m−1q1−2mQm−1, μm = −(−1)m−1q1−2mPm−1. (2.17)
Now setting m →m + 1 in (2.16), we get
Dn−m−1
(
q2m+2
)= λm+1Pn + μm+1Qn.
Thus, we have
∞∑
n=0
qn
2+2mn
(q4;q4)n = F
(
q2m
)+ q2F (q2m+2)
= (λm + q2λm+1)P∞ + (μm + q2μm+1)Q∞.
According to (2.17), we get
λm + q2λm+1 = (−1)mq1−2m(Qm − Qm−1),
μm + q2μm+1 = (−1)m−1q1−2m(Pm − Pm−1).
Setting Am = (−1)mq1−2m(Qm − Qm−1), due to (2.13), we have
Am = xAm−1 + yAm−2
= x(−1)m−1q3−2m(Qm−1 − Qm−2) + y(−1)mq5−2m(Qm−2 − Qm−3)
= [(−1)m−1(1− q5−2m)x+ (−1)mq5−2my]Qm−2 + (−1)m−1q5−2m(x+ y)Qm−3,
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= (−1)m(q5−2m + q2m−3 − q2)Qm−2 + (−1)m(q2 − q5−2m)Qm−3.
Therefore, we get
{
(−1)m−1(1− q5−2m)x+ (−1)mq5−2my = (−1)m(q5−2m + q2m−3 − q2),
(−1)m−1q5−2m(x+ y) = (−1)m(q2 − q5−2m).
Then
{
x = −q2m−3,
y = 1,
which means that
Am = −q2m−3Am−1 + Am−2, A0 = 1, A1 = 0.
Similarly, setting Bm = (−1)m−1q1−2m(Pm − Pm−1), we obtain
Bm = −q2m−3Bm−1 + Bm−2, B0 = 0, B1 = 1.
Thus the above analysis has led to (2.8). 
Setting m = 1 and m = 0 in (2.8), we get the identities (2.9) and (2.11), respectively.
Theorem 2.3.We have
(1)
∞∑
n=0
(−q;q2)nqn2+2mn
(q;q)2n+1 =
q1−m(q2,q10,q12;q12)∞
(q;q2)m−1(q;q)∞ Pm−1
− q
1−m(−q2,−q4,q6;q6)∞(−q;q2)∞
(q;q2)m−1(q2;q2)∞ Qm−1, (2.18)
where
Pm =
(
1+ q + q2m−1)Pm−1 + (q2m−2 − q)Pm−2, P0 = 1, P1 = 1+ q,
Qm =
(
1+ q + q2m−1)Qm−1 + (q2m−2 − q)Qm−2, Q 0 = 0, Q 1 = 1.
(2)
∞∑
n=0
(−q;q2)nqn2+2mn
(q;q)2n =
(−q2,−q4,q6;q6)∞(−q;q2)∞
(q;q2)m(q2;q2)∞ Am
− (q
2,q10,q12;q12)∞
(q;q2)m(q;q)∞ Bm, (2.19)
where
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(
1+ q + q2m−2)Am−1 + (q2m−2 − q)Am−2, A0 = 1, A1 = 1,
Bm =
(
1+ q + q2m−2)Bm−1 + (q2m−2 − q)Bm−2, B0 = 0, B1 = 2q.
Proof. Identities A.29 and A.50 in Slater’s list are stated as follows.
Identity A.29. (See Slater [17].)
∞∑
n=0
(−q;q2)nqn2
(q;q)2n =
(−q2,−q4,q6;q6)∞(−q;q2)∞
(q2;q2)∞ , (2.20)
Pn =
(
1+ q + q2n−1)Pn−1 + (q2n−2 − q)Pn−2,
P−1 = − q
1− q , P0 = 1, P1 = 1+ q. (2.21)
Identity A.50. (See Slater [17].)
∞∑
n=0
(−q;q2)nqn2+2n
(q;q)2n+1 =
(q2,q10,q12;q12)∞
(q;q)∞ , (2.22)
Pn =
(
1+ q + q2n+1)Pn−1 + (q2n − q)Pn−2,
P−1 = 0, P0 = 1, P1 = 1+ q + q3. (2.23)
For the recursion (2.23), letting Qn = Pn−1, we get the recursion
Qn =
(
1+ q + q2n−1)Qn−1 + (q2n−2 − q)Qn−2,
Q−1 = 1
1− q , Q 0 = 0, Q 1 = 1. (2.24)
The polynomials Pn in (2.21) and Qn in (2.24) satisfy the same recursion with different initial condi-
tions, and converge to the right-hand sides of (2.20) and (2.22), respectively.
Consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1+ q + zq zq2 − q · · ·
−1 1+ q + zq3 zq4 − q · · ·
−1 1+ q + zq5 zq6 − q · · ·
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
Expanding the determinant with respect to the ﬁrst column, we get
F (z) = (1+ q + zq)F (zq2)+ (zq2 − q)F (zq4).
Setting
F (z) =
∞∑
n=0
anz
n,
we get, upon comparing coeﬃcients,
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an = (1+ q
2n−1)q2n−1
(1− q2n)(1− q2n+1)an−1 = · · · =
(−q;q2)nqn2(1− q)
(q;q)2n+1 a0.
Resorting to the same technique for a0 in the proof of Theorem 2.2, we have a0 = 11−q . Thus, we have
F (z) =
∞∑
n=0
(−q;q2)nqn2
(q;q)2n+1 z
n.
We observe that the left-hand sides of (2.18) and (2.19) can be expressed by F (q2m) and
F (q2m) − qF (q2m+2), respectively.
On the other hand, F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣
1+ q + zq zq2 − q · · ·
−1 1+ q + zq3 zq4 − q · · ·
−1 1+ q + zq5 zq6 − q · · ·
...
...
. . .
. . .
. . .
−1 1+ q + zq2n−3 zq2n−2 − q
−1 1+ q + zq2n−1
∣∣∣∣∣∣∣∣∣∣∣∣
.
Expanding this determinant with respect to the last row, we get
Dn(z) =
(
1+ q + zq2n−1)Dn−1(z) + (zq2n−2 − q)Dn−2(z),
D0(z) = 1, D1(z) = 1+ q + zq.
Then we have
Dn−m
(
q2m
)= (1+ q + q2n−1)Dn−m−1(q2m)+ (q2n−2 − q)Dn−m−2(q2m). (2.25)
According to (2.21), (2.24), and (2.25), we notice that the sequences 〈Dn−m(q2m)〉n , 〈Pn〉n , and 〈Qn〉n
satisfy the same recursion. Set
Dn−m
(
q2m
)= λmPn + μmQn.
We can determine the parameters λm and μm using the initial conditions D0(q2m) = 1, D1(q2m) =
1+ q + q2m+1, and the recursions (2.21) and (2.24), which leads to the evaluations
λm = Qm−1
PmQm−1 − Pm−1Qm ,
μm = Pm−1
Pm−1Qm − PmQm−1 .
Notice that
PmQm−1 − Pm−1Qm = −qm−1
(
q;q2)m−1,
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λm = − q
1−m
(q;q2)m−1 Qm−1, μm =
q1−m
(q;q2)m−1 Pm−1. (2.26)
Therefore, we obtain Eq. (2.18).
Meanwhile, we have
∞∑
n=0
(−q;q2)nqn2+2mn
(q;q)2n = F
(
q2m
)− qF (q2m+2)
= (λm − qλm+1)P∞ + (μm − qμm+1)Q∞.
According to (2.26), we get
λm − qλm+1 = q
1−m
(q;q2)m
[
Qm −
(
1− q2m−1)Qm−1],
μm − qμm+1 = − q
1−m
(q;q2)m
[
Pm −
(
1− q2m−1)Pm−1].
Setting Am = q1−m[Qm − (1 − q2m−1)Qm−1] and Bm = q1−m[Pm − (1 − q2m−1)Pm−1], we get
Eq. (2.19) as desired. 
The identities (2.20) and (2.22) are the special cases of (2.19) and (2.18), respectively.
Theorem 2.4.We have
∞∑
n=0
(−q;q2)nqn2+2mn
(q2;q2)n =
(−1)mqm−m2 Qm−1
(q,q4,q7;q8)∞ −
(−1)mqm−m2 Pm−1
(q3,q4,q5;q8)∞ , (2.27)
where
Pm =
(
1+ q2m−1)Pm−1 + q2m−2Pm−2, P−1 = 0, P0 = 1, P1 = 1+ q,
Qm =
(
1+ q2m−1)Qm−1 + q2m−2Qm−2, Q−1 = 1, Q 0 = 0, Q 1 = 1.
Proof. We use Identities A.34 and A.36 in Slater’s list to prove the theorem.
Identity A.34. (See Slater [17].) The analytic version of the second Göllnitz–Gordon partition identity
∞∑
n=0
(−q;q2)nqn2+2n
(q2;q2)n =
1
(q3,q4,q5;q8)∞ , (2.28)
Pn =
(
1+ q2n+1)Pn−1 + q2n Pn−2, P−1 = 0, P0 = 1, P1 = 1+ q3.3 (2.29)
3 There is a typo in the recursion of Identity A.34 given by Sills [16]. In [4], Andrews et al. pointed out this recursion by
considering a special case of the Al-Salam/Ismail polynomials [1].
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∞∑
n=0
(−q;q2)nqn2
(q2;q2)n =
1
(q,q4,q7;q8)∞ , (2.30)
Pn =
(
1+ q2n−1)Pn−1 + q2n−2Pn−2, P−1 = 0, P0 = 1, P1 = 1+ q. (2.31)
For the recursion (2.29), letting Qn = Pn−1, we get the recursion
Qn =
(
1+ q2n−1)Qn−1 + q2n−2Qn−2, Q−1 = 1, Q 0 = 0, Q 1 = 1. (2.32)
Therefore, Pn in (2.31) and Qn in (2.32) converge to the right-hand sides of (2.30) and (2.28), respec-
tively. In the following, they are used to prove this theorem.
Consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1+ zq zq2 · · ·
−1 1+ zq3 zq4 · · ·
−1 1+ zq5 zq6 · · ·
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
Expanding the determinant with respect to the ﬁrst column, we get
F (z) = (1+ zq)F (zq2)+ zq2F (zq4).
Setting
F (z) =
∞∑
n=0
anz
n,
we get, upon comparing coeﬃcients,
an = q2nan + q2n−1an−1 + q4n−2an−1,
an = (1+ q
2n−1)q2n−1
1− q2n an−1 = · · · =
(−q;q2)nqn2
(q2;q2)n a0.
Since a0 = 1, iteration leads to
F (z) =
∞∑
n=0
(−q;q2)nqn2
(q2;q2)n z
n,
and thus the left-hand side of (2.27) can be expressed by F (q2m).
On the other hand, F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣
1+ zq zq2 · · ·
−1 1+ zq3 zq4 · · ·
−1 1+ zq5 zq6 · · ·
...
...
. . .
. . .
. . .
−1 1+ zq2n−3 zq2n−2
2n−1
∣∣∣∣∣∣∣∣∣∣∣∣
.−1 1+ zq
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Dn(z) =
(
1+ zq2n−1)Dn−1(z) + zq2n−2Dn−2(z), D0(z) = 1, D1(z) = 1+ zq.
Then we have
Dn−m
(
q2m
)= (1+ q2n−1)Dn−m−1(q2m)+ q2n−2Dn−m−2(q2m).
Therefore, we set
Dn−m
(
q2m
)= λmPn + μmQn.
Using the initial conditions D0(q2m) = 1 and D1(q2m) = 1+ q2m+1, we get
λm = Qm−1
PmQm−1 − Pm−1Qm ,
μm = Pm−1
Pm−1Qm − PmQm−1 .
Indeed, we have
PmQm−1 − Pm−1Qm = (−1)mqm2−m,
which can be proved by induction on m. Then we have simpler forms for λm and μm as follows
λm = (−1)mqm−m2 Qm−1, μm = −(−1)mqm−m2 Pm−1.
Eq. (2.27) is proved. 
The identities (2.28) and (2.30) are the special cases of Eq. (2.27).
Theorem 2.5.We have
(1)
∞∑
n=0
q2n
2+2mn
(q;q)2n+1 =
q1−m(q3,q5,q8;q8)∞(q2,q14;q16)∞
(q;q2)m−1(q;q)∞ Pm−1
− q
1−m(q,q7,q8;q8)∞(q6,q10;q16)∞
(q;q2)m−1(q;q)∞ Qm−1, (2.33)
where
Pm = (1+ q)Pm−1 +
(
q2m−2 − q)Pm−2, P0 = 1, P1 = 1,
Qm = (1+ q)Qm−1 +
(
q2m−2 − q)Qm−2, Q 0 = 0, Q 1 = 1.
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n=0
q2n
2+2mn
(q;q)2n =
(q,q7,q8;q8)∞(q6,q10;q16)∞
(q;q2)m(q;q)∞ Am
− (q
3,q5,q8;q8)∞(q2,q14;q16)∞
(q;q2)m(q;q)∞ Bm, (2.34)
where
Am = (1+ q)Am−1 +
(
q2m−2 − q)Am−2, A0 = 1, A1 = 1,
Bm = (1+ q)Bm−1 +
(
q2m−2 − q)Bm−2, B0 = 0, B1 = q.
Proof. We use the following Identities A.38 and A.39 in Slater’s list to prove the theorem.
Identity A.38. (See Slater [17].)
∞∑
n=0
q2n
2+2n
(q;q)2n+1 =
(q3,q5,q8;q8)∞(q2,q14;q16)∞
(q;q)∞ , (2.35)
Pn = (1+ q)Pn−1 +
(
q2n − q)Pn−2, P−1 = 0, P0 = 1, P1 = 1+ q. (2.36)
Identity A.39. (See Jackson [9].)
∞∑
n=0
q2n
2
(q;q)2n =
(q,q7,q8;q8)∞(q6,q10;q16)∞
(q;q)∞ , (2.37)
Pn = (1+ q)Pn−1 +
(
q2n−2 − q)Pn−2, P−1 = − q
1− q , P0 = 1, P1 = 1. (2.38)
For the recursion (2.36), letting Qn = Pn−1, we get the recursion
Qn = (1+ q)Qn−1 +
(
q2n−2 − q)Qn−2, Q−1 = 1
1− q , Q 0 = 0, Q 1 = 1. (2.39)
Therefore, Pn in (2.38) and Qn in (2.39) satisfy the same recursion with different initial conditions,
and converge to the right-hand sides of (2.37) and (2.35), respectively.
Consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1+ q zq2 − q · · ·
−1 1+ q zq4 − q · · ·
−1 1+ q zq6 − q · · ·
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
Expanding the determinant with respect to the ﬁrst column, we get
F (z) = (1+ q)F (zq2)+ (zq2 − q)F (zq4).
Setting
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∞∑
n=0
anz
n,
we get, upon comparing coeﬃcients,
an = q2nan + q2n+1an + q4n−2an−1 − q4n+1an,
an = q
4n−2
(1− q2n)(1− q2n+1)an−1 = · · · =
q2n
2
(1− q)
(q;q)2n+1 a0.
Since a0 = 11−q , iteration leads to
F (z) =
∞∑
n=0
q2n
2
(q;q)2n+1 z
n,
and thus the left-hand sides of (2.33) and (2.34) can be expressed by F (q2m) and F (q2m)−qF (q2m+2),
respectively.
On the other hand, F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣
1+ q zq2 − q · · ·
−1 1+ q zq4 − q · · ·
−1 1+ q zq6 − q · · ·
...
...
. . .
. . .
. . .
−1 1+ q zq2n−2 − q
−1 1+ q
∣∣∣∣∣∣∣∣∣∣∣∣
.
Expanding this determinant with respect to the last row, we get
Dn(z) = (1+ q)Dn−1(z) +
(
zq2n−2 − q)Dn−2(z), D0(z) = 1, D1(z) = 1+ q.
Then we have
Dn−m
(
q2m
)= (1+ q)Dn−m−1(q2m)+ (q2n−2 − q)Dn−m−2(q2m).
Therefore, we set
Dn−m
(
q2m
)= λmPn + μmQn.
We can determine the parameters λm and μm using the initial conditions D0(q2m) = 1, D1(q2m) =
1+ q, and the recursions (2.38) and (2.39), which leads to the evaluations
λm = Qm−1
PmQm−1 − Pm−1Qm ,
μm = Pm−1
Pm−1Qm − PmQm−1 .
We get
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(
q;q2)m−1,
which can be proved by induction on m. Then we have
λm = − q
1−m
(q;q2)m−1 Qm−1, μm =
q1−m
(q;q2)m−1 Pm−1. (2.40)
Therefore, Eq. (2.33) is proved.
Furthermore, we have
∞∑
n=0
q2n
2+2mn
(q;q)2n = F
(
q2m
)− qF (q2m+2)
= (λm − qλm+1)P∞ + (μm − qμm+1)Q∞.
According to (2.40), we get
λm − qλm+1 = q
1−m
(q;q2)m
[
Qm −
(
1− q2m−1)Qm−1],
μm − qμm+1 = − q
1−m
(q;q2)m
[
Pm −
(
1− q2m−1)Pm−1].
Setting Am = q1−m[Qm − (1 − q2m−1)Qm−1] and Bm = q1−m[Pm − (1 − q2m−1)Pm−1], we obtain
Eq. (2.34). 
The identities (2.35) and (2.37) are the special cases of (2.33) and (2.34), respectively.
Theorem 2.6.We have
(1)
∞∑
n=0
qn
2+2mn
(q;q)2n+1 =
q1−m(q4,q6,q10;q10)∞(q2,q18;q20)∞
(q;q)∞ Pm−1
− q
1−m(q8,q12,q20;q20)∞(−q;q2)∞
(q2;q2)∞ Qm−1, (2.41)
where
Pm =
(
1+ q + q2m−1)Pm−1 − qPm−2, P−1 = 1, P0 = 1, P1 = 1+ q,
Qm =
(
1+ q + q2m−1)Qm−1 − qQm−2, Q−1 = −q−1, Q 0 = 0, Q 1 = 1.
(2)
∞∑
n=0
qn
2+2mn
(q;q)2n =
(q8,q12,q20;q20)∞(−q;q2)∞
(q2;q2)∞ Am
− (q
4,q6,q10;q10)∞(q2,q18;q20)∞
(q;q)∞ Bm, (2.42)
where
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(
1+ q + q2m−2)Am−1 − qAm−2, A0 = 1, A1 = 1,
Bm =
(
1+ q + q2m−2)Bm−1 − qBm−2, B0 = 0, B1 = q.
Proof. Identities A.79 and A.96 are stated as follows.
Identity A.79. (See Rogers [12].)
∞∑
n=0
qn
2
(q;q)2n =
(q8,q12,q20;q20)∞(−q;q2)∞
(q2;q2)∞ , (2.43)
Pn =
(
1+ q + q2n−1)Pn−1 − qPn−2, P−1 = 1, P0 = 1, P1 = 1+ q. (2.44)
Identity A.96. (See Rogers [12].)
∞∑
n=0
qn
2+2n
(q;q)2n+1 =
(q4,q6,q10;q10)∞(q2,q18;q20)∞
(q;q)∞ , (2.45)
Pn =
(
1+ q + q2n+1)Pn−1 − qPn−2, P−1 = 0, P0 = 1, P1 = 1+ q + q3. (2.46)
For the recursion (2.46), letting Qn = Pn−1, we get the recursion
Qn =
(
1+ q + q2n−1)Qn−1 − qQn−2, Q−1 = −q−1, Q 0 = 0, Q 1 = 1. (2.47)
The polynomials Pn in (2.44) and Qn in (2.47) satisfy the same recursion with different initial condi-
tions, and converge to the right-hand sides of (2.43) and (2.45), respectively.
Consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1+ q + zq −q · · ·
−1 1+ q + zq3 −q · · ·
−1 1+ q + zq5 −q · · ·
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
Expanding the determinant with respect to the ﬁrst column, we get
F (z) = (1+ q + zq)F (zq2)− qF (zq4).
Setting
F (z) =
∞∑
n=0
anz
n,
we get, upon comparing coeﬃcients,
an = q2nan + q2n+1an + q2n−1an−1 − q4n+1an,
an = q
2n−1
(1− q2n)(1− q2n+1)an−1 = · · · =
qn
2
(1− q)
(q;q)2n+1 a0.
Since a0 = 11−q , we have
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∞∑
n=0
qn
2
(q;q)2n+1 z
n,
and thus the left-hand sides of (2.41) and (2.42) can be expressed by F (q2m) and F (q2m)−qF (q2m+2),
respectively.
On the other hand, F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣
1+ q + zq −q · · ·
−1 1+ q + zq3 −q · · ·
−1 1+ q + zq5 −q · · ·
...
...
. . .
. . .
. . .
−1 1+ q + zq2n−3 −q
−1 1+ q + zq2n−1
∣∣∣∣∣∣∣∣∣∣∣∣
.
Expanding this determinant with respect to the last row, we get
Dn(z) =
(
1+ q + zq2n−1)Dn−1(z) − qDn−2(z), D0(z) = 1, D1(z) = 1+ q + zq.
Then we have
Dn−m
(
q2m
)= (1+ q + q2n−1)Dn−m−1(q2m)− qDn−m−2(q2m).
Therefore, we set
Dn−m
(
q2m
)= λmPn + μmQn.
According to the initial conditions D0(q2m) = 1 and D1(q2m) = 1+ q + q2m+1, we have
λm = Qm−1
PmQm−1 − Pm−1Qm ,
μm = Pm−1
Pm−1Qm − PmQm−1 .
Indeed, we have
PmQm−1 − Pm−1Qm = −qm−1,
which can be proved by induction on m. Then we have
λm = −q1−mQm−1, μm = q1−mPm−1. (2.48)
Therefore, we obtain Eq. (2.41).
Furthermore, we have
∞∑
n=0
qn
2+2mn
(q;q)2n = F
(
q2m
)− qF (q2m+2)
= (λm − qλm+1)P∞ + (μm − qμm+1)Q∞.
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λm − qλm+1 = q1−m(Qm − Qm−1),
μm − qμm+1 = −q1−m(Pm − Pm−1).
Setting Am = q1−m(Qm − Qm−1) and Bm = q1−m(Pm − Pm−1), we obtain Eq. (2.42). 
The identities (2.43) and (2.45) are the special cases of (2.42) and (2.41), respectively.
Theorem 2.7.We have
(1)
∞∑
n=0
qn
2+(2m+1)n
(q;q)2n+1 =
q−m(q3,q7,q10;q10)∞(q4,q16;q20)∞
(q;q)∞ Qm−1
− q
−m(q,q9,q10;q10)∞(q8,q12;q20)∞
(q;q)∞ Pm−1, (2.49)
where
Pm =
(
1+ q + q2m)Pm−1 − qPm−2, P−1 = 0, P0 = 1, P1 = 1+ q + q2,
Qm =
(
1+ q + q2m)Qm−1 − qQm−2, Q−1 = 1, Q 0 = 1, Q 1 = 1+ q2.
(2)
∞∑
n=0
qn
2+(2m+1)n
(q;q)2n =
(q,q9,q10;q10)∞(q8,q12;q20)∞
(q;q)∞ Am
− (q
3,q7,q10;q10)∞(q4,q16;q20)∞
(q;q)∞ Bm, (2.50)
where
Am =
(
1+ q + q2m−1)Am−1 − qAm−2, A0 = 1, A1 = 1+ q,
Bm =
(
1+ q + q2m−1)Bm−1 − qBm−2, B0 = 0, B1 = q.
Proof. We state Identities A.94 and A.99 in Slater’s list as follows.
Identity A.94. (See Rogers [12].)
∞∑
n=0
qn
2+n
(q;q)2n+1 =
(q3,q7,q10;q10)∞(q4,q16;q20)∞
(q;q)∞ , (2.51)
Pn =
(
1+ q + q2n)Pn−1 − qPn−2, P−1 = 0, P0 = 1, P1 = 1+ q + q2. (2.52)
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∞∑
n=0
qn
2+n
(q;q)2n =
(q,q9,q10;q10)∞(q8,q12;q20)∞
(q;q)∞ , (2.53)
Qn =
(
1+ q + q2n)Qn−1 − qQn−2, Q−1 = 1, Q 0 = 1, Q 1 = 1+ q2. (2.54)
Consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1+ q + zq2 −q · · ·
−1 1+ q + zq4 −q · · ·
−1 1+ q + zq6 −q · · ·
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
Expanding the determinant with respect to the ﬁrst column, we get
F (z) = (1+ q + zq2)F (zq2)− qF (zq4).
Setting
F (z) =
∞∑
n=0
anz
n,
we get, upon comparing coeﬃcients,
an = q2nan + q2n+1an + q2nan−1 − q4n+1an,
an = q
2n
(1− q2n)(1− q2n+1)an−1 = · · · =
qn
2+n(1− q)
(q;q)2n+1 a0.
Since a0 = 11−q , we have
F (z) =
∞∑
n=0
qn
2+n
(q;q)2n+1 z
n,
and thus the left-hand sides of (2.49) and (2.50) can be expressed by F (q2m) and F (q2m)−qF (q2m+2),
respectively.
On the other hand, F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣
1+ q + zq2 −q · · ·
−1 1+ q + zq4 −q · · ·
−1 1+ q + zq6 −q · · ·
...
...
. . .
. . .
. . .
−1 1+ q + zq2n−2 −q
−1 1+ q + zq2n
∣∣∣∣∣∣∣∣∣∣∣∣
.
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Dn(z) =
(
1+ q + zq2n)Dn−1(z) − qDn−2(z), D0(z) = 1, D1(z) = 1+ q + zq2.
Then we have
Dn−m
(
q2m
)= (1+ q + q2n)Dn−m−1(q2m)− qDn−m−2(q2m).
Set
Dn−m
(
q2m
)= λmPn + μmQn.
Using the initial conditions D0(q2m) = 1 and D1(q2m) = 1+ q + q2m+2, we get
λm = Qm−1
PmQm−1 − Pm−1Qm ,
μm = Pm−1
Pm−1Qm − PmQm−1 .
Indeed, we have
PmQm−1 − Pm−1Qm = qm,
which can be proved by induction on m. Then we have simpler forms for λm and μm as follows
λm = q−mQm−1, μm = −q−mPm−1. (2.55)
Therefore, we obtain Eq. (2.49).
Furthermore, we have
∞∑
n=0
qn
2+(2m+1)n
(q;q)2n = F
(
q2m
)− qF (q2m+2)
= (λm − qλm+1)P∞ + (μm − qμm+1)Q∞.
According to (2.55), we get
λm − qλm+1 = −q−m(Qm − Qm−1),
μm − qμm+1 = q−m(Pm − Pm−1).
Setting Am = q−m(Pm − Pm−1) and Bm = q−m(Qm − Qm−1), we get Eq. (2.50). 
The identities (2.51) and (2.53) are the special cases of (2.49) and (2.50), respectively.
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∞∑
n=0
(−q;q2)nqn2+2mn
(q4;q4)n =
(q6;q6)∞
(−q2;q2)m−1(q4;q4)∞(q3,q9;q12)∞ Am
− (q
3,q3,q6;q6)∞(−q;q2)∞
(−q2;q2)m−1(q2;q2)∞ Bm, (2.56)
where
Am = −q2m−3Am−1 +
(
1+ q2m−4)Am−2, A0 = 0, A1 = 1,
Bm = −q2m−3Bm−1 +
(
1+ q2m−4)Bm−2, B0 = −1
2
, B1 = 0.
Proof. Identity A.25 in Slater’s list is stated as follows
Identity A.25. (See Slater [17].)
∞∑
n=0
(−q;q2)nqn2
(q4;q4)n =
(q3,q3,q6;q6)∞(−q;q2)∞
(q2;q2)∞ . (2.57)
Sills [16] gave the following recursion for (2.57).
Pn =
(
1− q2 + q2n−1)Pn−1 + (q2 + q2n−2)Pn−2,
P−1 = q
2
1+ q2 , P0 = 1, P1 = 1+ q. (2.58)
Recently, McLaughlin et al. [11] found a partner to Eq. (2.57).
An identity. (See McLaughlin et al. [11, Eq. (2.7)].)
∞∑
n=0
(−q;q2)nqn2+2n
(q4;q4)n =
(q6;q6)∞
(q4;q4)∞(q3,q9;q12)∞ . (2.59)
For this identity, we also have
Qn =
(
1− q2 + q2n−1)Qn−1 + (q2 + q2n−2)Qn−2, (2.60)
where Pn and Qn converge to the right-hand sides of (2.57) and (2.59), respectively. The initial con-
ditions for Qn is given in the following analysis.
Consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1− q2 + zq q2 + zq2 · · ·
−1 1− q2 + zq3 q2 + zq4 · · ·
−1 1− q2 + zq5 q2 + zq6 · · ·
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
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F (z) = (1− q2 + zq)F (zq2)+ (q2 + zq2)F (zq4).
Setting
F (z) =
∞∑
n=0
anz
n,
we get, upon comparing coeﬃcients,
an = q2nan − q2n+2an + q2n−1an−1 + q4n+2an + q4n−2an−1,
an = (1+ q
2n−1)q2n−1
(1− q2n)(1+ q2n+2)an−1 = · · · =
(−q;q2)nqn2(1+ q2)
(q4;q4)n(1+ q2n+2) a0.
Since a0 = 11+q2 , iteration leads to
F (z) =
∞∑
n=0
(−q;q2)nqn2
(q4;q4)n(1+ q2n+2) z
n,
and thus the left-hand side of (2.56) can be expressed by F (q2m) + q2F (q2m+2).
On the other hand, F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣
1− q2 + zq q2 + zq2 · · ·
−1 1− q2 + zq3 q2 + zq4 · · ·
−1 1− q2 + zq5 q2 + zq6 · · ·
...
...
. . .
. . .
. . .
−1 1− q2 + zq2n−3 q2 + zq2n−2
−1 1− q2 + zq2n−1
∣∣∣∣∣∣∣∣∣∣∣∣
.
Expanding this determinant with respect to the last row, we get
Dn(z) =
(
1− q2 + zq2n−1)Dn−1(z) + (q2 + zq2n−2)Dn−2(z),
D0(z) = 1, D1(z) = 1− q2 + zq.
Then we have
Dn−m
(
q2m
)= (1− q2 + q2n−1)Dn−m−1(q2m)+ (q2 + q2n−2)Dn−m−2(q2m).
Noticing that Q∞ is F (q2) + q2F (q4), we have
Qn = Dn−1
(
q2
)+ q2Dn−2(q4),
then we get the initial conditions for Qn: Q 0 = 1/2 and Q 1 = 1.
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Dn−m
(
q2m
)= λmPn + μmQn.
According to the initial conditions D0(q2m) = 1 and D1(q2m) = 1− q2 + q2m+1, we have
λm = Qm−1
PmQm−1 − Pm−1Qm ,
μm = Pm−1
Pm−1Qm − PmQm−1 .
Indeed, we have
PmQm−1 − Pm−1Qm = (−1)mq2m−2(1− q)
(−q2;q2)m−2,
which can be proved by induction on m.
Therefore, we have simpler forms for λm and μm as follows
λm = (−1)
mq2−2m
(1− q)(−q2;q2)m−2 Qm−1, μm = −
(−1)mq2−2m
(1− q)(−q2;q2)m−2 Pm−1. (2.61)
Moreover, we observe that
∞∑
n=0
(−q;q2)nqn2+2mn
(q4;q4)n = F
(
q2m
)+ q2F (q2m+2)
= (λm + q2λm+1)P∞ + (μm + q2μm+1)Q∞.
According to (2.61), we get
λm + q2λm+1 = − (−1)
mq2−2m
(1− q)(−q2;q2)m−1
[
Qm −
(
1+ q2m−2)Qm−1],
μm + q2μm+1 = (−1)
mq2−2m
(1− q)(−q2;q2)m−1
[
Pm −
(
1+ q2m−2)Pm−1].
Setting
Am = (−1)mq2−2m
[
Pm −
(
1+ q2m−2)Pm−1]/(1− q),
Bm = (−1)mq2−2m
[
Qm −
(
1+ q2m−2)Qm−1]/(1− q),
we get Eq. (2.56). 
The identities (2.57) and (2.59) are the special cases of (2.56), respectively.
In [18], Warnaar constructed some extensions of multisum Rogers–Ramanujan identities. Notice
that Eqs. (2.34), (2.42), and (2.50) are the special cases of the second displayed equation4 on p. 389
in [18]. By setting σ = 1, k = 2, and i′ = 1 (σ = 0, k = 2, and i′ = 2 or σ = 0, k = 2, and i′ = 1) in
4 In this equation, “odd” should be replaced by “even” and the ﬁrst q4κ on the right-hand side should not be there.
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polynomials Am and Bm in Eq. (2.34) (Eqs. (2.42) or (2.50)).
3. Generalizations of identities with four-term recursions
In this section, we apply the determinant method to the Rogers–Ramanujan type identities with
the four-term recursions of the polynomials which converge to the right-hand sides of the identities
in [16]. Moreover, we generalize some new identities in recent papers [5,11]. During the calculation,
some properties of determinants are used to simplify the identities.
Three identities are used to prove each theorem. For convenience, we give the same recursions for
the polynomials Pn , Qn , and Rn by shifting the index of the recursions given by Sills in [16], like the
way we have done in the previous section, where Pn , Qn , and Rn converge to the right-hand sides of
the identities in Slater’s list.
Theorem 3.1.We have
(1)
∞∑
n=0
q2n
2+2mn
(q2;q2)n(−q;q)2n+1 =
q−m(q,q6,q7;q7)∞
(q2;q2)∞ Am +
q−m(q2,q5,q7;q7)∞
(q2;q2)∞ Bm
+ q
−m(q3,q4,q7;q7)∞
(q2;q2)∞ Cm, (3.1)
where
Am = −
(
1+ q2m−4)Am−1 + q2Am−2 + q2Am−3, A0 = −q, A1 = q, A2 = −q,
Bm = −
(
1+ q2m−4)Bm−1 + q2Bm−2 + q2Bm−3, B0 = 0, B1 = 0, B2 = q,
Cm = −
(
1+ q2m−4)Cm−1 + q2Cm−2 + q2Cm−3, C0 = 1, C1 = 0, C2 = 0.
(2)
∞∑
n=0
q2n
2+2mn
(q2;q2)n(−q;q)2n =
(q,q6,q7;q7)∞
(q2;q2)∞ Em +
(q2,q5,q7;q7)∞
(q2;q2)∞ Fm
+ (q
3,q4,q7;q7)∞
(q2;q2)∞ Gm, (3.2)
where
Em = −
(
q + q2m−3)Em−1 + Em−2 + qEm−3, E0 = 0, E1 = 0, E2 = q,
Fm = −
(
q + q2m−3)Fm−1 + Fm−2 + qFm−3, F0 = 0, F1 = 1, F2 = −q,
Gm = −
(
q + q2m−3)Gm−1 + Gm−2 + qGm−3, G0 = 1, G1 = 0, G2 = 1.
Proof. Identities A.31, A.32, and A.33 in Slater’s list are stated as follows.
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∞∑
n=0
q2n
2+2n
(q2;q2)n(−q;q)2n+1 =
(q,q6,q7;q7)∞
(q2;q2)∞ , (3.3)
Pn =
(
1− q − q2)Pn−1 + (q2n − q3 + q2 + q)Pn−2 + q3Pn−3,
P0 = 1, P1 = 1− q, P2 = 1− q + q2 + q4. (3.4)
Identity A.32. (See Rogers [12] and Selberg [15].) The second Rogers–Selberg identity
∞∑
n=0
q2n
2+2n
(q2;q2)n(−q;q)2n =
(q2,q5,q7;q7)∞
(q2;q2)∞ , (3.5)
Qn =
(
1− q − q2)Qn−1 + (q2n − q3 + q2 + q)Qn−2 + q3Qn−3,
Q 0 = 1, Q 1 = 1, Q 2 = 1+ q4. (3.6)
Identity A.33. (See Rogers [12] and Selberg [15].) The ﬁrst Rogers–Selberg identity
∞∑
n=0
q2n
2
(q2;q2)n(−q;q)2n =
(q3,q4,q7;q7)∞
(q2;q2)∞ , (3.7)
Rn =
(
1− q − q2)Rn−1 + (q2n − q3 + q2 + q)Rn−2 + q3Rn−3,
R0 = 1, R1 = 1+ q2, R2 = 1+ q2 − q3. (3.8)
The polynomials Pn , Qn , and Rn converge to the right-hand sides of (3.3), (3.5), and (3.7), respectively.
Consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1− q − q2 zq2 − q3 + q2 + q q3 · · ·
−1 1− q − q2 zq4 − q3 + q2 + q q3 · · ·
−1 1− q − q2 zq6 − q3 + q2 + q q3 · · ·
. . .
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
Expanding the determinant with respect to the ﬁrst column, we get
F (z) = (1− q − q2)F (zq2)+ (zq2 − q3 + q2 + q)F (zq4)+ q3F (zq6).
Setting
F (z) =
∞∑
n=0
anz
n,
we get, upon comparing coeﬃcients,
an = q2nan − q2n+1an − q2n+2an + q4n−2an−1 − q4n+3an + q4n+2an + q4n+1an + q6n+3an,
an = q
4n−2
(1− q2n)(1+ q2n+1)(1+ q2n+2)an−1 = · · · =
q2n
2
(1+ q)(1+ q2)
(q2;q2) (−q;q) a0.n 2n+2
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F (z) =
∞∑
n=0
q2n
2
(q2;q2)n(−q;q)2n+2 z
n.
Thus we get
∞∑
n=0
q2n
2+2mn
(q2;q2)n(−q;q)2n+1 = F
(
q2m
)+ q2F (q2m+2), (3.9)
∞∑
n=0
q2n
2+2mn
(q2;q2)n(−q;q)2n = F
(
q2m
)+ (q + q2)F (q2m+2)+ q3F (q2m+4). (3.10)
On the other hand, F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣
1− q − q2 zq2 − q3 + q2 + q q3 · · ·
−1 1− q − q2 zq4 − q3 + q2 + q q3 · · ·
.
.
.
. . .
. . .
. . .
. . .
−1 1− q − q2 zq2n−2 − q3 + q2 + q
−1 1− q − q2
∣∣∣∣∣∣∣∣∣∣
.
Expanding this determinant with respect to the last row, we get
Dn(z) =
(
1− q − q2)Dn−1(z) + (zq2n−2 − q3 + q2 + q)Dn−2(z) + q3Dn−3(z),
D0(z) = 1, D1(z) = 1− q − q2, D2(z) = 1− q + q3 + q4 + zq2.
Then we have
Dn−m+1
(
q2m
)= (1− q − q2)Dn−m(q2m)+ (q2n − q3 + q2 + q)Dn−m−1(q2m)
+ q3Dn−m−2
(
q2m
)
.
Since 〈Dn−m+1(q2m)〉n , 〈Pn〉n , 〈Qn〉n , and 〈Rn〉n satisfy the same recursion, we set
Dn−m+1
(
q2m
)= λmPn + μmQn + νmRn.
Using the initial conditions D0(q2m) = 1, D1(q2m) = 1−q−q2, and D2(q2m) = 1−q+q3 +q4 +q2m+2,
we have
λm =
∣∣∣∣∣
1 Qm−1 Rm−1
1− q − q2 Qm Rm
1− q + q3 + q4 + q2m+2 Qm+1 Rm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
∣∣∣∣∣
,Pm+1 Qm+1 Rm+1
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∣∣∣∣∣
Pm−1 1 Rm−1
Pm 1− q − q2 Rm
Pm+1 1− q + q3 + q4 + q2m+2 Rm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
,
νm =
∣∣∣∣∣
Pm−1 Qm−1 1
Pm Qm 1− q − q2
Pm+1 Qm+1 1− q + q3 + q4 + q2m+2
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
.
Indeed, we have
∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣= −q3m+2. (3.11)
The proof of (3.11) is by induction on m. The case m = 0 is trivial.
∣∣∣∣∣
P0 Q 0 R0
P1 Q 1 R1
P2 Q 2 R2
∣∣∣∣∣= −q5.
The recursions (3.4), (3.6), (3.8), and some properties of determinants are used in the following in-
duction step
∣∣∣∣∣
Pm Qm Rm
Pm+1 Qm+1 Rm+1
Pm+2 Qm+2 Rm+2
∣∣∣∣∣
=
∣∣∣∣∣
Pm Qm Rm
Pm+1 Qm+1 Rm+1
(1− q − q2)Pm+1 (1− q − q2)Qm+1 (1− q − q2)Rm+1
∣∣∣∣∣
+
∣∣∣∣∣
Pm Qm Rm
Pm+1 Qm+1 Rm+1
(q2m+4 − q3 + q2 + q)Pm (q2m+4 − q3 + q2 + q)Qm (q2m+4 − q3 + q2 + q)Rm
∣∣∣∣∣
+
∣∣∣∣∣
Pm Qm Rm
Pm+1 Qm+1 Rm+1
q3Pm−1 q3Qm−1 q3Rm−1
∣∣∣∣∣
= q3
∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣ .
Therefore, we have simpler forms for λm , μm , and νm as follows
λm = −
∣∣∣∣∣
1 Qm−1 Rm−1
1− q − q2 Qm Rm
1− q + q3 + q4 + q2m+2 Qm+1 Rm+1
∣∣∣∣∣
3m+2 ,q
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∣∣∣∣∣
Pm−1 1 Rm−1
Pm 1− q − q2 Rm
Pm+1 1− q + q3 + q4 + q2m+2 Rm+1
∣∣∣∣∣
q3m+2
,
νm = −
∣∣∣∣∣
Pm−1 Qm−1 1
Pm Qm 1− q − q2
Pm+1 Qm+1 1− q + q3 + q4 + q2m+2
∣∣∣∣∣
q3m+2
. (3.12)
According to (3.9) and (3.10), by setting
⎧⎪⎪⎨
⎪⎪⎩
Am = qm
(
λm + q2λm+1
)
,
Bm = qm
(
μm + q2μm+1
)
,
Cm = qm
(
νm + q2νm+1
)
,
and
⎧⎪⎪⎨
⎪⎪⎩
Em = λm +
(
q + q2)λm+1 + q3λm+2,
Fm = μm +
(
q + q2)μm+1 + q3μm+2,
Gm = νm +
(
q + q2)νm+1 + q3νm+2,
we have
∞∑
n=0
q2n
2+2mn
(q2;q2)n(−q;q)2n+1 = q
−mAmP∞ + q−mBmQ∞ + q−mCmR∞,
∞∑
n=0
q2n
2+2mn
(q2;q2)n(−q;q)2n = EmP∞ + FmQ∞ + GmR∞.
In the following, we only present the calculation for Am = qm(λm + q2λm+1). Others are similar.
According to (3.12), using the same technique in the proof of (3.11), we have
Am = qm
(
λm + q2λm+1
)
= −
∣∣∣∣∣
1 Qm−1 Rm−1
1− q Qm Rm
1− q + q2 + q2m+2 Qm+1 Rm+1
∣∣∣∣∣
q2m+2
= −
∣∣∣∣∣
0 Qm−2 Rm−2
1 Qm−1 Rm−1
1− q Qm Rm
∣∣∣∣∣
q2m−1
.
Then we calculate Am−1, Am−2, and Am−3. Letting the last two columns in the determinants of Am−1,
Am−2, and Am−3 be the same as those of Am , we set Am = xAm−1 + yAm−2 + zAm−3. Solve the
equation, we get
Am = −
(
1+ q2m−4)Am−1 + q2Am−2 + q2Am−3.
Using (3.12) and the initial conditions of Pn , Qn , and Rn , we have A0 = −q, A1 = q, and A2 = −q.
Following the same way, we calculate the recursions of Bm , Cm , Em , Fm , and Gm in turn. Then we
obtain (3.1) and (3.2). 
Notice that (3.3) is a special case of (3.1), and (3.5) and (3.7) are the special cases of (3.2).
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(1)
∞∑
n=0
qn
2+mn
(q;q2)n+1(q;q)n =
(q2,q12,q14;q14)∞
(q;q)∞ λm +
(q4,q10,q14;q14)∞
(q;q)∞ μm
+ (q
6,q8,q14;q14)∞
(q;q)∞ νm, (3.13)
where
λm =
(
1+ qm−3)λm−1 + q−1λm−2 − q−1λm−3, λ0 = q, λ1 = 0, λ2 = 1,
μm =
(
1+ qm−3)μm−1 + q−1μm−2 − q−1μm−3, μ0 = 0, μ1 = 1, μ2 = 0,
νm =
(
1+ qm−3)νm−1 + q−1νm−2 − q−1νm−3, ν0 = 1, ν1 = 0, ν2 = 0.
(2)
∞∑
n=0
qn
2+mn
(q;q2)n(q;q)n =
(q2,q12,q14;q14)∞
(q;q)∞ Em +
(q4,q10,q14;q14)∞
(q;q)∞ Fm
+ (q
6,q8,q14;q14)∞
(q;q)∞ Gm, (3.14)
where
Em =
(
1+ qm−1)Em−1 + qEm−2 − qEm−3, E0 = 0, E1 = −q, E2 = −q − q2,
Fm =
(
1+ qm−1)Fm−1 + qFm−2 − qFm−3, F0 = 0, F1 = 0, F2 = −q,
Gm =
(
1+ qm−1)Gm−1 + qGm−2 − qGm−3, G0 = 1, G1 = 1, G2 = 1+ q.
Proof. Identities A.59, A.60, and A.61 in Slater’s list are stated as follows.
Identity A.59. (See Rogers [13].)
∞∑
n=0
qn
2+2n
(q;q2)n+1(q;q)n =
(q2,q12,q14;q14)∞
(q;q)∞ , (3.15)
Pn = Pn−1 +
(
q + qn)Pn−2 − qPn−3, P0 = 0, P1 = 1, P2 = 1. (3.16)
Identity A.60. (See Rogers [13].)
∞∑
n=0
qn
2+n
(q;q2)n+1(q;q)n =
(q4,q10,q14;q14)∞
(q;q)∞ , (3.17)
Qn = Qn−1 +
(
q + qn)Qn−2 − qQn−3, Q 0 = 1, Q 1 = 1, Q 2 = 1+ q + q2. (3.18)
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∞∑
n=0
qn
2
(q;q2)n(q;q)n =
(q6,q8,q14;q14)∞
(q;q)∞ , (3.19)
Rn = Rn−1 +
(
q + qn)Rn−2 − qRn−3,
R0 = 1, R1 = 1+ q, R2 = 1+ q + q2. (3.20)
The polynomials Pn , Qn , and Rn converge to the right-hand sides of (3.15), (3.17), and (3.19),
respectively.
Consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1 q + zq −q · · ·
−1 1 q + zq2 −q · · ·
−1 1 q + zq3 −q · · ·
. . .
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
Expanding the determinant with respect to the ﬁrst column, we get
F (z) = F (zq) + (q + zq)F (zq2)− qF (zq3).
Setting
F (z) =
∞∑
n=0
anz
n,
we get, upon comparing coeﬃcients,
an = qnan + q2n+1an + q2n−1an−1 − q3n+1an,
an = q
2n−1
(1− q2n+1)(1− qn)an−1 = · · · =
qn
2
(1− q)
(q;q2)n+1(q;q)n a0.
Since a0 = 11−q , we have
F (z) =
∞∑
n=0
qn
2
(q;q2)n+1(q;q)n z
n.
Thus we get
∞∑
n=0
qn
2+mn
(q;q2)n+1(q;q)n = F
(
qm
)
, (3.21)
∞∑
n=0
qn
2+mn
(q;q2)n(q;q)n = F
(
qm
)− qF (qm+2). (3.22)
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Dn(z) :=
∣∣∣∣∣∣∣∣∣∣
1 q + zq −q · · ·
−1 1 q + zq2 −q · · ·
...
. . .
. . .
. . .
. . .
−1 1 q + zqn−1
−1 1
∣∣∣∣∣∣∣∣∣∣
.
Expanding this determinant with respect to the last row, we get
Dn(z) = Dn−1(z) +
(
q + zqn−1)Dn−2(z) − qDn−3(z),
D0(z) = 1, D1(z) = 1, D2(z) = 1+ q + zq.
Then we have
Dn−m+1
(
qm
)= Dn−m(qm)+ (q + qn)Dn−m−1(qm)− qDn−m−2(qm).
Since 〈Dn−m+1(qm)〉n , 〈Pn〉n , 〈Qn〉n , and 〈Rn〉n satisfy the same recursion, we set
Dn−m+1
(
qm
)= λmPn + μmQn + νmRn.
Using the initial conditions D0(qm) = 1, D1(qm) = 1, and D2(qm) = 1+ q + qm+1, we have
λm =
∣∣∣∣∣
1 Qm−1 Rm−1
1 Qm Rm
1+ q + qm+1 Qm+1 Rm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
, μm =
∣∣∣∣∣
Pm−1 1 Rm−1
Pm 1 Rm
Pm+1 1+ q + qm+1 Rm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
,
νm =
∣∣∣∣∣
Pm−1 Qm−1 1
Pm Qm 1
Pm+1 Qm+1 1+ q + qm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
,
where ∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣= (−1)m−1qm,
which can be proved by induction on m. Therefore, we have simpler forms for λm , μm , and νm as
follows
λm = (−1)
m
qm−1
∣∣∣∣∣
0 Qm−2 Rm−2
1 Qm−1 Rm−1
1 Qm Rm
∣∣∣∣∣ , μm = (−1)
m
qm−1
∣∣∣∣∣
Pm−2 0 Rm−2
Pm−1 1 Rm−1
Pm 1 Rm
∣∣∣∣∣ ,
νm = (−1)
m
qm−1
∣∣∣∣∣
Pm−2 Qm−2 0
Pm−1 Qm−1 1
∣∣∣∣∣ .Pm Qm 1
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⎧⎨
⎩
Em = λm − qλm+2,
Fm = μm − qμm+2,
Gm = νm − qνm+2,
we have
∞∑
n=0
qn
2+mn
(q;q2)n+1(q;q)n = λmP∞ + μmQ∞ + νmR∞,
∞∑
n=0
qn
2+mn
(q;q2)n(q;q)n = EmP∞ + FmQ∞ + GmR∞.
Letting the last two columns in the determinants of λm−1, λm−2, λm−3 be the same as those of λm ,
we ﬁnd a linear equation
λm =
(
1+ qm−3)λm−1 + q−1λm−2 − q−1λm−3.
Using the initial conditions of Pn , Qn , and Rn , we have
λ0 = q, λ1 = 0, λ2 = 1.
Proceeding in the same way, we get the recursions of μm , νm , Em , Fm , and Gm . Therefore, we obtain
(3.13) and (3.14). 
The identities (3.15) and (3.17) are the special cases of (3.13), and the identity (3.19) is a special
case of (3.14).
Theorem 3.3.We have
(1)
∞∑
n=0
qn(n+2m+1)/2
(q;q2)n+1(q;q)n =
q−m(q2,q5,q7;q7)∞(q3,q11;q14)∞(−q;q)∞
(q;q)∞ Am
+ q
−m(q,q6,q7;q7)∞(q5,q9;q14)∞(−q;q)∞
(q;q)∞ Bm
+ q
−m(q3,q4,q7;q7)∞(q,q13;q14)∞(−q;q)∞
(q;q)∞ Cm, (3.23)
where
Am = qAm−1 +
(
q + qm−1)Am−2 − q2Am−3, A0 = 1, A1 = 0, A2 = q,
Bm = qBm−1 +
(
q + qm−1)Bm−2 − q2Bm−3, B0 = 0, B1 = 0, B2 = −q,
Cm = qCm−1 +
(
q + qm−1)Cm−2 − q2Cm−3, C0 = 0, C1 = q, C2 = 0.
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n=0
qn(n+2m+1)/2
(q;q2)n(q;q)n =
(q2,q5,q7;q7)∞(q3,q11;q14)∞(−q;q)∞
(q;q)∞ Em
+ (q,q
6,q7;q7)∞(q5,q9;q14)∞(−q;q)∞
(q;q)∞ Fm
+ (q
3,q4,q7;q7)∞(q,q13;q14)∞(−q;q)∞
(q;q)∞ Gm, (3.24)
where
Em = Em−1 +
(
q + qm−1)Em−2 − qEm−3, E0 = 0, E1 = 0, E2 = −q,
Fm = Fm−1 +
(
q + qm−1)Fm−2 − qFm−3, F0 = 1, F1 = 1, F2 = 1+ q,
Gm = Gm−1 +
(
q + qm−1)Gm−2 − qGm−3, G0 = 0, G1 = −q, G2 = −q.
Proof. Identities A.80, A.81, and A.82 are stated as follows.
Identity A.80. (See Rogers [13].)
∞∑
n=0
qn(n+1)/2
(q;q2)n+1(q;q)n =
(q2,q5,q7;q7)∞(q3,q11;q14)∞(−q;q)∞
(q;q)∞ , (3.25)
Pn =
(
1+ qn)Pn−1 + qPn−2 − qPn−3,
P0 = 1, P1 = 1+ q, P2 = 1+ 2q + q2 + q3. (3.26)
Identity A.81. (See Rogers [13].)
∞∑
n=0
qn(n+1)/2
(q;q2)n(q;q)n =
(q,q6,q7;q7)∞(q5,q9;q14)∞(−q;q)∞
(q;q)∞ , (3.27)
Qn =
(
1+ qn)Qn−1 + qQn−2 − qQn−3,
Q 0 = 1, Q 1 = 1+ q, Q 2 = 1+ q + q2 + q3. (3.28)
Identity A.82. (See Rogers [13].)
∞∑
n=0
qn(n+3)/2
(q;q2)n+1(q;q)n =
(q3,q4,q7;q7)∞(q,q13;q14)∞(−q;q)∞
(q;q)∞ , (3.29)
Rn =
(
1+ qn)Rn−1 + qRn−2 − qRn−3, R0 = 0, R1 = 1, R2 = 1+ q2. (3.30)
The polynomials Pn , Qn , and Rn converge to the right-hand sides of (3.25), (3.27), and (3.29),
respectively.
Consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1+ zq q −q · · ·
−1 1+ zq2 q −q · · ·
−1 1+ zq3 q −q · · ·
. . .
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
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F (z) = (1+ zq)F (zq) + qF (zq2)− qF (zq3).
Setting
F (z) =
∞∑
n=0
anz
n,
we get, upon comparing coeﬃcients,
an = qnan + qnan−1 + q2n+1an − q3n+1an,
an = q
n
(1− q2n+1)(1− qn)an−1 = · · · =
q(n
2+n)/2(1− q)
(q;q2)n+1(q;q)n a0.
Since a0 = 11−q , we have
F (z) =
∞∑
n=0
q(n
2+n)/2
(q;q2)n+1(q;q)n z
n.
Thus we get
∞∑
n=0
qn(n+2m+1)/2
(q;q2)n+1(q;q)n = F
(
qm
)
, (3.31)
∞∑
n=0
qn(n+2m+1)/2
(q;q2)n(q;q)n = F
(
qm
)− qF (qm+2). (3.32)
On the other hand, F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣
1+ zq q −q · · ·
−1 1+ zq2 q −q · · ·
...
. . .
. . .
. . .
. . .
−1 1+ zqn−1 q
−1 1+ zqn
∣∣∣∣∣∣∣∣∣∣
.
Expanding this determinant with respect to the last row, we get
Dn(z) =
(
1+ zqn)Dn−1(z) + qDn−2(z) − qDn−3(z),
D0(z) = 1, D1(z) = 1+ zq, D2(z) = 1+ q + zq + zq2 + z2q3.
Then we have
Dn−m
(
qm
)= (1+ qn)Dn−m−1(qm)+ qDn−m−2(qm)− qDn−m−3(qm).
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Dn−m
(
qm
)= λmPn + μmQn + νmRn.
Using the initial conditions D0(qm) = 1, D1(qm) = 1+qm+1, and D2(qm) = 1+q+qm+1+qm+2+q2m+3,
we have
λm =
∣∣∣∣∣
0 Qm−1 Rm−1
1 Qm Rm
1+ qm+1 Qm+1 Rm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
, μm =
∣∣∣∣∣
Pm−1 0 Rm−1
Pm 1 Rm
Pm+1 1+ qm+1 Rm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
,
νm =
∣∣∣∣∣
Pm−1 Qm−1 0
Pm Qm 1
Pm+1 Qm+1 1+ qm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
,
where ∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣= (−1)m−1qm,
which can be proved by induction on m. Therefore, we have simpler forms for λm , μm , and νm as
follows
λm = (−1)
m
qm−1
∣∣∣∣∣
0 Qm−2 Rm−2
0 Qm−1 Rm−1
1 Qm Rm
∣∣∣∣∣ , μm = (−1)
m
qm−1
∣∣∣∣∣
Pm−2 0 Rm−2
Pm−1 0 Rm−1
Pm 1 Rm
∣∣∣∣∣ ,
νm = (−1)
m
qm−1
∣∣∣∣∣
Pm−2 Qm−2 0
Pm−1 Qm−1 0
Pm Qm 1
∣∣∣∣∣ .
According to (3.31) and (3.32), by setting
⎧⎨
⎩
Am = qmλm,
Bm = qmμm,
Cm = qmνm,
and
⎧⎨
⎩
Em = λm − qλm+2,
Fm = μm − qμm+2,
Gm = νm − qνm+2,
we have
∞∑
n=0
qn(n+2m+1)/2
(q;q2)n+1(q;q)n = q
−mAmP∞ + q−mBmQ∞ + q−mCmR∞,
∞∑
n=0
qn(n+2m+1)/2
(q;q2)n(q;q)n = EmP∞ + FmQ∞ + GmR∞.
Since
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∣∣∣∣∣
0 Qm−2 Rm−2
0 Qm−1 Rm−1
q Qm Rm
∣∣∣∣∣ ,
by letting the last two columns in the determinants of Am−1, Am−2, and Am−3 be the same as those
of Am , we ﬁnd a linear equation
Am = qAm−1 +
(
q + qm−1)Am−2 − q2Am−3.
Using the initial conditions of Pn , Qn , and Rn , we have
A0 = 1, A1 = 0, A2 = q.
Proceeding in the same way, we get the recursions of Bm , Cm , Em , Fm , and Gm . Therefore, we ob-
tain (3.23) and (3.24). 
The identities (3.25) and (3.29) are the special cases of (3.23), and (3.27) is a special case of (3.24).
Theorem 3.4.We have
(1)
∞∑
n=0
(−q;q2)n+1qn2+2mn
(q;q2)2n+1
= q
−m(q3,q11,q14;q14)∞(q8,q20;q28)∞(−q;q2)∞
(q2;q2)∞ Am
+ q
−m(q,q13,q14;q14)∞(q12,q16;q28)∞(−q;q2)∞
(q2;q2)∞ Bm
+ q
−m(q5,q9,q14;q14)∞(q4,q24;q28)∞(−q;q2)∞
(q2;q2)∞ Cm, (3.33)
where
Am = Am−1 +
(
q2 + q2m−4)Am−2 − q2Am−3, A0 = 1, A1 = 0, A2 = 0,
Bm = Bm−1 +
(
q2 + q2m−4)Bm−2 − q2Bm−3, B0 = 0, B1 = 0, B2 = −q,
Cm = Cm−1 +
(
q2 + q2m−4)Cm−2 − q2Cm−3, C0 = q, C1 = q, C2 = q.
(2)
∞∑
n=0
(−q;q2)nqn2+2mn
(q;q2)2n =
(q3,q11,q14;q14)∞(q8,q20;q28)∞(−q;q2)∞
(q2;q2)∞ Em
+ (q,q
13,q14;q14)∞(q12,q16;q28)∞(−q;q2)∞
(q2;q2)∞ Fm
+ (q
5,q9,q14;q14)∞(q4,q24;q28)∞(−q;q2)∞
(q2;q2)∞ Gm, (3.34)
where
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(
1+ q2m−4)Em−2 − qEm−3, E0 = 1, E1 = 0, E2 = 1,
Fm = qFm−1 +
(
1+ q2m−4)Fm−2 − qFm−3, F0 = 0, F1 = 1, F2 = 0,
Gm = qGm−1 +
(
1+ q2m−4)Gm−2 − qGm−3, G0 = 0, G1 = 0, G2 = −q.
Proof. We give Identities A.117, A.118, and A.119 as follows.
Identity A.117. (See Slater [17].)
∞∑
n=0
(−q;q2)nqn2
(q2;q2)2n =
(q3,q11,q14;q14)∞(q8,q20;q28)∞(−q;q2)∞
(q2;q2)∞ , (3.35)
Pn =
(
1+ q − q2 + q2n−1)Pn−1 + (q3 + q2 − q)Pn−2 − q3Pn−3,
P0 = 1, P1 = 1+ q, P2 = 1+ q + q2 + q4. (3.36)
Identity A.118. (See Slater [17].)
∞∑
n=0
(−q;q2)nqn2+2n
(q2;q2)2n =
(q,q13,q14;q14)∞(q12,q16;q28)∞(−q;q2)∞
(q2;q2)∞ , (3.37)
Qn =
(
1+ q − q2 + q2n−1)Qn−1 + (q3 + q2 − q)Qn−2 − q3Qn−3,
Q 0 = 1, Q 1 = 1, Q 2 = 1+ q3. (3.38)
Identity A.119. (See Slater [17].)
∞∑
n=0
(−q;q2)n+1qn2+2n
(q2;q2)2n+1 =
(q5,q9,q14;q14)∞(q4,q24;q28)∞(−q;q2)∞
(q2;q2)∞ , (3.39)
Rn =
(
1+ q − q2 + q2n−1)Rn−1 + (q3 + q2 − q)Rn−2 − q3Rn−3,
R0 = 0, R1 = 1, R2 = 1+ q + q3. (3.40)
The polynomials Pn , Qn , and Rn converge to the right-hand sides of (3.35), (3.37), and (3.39),
respectively.
Consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1+ q − q2 + zq q3 + q2 − q −q3 · · ·
−1 1+ q − q2 + zq3 q3 + q2 − q −q3 · · ·
−1 1+ q − q2 + zq5 q3 + q2 − q −q3 · · ·
. . .
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
Expanding the determinant with respect to the ﬁrst column, we get
F (z) = (1+ q − q2 + zq)F (zq2)+ (q3 + q2 − q)F (zq4)− q3F (zq6).
Setting
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∞∑
n=0
anz
n,
we get, upon comparing coeﬃcients,
an = q
2n−1
(1− q2n)(1− q2n+1)(1+ q2n+2)an−1 = · · · =
qn
2
(1− q)(1+ q2)
(q2;q2)n(q;q2)n+1(−q2;q2)n+1 a0.
Since a0 = 1(1−q)(1+q2) , using some calculations of the q-shifted factorial, we have
F (z) =
∞∑
n=0
(−q;q2)n+1qn2
(q2;q2)2n+1(1+ q2n+2) z
n.
Thus we get
∞∑
n=0
(−q;q2)n+1qn2+2mn
(q;q2)2n+1 = F
(
q2m
)+ q2F (q2m+2), (3.41)
∞∑
n=0
(−q;q2)nqn2+2mn
(q;q2)2n = F
(
q2m
)+ (q2 − q)F (q2m+2)− q3F (q2m+4). (3.42)
On the other hand, F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣
1+ q − q2 + zq q3 + q2 − q −q3 · · ·
−1 1+ q − q2 + zq3 q3 + q2 − q −q3 · · ·
.
.
.
. . .
. . .
. . .
. . .
−1 1+ q − q2 + zq2n−3 q3 + q2 − q
−1 1+ q − q2 + zq2n−1
∣∣∣∣∣∣∣∣∣∣
.
Expanding this determinant with respect to the last row, we get
Dn(z) =
(
1+ q − q2 + zq2n−1)Dn−1(z) + (q3 + q2 − q)Dn−2(z) − q3Dn−3(z),
D0(z) = 1, D1(z) = 1+ q − q2 + zq,
D2(z) = 1+ q − q3 + q4 + zq + zq2 + zq4 − zq5 + z2q4.
Then we have
Dn−m
(
q2m
)= (1+ q − q2 + q2n−1)Dn−m−1(q2m)+ (q3 + q2 − q)Dn−m−2(q2m)
− q3Dn−m−3
(
q2m
)
.
Since 〈Dn−m(q2m)〉n , 〈Pn〉n , 〈Qn〉n , and 〈Rn〉n satisfy the same recursion, we set
Dn−m
(
q2m
)= λmPn + μmQn + νmRn.
Using the initial conditions D−1(q2m) = 0, D0(q2m) = 1, and D1(q2m) = 1+ q − q2 + q2m+1, we have
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∣∣∣∣∣
0 Qm−1 Rm−1
1 Qm Rm
1+ q − q2 + q2m+1 Qm+1 Rm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
,
μm =
∣∣∣∣∣
Pm−1 0 Rm−1
Pm 1 Rm
Pm+1 1+ q − q2 + q2m+1 Rm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
,
νm =
∣∣∣∣∣
Pm−1 Qm−1 0
Pm Qm 1
Pm+1 Qm+1 1+ q − q2 + q2m+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
,
where
∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣= (−1)mq3m,
which can be proved by induction on m. Therefore, we have simpler forms for λm , μm , and νm as
follows
λm = (−1)
m−1
q3m−3
∣∣∣∣∣
0 Qm−2 Rm−2
0 Qm−1 Rm−1
1 Qm Rm
∣∣∣∣∣ , μm = (−1)
m−1
q3m−3
∣∣∣∣∣
Pm−2 0 Rm−2
Pm−1 0 Rm−1
Pm 1 Rm
∣∣∣∣∣ ,
νm = (−1)
m−1
q3m−3
∣∣∣∣∣
Pm−2 Qm−2 0
Pm−1 Qm−1 0
Pm Qm 1
∣∣∣∣∣ .
According to (3.41) and (3.42), by setting
⎧⎪⎪⎨
⎪⎪⎩
Am = qm
(
λm + q2λm+1
)
,
Bm = qm
(
μm + q2μm+1
)
,
Cm = qm
(
νm + q2νm+1
)
,
and
⎧⎪⎪⎨
⎪⎪⎩
Em = λm +
(
q2 − q)λm+1 − q3λm+2,
Fm = μm +
(
q2 − q)μm+1 − q3μm+2,
Gm = νm +
(
q2 − q)νm+1 − q3νm+2,
we have
∞∑
n=0
(−q;q2)n+1qn2+2mn
(q;q2)2n+1 = q
−mAmP∞ + q−mBmQ∞ + q−mCmR∞,
∞∑
n=0
(−q;q2)nqn2+2mn
(q;q2)2n = EmP∞ + FmQ∞ + GmR∞.
Since
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m−1
q2m−2
∣∣∣∣∣
−1 qQm−2 qRm−2
0 Qm−1 Rm−1
1 Qm Rm
∣∣∣∣∣ ,
by letting the last two columns in the determinants of Am−1, Am−2, and Am−3 be the same as those
of Am , we ﬁnd a linear equation
Am = Am−1 +
(
q2 + q2m−4)Am−2 − q2Am−3.
Using the initial conditions of Pn , Qn , and Rn , we have
A0 = 1, A1 = 0, A2 = 0.
Proceeding in the same way, we get the recursions of Bm , Cm , Em , Fm , and Gm . Therefore, we obtain
(3.33) and (3.34). 
The identity (3.39) is a special case of (3.33), and (3.35) and (3.37) are the special cases of (3.34).
Theorem 3.5.We have
(1)
∞∑
n=0
(−1)n(q;q2)nqn2+2mn
(−q;q2)n+1(q4;q4)n =
(−1)mq−m(−q2,−q3,q5;q5)∞(q;q2)∞
(q2;q2)∞ Am
+ (−1)
mq−m(q10;q10)∞(q20;q20)∞
(q;q2)∞(q5;q20)∞(q4;q4)∞ Bm
+ (−1)
mq−m(−q,−q4,q5;q5)∞(q;q2)∞
(q2;q2)∞ Cm, (3.43)
where
Am =
(
1+ q2m−4)Am−1 + (q2 + q2m−4)Am−2 − q2Am−3, A0 = 1, A1 = 0, A2 = 0,
Bm =
(
1+ q2m−4)Bm−1 + (q2 + q2m−4)Bm−2 − q2Bm−3, B0 = −q, B1 = −q, B2 = −q,
Cm =
(
1+ q2m−4)Cm−1 + (q2 + q2m−4)Cm−2 − q2Cm−3, C0 = 0, C1 = 0, C2 = q.
(2)
∞∑
n=0
(−1)n(q;q2)nqn2+2mn
(−q;q2)n(q4;q4)n =
(−q2,−q3,q5;q5)∞(q;q2)∞
(q2;q2)∞ Em
+ (q
10;q10)∞(q20;q20)∞
(q;q2)∞(q5;q20)∞(q4;q4)∞ Fm
+ (−q,−q
4,q5;q5)∞(q;q2)∞
(q2;q2)∞ Gm, (3.44)
where
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(
q + q2m−3)Em−1 + (1+ q2m−4)Em−2 + qEm−3, E0 = 1, E1 = 0, E2 = 1,
Fm = −
(
q + q2m−3)Fm−1 + (1+ q2m−4)Fm−2 + Fm−3, F0 = 0, F1 = 0, F2 = 2q,
Em = −
(
q + q2m−3)Gm−1 + (1+ q2m−4)Gm−2 + qGm−3, G0 = 0, G1 = 1, G2 = −q.
Proof. Identity A.21 in Slater’s list is stated as follows.
Identity A.21. (See Slater [17].)
∞∑
n=0
(−1)n(q;q2)nqn2
(−q;q2)n(q4;q4)n =
(−q2,−q3,q5;q5)∞(q;q2)∞
(q2;q2)∞ , (3.45)
Pn =
(
1− q − q2 − q2n−1)Pn−1 + (q + q2 − q3 + q2n−2)Pn−2 + q3Pn−3,
P0 = 1, P1 = 1− q, P2 = 1− q + 2q2 + q4. (3.46)
Recently, McLaughlin et al. and Bowman et al. found two new Rogers–Ramanujan type identities
in [11] and [5], respectively.
An identity. (See McLaughlin et al. [11, Eq. (2.5)].)
∞∑
n=0
(−1)n(q;q2)nqn2+2n
(−q;q2)n+1(q4;q4)n =
(q10;q10)∞(q20;q20)∞
(q;q2)∞(q5;q20)∞(q4;q4)∞ . (3.47)
An identity. (See Bowman et al. [5, Thm. 2.7].)
∞∑
n=0
(−1)n(q;q2)nqn2+2n
(−q;q2)n(q4;q4)n =
(−q,−q4,q5;q5)∞(q;q2)∞
(q2;q2)∞ . (3.48)
We can see that (3.47) and (3.48) are partners to (3.45). Therefore, we have
Qn =
(
1− q − q2 − q2n−1)Qn−1 + (q + q2 − q3 + q2n−2)Qn−2 + q3Qn−3,
Q 0 = 0, Q 1 = 1, Q 2 = 1− q − q3, (3.49)
Rn =
(
1− q − q2 − q2n−1)Rn−1 + (q + q2 − q3 + q2n−2)Rn−2 + q3Rn−3,
R0 = 1, R1 = 1, R2 = 1− q3, (3.50)
where Pn , Qn , and Rn converge to the right-hand sides of (3.45), (3.47), and (3.48), respectively. The
initial conditions for Qn and Rn are obtained in the following analysis.
Now we consider the following determinant:
F (z) :=
∣∣∣∣∣∣∣∣
1− q − q2 − zq q + q2 − q3 + zq2 q3 · · ·
−1 1− q − q2 − zq3 q + q2 − q3 + zq4 q3 · · ·
−1 1− q − q2 − zq5 q + q2 − q3 + zq6 q3 · · ·
. . .
. . .
. . .
. . .
∣∣∣∣∣∣∣∣
.
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F (z) = (1− q − q2 − zq)F (zq2)+ (q + q2 − q3 + zq2)F (zq4)+ q3F (zq6).
Setting
F (z) =
∞∑
n=0
anz
n,
we get, upon comparing coeﬃcients,
an = −(1− q
2n−1)q2n−1
(1− q2n)(1+ q2n+1)(1+ q2n+2)an−1 = · · · =
(−1)n(q;q2)nqn2(1+ q)(1+ q2)
(−q;q2)n+1(q4;q4)n(1+ q2n+2)a0.
Since a0 = 1(1+q)(1+q2) , we have
F (z) =
∞∑
n=0
(−1)n(q;q2)nqn2
(−q;q2)n+1(q4;q4)n(1+ q2n+2) z
n.
Thus we get
∞∑
n=0
(−1)n(q;q2)nqn2+2mn
(−q;q2)n+1(q4;q4)n = F
(
q2m
)+ q2F (q2m+2), (3.51)
∞∑
n=0
(−1)n(q;q2)nqn2+2mn
(−q;q2)n(q4;q4)n = F
(
q2m
)+ (q2 + q)F (q2m+2)+ q3F (q2m+4). (3.52)
On the other hand, F (z) is the limit of the ﬁnite determinant
Dn(z) :=
∣∣∣∣∣∣∣∣∣∣
1− q − q2 − zq q + q2 − q3 + zq2 q3 · · ·
−1 1− q − q2 − zq3 q + q2 − q3 + zq4 q3 · · ·
.
.
.
. . .
. . .
. . .
. . .
−1 1− q − q2 − zq2n−3 q + q2 − q3 + zq2n−2
−1 1− q − q2 − zq2n−1
∣∣∣∣∣∣∣∣∣∣
.
Expanding this determinant with respect to the last row, we get
Dn(z) =
(
1− q − q2 − zq2n−1)Dn−1(z) + (q + q2 − q3 + zq2n−2)Dn−2(z) + q3Dn−3(z),
D−1(z) = 0, D0(z) = 1, D1(z) = 1− q − q2 − zq.
Then we have
Dn−m
(
q2m
)= (1− q − q2 − q2n−1)Dn−m−1(q2m)+ (q + q2 − q3 + q2n−2)Dn−m−2(q2m)
+ q3Dn−m−3
(
q2m
)
.
Now we calculate the initial conditions of Qn and Rn in (3.49) and (3.50). According to (3.51) and
(3.52), we have
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(
q2
)+ q2F (q4),
R∞ = F
(
q2
)+ (q2 + q)F (q4)+ q3F (q6).
Due to limn→∞ Dn−m(q2m) = F (q2m), we have
Qn = Dn−1
(
q2
)+ q2Dn−2(q4),
Rn = Dn−1
(
q2
)+ (q2 + q)Dn−2(q4)+ q3Dn−3(q6).
Therefore, we get
Q 0 = 0, Q 1 = 1, Q 2 = 1− q − q3;
R0 = 1, R1 = 1, R2 = 1− q3.
Since 〈Dn−m(q2m)〉n , 〈Pn〉n , 〈Qn〉n , and 〈Rn〉n satisfy the same recursion, we set
Dn−m
(
q2m
)= λmPn + μmQn + νmRn.
Using the initial conditions D−1(q2m) = 0, D0(q2m) = 1, and D1(q2m) = 1− q − q2 − q2m+1, we have
λm =
∣∣∣∣∣
0 Qm−1 Rm−1
1 Qm Rm
1− q − q2 − q2m+1 Qm+1 Rm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
, μm =
∣∣∣∣∣
Pm−1 0 Rm−1
Pm 1 Rm
Pm+1 1− q − q2 − q2m+1 Rm+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
,
νm =
∣∣∣∣∣
Pm−1 Qm−1 0
Pm Qm 1
Pm+1 Qm+1 1− q − q2 − q2m+1
∣∣∣∣∣∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣
,
where
∣∣∣∣∣
Pm−1 Qm−1 Rm−1
Pm Qm Rm
Pm+1 Qm+1 Rm+1
∣∣∣∣∣= −q3m−1(1+ q),
which can be proved by induction on m. Therefore, we have simpler forms for λm , μm , and νm as
follows
λm = −
∣∣∣∣∣
0 Qm−2 Rm−2
0 Qm−1 Rm−1
1 Qm Rm
∣∣∣∣∣
q3m−4(1+ q) , μm = −
∣∣∣∣∣
Pm−2 0 Rm−2
Pm−1 0 Rm−1
Pm 1 Rm
∣∣∣∣∣
q3m−4(1+ q) ,
νm = −
∣∣∣∣∣
Pm−2 Qm−2 0
Pm−1 Qm−1 0
Pm Qm 1
∣∣∣∣∣
3m−4 .q (1+ q)
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⎧⎪⎪⎨
⎪⎪⎩
Am = (−1)mqm
(
λm + q2λm+1
)
,
Bm = (−1)mqm
(
μm + q2μm+1
)
,
Cm = (−1)mqm
(
νm + q2νm+1
)
,
and
⎧⎪⎪⎨
⎪⎪⎩
Em = λm +
(
q2 + q)λm+1 + q3λm+2,
Fm = μm +
(
q2 + q)μm+1 + q3μm+2,
Gm = νm +
(
q2 + q)νm+1 + q3νm+2,
we have
∞∑
n=0
(−q;q2)n+1qn2+2mn
(q;q2)2n+1 = (−1)
mq−mAmP∞ + (−1)mq−mBmQ∞ + (−1)mq−mCmR∞,
∞∑
n=0
(−q;q2)nqn2+2mn
(q;q2)2n = EmP∞ + FmQ∞ + GmR∞.
Since
Am = (−1)
m−1
q2m−3(1+ q)
∣∣∣∣∣
1 qQm−2 qRm−2
0 Qm−1 Rm−1
1 Qm Rm
∣∣∣∣∣ ,
we can ﬁnd a linear equation
Am =
(
1+ q2m−4)Am−1 + (q2 + q2m−4)Am−2 − q2Am−3.
Using the initial conditions of Pn , Qn , and Rn , we have
A0 = 1, A1 = 0, A2 = 0.
Proceeding in the same way, we get the recursions of Bm , Cm , Em , Fm , and Gm . Therefore, we obtain
(3.43) and (3.44). 
The identity (3.47) is a special case of (3.43), and the identities (3.45) and (3.48) are the special
cases of (3.44).
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