The CFAR Matched Subspace Detector (CFAR MSD) is the Uniformly-Most-Powerful-Invariant test and the Generalized Likelihood Ratio Test (GLRT) for detecting a target signal in noise whose covariance structure is known but whose level is unknown [I, 21. When the noise covariance matrix is unknown, the CFAR Adaptive Subspace Detector (CFAR ASD) uses instead a sample covariance matrix based on training data [3] . We show that the CFAR ASD is GLRT when the test measurement has a different noise level than the training daka. This GLRT differs from the well-known GLRT of Kelly [4] in two respects: (1) their respective hypothesis testing problems, and (2) their group-transformation invariances. Thus the CFAR ASD is given a formal justification and placed in context with the Kelly GlLRT and its variants, which have been called Adaptive Matched Filters (AMFs) [5, 6] .
INTRODUCTION
Recently we have suggested the CFAR Adaptive Subspace Detector (CFAR ASD) [7, 3] for detecting the presence of a target signal y~ in a complex multivariate measurement y whose distribution is complex normal: yCiV(pejayI,~2R). The signal scaling , u determines &e null hypothesis Ho : p = 0 and altemate hypothesis Hl : ,u > 0. We factor out a noise scaling o2 from the noise covariance structure R, a step to be clarified in the subsequent discussion.
When the covariance matrix R is known, the CFAR MSD measures the direction cosine of the angle that 
77:
This statistic has a "beta" density and is invariant to scaling of the measurement y, -and rotation of R-iy -in the signal subspace (R-iv). It has been shown to be Uniformly Most Powerful-Invariant [ 11 and a Generalized Likelihood Ratio Test (GLRT) [2] .
When We will show in this correspondence that when the measurement y is distributed CN(pej*v, 02R), while the training data l's distributed CN(Q,R)Ti.e., the noise of the test data y may be scaled by o2 relative to the training data), t h & the CFAR ASD is, in fact, a GLRT detector statistic. This statistic may be contrasted with the well-known GLRT statistic of Kelly [4] , which differs in that the Kelly statistic specifies o2 as a known parameter (assumed to be unity in [4] ). In the following derivation of the scale-invariant GLRT, we will adhere closely to the notation and procedure of Kelly's original paper, with the exception that the likelihoods will 
DERIVING THE SCALE-INVARIANT GLRT
We assume that the M training vectors x j are independently distributed complex normals, 5 -C N Q R), and we construct the data matrix X = [zl . . .&I. The distribution of the measurement y under the two hypotheses is given by Ho : y -C N Q 02R), Hl : y -CN(,uejay7 02R).
The target signal w is known; the -inknown parameters are the noise structure R, noise scaling d, and signal scaling and phase p d a . (Again, Kelly's problem [4] differs in that the scaling (T* is a known parameter, assumed to be unity.)
DENSITIES
The joint density of the training data X and the measurement y -under the alternate hypothesis Hl is 
MAXIMUM LIKELIHOOD ESTIMATES
We now find maximum likelihood estimates for the noise structure R, noise scaling $ , and signal scaling and phase pda, and insert them into the densities to obtain the Generalized Likelihood Ratio (GLR). The maximum likelihood estimates of the structure R under the two hypotheses are given by l%, = TO and fi, = T1. Inserting these estimates into the densities yields 
The GLR is given by the ratio of the density functions when the unknown parameters are replaced by their maximum likelihood estimates. At this stage we can write the intermediate GLR, _with estimates of the noise structure and scaling, 020.1, as (10) Finally, we need to evaluate the maximum likelihood estimate of the signal scaling and phase peja. As in Kelly's paper, this can be found by completing the square to minimize the quadratic form - 
THE GENERALIZED LIKELIHOOD RATIO AND THE CFAR ASD
With the substitution of the signal's estimated scaling and phase pTa, the final GLR is given by
where cos2 is the statistic defined in Equation 2, and fi is the "F" version of cos2, namely cos2 = & [9] . Since X is a monotone function of c22, the GLRT is the CFAR It is interesting that the CFAR M$D remains GLRT when the unknown covariance is simply replaced by its sample estimate S. This is not true of the Matched Subspace Detector (MSD) [l, 21; in its adaptive form it is the Adaptive Matched Filter (Ah4F) of [5, 6] whereas its corresponding GLRT is the Kelly GLRT.
