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Abstract 
Single-case data often contain trends. Accordingly, in order to account for baseline trend, several 
data analytical techniques extrapolate it into the subsequent intervention phase. Such an 
extrapolation led to forecasts that are smaller than the minimal possible value in 40% of the 
studies published in 2015 that we reviewed. In order to avoid impossible predicted values we 
propose extrapolating a damping trend, when necessary. Furthermore, we propose a criterion for 
determining whether extrapolation is warranted and, if so, how far away it is justified to 
extrapolate baseline trend. This criterion is based on the baseline phase length and the goodness 
of fit of the trend line to data. The proposals are implemented in a modified version of an 
analytical technique called Mean Phase Difference. We use both real and generated data to 
illustrate how unjustified extrapolations may lead to inappropriate quantifications of effect, 
whereas the proposals help avoiding these issues. The new techniques are implemented in a user-
friendly website via Shiny applications offering both graphical and numerical information. 
Finally, we point to an alternative not requiring trend line fitting or extrapolation. 
Keywords: single-case designs, trend, extrapolation, forecasting  
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Extrapolating baseline trend in single-case data: Problems and tentative solutions 
Several features of single-case experimental designs (SCED) data have been mentioned as 
potential reasons for the difficulty of analyzing such data quantitatively, for the lack of 
consensus regarding the most appropriate statistical analyses, and for the continued use of visual 
analysis (Campbell & Herzinger, 2010; Kratochwill, Levin, Horner, & Swoboda, 2014; Parker, 
Cryer, & Byrns, 2006; Smith, 2012). The data features that have received most attention are 
serial dependence (Matyas & Greenwood, 1997; Shadish, Rindskopf, Hedges, & Sullivan, 2013), 
the common use of counts or other outcome measures that are not continuous or normally 
distributed (Pustejovsky, 2015; Sullivan, Shadish, & Steiner, 2015), the shortness of the data 
series (Arnau & Bono, 1998; Huitema, McKean, & McKnight, 1999), and the presence of trends 
(Mercer & Sterling, 2012; Parker et al., 2006; Solomon, 2014). In the present article we focus on 
trend. The reason for this focus is that trend is a data feature whose presence, if not taken into 
account, can invalidate the conclusions regarding intervention effectiveness (Parker et al., 2006). 
Even when there is an intention to take trend into account, several challenges arise. First, there 
are several different ways in which linear trend has been defined in the context of SCED data 
(Manolov, 2018). Second, there is recent emphasis on the need to consider nonlinear trends 
(Shadish, Rindskopf, & Boyajian, 2016; Swan & Pustejovsky, 2018; Verboon & Peters, 2018). 
Third, some techniques for controlling trend may provide insufficient control (see Tarlow, 2017, 
regarding Tau-U by Parker, Vannest, Davis, & Sauber, 2011), leading applied researchers to 
think that the results represent the intervention effect beyond baseline trend, which may not be 
justified. Fourth, other techniques may extrapolate baseline trend regardless of the degree to 
which the trend line is a good representation of the baseline data and despite the possibility of 
impossible values being predicted (see Parker et al.’s, 2011, comments on the regression model 
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by Allison & Gorman, 1993). These latter two challenges entail that the interpretation of the 
results is compromised. 
Aim, Focus and Organization of the Article 
Aim. The aim of the article is to provide further discussion on four issues related to baseline 
trend extrapolation, based on the comments by Parker et al. (2011). As part of this discussion, we 
propose tentative solutions to the issues identified. Moreover, we specifically aim to improve one 
analytical procedure, which extrapolates baseline trend and compares this extrapolation to actual 
intervention phase data: the Mean Phase Difference (MPD; Manolov & Solanas, 2013; see also 
the modification and extension in Manolov & Rochat, 2015).  
Focus. Most single-case data analytical techniques focus on linear trend, although there are 
certain exceptions. On the one hand, for some regression-based analyses (Swaminathan, Rogers, 
Horner, Sugai, & Smolkowski, 2014) the possibility of modelling quadratic trend has been 
discussed explicitly. On the other hand, Tau-U (Parker et al., 2011) deals more broadly with 
monotonic (not necessarily linear) trend. We stick here to linear trends and their extrapolation, a 
decision that reflects Chatfield’s (2000) statement that relatively simple forecasting methods are 
preferred, because they are potentially more easily understood. Moreover, this focus is well 
aligned with our willingness to improve the MPD, a procedure fitting a linear trend line to the 
baseline data. Despite this focus, three of the four issues identified by Parker et al. (2011), and 
the corresponding solutions we propose, are also applicable to nonlinear trends.   
Organization. In the following sections, we first mention procedures that include 
extrapolating the trend line fitted in the baseline and distinguish them from procedures that 
account for baseline trend, but do not extrapolate it. Second, we perform a review of published 
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research in order to explore how frequently trend extrapolation would lead to out-of-bounds 
predicted values for the outcome variable. Third, we deal separately with the four main issues of 
extrapolating baseline trend, as identified by Parker and colleagues (2011), and we offer tentative 
solutions to these issues. Fourth, on the basis of the proposals from the previous two points, we 
propose a modification of the MPD. In the same section we also provide examples, with 
previously published data, of the extent to which the modification leads to avoiding misleading 
results. Fifth, we include a small proof of concept simulation study.  
Analytical Techniques That Entail Extrapolating Baseline Trend 
Visual Analysis  
When discussing how visual analysis should be carried out, Kratochwill et al. (2010) state that 
“[t]he six visual analysis features are used collectively to compare the observed and projected 
patterns for each phase with the actual pattern observed after manipulation of the independent 
variable” (p. 18). Moreover, the conservative dual criteria for carrying out structured visual 
analysis (Fisher, Kelley, & Lomas, 2003) entails extrapolating split-middle trend besides 
extrapolating mean level. This procedure has received considerable attention recently as a means 
of improving decision accuracy (Stewart, Carr, Brandt, & McHenry, 2007; Wolfe & Slocum, 
2015; Young & Daly, 2016). 
Regression-Based Analyses 
Among the procedures based on regression analysis, the Last Treatment Day procedure (White, 
Rusch, Kazdin, & Hartmann, 1989) entails fitting OLS trend lines to the baseline and 
intervention phases separately and the comparison between the two is performed for the last 
intervention phase measurement occasion. In the Allison and Gorman (1993) regression model, 
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baseline trend is extrapolated before it is removed from both the A and B phases’ data. Apart 
from OLS regression, the Generalized Least Squares (GLS) proposal by Swaminathan and 
colleagues (2014) fits trend lines separately to the A and B phases, but baseline trend is still 
extrapolated for carrying out the comparisons. The overall effect size described by the authors 
entails comparing the treatment data as estimated from the treatment phase trend line to the 
treatment data as estimated from the baseline phase trend line. 
Apart from the procedures based on the general linear model (assuming normal errors), 
generalized linear models (Fox, 2016) need to be mentioned as well in the current subsection. 
Such models can deal with count data, which are ubiquitous in single-case research (Pustejovsky, 
2018a), specifying a Poisson model (rather than a Normal one) for the conditional distribution 
for the response variable (Shadish, Kyse, & Rindskopf, 2013). Other useful models are based on 
the binomial distribution, specifying a logistic model (Shadish et al., 2016), when the data are 
proportions that have a natural floor (0) and ceiling (100). Despite dealing with certain issues of 
single-case data, these models are not flawless. Note that a Poisson model may present 
limitations when the data are more variable than expected (i.e., alternative models have been 
proposed for overdispersed count data; Fox, 2016), whereas a logistic model may present the 
difficulty of not knowing the floor or ceiling (i.e., upper asymptote) or forcing artificial limits. 
Finally, what is most relevant for the topic of the current text is that none of these generalized 
linear models includes necessarily an extrapolation of baseline trend. Actually, some of them 
(Rindskopf & Ferron, 2014; Verboon & Peters, 2018) consider the baseline data together with 
the intervention phase data in order to detect when the greatest change is produced. Other models 
(Shadish, Kyse, al., 2013) include an interaction term between the dummy phase variable and the 
time variable, making possible the estimation of change in slope. 
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Non-Regression Procedures 
MPD involves estimating baseline trend and extrapolating it into the intervention phase in order 
to compare the predictions with the actual intervention phase data. Another non-regression 
procedure, Slope and level change (SLC; Solanas, Manolov, & Onghena, 2010), involves 
estimating baseline trend and removing it from the whole series before quantifying the change in 
slope and the net change in level (SLC). In one of the steps of the SLC, baseline trend is 
removed from the 𝑛𝐴 baseline measurements and 𝑛𝐵intervention phase measurements by 
subtracting from each value (𝑦𝑖) the slope estimate (𝑏1)) multiplied by the measurement occasion 
(𝑖). Formally, ?̃?𝑖 = 𝑦𝑖 − 𝑖 × 𝑏1; 𝑖 = 1, 2, … , (𝑛𝐴 + 𝑛𝐵). This step does resemble extrapolating 
baseline trend, but there is no estimation of the intercept of the baseline trend line and thus a 
trend line is not fitted to the baseline data and then extrapolated, which would lead to obtaining 
residuals as in Allison and Gorman’s (1993) model. Therefore, we consider that it is more 
accurate to conceptualize this step as removing baseline trend from intervention phase trend for 
the purpose of comparison. 
Nonoverap Indices 
Among nonoverlap indices, the Percentage of data points exceeding median trend (Wolery, 
Busick, Reichow, & Barton, 2010) involves fitting a split-middle (i.e., bi-split) trend line and 
extrapolating it into the subsequent phase. Regarding Tau-U (Parker et al., 2011), it only takes 
into account the number of baseline measurements that improve previous baseline measurements 
and this number is subtracted from the number of intervention phase values that improve 
baseline phase values. Therefore, there is no intercept or slope estimated and there is no trend 
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line fitted or extrapolated either. The way in which trend is controlled for in Tau-U cannot be 
described as trend extrapolation in a strict sense.  
Two other nonoverlap indices also entail baseline trend control. According to the “additional 
output” of http://ktarlow.com/stats/tau/, the Baseline corrected Tau (Tarlow, 2017) removes 
baseline trend from the data using the expression ?̃?𝑖 = 𝑦𝑖 − 𝑖 × 𝑏1(𝑇𝑆); 𝑖 = 1, 2, … , (𝑛𝐴 + 𝑛𝐵), 
where 𝑏1(𝑇𝑆) is the Theil-Sen estimate of slope. In the Percentage of nonoverlapping corrected 
data (Manolov & Solanas, 2009), baseline trend is eliminated from the n values via the same 
expression as for Baseline corrected Tau: ?̃?𝑖 = 𝑦𝑖 − 𝑖 × 𝑏1(𝐷); 𝑖 = 1, 2, … , (𝑛𝐴 + 𝑛𝐵), but slope is 
estimated via 𝑏1(𝐷) (see Appendix B) instead of via 𝑏1(𝑇𝑆). Therefore, as discussed before for 
SLC, there is actually no trend extrapolation in the Baseline corrected Tau or in the Percentage 
of nonoverlapping corrected data. 
Procedures Not Extrapolating Trend 
The analytical procedures included in the current subsection do not extrapolate baseline trend, 
but they do take baseline trend into account. We decided to mention these techniques for three 
reasons. First, we wanted to provide a broader overview of analytical techniques applicable to 
single-case data. Second, we wanted to make it explicit that not all analytical procedures entail 
baseline trend extrapolation and, therefore, it is not an indispensable step in single-case data 
analysis. Stated in other words, it is possible to deal with baseline trend without extrapolating it. 
Third, the procedures mentioned here were more recently developed or suggested for single-case 
data analysis and may be less widely known. Moreover, they can be deemed more sophisticated 
and more strongly grounded on statistical theory than the MPD, which is the focus of the current 
paper. 
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The between-cases standard mean difference, also known as d-statistic (Shadish, Hedges, & 
Pustejovsky, 2014), assumes stable data, but the possibility of detrending has been mentioned 
(Marso & Shadish, 2015) in case baseline trend is present. It is not clear that a regression model 
using time and its interaction with a dummy variable representing phase entails baseline trend 
extrapolation. Moreover, a different approach was suggested by Pustejovsky, Hedges, and 
Shadish (2014) for obtaining a d-statistic, namely, in relation to multilevel analysis. In multilevel 
analysis, also referred to hierarchical linear models, the trend in each phase can be modelled 
separately and the slopes can be compared (Ferron, Bell, Hess, Rendina-Gobioff, & Hibbard, 
2009). Another statistical option is to use generalized additive models (GAMs; Sullivan et al., 
2015) in which there is greater flexibility for modeling the exact shape of the trend in each phase, 
without the need to specify a priori a specific model. Specifically suggested GAMs include the 
use of cubic polynomial curves fitted to different portions of the data and joined at the specific 
places (called knots) that divide the data into portions. Just like when using multilevel models, 
trend lines are fitted separately to each phase, without the need to extrapolate baseline trend. 
A Review of Research Published in 2015 
Aim of the Review 
It has already been stated (Parker et al., 2011) and illustrated (Tarlow, 2017) that baseline trend 
extrapolation can lead to impossible forecasts for the subsequent intervention phase data. 
Accordingly, the research question was in what percentage of the studies is there a data set for 
which extrapolating the baseline trend (across several different techniques for fitting the trend 
line) would lead to values that are below the lower bound or above the upper bound of the 
outcome variable. 
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Procedure: Search Strategy 
We focused on the four journals that published most SCED research, according to the review by 
Shadish and Sullivan (2011). These journals are Journal of Applied Behavior Analysis, Behavior 
Modification, Research in Autism Spectrum Disorders, and Focus on Autism and Other 
Developmental Disabilities. Each of these four journals published more than 10 SCED studies in 
2008 and the 76 studies they published represent 67% of all studies included in the Shadish and 
Sullivan (2011) review. Given that the bibliographic search was performed in September 2016, 
we focused on year 2015 and looked for any articles using phase designs (AB designs, variations 
and extensions) or alternation designs with a baseline phase and providing a graphical 
representation of the data, with at least three measurements in the initial baseline condition.  
Procedure: Techniques for Finding a Best Fitting Straight Line 
For the current review, we selected five techniques for finding a best fitting straight line: 
ordinary least squares, split-middle, tri-split, Theil-Sen, and differencing. The motivation for this 
choice was that these five techniques are included in single-case data analytical procedures 
(Manolov, 2018) and, therefore, applied researchers can potentially use them. The R code used 
for checking whether out-of-bounds forecasts are obtained is available at https://osf.io/js3hk/.   
Procedure: Upper and Lower Bounds 
The data were retrieved using Plot Digitizer for Windows (plotdigitizer.sourceforge.net). We 
counted the number and percentage of studies in which values of out of logical bounds were 
obtained after extrapolating the baseline trend estimated from an initial baseline phase or from a 
subsequent withdrawal phase (e.g., in ABAB designs) for at least one of the data sets reported 
graphically in the article. "Logical bounds" were defined as 0 as a minimum and 1 or 100 as a 
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maximum, when the measurement provided is a proportion or a percentage, respectively. 
Additional upper bounds included the maximal score obtainable for an exam (e.g., Cheng, 
Huang, & Yang, 2015; Knight et al., 2015), for the number of steps in a task (e.g., Gardner & 
Wolfe, 2015), for the number of trials in the session (Brandt, Dozier, Juanico, Laudont, & Mick, 
2015; Cannella‐Malone, Sabielny, & Tullis, 2015), for the duration of transition between a 
stimulus and reaching a location (Siegel & Lien, 2015), and considering the duration of the 
session when quantifying latency (Hine, Ardoin, & Foster, 2015). We chose a conservative 
approach and did not to speculate1 about upper bounds from behaviors that were expressed as a 
frequency (e.g., Fiske et al., 2015; Ledbetter-Cho et al., 2015) or a rate (e.g., Austin & Tiger, 
2015; Fahmie, Iwata, & Jann, 2015; Rispoli et al., 2015; Saini, Greer, & Fisher, 2015)2.  
Results of the Review 
The number of articles included per journal is as follows. From Journal of Applied Behavior 
Analysis 27 SCED studies were included from the 46 “research articles” published (excluding 3 
alternating treatment designs without a baseline) and 20 more SCED studies were included from 
the 30 “reports” published (excluding 2 alternating treatments design without baseline and 1 
changing criterion design). From Behavior Modification 8 SCED studies were included from the 
39 “articles” published (excluding 2 alternating treatments design studies without a baseline, 2 
studies with other designs without phases, 1 study with phases but with only 2 measurements in 
the baseline phase, meta-analyses of single-cases and data-analysis for single-case articles). 
From Research in Autism Spectrum Disorders 7 SCED studies were included from the 67 
                                                          
1 In contrast, in the meta-analysis by Chiu and Roberts (2018), for the outcomes for which there was no true 
maximum, the largest value obtained was treated as a maximum, before converting the values into percentages. In 
case we followed the same procedure, we would have founds a greater frequency of impossibly high forecasts. 
2 The references in this paragraph correspond to studies included in the review and are available in Appendix A 
(https://osf.io/js3hk/. 
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“original research articles” published (excluding 1 SCED study for not having a minimum of 
three measurements per phase, as per Kratochwill et al., 2010). From Focus on Autism and Other 
Developmental Disabilities 6 SCED studies were included from the 21 “articles” published. The 
references to all 68 articles reviewed are available in Appendix A (https://osf.io/js3hk/). 
The results of this review are as follows. Extrapolation led to impossibly small values for all 
five trend estimators in 27 studies (39.71%) versus 34 studies (50.00%) in which that did not 
happen for any of the trend estimators. Complementarily, extrapolation led to impossibly large 
values for all five trend estimators in 8 studies (11.76%) versus 56 studies (82.35%) in which 
that did not happen for any of the trend estimators. In terms of when the extrapolation led to an 
impossible value, a summary is provided in Table 1. Note that this table refers to the dataset in 
each article including the earliest out-of-bounds forecast. Thus, it can be seen that for all trend 
line fitting techniques, it was most common to have out-of-bounds forecasts already before the 
third intervention phase measurement occasion. This is relevant, considering that an immediate 
effect can be understood to refer to the first three intervention data points (Kratochwill et al., 
2010).  
Table 1 
Absolute frequency of articles (out of a total of 68) in which an out-of-bounds forecast is 
obtained at earliest before the ith intervention phase measurement occasion. The results represent 
five methods for fitting straight trend line to the baseline data. 
  Impossible low forecasts 
 ith occasion bi-split tri-split Theil-Sen OLS differencing 
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1st to 3rd 27 24 23 24 21 
4th to 5th 2 3 2 4 5 
6th to 10th 0 2 0 2 2 
after 10th  3 2 3 3 2 
  Impossible high forecasts 
 ith occasion bi-split tri-split Theil-Sen OLS differencing 
1st to 3rd 7 8 7 7 6 
4th to 5th 2 1 2 3 3 
6th to 10th 2 1 1 1 0 
after 10th  1 1 2 1 0 
Note. OLS – ordinary least squares 
These results suggest that researchers using techniques extrapolating baseline trend should be 
cautious with downward trends that would apparently lead to negative values, if continued. We 
do not claim that the four journals and year 2015 are representative of all SCED published 
research, but the evidence obtained suggests that trend extrapolation may affect the 
meaningfulness of the quantitative operations performed with the predicted data frequently 
enough to be considered an issue worth of investigation. 
Main Issues When Extrapolating Baseline Trend and Tentative Solutions 
The main issues when extrapolating baseline trend identified by Parker et al. (2011) include: 
(a) unreliable trend lines fitted; (b) the assumption that trends continue unabated; (c) no 
consideration of baseline phase length; and (d) the possibility of out-of-bounds forecasts. In this 
section, we comment on each of the four issues identified by Parker and colleagues (2011) 
separately (although they are related), and we propose tentative solutions, based on the existing 
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literature. However, we begin by discussing in brief how these issues could be avoided instead of 
being addressed.  
Avoiding the Issues 
Three decisions can be made in relation to trend extrapolation. First, the researcher may wonder 
whether there is any clear trend at all. For that purpose, a tool such as a trend stability envelope 
(Lane & Gast, 2014) can be used. According to Lane and Gast (2014) a within-phase trend 
would be considered stable (or clear) when at least 80% of data points fall within the envelope 
defined by the split-middle trend line plus/minus 25% of the baseline median. Similarly, 
Mendenhall and Sincich (2012) suggest, although not in the context of single-case data, that a 
good fit of an ordinary least squares trend line would be represented by a coefficient of variation 
of 10% or smaller. We consider that either of these descriptive approaches is likely to be more 
reasonable than testing the statistical significance of the baseline trend, before deciding whether 
to take it into account or not, because such a statistical test may lack power for short baselines 
(Tarlow, 2017). Using Kendall’s tau as a measure of the percentage of improving data points 
(Vannest, Parker, Davis, Soares, & Smith, 2012) would not inform about whether a clear linear 
trend is present, because it refers to a monotonic trend 
In case the data show considerable variability and no clear trend, it is possible to use a 
quantification not relying on: (a) linear trend, (b) any specific nonlinear trend, or (c) any average 
level whatsoever, by using a nonoverlap index. Specifically, the Nonoverlap of all pairs (NAP; 
Parker & Vannest, 2009) can be used when the baseline data do not show a natural improvement, 
whereas Tau-U (Parker et al., 2011) can be used when there is apparently such an improvement 
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but it is not necessarily linear3. A different approach could be to quantify the difference in level 
(e.g., using a d-statistic), after showing that the assumption of no trend is plausible via a GAM 
(Sullivan et al., 2015). Thus, there would be no trend line fitting and no trend extrapolation.  
In case the trend looks clear (visually or according to a formal rule) and the researcher 
decides to take it into account, it is possible not to extrapolate trend lines. For instance, it is 
possible to fit separate trend lines to the different phases and compare the slopes and intercepts 
of these trend lines, as in piecewise regression (Center et al., 1985-1986).  
Although, these potential solutions seem reasonable, we here deal with the third option, 
namely, the case in which baseline extrapolation is desired (as it is part of the analytical 
procedure chosen prior to data collection), but the researcher is willing to improve the way in 
which such extrapolation is performed.  
First Issue: Unreliable Trend Lines Fitted 
If an unreliable linear trend is fitted (e.g., the relation between the time variable and the 
measurements would be described by a small R² value), then the degree of confidence we have in 
the representation of the baseline data is reduced. If the fit of baseline trend line to the data is 
poor, its extrapolation would also be problematic. It is expected that, in case the amount of 
variability is the same, shorter baselines will result in more uncertain estimates. In that sense, this 
issue is related to the next one.  
Focusing specifically on reliability, we advocate for quantifying the amount of fit of the trend 
line and use this information when deciding on baseline trend extrapolation. Regarding the 
                                                          
3 Note that Tarlow (2017) identified several issues with Tau-U and proposed the “Baseline corrected Tau”, which 
however corrects the data using linear trend as estimated using the Theil-Sen estimator and, thus, implicitly 
assumes that a straight line is good representation of the baseline data. 
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comparison between actual and fitted values, Hyndman and Koehler (2006) review the 
drawbacks of several measures of forecast accuracy including widely known options such as the 




, based on a quadratic loss function and inversely related to R2) 
or the Minimum Absolute Error (
|𝑦𝑖−?̂?𝑖|
𝑛
, based on a linear loss function). Hyndman and Koehler 
(2006) and propose the Mean Absolute Scaled Error (MASE). For a trend line fitted to the 𝑛𝐴 
baseline measurements, MASE can be written as follows: 
𝑀𝐴𝑆𝐸 = ∑ |(𝑦𝑖 − ?̂?𝑖)







 𝑛𝐴⁄  
Hyndman and Koehler (2006, p. 687) state that MASE is “easily interpretable, because values of 
MASE greater than one indicate that the forecasts are worse, on average, than in-sample one-step 
forecasts from the naïve method”. (The naïve method entails predicting a value from the 
previous one, that is, the random walk model that has frequently been used to assess the degree 
to which more sophisticated methods provide more accurate forecasts that this simple procedure; 
Chatfield, 2000.) Thus, values of MASE greater than one could be indicative that a general trend 
(e.g., a linear one as in MPD) does not provide a good enough fit to the data from which it was 
estimated, because it does not improve the fit of the naïve method.  
Second Issue: Assuming that Trend Continues Unabated 
This issue refers to treating baseline trend as if it were always the same for the whole period of 
extrapolation. By default, all the analytical techniques mentioned in the section “Analytical 
Techniques That Entail Extrapolating Baseline Trend” extrapolate baseline trend until the end of 
the intervention phase. Thus, one way of dealing with this issue is to limit the extrapolation, 
following Rindskopf and Ferron (2014) who state that “for a short period, behavior may show a 
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linear trend, but we cannot project that linear behavior very far into the future” (p. 229). 
Similarly, when discussing the gradual effects model, Swan and Pustejovksy (2018) also caution 
against long extrapolations, although their focus is put on the intervention phase and not on the 
baseline phase.  
An initial approach could be to select how far away to extrapolate baseline trend prior to 
gathering and plotting the data, by selecting a number that would be the same across studies. 
When discussing an approach for comparing level when trend lines are fitted separately to each 
phase, it has been suggested that a comparison can be performed at the fifth intervention phase 
measurement occasion (Rindskopf & Ferron; 2014; Swaminathan et al., 2014). It is possible to 
extend this recommendation to the current situation and state that the baseline trend should be 
extrapolated until the fifth intervention phase measurement occasion. The choice of five 
measurements is arbitrary, but it is well aligned with the minimal phase length required in the 
What Works Clearinghouse Standards (Kratochwill et al., 2010). Nonetheless, our review (Table 
1) suggests that impossible extrapolations are common even before the fifth intervention phase 
measurement occasion and thus a comparison at that point may not avoid a comparison with an 
impossible projection from the baseline. Similarly, when presenting the gradual effects model, 
Swan and Pustejovsky (2018) define the calculation of the effect size for an a priori set number 
of intervention phase measurement occasions. In their study, this number depends on the actually 
observed intervention phase lengths. Moreover, Swan and Pustejovsky (2018) suggest a 
sensitivity analysis, comparing the results of several possible a priori set numbers. It could be 
argued that a fixed choice would avoid making data-driven decisions that could favor finding 
results according to the expectations of the researchers (Wicherts et al., 2016). A second 
approach would be to choose how far away to extrapolate on the basis of both a design feature 
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(baseline phase length, see next) and a data feature (amount of fit of the trend line to the data, 
expressed as MASE). In the following text, we present a tentative solution including both these 
aspects. 
Third Issue: No Consideration of Baseline Phase Length 
Parker et al. (2011) express a concern that baseline trend correction procedures do not take into 
consideration the length of the baseline phase. The problem is that a short baseline is potentially 
related to unreliable trend and it could also entail predicting many values (i.e., a longer 
intervention phase) from few values, which is not justified. 
In order to take baseline length (nA) into account, one approach may be to limit the 
extrapolation of baseline trend into the first nA treatment phase measurement occasions. This 
approach introduces an objective criterion based on a characteristic of the design. A conservative 
version of the previous alternative is to estimate how far away to extrapolating using the 
following expression: ?̂?𝐵 = ⌊𝑛𝐴 × (1 − 𝑀𝐴𝑆𝐸)⌋ applying the restriction that  0 ≤ ?̂?𝐵 ≤ 𝑛𝐵. 
Thus, the extrapolation is determined by both the number of baseline measurements (nA) and the 
goodness-of-fit of the trend line to the data. When 𝑀𝐴𝑆𝐸 > 1 the expression for ?̂?𝐵 would give 
a negative value, precluding extrapolation. For data in which 𝑀𝐴𝑆𝐸 < 1, the better the fit of the 
trend line to the data, the further away that the extrapolation could be considered justified. From 
the expression presented for ?̂?𝐵 it can be seen that in case the result of the multiplication is not 
an integer, the value representing the number of intervention phase measurement occasions to 
which to extend the baseline trend (?̂?𝐵) is truncated. Finally, note the restriction that ?̂?𝐵 should 
be equal to or smaller than 𝑛𝐵, because it is possible that the baseline is longer than the 
intervention phase (𝑛𝐴 > 𝑛𝐵) and that even after applying the correction factor representing the 
fit of the trend line ?̂?𝐵 > 𝑛𝐵. Thus, whenever ?̂?𝐵 > 𝑛𝐵, it is reset to ?̂?𝐵 = 𝑛𝐵.  
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Fourth Issue: Out-of-Bounds Forecasts 
Extrapolating baseline trend for five, 𝑛𝐴, or ?̂?𝐵 measurement occasions may make trend 
extrapolation more reasonable (or, at least, less unreasonable), but neither precludes out-of-
bounds forecasts. When Parker et al. (2011) discussed the issue that certain procedures 
controlling for baseline trend could lead to projecting trend beyond rational limits, they proposed 
the conservative trend correction procedure implemented in Tau-U. This procedure could be 
useful for controlling statistically for baseline trend, although the evidence provided by Tarlow 
(2017) suggests the trend control incorporated in Tau-U is insufficient (i.e., leading to false 
positive results), especially as compared to other procedures, including MPD. An additional 
limitation of the trend correction procedure is that it cannot be used when extrapolating baseline 
trend. Therefore, we consider other options in the following text. 
Nonlinear models. One option, suggested by Rindskopf and Ferron (2014), is to use 
nonlinear models for representing situations in which a stable and low initial level during the 
baseline phase experiences a change due to the intervention (e.g., an upward trend) before 
settling at a stable high level. Rindskopf and Ferron (2014) suggest using logistic regression with 
an additional term for identifying the moment in time in which the response has gone halfway 
between the floor and the ceiling. Similarly, Shadish et al. (2016) and Verboon and Peters (2018) 
used a logistic model for representing data with a clear floor and ceiling effect. The information 
that can be obtained fitting a generalized logistic model is in terms of the floor and ceiling levels, 
the rate of change, and the moments in which the change from floor to ceiling plateau starts and 
stops (Verboon & Peters, 2018). Shadish et al. (2016) acknowledge that not all analysts are 
expected to be able to fit intrinsically nonlinear models and that choosing one model over 
another is always partly arbitrary, suggesting nonparametric smoothing as an alternative.  
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Focusing on the need to improve MPD, the proposals by Rindskopf and Ferron (2014) and 
Verboon and Peters (2018) are not applicable, as the logistic model they present deals with 
considering the data of a baseline phase and an intervention phase jointly, whereas in MPD 
baseline trend is estimated and extrapolated in order to allow for a comparison between projected 
and observed patterns of the outcome variable (as suggested by Kratochwill et al., 2010 and 
Horner, Swaminathan, Sugai, and Smolkowski, 2012, when performing visual analysis). In 
contrast, Shadish et al. (2016) used the logistic model for representing the data within one of the 
phases in order to explore whether any within-phase change took place, but they were not aiming 
to use the within-phase model for extrapolating into the subsequent phase.  
Although not all systematic changes in the behavior of interest are necessarily linear, there are 
three drawbacks in applying nonlinear models to single-case data or even to the usually longer 
time series data (Chatfield, 2000). First, there has not been extensive research with short time-
series data on any of the possible nonlinear models (e.g., logistic, Gompertz, polynomial) 
applicable for modeling growth curves in order to ensure that known minimal and maximal 
values of the measurements are not exceeded. Second, it may be difficult to distinguish between 
a linear model with disturbance from an inherently nonlinear model. Third, a substantive 
justification is necessary, based either on theory or on previously fitted nonlinear models, for 
preferring one nonlinear model instead of another, or for preferring a nonlinear model instead of 
the more parsimonious linear model. However, the latter two challenges are circumvented by 
GAMs, because they allow avoiding the need to explicitly posit a specific model for the data 
(Sullivan et al., 2015).  
Winsorizing. Faith, Allison, and Gorman (1997) suggest rescaling manually out-of-bounds 
predicted scores within limits, a manipulation similar to winsorization. Thus, trend will be 
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extrapolated until the values predicted are possible and then using a flat line at the 
minimum/maximum possible value (e.g., 0 when the aim is to eliminate a behavior or 100% 
when the aim is to improve in the completion of a certain task). The “manual” rescaling of out-
of-bounds forecasts could be supported by Chatfield’s (2000, pp. 175-179) claim that it is 
possible to make judgmental adjustments to forecasts and also to use the “eyeball test” for 
checking whether forecasts are intuitively reasonable, given that background knowledge (albeit 
as simple as knowing the bounds of the outcome variable) is part of non-automatic univariate 
methods for forecasting in time series analysis. In summary, just like the logistic model, 
winsorizing the trend line depends on the data at hand. As a limitation, Parker et al. (2011) claim 
that such a correction would impose artificial ceiling to the effect size. However, it could also be 
argued that computing an effect size on the basis of impossible values is equally (or more) 
artificial, as it involves only crunching numbers, some of which (e.g., negative frequencies) are 
meaningless.  
Damping trend. A third option arises from time series forecasting, in which exponential 
smoothing is one of the methods commonly used (Billah, King, Snyder, & Koehler, 2006). 
Specifically, in double exponential smoothing, which can be seen as a special case of Holt’s 
(2004) linear trend procedure, it is possible to include a damping parameter (Gardner & 
McKenzie, 1985) which indicates how much the slope of the trend is reduced in subsequent time 
periods. According to the review performed by Gardner (2006), the damped additive trend is the 
model of choice when using exponential smoothing. A damped trend can be interpreted as an 
attenuation reflecting the gradual reduction of the trend until the behavior eventually settles at an 
upper or a lower asymptote. This would address Parker et al.’s (2011) concern that it may not be 
reasonable to consider that the baseline trend will continue unabated until the end of the 
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intervention phase in absence of effect. Moreover, the behavioral progression is more gradual 
than the one implied when winsorizing. Furthermore, a gradual change is also in the basis of 
recent proposals for modeling longitudinal data using generalized additive models (Bringmann et 
al., 2017). 
Aiming for a tentative solution for out-of-bounds forecasts for techniques such as MPD, we 
consider reasonable to borrow the idea about damping trend from the linear trend model by Holt 
(2004). In contrast, the application of that latter model in its entirety to short SCED baselines 
(Shadish & Sullivan, 2011; Smith, 2012; Solomon, 2014) is limited by the need to estimate 
several parameters (smoothing parameter for level, smoothing parameter for trend, damping 
parameter, initial level and initial trend). 
We consider that a gradually reduced trend conceptualization seems more substantively 
defensible than winsorizing abruptly the trend line. In that sense, instead of extrapolating the 
linear trend until the lower or upper bound is reached and then flattening the trend line, it is 
possible to estimate the damping coefficient in such a way as to ensure that impossible forecasts 
are not obtained in the period of extrapolation (i.e., in the ?̂?𝐵 or 𝑛𝐵 measurement occasions after 
the last baseline data point, according to whether extrapolation is limited, as we propose here, or 
not). The damping parameter is usually represented by the Greek letter phi (φ), so that the trend 
line extrapolated into the intervention phase would be based on the baseline trend (𝑏1) as follows 
𝑏1 × 𝜑
𝑖;  𝑖 = 1,2, … , ?̂?𝐵, so that the first predicted intervention phase measurement is ?̂?1 = ?̂?𝑛𝐴 +
𝑏1 × 𝜑 and the subsequent forecasts (for 𝑖 = 2,3, … , ?̂?𝐵) are obtained via ?̂?𝑖 = ?̂?𝑖−1 + 𝑏1 × 𝜑
𝑖. 
The previous expressions are presented using ?̂?𝐵, but they can be rewritten using 𝑛𝐵 in case 
extrapolation is not limited in time. For avoiding extrapolation into impossible values, the 
damping parameter would be estimated from the data in such a way that the final predicted value 
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?̂??̂?𝐵 would still be within the bounds of the outcome variable. We propose an iterative process 
checking values of 𝜑 from 0.05 to 1.00 with steps of 0.001 in order to identify the largest 𝜑 
value 𝑘 for which there are no out-of-bounds values, whereas for (𝑘 + 0.001) there is one or 
more such values. The closer that 𝜑 is to 1, the further away in the intervention phase the first 
out-of-bounds forecast is produced. Estimating φ from the data and not setting it to an a priori 
chosen value is in accordance with the usually recommended practice in exponential smoothing 
(Billah et al., 2006). 
Justification of the Tentative Solutions 
Our main proposal is to combine the quantitative criterion for how far away to extrapolate 
baseline trend (?̂?𝐵) with damping trend, in case the latter is necessary within the ?̂?𝐵 limit. The 
fact that both  ?̂?𝐵 and the damping parameter 𝜑 are estimated from the data rather than being 
pre-determined implies that this proposal is data-driven. We consider that the data-driven 
quantification of ?̂?𝐵 is also not necessarily a drawback, due to three reasons: (a) there is an 
objective formula proposed for estimating how far away it is reasonable to extrapolate baseline 
trend, according to the data at hand; that is, the choice is not made subjectively by the research in 
order to favor his/her hypotheses; (b) this formula is based on a design feature (i.e., the baseline 
phase length) and a data feature (i.e., the MASE as a measure of the accuracy of the trend line 
fitted); and (c) there may be no substantive reason available a priori regarding when an 
extrapolation becomes unjustified. 
We also consider that estimating the damping parameter from the data is not a drawback 
either, given that: (a) φ is estimated from the data in Holt’s linear trend model for which it was 
proposed; (b) damping trend can be considered conceptually similar to choosing a function, in a 
growth curve model, that makes possible incorporating an asymptote (Chatfield, 2000), because 
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both are modeling decisions made by the researcher on the basis of knowing the characteristics 
of the data and, in both cases, the moment in which the asymptote is reached depends on the data 
at hand and not on a predefined criterion; (c) the use of regression splines (Bringmann et al., 
2017; Sullivan et al., 2015) for modelling nonlinear relation is also data driven, despite the fact 
that a predefined number of knots may be used.  
The combined use of ?̂?𝐵 plus the estimation of φ can be applied to OLS baseline trend (as 
used in the Allison and Gorman, 1993, model), to split-middle trend (as used in the conservative 
dual criterion, Fisher et al., 2003, or in the percentage of data points exceeding median trend; 
Wolery et al., 2010) and to the trend extrapolation which is part of MPD (Manolov & Solanas, 
2013). In the following section we focus on MPD.  
The current proposal is also well-aligned with Bringmann et al.’s (2017) recommendation for 
models that do not require existing theories about the expected nature of the change in the 
behavior, excessively high computational demands, or long series of measurements. 
Additionally, as these authors suggest, the methods need to be readily usable by applied 
researchers, which is achieved by the software implementations we created.   
Limitations of the Tentative Solutions 
As already mentioned previously, it could be argued that the tentative solutions are not necessary 
in case the researcher simply avoids extrapolation. Moreover, we do not argue that the 
expressions presented for deciding whether and how far to extrapolate are the only possible or 
necessarily the optimal ones; we rather aimed at defining an objective rule on a solid, albeit 
arbitrary, basis. An additional limitation, as suggested by a reviewer, is that for a baseline with 
no variability, MASE would not be defined. In such a case, when the same value is repeated nA 
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time (e.g., when the value is 0 because the individual is unable to perform the action required), 
we do consider that an unlimited extrapolation would be warranted, because the reference to 
which the intervention phase data would be compared is clear and unambiguous.  
Incorporating the Tentative Solutions in a Data Analytical Procedure 
Modifying the MPD 
The revised version of the MPD includes the following steps: 
1. Estimate the slope of the baseline trend as the average of the differenced data (𝑏1(𝐷)). 
2. Fit the trend line, choosing4 one of the three definitions of the intercept (see Appendix B; 
https://osf.io/js3hk/) according to the value of the MASE.  
3. Extrapolate baseline trend, if justified (i.e., if 𝑀𝐴𝑆𝐸 < 1), for as many intervention phase 
measurement occasions as justified (i.e., for the first ?̂?𝐵 measurement occasions of the 
intervention phase) and considering the need for damping trend to avoid out-of-bounds 
forecasts: the damping parameter 𝜑 would be equal to 1 when all ?̂?𝐵  forecasts are within 
bounds; 𝜑 < 1, otherwise. 
4. Compute MPD as the difference between the actually obtained and the forecast first ?̂?𝐵 
intervention phase values. 
Illustration of the Proposal for Modifying MPD 
Procedure. In the current section, we chose three of the studies included in the review we 
performed (all three data sets are available at https://osf.io/js3hk/ in the format required by the 
                                                          
4 It could be argued that having available (i.e., in the Shiny application) three different ways of defining the 
intercept may prompt applied researchers to choose the definition that favors theirs hypotheses or expectations. 
Nevertheless, we advocate for using the definition of the intercept that provides better fit to the data, both 
visually and quantitatively, as assessed via the MASE.  
26 
Running head: EXTRAPOLATING BASELINE TREND 
Shiny application http://manolov.shinyapps.io/MPDExtrapolation implementing the modified 
version of MPD). From the illustrations it is clear that, although the focus of the current text is on 
the comparison between a pair of phases, such a comparison can be conceptualized to be part of 
a more appropriate design structure such as ABAB or multiple-baseline (Kratochwill et al., 2010; 
Tate et al., 2013), by replicating the same procedure for each AB comparison. Such a way of 
analyzing data corresponds to the suggestion by Scruggs and Mastropieri (1998) to perform 
comparisons only for data that maintain the AB sequence.  
Example 1. The Ciullo, Falcomata, Pfannenstiel, and Billingsley (2015) data were chosen as 
the multiple baseline design includes short baselines and extrapolation into out-of-bounds 
forecasts (impossible low values) for the first tier5 (Figure 1) and for the third tier. In Figure 1, 
trend extrapolation was not limited (i.e., the baseline trend was extrapolated for all 𝑛𝐵=7 values) 
in order to allow comparing winsorizing and damping trend. Limiting the extrapolation to ?̂?𝐵=2 
would have made unnecessary using either of winsorizing or damping trend, because no out-of-
bound forecasts would have been obtained; MPD would have been equal to 40.26. 
 
                                                          
5 Following Tate and Perdices (2018) we use the term “tier” to refer to each AB-comparison within a multiple-
baseline design. Therefore, “tiers” could refer to different individuals if the multiple-baseline design entails a 
staggered replication across participants or to different behaviors or settings if there is a replication across 
behaviors or settings. Additionally, the term “tier” enables avoiding a confusion with the term “baseline”, which 
denotes only the A phase of the AB-comparison. 
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Figure 1. Results for Mean Phase Difference (MPD) with slope estimated through differencing 
and intercept computed as in the Theil-Sen estimator. The results on the left panel are based on 
winsorizing the trend line when the lower bond is reached. The results on the right panel are 
based on damping trend. Trend extrapolation is not limited. The data correspond to the first tier 
(a participant called Salvador) of the Ciullo et al. (2015) multiple-baseline design study.  
 
Limiting the amount of extrapolation seems reasonable, because for both of them the 
intervention phase is almost three times as long as the baseline phase; using ?̂?𝐵 leads to avoiding 
impossible low forecasts for these data and to more conservative estimates of the magnitude of 
effect. Damping the trend line was necessary for three of the four tiers and also led to more 
conservative estimates, given that the out-of-bounds forecasts were in a direction opposite to the 
one desired with the intervention. The numerical results are available in Table 2. 
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Table 2  
Values for the different versions of the Mean Phase Difference (MPD) as applied to the multiple 







































































Note. MPD 2013 (Manolov & Solanas, 2013); MPD 2015 (Manolov & Rochat, 2015); MPD TS: using the Theil-Sen 
estimate of the intercept. MASE – mean absolute scaled error. nA – number of baseline measurements; nB – number 
of intervention phase measurements; ?̂?𝐵 – number of intervention phase measurement occasions into which to 
extrapolate baseline trend, when extrapolation is limited; φ – trend damping coefficient. 
 
Example 2. The data from Allen, Vatland, Bowen, and Burke (2015) were chosen, because 
this study represents a different data pattern: longer baselines are available, which could allow 
for better estimation of trend, but the baseline data are apparently very variable. There are also 
longer intervention phases, which would require extrapolations further away in time. Thus, we 
wanted to illustrate how limiting extrapolations affects the quantifications of effect.  
For tier 1, out-of-bounds forecasts (impossible high values – in the same direction as desired 
for the intervention) are obtained. However, damping trend led to avoiding such forecasts and 
also to greater estimates of the effect. For tier 2 and tier 3 (the latter is represented in Figure 2), 
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limiting the amount of extrapolation had a very strong effect, due to the high MASE values and 
only a very short extrapolation is justified for tiers 2 and 3. The limited extrapolation is also 
related to greater estimates of the magnitude of effect for tiers 2 and 3.  
 
Figure 2. Results for Mean Phase Difference (MPD) with slope estimated through differencing 
and intercept computed as in the Theil-Sen estimator. Trend extrapolation: limited (left panel) vs. 
not limited (right panel). Damping trend was not necessary in either case (φ=1). The data 
correspond to the third tier of the Allen et al. (2015) multiple-baseline design study. 
 
Therefore, using only the first ?̂?𝐵 intervention phase data points for the comparison reflects 
the reasonable doubt regarding whether the (not sufficiently clear) improving baseline trend 
would have continued unchanged throughout the whole intervention phase (i.e., for 23 or 16 
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measurement occasions, for tiers 2 and 3, respectively). The numerical results are available in 
Table 3. 
 
Table 3  
Values for the different versions of the Mean phase difference (MPD) as applied to the multiple 
























































Note. MPD 2013 (Manolov & Solanas, 2013); MPD 2015 (Manolov & Rochat, 2015); MPD TS: using the Theil-Sen 
estimate of the intercept. MASE – mean absolute scaled error. nA – number of baseline measurements; nB – number 
of intervention phase measurements; ?̂?𝐵 – number of intervention phase measurement occasions into which to 
extrapolate baseline trend, when extrapolation is limited; φ – trend damping coefficient; NA – not available, because 
?̂?𝐵=0. 
 
Example 3. The data from Eilers and Hayes (2015) were chosen as they include baselines of 
varying lengths, out-of-bounds forecasts for tiers 1 and 2, and a nonlinear pattern in tier 3 (to 
which a linear trend line is expected to show poor fit). For these data, damping and limiting the 
extrapolation, when applied separately, both correct the overestimation of effect that would arise 
from out-of-bounds (high) forecasts in a direction opposite to the one desired for the 
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intervention. Such an overestimation, in absence of damping, would lead to MPD values 
implying more than 100% reduction, which is meaningless (see Figure 3).  
 
Figure 3. Results for Mean Phase Difference (MPD) with slope estimated through differencing 
and intercept computed as in the Theil-Sen estimator. Trend: damped completely (right panel; 
φ=0) vs. not damped (left panel; φ=1). Trend extrapolation is not limited in this figure. The data 
correspond to the second tier of the Eilers and Hayes (2015) multiple-baseline design study.  
 
Specifically, damping trend is necessary for tiers 1 and 2 to avoid such forecasts. Note that for 
tier 3, the fact that a straight line does not represent the baseline data well is reflected by 
𝑀𝐴𝑆𝐸 > 1 and ?̂?𝐵 < 1, leading to a recommendation not to extrapolate baseline trend. The 
numerical results are available in Table 4. 
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Table 4 
Values for the different versions of the Mean phase difference (MPD) as applied to the multiple 
























































Note. MPD 2013 (Manolov & Solanas, 2013); MPD 2015 (Manolov & Rochat, 2015); MPD TS: using the Theil-Sen 
estimate of the intercept. MASE – mean absolute scaled error. nA – number of baseline measurements; nB – number 
of intervention phase measurements; ?̂?𝐵 – number of intervention phase measurement occasions into which to 
extrapolate baseline trend, when extrapolation is limited; φ – trend damping coefficient; NA – not available, because 
?̂?𝐵=0. 
 
General comments. In general, the modifications introduced in MPD achieve the aims to: (a) 
avoid extrapolating from a short baseline to a much longer intervention phase (Example 1); (b) 
avoid assuming that trend will continue exactly the same for many measurement occasions 
beyond the baseline phase (Example 2); (c) follow an objective criterion regarding a baseline 
trend line that is not justified to be extrapolated at all (Example 3); and (d) avoid excessively 
large quantifications of effect when comparing to impossibly bad (counter-therapeutic) forecasts 
in absence of effect (Examples 1 and 3). Furthermore, note that for all data sets included in this 
illustration the smallest MASE values were obtained using the Theil-Sen definition of intercept. 
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Small-scale Simulation Study 
In order to obtain additional evidence regarding the performance of the proposals, an application 
to generated data is a necessary complement to the application to previously published real 
behavioral data. The simulation presented in the current section should be understood as a proof-
of-concept, rather than as a comprehensive source of evidence. We consider that further thought 
and research should be dedicated to simulating discrete bounded data (e.g., counts, percentages) 
and to studying the current proposals for deciding how far to extrapolate baseline trend and how 
to deal with impossible extrapolations.   
Data Generation 
We simulated independent and autocorrelation count data using a Poisson model, following the 
article by Swan and Pustejvosky (2018) and adapting their R code available in the supplementary 
material to their article (https://osf.io/gaxrv and 
https://www.tandfonline.com/doi/suppl/10.1080/00273171.2018.1466681). The adaptation 
consisted in adding general trend for certain conditions (denoted here by β1, whereas β2 denoted 
the change in level parameter, unlike Swan and Pustejovsky, 2018, who denoted the change in 
level by β1) and simulating immediate effects instead of delayed effects (i.e., we set ω=0). Given 
that ω=0, the simulation model, as described by Swan and Pustejovsky (2018), is as follows. The 
mathematical expectancy for each measurement occasion is 𝜇𝑡 = exp (𝛽0 + 𝛽1𝑡 + 𝛽2𝐷), where t 
is the time variable defined taking values 1, 2, …, nA+nB and D is a dummy variable for change 
in level taking nA values of 0 followed by nB values of 1. The first value, Y1, is simulated from a 
Poisson distribution with a mean set to  𝜆1 = 𝜇1. Subsequent values (j = 2, 3, …, nA+nB) are 
simulated taking autocorrelation into account (𝜑𝑗 = 𝑚𝑖𝑛{𝜑, 𝜇𝑗 𝜇𝑗−1⁄ } ) leading to the following 
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mean for the Poisson distribution: 𝜆𝑗 = 𝜇𝑗 − 𝜑𝑗𝜇𝑗−1. Finally, values from second to last, were 
simulated as 𝑌𝑗 = 𝑋𝑗 + 𝑍𝑗, where 𝑍𝑗 follows a Poisson distribution with mean 𝜆𝑗 and 𝑋𝑗 follows a 
binomial distribution with 𝑌𝑗−1 trials and a probability of 𝜑𝑗. 
The specific simulation parameters for defining 𝜇𝑡 were: e
β0=50 (representing the baseline 
frequency), β1=0, −0.1, −0.2, β2=−0.4 (representing the intervention effect as an immediate 
change in level), autocorrelation 𝜑=0 or 0.4. Regarding the intervention effect, according to the 
formula %𝑐ℎ𝑎𝑛𝑔𝑒 = 100% × [exp(𝛽2) − 1] (Pustejovsky, 2018b), the effect was a reduction of 
approximately 33% or 16.5 points from the baseline level (eβ0) set to 50. Phase lengths (nA = nB) 
were 5, 7, or 10. 
The specific simulation parameters β, as well as simulating the intervention effect as a 
reduction, were chosen in such a way as to produce a floor effect for certain simulation 
conditions. That is, for some of the conditions the values of the dependent variable were equal or 
close to zero before the end of the intervention phase and, thus, could not improve any more. For 
these conditions, extrapolating the baseline trend would lead to impossible negative forecasts. 
Such a data pattern represents well the findings from out review according to which in almost 
40% of the articles there was at least one AB-comparison leading to impossible negative 
predictions in case baseline trend continued. Example datasets of the simulation conditions are 
presented as figures at https://osf.io/js3hk/.  10,000 iterations were performed for each condition 
using R code (https://cran.r-project.org).  
Data Analysis 
Six different quantifications of intervention effect were computed. First, an immediate effect, as 
defined in Piecewise regression (Center et al., 1985-1986), and by extension in multilevel models 
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(Van den Noortgate & Onghena, 2008), was computed. This immediate effect represents a 
comparison, for the first intervention phase measurement occasion, between the extrapolated 
baseline trend and the fitted intervention phase trend. Second, an average effect, as defined in the 
generalized least squares proposal by Swaminathan et al. (2014) was computed. This average 
effect (𝛿𝐴𝐵) is based on the expression by Rogosa (1980) initially proposed for computing an 
overall effect in the context of the analysis of covariance when the regression slopes are not 
parallel. The specific expressions are: (1) for the baseline data: 𝑦𝑡
𝐴 = 𝛽0
𝐴 + 𝛽0
𝐴𝑡 + 𝑒𝑡, where t = 
1, 2, …, nA; (2) for the intervention phase data: 𝑦𝑡
𝐵 = 𝛽0
𝐵 + 𝛽0
𝐵𝑡 + 𝑒𝑡, where t = nA+1, nA+2, …, 







. Additionally, four versions of the MPD 
were computed: (a) estimating the baseline trend line using the Theil-Sen estimator with no 
limitation of the extrapolation and no correction for impossible forecasts; (b) the MPD 
incorporating the expression for ?̂?𝐵 for limiting the extrapolation [MPD Limited]; (c) the 
incorporating the expression for ?̂?𝐵 and using flatting for correcting impossible forecasts [MPD 
Limited flat]; and (d) the incorporating the expression for ?̂?𝐵 and using damping trend for 
correcting impossible forecasts [MPD Limited damping]. Finally, we obtained two additional 
pieces of information: the percentage of iterations in which ?̂?𝐵 < 1 (due to MASE being greater 
than 1) and the quartiles (plus minimum and maximum) corresponding to ?̂?𝐵 for each 
experimental condition.  
Results of the Simulation Study 
The results of the simulation are presented in Tables 5, 6, and 7, for phase lengths of five, seven, 
and ten measurements, respectively. When there is an intervention effect (β2=−0.4) but no 
general trend (β1=0), all quantifications lead to very similar results, which are also very similar to 
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the expected overall difference of 16.5. The most noteworthy result for these conditions is that, 
when there is autocorrelation, for phase lengths of seven and ten data points, the naïve method is 
more frequently a better model for the baseline data than the Theil-Sen trend (e.g., 17.51% for 
autocorrelated data vs. 6.61% for independent data when nA = nB = 10). This is logical because 
according to the naïve method each data point is predicted from the previous one and positive 
first-order autocorrelation entails that adjacent values are more similar to each other than 
expected by change. 
Table 5 
Results obtained for simulation conditions with five measurements per phase. The first six rows 
correspond to estimates of difference between phases. 
Differences 
b1=0,b2=    
−0.4, phi=0 
b1=−0.2,b2=     
−0.4, phi=0 
b1=0,b2=                 
−0.4, phi=0.4 
b1=−0.2,b2=        
−0.4, phi=0.4 
Immediate effect 16.44 1.90 16.50 1.86 
𝛿𝐴𝐵 16.49 −6.58 16.53 −6.59 
MPD 16.50 −6.41 16.58 −6.52 
MPD Limited 16.32 −1.36 16.41 −1.94 
MPD Limited flat 16.32 −0.21 16.41 −0.50 
MPD Limited damping 16.32 0.25 16.41 0.03 
Percentage ?̂?𝐵 < 1 1.75% 0.35% 1.71% 0.43% 
quantiles for ?̂?𝐵 
(0,.25,.5,.75,1) 0,2,2,3,4 0,2,3,3,4 0,1,2,3,4 0,2,3,3,4 
 
When there is general trend, for nA=nB=5 (Table 5), the floor effect means that only the 
immediate effect remains favorable for the intervention (i.e., lower value for the dependent 
variable in the intervention phase). In contrast, a comparison between the baseline extrapolation 
and the treatment data leads to overall quantifications (𝛿𝐴𝐵 and MPD) suggesting deterioration. 
This is because of the impossible (negative) predicted values. The other versions of MPD entail 
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quantifications that are less overall (i.e., ?̂?𝐵 < 𝑛𝐵) and the MPD version that both limits 
extrapolation and uses damping to avoid impossible projections is the one leading to values more 
similar to the immediate effect.  
 
Table 6 
Results obtained for simulation conditions with seven measurements per phase. The first six 
rows correspond to estimates of difference between phases. 
Differences 
b1=0,b2=        
−0.4, phi=0 
b1=−0.2,b2=         
−0.4, phi=0 
b1=0,b2=             
−0.4, phi=0.4 
b1=−0.2,b2=         
−0.4, phi=0.4 
Immediate effect 16.45 −0.89 16.33 −0.87 
𝛿𝐴𝐵 16.47 −12.70 16.30 −12.61 
MPD  16.44 −12.77 16.35 −12.86 
MPD Limited 16.29 −4.85 16.16 −5.15 
MPD Limited flat 16.29 −2.25 16.16 −2.33 
MPD Limited damping 16.29 −1.59 16.16 −1.70 
Percentage ?̂?𝐵 < 1 5.48% 1.80% 10.56% 2.67% 
quantiles for ?̂?𝐵 
(0,.25,.5,.75,1) 0,2,3,3,5 0,2,3,4,6 0,1,2,3,5 0,2,3,4,6 
  
For conditions with nA=nB=7 (Table 6), the results and the comments are equivalent. The 
only difference is that for a general trend expressed as β1=−0.2, the baseline “spontaneous” 
reduction is already large enough to reach the floor values and thus even the immediate effect is 
unfavorable for the intervention. The results for nA=nB=10 (Table 7) are similar. For nA=nB=10 
we added another condition in which the general trend was not so pronounced (i.e., β1=−0.1) as 
to lead to a floor effect already during the baseline. For these conditions, the results are similar to 
the ones for nA=nB=5 and β1=−0.2. 
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Table 7 
Results obtained for simulation conditions with seven measurements per phase. The first six 
rows correspond to estimates of difference between phases. 
Differences 
b1=0,b2=           
−0.4, phi=0 
b1=−0.1,b2=   
−0.4, phi=0 
b1=−0.2,b2=      
−0.4, phi=0 
b1=0,b2=         
−0.4, phi=0.4 
b1=−0.1,b2=   
−0.4, phi=0.4 
b1=−0.2,b2=   
−0.4, phi=0.4 
Immediate effect 16.50 3.12 −3.84 16.57 3.12 −3.9 
𝛿𝐴𝐵 16.52 −6.94 −18.80 16.51 −6.88 −18.89 
MPD 16.36 −7.23 −20.05 16.33 −7.10 −20.10 
MPD Limited 16.35 0.08 −7.68 16.18 0.40 −7.41 
MPD Limited flat 16.35 0.33 −2.51 16.18 0.66 −2.45 
MPD Limited damping 16.35 0.49 −2.29 16.18 0.81 −2.27 
Percentage ?̂?𝐵 < 1 6.61% 4.23% 9.98% 17.51% 12.56% 19.39% 
quantiles for ?̂?𝐵 
(0,.25,.5,.75,1) 0,2,3,4,5 0,3,4,4,7 0,2,3,4,8 0,1,2,3,6 0,2,3,4,8 0,1,2,4,8 
 
Discussion for the Simulation Study 
In summary, when there is a change in level in absence of general trend, the proposals for 
limiting the extrapolation and avoiding impossible forecasts do not affect the quantification of an 
overall effect. Additionally, in situations in which impossible forecasts would be obtained, these 
proposals lead to a quantifications that represent better the data pattern. We consider that for data 
patterns in which the floor is reached soon after introducing the intervention, an immediate effect 
and subsequent values at the floor level (e.g., as quantified by the Percentage zero data; Scotti, 
Evans, Meyer, & Walker, 1991) should be considered sufficient evidence (if replicated) for an 
intervention effect. That is, we consider that such quantifications would be a more appropriate 
evaluation of the data pattern than an overall quantification such as 𝛿𝐴𝐵 and MPD in absence of 
the proposals. Thus, we do consider the proposals useful. Still, the specific quantifications 
obtained when the proposals are applied to MPD should not be considered as perfect, because it 
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depends on the extent to which the observed data pattern matches the expected data pattern (e.g., 
whether a spontaneous improvement is expected, whether an immediate effect is expected) and 
on the type of quantification preferred (e.g., a raw difference like in MPD, a percentage change 
such as the one that could be obtained from the log response ratio [Pustejovsky, 2018b], or a 
difference in standard deviations such as the BC-SMD [Shadish et al., 2014]). 
In terms of the ?̂?𝐵 values obtained, Tables 5, 6, and 7 show that most typically (i.e., the 
central 50%) extrapolations were considered justified from 2 to 4 measurement occasions into 
the interventions phase. This is well aligned with the idea of an immediate effect considering the 
first three intervention phase measurement occasions (Kratochwill et al., 2010) and is broader 
than the immediate effect defined in piecewise regressions and multilevel models (focusing only 
on the first measurement occasion). Such a short extrapolation would avoid the untenable 
assumption that the baseline trend can continue unabated for too long. Moreover, a damping 
baseline trend helps identifying a more appropriate reference for comparing the actual 
intervention data points. 
Discussion 
Extrapolating Baseline Trend: Issues, Breadth of These Issues, and Tentative Solutions 
Several single-case analytical techniques entail extrapolating baseline trend, for instance, the 
Allison and Gorman (1993) regression model, the non-regression technique called Mean Phase 
Difference (Manolov & Solanas, 2013), and the nonoverlap index called Percentage of the data 
points exceeding median trend (Wolery et al., 2010). An initial aspect to take into account is that 
these three techniques estimate the intercept and slope of the trend line in three different ways. 
When a trend line is fitted to the baseline data, the amount of fit of the trend line to the data has 
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to be considered, plus whether it is reasonable to consider that trend will continue unchanged, 
and whether extrapolating trend would lead to predicted values that are impossible in real data. 
The latter issue appeared to be present in SCED data published in 2015, given that in 
approximately 10% of the studies review forecasts above the maximal possible value and in 40% 
forecasts below the minimal possible values were obtained, for all five trend line fitting 
procedures investigated. The proposals we make here take into account the length of the baseline 
phase, the amount of fit of the trend line to the data, and the need to avoid meaningless 
comparisons between actual values and impossible predicted values. Moreover, limiting the 
extrapolation emphasizes the idea that a linear trend is only a model that servers as an 
approximation to how the data would behave if the baseline continued for a limited amount of 
time, rather than assuming that a linear trend is necessarily the correct model for the progression 
of the measurements in absence of intervention. 
The examples provided with real data and the simulation results, applying the proposals to the 
MPD, illustrate how the current proposal for correcting out-of-bounds forecasts avoids both 
excessively low and excessively high effect estimates when the bounds of the measurement units 
are considered. Moreover, the quantitative criterion for deciding how far away to extrapolate 
baseline trend serves as an objective rule for not extrapolating a trend line into the intervention 
phase when the baseline data are not well represented by such a line.  
Recommendations for Applied Researchers 
In relation to our proposals, we recommend both limiting the extrapolation and allowing for 
damping trend. Limiting the extrapolation leads to a quantification that combines to criteria 
mentioned in the What Works Clearninghouse Standards (Kratochwill et al., 2010): immediate 
change and comparison of projected vs. observed data pattern, whereas damping trend avoids 
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completely meaningless comparisons. Moreover, in relation to the MPD, we advocate for 
defining its intercept according to the smallest MASE value. In relation to statistical analysis in 
general, we are not recommending that applied researchers should necessarily always use 
analytical techniques extrapolating of baseline trend (MPD; generalized least squares analysis by 
Swaminathan et al., 2014; the Allison and Gorman, 1993, OLS model). We rather caution 
regarding the use of such techniques for certain data sets and propose a modification of MPD 
that would avoid obtaining quantifications of effect that are based on unreasonable comparisons. 
Additionally, we also caution researchers that when a trend line is fitted to the data, in order to 
improve transparency, it is important to report the technique used for estimating the intercept and 
slope of this trend line, given that several such techniques are available (Manolov, 2018). 
Finally, for the cases in which the data show substantial variability and are not represented well 
by a straight line or even by a curved line we recommended applying the NAP, which also makes 
use of all the data and not only the first ?̂?𝐵 measurements of the intervention phase data. 
Beyond the current focus on trend, some desirable features of analytical techniques have been 
suggested by Wolery et al. (2010), and expanded in Manolov, Gast, Perdices, and Evans (2014). 
The readers interested in broader reviews of analytical techniques can also consult Gage and 
Lewis (2013) and Manolov and Moeyaert (2017). In general, we echo the recommendation to use 
quantitative analysis together with visual analysis (e.g., Campbell & Herzinger, 2010; Harrington 
& Velicer, 2015; Houle, 2009) and we further reflect on this point in the following section.  
Validating the Quantifications and Enhancing Their Interpretation: Software 
Developments 
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Visual analysis is regarded as a tool for verifying the meaningfulness of the quantitative results 
yielded by statistical techniques (Parker et al., 2006). In that sense, representing visually the 
trend line fitted and extrapolated, or the transformed data after baseline trend has been removed 
is crucial. Accordingly, recent efforts have focused on using visual analysis for helping choosing 
the appropriate multilevel model (Baek, Petit-Bois, Van Den Noortgate, Beretvas, & Ferron, 
2016). In order to make more transparent what exactly is being done with the data to obtain the 
quantifications, the output of the modified MPD is both graphical and numerical (see 
http://manolov.shinyapps.io/MPDExtrapolation, which allows choosing whether to limit the 
extrapolation of the baseline trend and whether to use damping trend or winsorizing in case of 
out-of-bounds forecasts). For MPD, in which the quantification is the average difference between 
the extrapolated baseline trend and the actual intervention phase measurements, the graphical 
output clearly indicates which are the forecast values (plus whether trend is maintained or it is 
damped) and how far away the baseline trend is extrapolated. Moreover, the color of the arrows 
from predicted to actual intervention phase values indicates, for which comparison, whether the 
difference is in the direction desired (green) or not (red). In summary, the graphical 
representation of the comparisons performed in MPD makes easier using visual analysis to 
validate and help interpret the information obtained. 
Limitations in Relation to the Alternatives for Extrapolating Linear Baseline Trend for 
Forecasting 
In the current text, we discussed extrapolating linear trend, because the MPD, our focal 
analytical technique, fits a straight line to the baseline data before extrapolating it. Nevertheless, 
it would be possible to fit a nonlinear (e.g., logistic) model to the baseline data (Shadish et al., 
2016). Furthermore, there are many other alternative procedures for estimating and extrapolating 
trend, especially in the context of time series analysis.  
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Among univariate time-series procedures for forecasting, Chatfield (2000) distinguishes 
between formal statistical models (i.e., mathematical representations of reality) such as ARIMA, 
state space, growth curve models like logistic and Gompertz, nonlinear models including 
artificial neural networks and ad hoc methods (i.e., formulas for computing forecasts), with the 
most well-known and frequently used option being exponential smoothing (which can be 
expressed within the framework of state space models; De Gooijer & Hyndman, 2006), and the 
related Holt linear trend procedure or the Holt-Winters procedure including a seasonal 
component. As mentioned previously in the text, the idea about damping trend is borrowed from 
the Holt linear trend procedure, on the basis of the work of Gardner and McKenzie (1985). 
Regarding ARIMA, according to the Box-Jenkins approach already introduced to the single-
case designs context, the aim is to identify the best parsimonious model by means of three steps: 
model identification, parameter estimation, and diagnostic checking; an appropriate model would 
then be used for forecasting. The difficulties in correctly identifying the ARIMA model, for 
single-case data, via the analysis of autocorrelations and partial autocorrelations have been 
documented (Velicer & Harrop, 1983), leading to proposing fewer plausible models that would 
avoid this initial step (Velicer & McDonald, 1984). The simulation evidence available (Harrop & 
Velicer, 1985) for these models refers to data series of 40 measurements (i.e., 20 per phase), 
which is more than what can be expected from typical single-case baselines (almost half of the 
initial baselines contained four or fewer data points) or series lengths (median of 20 according to 
the review by Shadish & Sullivan, 2011; most series containing less than 40 measurements). 
Moreover, to the best of our knowledge the possibility of obtaining out-of-bounds predicted 
values has not been discussed, nor a tentative solution proposed for such an issue.  
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Holt’s (2004) linear trend procedure is another option for forecasting, which is available in 
textbooks (e.g., Mendenhall & Sincich, 2012) and therefore potentially accessible to applied 
researchers. Holt’s model is an extension of simple exponential smoothing including linear trend. 
This procedure can be further extended by including a damping parameter (Gardner & 
McKenzie, 1985) which indicates how much the slope of the trend is reduced in subsequent time 
periods. This latter model is called additive damped trend model and, according to the review 
performed by Gardner (2006), it is the model of choice when using exponential smoothing. The 
main issue with the additive damped trend model is that it requires estimating three parameters: 
one smoothing parameter for level, one smoothing parameter for trend and the damping 
parameter and it is also recommended to estimate the initial level and trend via optimization. It is 
unclear whether reliable estimates can be obtained with the usually short baseline phases in 
single-case data. We performed a small-scale check using the R code by Hyndman and 
Athanasopoulos (2013; Chapter 7.4). For instance, for the Ciullo et al. (2015) data with 𝑛𝐴 ≤ 4 
and for the multiple baseline data by Eilers and Hayes (2015) with 𝑛𝐴 equal to 3, 5, and 8, the 
number of measurements was not sufficient to estimate the damping parameter and, thus, only 
linear trend was extrapolated. The same was the case for the Allen et al. data for 𝑛𝐴 = 5 and 9, 
whereas for 𝑛𝐴 = 16, it was possible to use the additive damped trend model. Our check 
suggested that the minimum baseline length required for applying the additive damped trend 
model was 10, which is greater than: (a) at least 50% of the data sets reviewed by Shadish and 
Sullivan (2011); (b) the modal value of 6 baseline data points reported in Smith’s (2012) review; 
and (c) the average baseline length according to the Solomon (2014) review.  
Therefore, the reader should be aware that there are alternatives for estimating and 
extrapolating trend for forecasting. However, to the best of our knowledge, none of these 
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alternatives is directly applicable to single-case data without any issues, or without the need to 
explore which model or method is more appropriate when, a question that does not have a clear 
answer even for the usually longer time-series data (Chatfield, 2000).  
Future Research 
One line of research could focus on the test of the proposals, via a broader simulation, as applied 
to different analytical techniques: the MPD, before computing 𝛿𝐴𝐵 in the context of regression 
analysis, and the percentage of data points exceeding median trend. Another line of research 
could focus on a comparison between MPD, incorporating the proposals, and the recently 
developed generalized logistic model by Verboon and Peters (2018). Such a comparison could 
entail a field test and a survey among applied researchers on the perceived ease of use and utility 
of the information provided.  
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Appendix B: Versions of the Mean Phase Difference 
In the initial proposal (Manolov & Solanas, 2013), MPD.2013 entails the following steps: 







 , where 𝑦𝑖
′ = 𝑦𝑖+1 − 𝑦𝑖. 
2. Extrapolate baseline trend, adding the trend estimate (𝑏1(𝐷)) to the last baseline phase 
data point (𝑦𝑛𝐴) to predict the first intervention phase data point (?̂?𝑛𝐴+1). Formally, 
?̂?𝑛𝐴+1 = 𝑦𝑛𝐴 + 𝑏1(𝐷). This entails that the intercept of the baseline trend line is 
𝑏0(𝑀𝑃𝐷.2013) = 𝑦𝑛𝐴 − 𝑛𝐴 × 𝑏1(𝐷). 
3. Continue extrapolating adding the trend estimate to the previously obtained forecast. 
Formally, ?̂?𝑛𝐴+𝑗 = ?̂?𝑛𝐴+𝑗−1 + 𝑏1(𝐷);  𝑗 = 2,3, … , 𝑛𝐵. 
4. Obtain MPD as the difference between the actually obtained treatment data (𝑦𝑗) and the 






In its modified version (Manolov & Rochat, 2015), MPD.2015 entails the following steps: 
1. Estimate baseline trend as the average of the differenced baseline phase data: the same 
𝑏1(𝐷) previously defined. 
2. Establish the pivotal point in the baseline at the crossing of 𝑀𝑑(𝑥) = 𝑀𝑑(1, 2, … , 𝑛𝐴) on 
the abscissa and 𝑀𝑑(𝑦) = 𝑀𝑑(𝑦1, 𝑦2, … , 𝑦𝑛𝐴) on the ordinate. 
3. Establish a fitted value at an existing baseline measurement occasion around 𝑀𝑑(𝑦). 
Formally, ?̂?⌊𝑀𝑑(𝑥)⌋ = 𝑀𝑑(𝑦) − (𝑀𝑑(𝑥) − ⌊𝑀𝑑(𝑥)⌋) × 𝑏1 
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4. Fit the baseline trend to the whole baseline, subtracting and adding the estimated baseline 
slope from the fitted value obtained in the previous step, according to the measurement 
occasion. 
?̂?𝑖 {
?̂?⌊𝑀𝑑(𝑥)⌋ − (⌊𝑀𝑑(𝑥)⌋ − 𝑖) × 𝑏1 𝑓𝑜𝑟 𝑖 = 1,2, … , (⌊𝑀𝑑(𝑥)⌋ − 1)
?̂?⌊𝑀𝑑(𝑥)⌋ + (𝑖 − ⌊𝑀𝑑(𝑥)⌋) × 𝑏1 𝑓𝑜𝑟 𝑖 = (⌊𝑀𝑑(𝑥)⌋ + 1), (⌊𝑀𝑑(𝑥)⌋ + 2), … , 𝑛𝐴
 
 
Therefore, the intercept of the baseline trend line is defined as: 
𝑏0(𝑀𝑃𝐷.2015) = ?̂?⌊𝑀𝑑(𝑋)⌋ − ⌊𝑀𝑑(𝑋)⌋ × 𝑏1(𝐷) 
= (𝑀𝑑(𝑌) − (𝑀𝑑(𝑋) − ⌊𝑀𝑑(𝑋)⌋) × 𝑏1(𝐷)) −  ⌊𝑀𝑑(𝑋)⌋ × 𝑏1(𝐷) 
= 𝑀𝑑(𝑌) − 𝑀𝑑(𝑋) × 𝑏1(𝐷) + ⌊𝑀𝑑(𝑋)⌋ × 𝑏1(𝐷) − ⌊𝑀𝑑(𝑋)⌋ × 𝑏1(𝐷) 
= 𝑀𝑑(𝑌) − 𝑀𝑑(𝑋) × 𝑏1(𝐷). 
5. Extrapolate the baseline trend into the treatment phase, starting from the last fitted 
baseline value: ?̂?𝑛𝐴+1 = ?̂?𝑛𝐴 + 𝑏1(𝐷).  
6. Continue extrapolating adding the trend estimate to the previously obtained forecast: 
?̂?𝑛𝐴+𝑗 = ?̂?𝑛𝐴+𝑗−1 + 𝑏1(𝐷);  𝑗 = 2,3, … , 𝑛𝐵. 
7. Obtain MPD as the difference between the actually obtained treatment data and the 






We propose a third way of defining the intercept, namely, in the same way as estimated in the 
Theil-Sen estimator, that is, as the median difference between actual data points and the trend 
multiplied by the measurement occasion: 𝑏0(𝑇𝑆) = 𝑀𝑑(𝑦𝑖 − 𝑏1(𝐷) × 𝑖);  𝑖 = 1, 2, … , 𝑛𝐴. Note 
that the slope is still estimated as in the original proposal (Manolov & Solanas, 2013).  
