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Abstract 
In this thesis we present a three-dimensional (3-D) seismic SV-wave speed model for the 
upper mantle beneath Northern Europe derived from the analysis of fundamental mode 
Rayleigh waveforms. Selecting recordings with centroid moment tensor (CMT) information 
from the dataset that has been extracted by Weidle and Maupin (2008), we employed an 
approach based on a two-stage inversion. The first step is waveform inversion using the 
technique of Cara and Leveque (1987), which utilizes secondary observables derived from 
narrow-band filtered cross-correlograms to perform waveform fitting between the recorded 
and synthetic surface wave seismograms. After the application of a series of model 
robustness tests on the resulting sets of depth-dependant path-averaged models, only 250 of 
them are retained for further processing. The second step of the inversion is a tomographic 
process applied on the one-dimensional (1-D) path-averaged models to retrieve the lateral 
variation in SV-wave speed. Consequently, this provides the 3-D structure for SV-wave 
speed distribution throughout the upper mantle beneath Northern Europe. 
The constructed 3-D model is able to image the first order tectonic features in Northern 
Europe quite well. The low velocity in the Mid-Atlantic ridge, the high velocity in the East-
European craton and the Trans-European suture zone are very well imaged. In addition to 
this, our model in general compares well with other models constructed for the same region. 
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Chapter 1:  Introduction 
1.1 Imaging Upper Mantle Structure Using Surface Waves 
Layered structure of the Earth is known since the beginning of 20
th
 century. The early rough 
divisions into crust, mantle and core has been refined and new global and regional 
subdivisions have been identified ever since (Oldham, 1906; Mohorovicic, 1909; Gutenberg, 
1926; Lehmann, 1936). During the past three decades, our view of the Earth‟s seismic 
structure, especially the shallow part, has improved immensely and there is now a general 
consensus on the gross 3-D structure of the upper mantle. 
Among geophysical methods that enable the investigation of upper mantle structure, seismic 
surface waves provide a probe of Earth‟s interior with a great sensitivity to the vertical 
variation of elastic properties within the medium. Surface waves are excited by interaction of 
elastic body waves (P and S-wave) at the traction free surface with their particle 
displacement decaying with depth. In practice, there are two types of surface waves: one is 
Rayleigh wave, which results from a combination of P and SV-waves, and the second is 
Love wave, which is the result of SH-waves trapped near the surface. 
The influence of Earth structure on surface waves appears through their dispersion 
characteristics.  Dispersion arises because different frequencies of the surface wave are 
sensitive to different depth ranges and hence samples materials with different seismic 
velocities resulting in wave propagation with different apparent velocities at the surface. The 
trajectories of the frequencies and slowness satisfying the dispersion relation in the 
frequency-slowness domain demonstrate sets of continuous mode branches that will allow us 
to represent the surface wave portion of the seismogram as a result of the superposition of 
multi-mode contributions (Kennett, 2002).  
In general, studies of the 3-D upper mantle structure using surface waves (based on the 
principle of dispersion and the representation of surface waves in terms of multi-mode 
contributions) are performed in two different approaches: 
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1. Traveltime Tomography: Measurements of phase or group velocity as a function of 
periods are inverted for 2-D phase or group velocity maps and subsequently for 
seismic velocities in depth. 
2. Waveform Tomography: Waveforms of the recorded surface wave seismograms are 
inverted for 1-D path-averaged model with depth and subsequently for lateral 
variation in seismic velocities. 
Both techniques depends on the path specific properties of surface wave dispersion; and to 
build up 3-D models of the upper mantle structure we need to combine the results from 
many crossing paths to provide spatial control on the variation of the dispersion 
characteristics with frequency. Even though the two techniques can be equally used to infer 
the elastic structure of the upper mantle, the ways how the analysis is carried out in the two 
scenarios are completely different. In the two following sub-sections, we will briefly review 
the general procedures followed by these two techniques.  
1.1.1 Traveltime Tomography 
The first step in the construction of a model is to measure group or phase velocity as a 
function of frequency (or period) for the structure of the Earth between a source and a 
station. For a smoothly varying medium where the seismic parameters depend weakly on the 
horizontal coordinates, Woodhouse (1974) has demonstrated that the propagation 
characteristics are governed by the vertical structure beneath each point on the propagation 
path. Consequently, the measured dispersion along the path is simply considered to be the 
average of the local dispersion 
                
1
𝐶𝑖(𝜔)
=
1
𝐿𝑖
∫
𝑖
 
1
𝐶 𝜔 ,𝜃 ,𝜙 
𝑑𝑠                                                                                       (1.1) 
Where 𝐿𝑖  represent the epicenter-station distance for a path i, 𝐶𝑖 𝜔  is the measured phase or 
group velocities at an angular frequency 𝜔 and 𝐶 𝜔, 𝜃, 𝜙   is the local phase or group 
velocities at the geographical coordinate (𝜃, 𝜙).  
Once these data have been assembled for a wide variety of paths, with the paths from 
sources to stations providing a uniform coverage of the region of interest, the next step is to 
invert for group or phase dispersion maps of the different mode branches by considering 
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dispersion curves of the different paths as a set of linear averaged constraints on the group or 
phase velocity distributions across the sweep of frequencies (Barmin et. al., 2001). 
As an example of the many regional surface wave studies that have been performed utilizing 
the dispersion map analysis, Ritzwoller and Levshin (1998) constructed group velocity maps 
of Eurasia from 20 s - 200 s period Rayleigh waves and 20 s - 125 s period Love waves. 
These maps were constructed from the fundamental mode dispersion curves of  ~9,000 
different paths crossing the continent with a very good coverage. The resulting group 
velocity maps contain the signatures of major geological features such as continental shields 
and sedimentary basins. 
To provide 3-D structure of upper mantle, the group or phase velocity dispersion maps can 
be used in localized depth inversions to retrieve 1-D depth profiles of seismic velocity. As an 
example, Weidle and Maupin (2008) inverted group velocity maps of fundamental mode 
Rayleigh and Love waves measurement in the period range 16 s – 150 s for 3-D S-wave 
velocity structure of the upper mantle beneath Northern-Europe. In addition to the 
significantly high resolution group velocity maps that were obtained, their 3-D model was 
also able to image unprecedented details of the upper mantle structure in the region. 
One of the inherent problems of dispersion analysis is that separation of group dispersion 
between the fundamental and the higher modes is not so marked. Especially for Love waves, 
retrieval of information on the higher modes is difficult, thus limiting resolution of the deep 
structures using surface wave investigations (Leveque et. al., 1991). 
1.1.2 Waveform Tomography 
Collecting accurate higher mode data is a difficult problem. For the periods of interest when 
studying the upper mantle (30-100 s), the group velocities of the different higher modes are 
so close to each other that classical methods of analysis in the time-frequency domain cannot 
be used, in general, to separate the information related to the different modes. But, in recent 
years methods of waveform inversion have been developed to retrieve upper mantle 
structure by directly using the observed waveform of the seismogram (Cara and Leveque, 
1987; Nolet, 1990). The approach is based on the same assumptions as in classical 
dispersion analysis, but here the waveform is represented with multi-mode summation and 
the dispersion of the records are summarized by the characteristic 1-D path-averaged 
velocity model between the source and the station (Kennett, 2002).  
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Since the aim of waveform inversion is to model the interference pattern between the 
different modes present in a seismogram, rather than attempting to isolate the individual 
modes, it is possible to incorporate the higher modes of the surface wave in the analysis and 
consequently improve the resolution of the deep structures (Leveque et. al., 1991).     
In general, there are two widely used approaches of waveform tomography: The first one 
utilizes a direct non-linear waveform inversion approach to match the recorded seismogram 
with its corresponding synthetic seismogram and determine the 1-D structure for the path 
between source and station (Nolet, 1990). The second approach, which is the basis for this 
thesis, employs the use of secondary observables to reduce the non-linearity of the direct 
dependence between the waveform and the elastic parameters and perform an iterative 
inversion to recover the 1-D structure of the Earth (Cara and Leveque, 1987).  
In both approaches, construction of the 3-D structure is achieved using a linear tomographic 
inversion that produces the laterally varying structure of the upper mantle from the path-
averaged 1-D models 
                    
1
𝑉𝑖 𝑧 
=  
1
𝐿𝑖
 ∫
𝑖
 
1
𝑉(𝑧 ,𝜃 ,𝜙)
𝑑𝑠                                                                                  (1.2) 
Where 𝑉𝑖 𝑧   and 𝑉(𝑧, 𝜃, 𝜙) are the 1-D path-averaged and the local laterally-varying 
seismic (P or S) wave speed models, respectively.  
An example for the approach of direct non-linear waveform inversion is the work of Zielhuis 
and Nolet (1994), which imaged the 3-D variation in S-wave structure beneath Western 
Europe that showed a large contrast in S-wave velocity coinciding with the tectonic 
boundary Tornquist-Teisseyre zone. With respect to the second approach, Debayle (1999) 
automated the method of Cara and Leveque (1987) and employed the technique for imaging 
the azimuthal anisotropy of SV-wave in the upper mantle beneath Australia. His result 
showed that the direction of the fast SV-wave velocities dominated by a north-south 
component which is nearly coincident with present day absolute plate motion of the 
Australian continent. 
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1.2 Tectonic Framework and Upper Mantle Structure of 
Northern Europe 
The outermost shell of the Earth is divided into a number of rigid plates that are composed of 
relatively cool rocks of lithospheric crust and upper mantle. According to plate tectonics 
theory, different plates move relative to each other causing interaction and deformation 
around their boundaries, giving rise to earthquakes and shaping of the surface topography. 
In Northern Europe (cf. Figure 1.1), the tectonic setting is dominated by three major ancient 
plates. The former continent Laurentia includes the present northwest Ireland, Scotland and 
Greenland. The East and some part of the Northern region in Figure 1.1 belongs to the Baltic 
terrane (as part of the larger Precambrian craton known as the East European Craton) while 
the southern part is associated with Avalonia, a fragment of the former continent Gondwana. 
In the late Mid-Palaeozoic (443 Ma) Baltica and Avalonia collided with Laurentia, closing 
the Iapetus ocean in the Caledonian orogeny (Cocks and Torsvik, 2005). The boundary 
between Baltica and Avalonia is marked by the NW-SE-trending Trans-European Suture 
Zone (TESZ) with its north-western end marking the triple junction between Laurentia to the 
west, Avalonia to the south and Baltica to the east (cf. Figure 1.1). This is today under the 
North-sea, and is estimated to be approximately 200 km east of Inverness, Scotland (Plant et. 
al., 2006).  
After the Caledonian mountain range collapsed in the second half of the Palaeozoic (380 
Ma), the region underwent several phases of rifting and uplift followed by the breakup of 
North-Atlantic in early Cenozoic (55 Ma). In the present day, there is a large topographic 
contrast from Mid-Atlantic over continental margin (CM) to mountains in Norway. Since the 
shaping of topography is not only a crustal-scale process, it is important to have good 
understanding of the upper mantle structure in the region to understand how topography is 
compensated isostatically. 
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Figure1.1: Schematic tectonic overview, Thick black dashed lines indicate identified suture zones 
of Avalonia, namely Iapetus suture (ISZ) to Laurentia and the Trans-European-Suture-Zone (TESZ) 
and Thor Suture (ThS) to Baltica. Alternative boundaries (thinner dash–dot lines) include the 
Dowsing-South Hewett Fault Zone (DSHZ) and the Sorgenfrei-Tornquist Zone (STZ). The grey 
dotted line marks todays continental margin (CM, following 500m bathymetry) and grey dashed lines 
internal deformation fronts within the Baltica plate related to Archean-Svecofennian (ASF) (∼2 Ga), 
Svecofennian–Sveconorwegian (SNF) (∼1 Ga) and Caledonian (CTF) (∼450–500 Ma) orogenies. 
(Figure from Weidle and Maupin, 2008) 
 
The upper mantle structure beneath Northern-Europe is in general associated with significant 
lateral heterogeneity due to the variety of tectonic provinces present in the region.  The 
major seismic features of the region can be summarized as follows:   
 Low seismic velocities beneath the Atlantic (and under Southern Scandinavia). 
 High seismic velocities beneath the Eastern-European craton.  
 Sharp transition from fast-to-low velocity across the Trans-European-Suture-Zone 
(TESZ). 
 Major negative velocity anomalies in the North Atlantic upper mantle beneath both 
Iceland and the Azores hotspots. 
Some of these findings were made by employing seismic body waves (Bijwaard et al., 
1998). However, the majority of works, in particular those covering the oceans were done 
using surface wave tomography (Pilidou et al., 2004; Pilidou et al., 2005; Weidle and 
Maupin, 2008; Zielhuis and Nolet, 1994).  
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1.3 Study Objective and Outline of the Thesis 
In this thesis, a model for 3-D structure of the upper mantle beneath Northern Europe is 
derived from waveform tomography. The aim is to construct a model using waveform 
tomography for a region which has been studied with surface wave traveltime tomography 
from the same dataset and to evaluate the cons and pros of the two respective methods and 
models. Based on this, we focus on identifying and understanding the additional information 
that could be gained on the upper mantle structure when applying waveform inversion 
technique of Cara and Leveque (1987) in comparison to the group velocity dispersion 
analysis made by Weidle and Maupin (2008). In addition to this, we investigate whether it is 
possible to apply the waveform inversion scheme of Cara and Leveque (1987) for periods 
shorter than 40 s.   
We first review the basic theoretical background of the waveform inversion using secondary 
observables after Cara and Leveque (1987) in chapter 2, and in chapter 3 we apply this 
method to retrieve the 1-D path-averaged SV-wave speed models for a series of epicenter-
station paths crossing Northern Europe region.  
Chapter 4 treats the subject of inversion for 3-D structure using continuous regionalization 
scheme. In subsections of this chapter, the theoretical principles and the application to the 
lateral variation of SV-wave speed of the upper mantle throughout Northern Europe are 
presented and discussed. 
Finally, in Chapter 5 the main results of this study are concluded and further works in the 
future for improving the resolution of our 3-D model are presented. 
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Chapter 2:  Waveform Inversion:  
Methodology 
Waveform inversion is a technique of fitting the waveform of an observed and a synthetic 
seismogram in order to retrieve the physical properties of the Earth. Such a process starts by 
first solving the wave equation for a given (reference) Earth structure and source parameters 
to calculate a synthetic seismogram that is assumed to resemble the observed seismogram of 
a given event.  The next step is to try to minimize the difference between the observed and 
the synthetic seismograms using an iterative inversion procedure that adjusts the Earth 
structure and the source representation in each step until a small residual energy is left 
between the two seismograms. The major obstacle in performing direct waveform fitting is 
the non-linear relationship between the physical properties of the Earth and the waveform of 
a seismogram. To reduce this non-linearity, Cara and Leveque (1987) proposed the use of 
secondary observables constructed from the observed surface wave seismogram and a 
selected single-mode synthetic seismogram. Waveform inversion using secondary 
observables not only reduces the non-linearity of the problem but it also increases the signal-
to-noise ratio of the seismograms used in the inversion and it allows a large perturbation in 
the model parameters (or elastic properties of the Earth) to be retrieved.  
In this chapter, the methodology of waveform inversion after Cara and Leveque (1987), here 
onwards denoted as CL, is reviewed. The basic assumptions made in the development of the 
method are described in section 2.1 while the construction of synthetic seismograms and 
secondary observables are discussed in section 2.2 and 2.3, respectively. At the end of the 
chapter, we present the generalized least-square scheme of Tarantola and Valette (1982) by 
focusing on its application for waveform inversion using secondary observables. 
2.1 Preliminary Assumptions 
The primary goal of waveform inversion is to determine a path-averaged 1-D velocity model 
that can explain the waveform of a surface wave seismogram recorded for a given epicenter-
station path. To accomplish this, the method of CL utilizes two basic assumptions:  
 Chapter 2: Waveform Inversion: Methodology 
 
9 
 
1. The observed surface wave seismogram can be represented as a sum of modes 
propagating independently without interaction. This assumption is valid for a 
medium in which the seismic parameters vary smoothly with no strong velocity 
gradient (Woodhouse, 1974). When this condition is satisfied, the incremental phase 
for each mode along a given path is then simply the integral of the phase slowness 
(cf. Section 1.1.1). 
2. Surface waves propagate along a great circle between the source and the station. 
Under this approximation, the effect of lateral heterogeneity on the surface of the unit 
sphere is asymptotically represented by the properties of lateral heterogeneity along 
the great circle path containing the source and receiver. This assumption provides a 
simple theoretical framework for an efficient analysis of surface wave seismograms 
(Debayle and Kennett, 2000).  
The application of these assumptions leads to a constraint; for surface wave propagation path 
length in the range 1000 - 4000 km, the 1-D path-averaged model representing the structure 
beneath the source-station path is considered suitable for waveform inversion in the period 
range 30 - 100 s (Kennett, 1995). The upper period limit is derived from the representation 
of surface waveforms in the far-field region (i.e. asymptotic approximations) and the lower 
period limit depends on the influence of strong heterogeneity on the modal content of the 
seismograms (or the validity of the independent mode propagation).  
When the above assumptions are satisfied, CL waveform inversion starts by constructing 
synthetic seismograms and secondary observables for a 1-D radial structure between the 
source-station paths. In this chapter, we will restrict ourselves to the vertical component 
Rayleigh wave seismograms and follow the approach (with slightly different notations) of 
Aki and Richards (2002) and Debayle (1996) to review the principles of synthetic 
seismogram calculation and construction of secondary observables.  
2.2 Synthetic Seismogram Construction  
Calculation of synthetic seismograms in general requires the knowledge of the complex 
source excitation, elastic or anelastic Earth model and the instrument response. Synthetic 
waveforms for the surface wave part of the seismogram can be constructed by employing 
normal mode summation, which utilizes the dispersion relation and eigenfunction of the 
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surface wave to determine the amplitude and phase spectrum of the response to a source in a 
layered half space at a given epicentral distance (in the frequency domain).  
For a point source described by its moment tensor M, the resulting surface wave 
displacement field (or the synthetic surface wave seismogram) in the frequency domain can 
be obtained from 
                𝑆 𝒙, 𝜔 = 𝑀𝑝𝑞  𝜔 
𝜕
𝜕𝜉𝑞
𝐺𝑝(𝒙; 𝜉; 𝜔)                                                                     (2.1) 
Where, 𝑆 𝒙, 𝜔  is the surface wave displacement at the location 𝒙 and angular frequency 𝜔, 
𝑀𝑝𝑞  𝜔  is the moment tensor with 𝑝 and 𝑞 representing the indices of the components and 
𝐺𝑝(𝒙; 𝜉; 𝜔) is the Green‟s function term of the surface wave at the source depth 𝜉.  
By replacing the Green‟s function term in (2.1) for a vertical component Rayleigh wave by 
its expression in Aki and Richards (2002) and introducing the instrument response 𝐼 𝜔  and 
the intrinsic attenuation factor 𝛼𝑛 𝜔 , the far-field displacement response of the vertical 
component Rayleigh wave seismogram can be given by 
                𝑆 𝒙, 𝜔 =  
𝑟2(𝑧)𝐼 𝜔  
8𝑐𝑈𝐼1
𝑛  
2
𝜋𝑘𝑛 𝑟
 𝑒𝑥𝑝  𝑖  𝑘𝑛(𝜔)𝑟 +
𝜋
4
 − 𝛼𝑛 𝜔 𝑟 .  
{ 𝑘𝑛𝑟1 𝑕  𝑀𝑥𝑥 𝑐𝑜𝑠
2𝜙 +  𝑀𝑥𝑦 𝑠𝑖𝑛2𝜙 +  𝑀𝑦𝑦 𝑠𝑖𝑛
2𝜙 + 
                                𝑖 𝑟1
′ −  𝑘𝑛𝑟2  𝑕  .  𝑀𝑥𝑧𝑐𝑜𝑠𝜙 +  𝑀𝑦𝑧 𝑠𝑖𝑛𝜙 +  𝑟2
′  𝑕 𝑀𝑧𝑧}                (2.2) 
Where:  
 r2(z) and r2
′  h  are the vertical component Rayleigh wave displacement 
eigenfunctions at receiver depth z and its derivative at source depth h respectively 
 The term 8cUI1 is a normalization constant that corresponds to the kinetic energy of 
the wave with c, U and I1 being the phase velocity, group velocity and the energy 
integral, respectively 
 r1 h  and r1
′ h  are the horizontal component Rayleigh wave displacement 
eigenfunction and its depth derivative at source depth h  respectively 
 kn  is the eigenwavenumber at mode rank n and r is the epicentral distance 
 Mxx , Myy , Mxy , Mxz , Mzz  and Myz  are the different components of the moment tensor 
and 𝜙 is the azimuthal angle. 
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Physically, the synthetic seismogram in (2.2) can be interpreted simply as a result of the 
product of three terms (Dufumier and Cara, 1995): 
1. The receiver terms: includes the instrument response spectrum 𝐼 𝜔  and the 
eigenfunction of the Rayleigh surface wave at the receiver depth 𝑟2(𝑧) (computed 
from an Earth model adapted to the receiver region). 
2.  The path terms: correspond to the propagation along the great-circle path. These 
terms concern the dispersion 𝑒𝑖𝑘𝑛 (𝜔)𝑟 , the physical attenuation   𝑒−𝛼𝑛  𝜔 𝑟 . and the 
geometrical spreading factor derived from the asymptotic expansion of the Bessel 
function   
2
𝜋𝑘𝑛  𝑟
 𝑒𝑖 
𝜋
4     
3. The source excitation term: is the term 
1
8𝑐𝑈𝐼1
 .{ }, where the bracket { } is the same 
as the { } of (2.2). This term depend on the seismic moment tensor M and the 
dispersion properties in the source. 
To illustrate synthetic seismogram computation in practice, we constructed a synthetic 
vertical component Rayleigh wave seismogram by summing the fundamental mode and the 
first four overtones of an earthquake which occurred in Romania (date: 2004/10/27, 
magnitude (Ms): 5.8, centroid depth: 93.8 km, half duration (TD): 1.9 s and seismic scalar 
moment (M0): 6.004 x 10
24
) and recorded at distance of 4008.84 km from the epicenter (cf. 
Figure 2.1). The factors responsible for the resulting synthetic waveforms of the five modes 
(i.e. the source time function, elastic Earth structure and the instrument impulse response) 
were convolved to generate the synthetic seismograms for each mode and the result is 
summed to get the multi-mode synthetic seismogram in time domain. 
To make further analysis simpler, we represent the single-mode synthetic Rayleigh wave 
signal (i.e. signal with a single mode rank n) that we summed in (2.2) to generate the multi-
mode seismogram as 
      𝑠𝑛 𝑡 = 𝑔 𝑟 ∫ 𝐼 𝜔 𝑆𝑛(𝜔)𝑒
−𝛼𝑛  𝜔 𝑟𝑒𝑖 𝜔𝑡−𝑘𝑛  𝜔 𝑟  𝑑𝜔                                                    (2.3) 
Where 𝑠𝑛 𝑡  is the single-mode synthetic signal, g 𝑟  is the geometrical spreading factor at 
epicentral distance „r‟, 𝐼 𝜔   is the instrument response and 𝑆𝑛(𝜔), 𝛼𝑛 𝜔  and 𝑘𝑛 𝜔  are the 
complex source excitation function, the apparent attenuation factor and the 
eigenwavenumber function at an angular frequency „ω‟ and mode rank „n‟ respectively. 
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Figure 2.1: A simple illustration of synthetic seismogram construction by mode summation. The 
above Figure shows, from left to right: source time function, elastic Earth model, instrument impulse 
response and the resulting synthetic seismogram. The synthetic seismogram (denoted sum) is the 
result of the summation of the five modes shown starting from the fundamental mode (denoted 0) 
and consecutive overtones (denoted 1, 2, 3 and 4).   
 
Though synthetic seismograms constructed by the summation of five to six single-modes are 
sufficient to resemble the observed seismograms before doing waveform inversion (Debayle, 
1996), if lateral heterogeneities cause reflections, refractions, diffractions and/or focusing 
effects, the inversion may converge to models which are not linked to any of the average 
physical properties along the great circle path (Leveque et. al., 1991).  
2.3 Secondary Observables 
According to Cara and Leveque (1987), secondary observables are a set of signal parameters 
that are constructed by cross-correlation of the surface wave part of a seismogram with a 
single-mode synthetic surface wave seismogram (constructed from a reference Earth model) 
and bandpass filtering of the result at a specific central angular frequency  𝜔𝑞 . Since the 
construction of the secondary observables require the envelope of the cross-correlogram 
functions, the seismograms are used in their complex signal form (where, the real part is the 
recorded (or synthetic) signal and its imaginary part is the Hilbert transform of the real part 
of the signal). Therefore, for a given complex single-mode synthetic seismogram 𝑠𝑝 𝑡  and 
observed signal 𝑠 𝑡  the cross-correlogram function 𝑟 𝑝 𝑡  is given by 
         𝑟 𝑝 𝑡  =  𝑠 𝑝 −𝑡   *  𝑠 𝑡   = ∫ 𝑠 𝑝 𝑡
′    .
+∞
−∞
 𝑠 𝑡 + 𝑡′    𝑑𝑡′                                              (2.4) 
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Where ′ ∗ ′ denotes the convolution operator and 𝑠 𝑝(−𝑡) represents the complex conjugate of 
the single-mode synthetic. The cross-correlation in (2.4) is a measure of similarity between 
the observed signal and the single-mode synthetic, which results in amplification of the part 
of the observed signal that resembles the single-mode synthetic and leave the noise dispersed 
(Dziewonski et al., 1972). Replacing 𝑠 𝑝 𝑡
′    in (2.4) with (2.3), we can rewrite the cross-
correlogram function as 
       𝑟 𝑝 𝑡  = ∫  𝑔 𝑟 ∫ 𝐼 𝜔 𝑆𝑝(𝜔)𝑒
−𝛼𝑝  𝜔 𝑟𝑒−𝑖 𝜔𝑡
′ − 𝑘𝑝  𝜔 𝑟 dω  
∞
−∞
.  𝑠 𝑡 + 𝑡 ′ 𝑑𝑡′             (2.5) 
Where, p is the mode rank that replaces n in (2.3) to represent the specifically selected 
single-mode synthetic signal.  
To perform the waveform inversion (cf. Section 2.3), we need to have two cross-correlogram 
functions: one constructed from the observed and single-mode synthetic seismograms (𝑟 𝑝 𝑡 , 
called real cross-correlogram) and the other constructed from multi-mode and single-mode 
synthetic seismograms (𝑟𝑝 𝑡 , called synthetic cross-correlogram). Applying (2.3) and 
following a similar approach as in (2.4) and (2.5), the synthetic cross-correlogram function 
can be given by    
       𝑟𝑝 𝑡  = ∫ 𝑠 𝑝 𝑡
′    .
+∞
−∞
 𝑠 𝑡 + 𝑡′   𝑑𝑡′  =∫  𝑔 𝑟 2 ∫ 𝐼 𝜔 2  𝑅𝑛𝑛 𝑒
𝑖𝜔𝑡  𝑑𝜔 
∞
−∞
𝑑𝑡′            (2.6) 
Where 𝑅𝑛 = 𝑆𝑛 𝜔 𝑆𝑝 𝜔 𝑒
− 𝛼𝑛  𝜔 +𝛼𝑝  𝜔  𝑟𝑒−𝑖 𝑘𝑛  𝜔 − 𝑘𝑝  𝜔 𝑟  and 𝑠 𝑡  is the complex multi-
mode synthetic signal.  
To constrain the information from the cross-correlogram functions in a specific spectral 
window (or to produces a segmentation of the information related to different wavelengths) 
the two cross-correlogram functions (i.e. the real and synthetic) are bandpass filtered with a 
Gaussian filter at a central frequency of 𝜔𝑞  
       g 𝑝 (𝜔𝑞 ,𝑡) = 𝑕 𝜔𝑞 , 𝑡  * 𝑟 𝑝 𝑡                                                                                          (2.7)   
       g𝑝 (𝜔𝑞 , 𝑡) = 𝑕 𝜔𝑞 , 𝑡  * 𝑟𝑝 (𝑡)                                                                                         (2.8) 
Where g 𝑝(𝜔𝑞 ,𝑡) and g𝑝 (𝜔𝑞 , 𝑡) are the real and synthetic bandpass filtered cross-correlogram 
functions, 𝑕 𝜔𝑞 , 𝑡  is the impulse response of a Gaussian filter and 𝑟 𝑝 𝜔  and 𝑟𝑝 (𝜔) are the 
real and synthetic correlogram functions, respectively. The Gaussian filter used for this 
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purpose has amplitude at half of the central frequency 𝜔𝑞  that is equal to 3% of the 
maximum amplitude. 
The main advantage of bandpass filtering the cross-correlogram functions is to separate out 
the information related to the different dominant periods and the consequent sensitivity to 
different aspects of the 1-D velocity model (e.g. depth ranges) (Leveque et al., 1991). For a 
given mode of a surface wave, the sensitivity at shorter periods (large frequency) is related 
to shallow depth structures while larger periods (or smaller frequency) are more sensitive to 
deep structures.  
The actual secondary observables used in waveform inversion are obtained by discretization 
of the envelope and phase of the cross-correlogram functions filtered at different frequency 
bands. The discretization aims at finding secondary observables which minimize the non-
linear dependence on the elastic parameters and provide sufficient information for each 
mode „p‟ at the frequency of 𝜔𝑞  (Cara and Leveque, 1987). This is achieved by taking three 
samples from the envelope (one taken at the appropriate maximum and the two others on 
each side of the half maximum) and one sample from the phase (taken at the maximum of 
the envelope) of the filtered cross-correlogram functions. Using only this few numbers of 
data, CL method of waveform inversion has been made practical successfully for the study 
of the upper mantle SV-wave speed by fitting the waveforms of the surface wave 
seismograms recorded at the stations (Leveque et. al., 1991). 
If a good estimate of the single-mode synthetic waveform is available, the envelope of its 
bandpass filtered cross-correlation with the observed seismogram will show the mode 
contribution near zero lag (Lerner-Lam and Jordan, 1983).The time shift of this envelope 
from the zero lag is mainly sensitive to the changes of group velocity in the single-mode 
seismogram at the bandpass filter central frequency 𝜔𝑞 . Therefore, the secondary 
observables taken at the maximum and the two sides of the half maximum of the envelope 
mainly bear information on group velocities (Cara and Leveque, 1987) while the single 
phase data keeps the fitting of the two cross-correlograms (i.e. the real and synthetic) from 
skipping a phase of 2𝜋. 
An example is presented in Figure 2.2 which summarizes the construction of secondary 
observables before performing the inversion for a vertical component Rayleigh wave 
seismogram of an event which occurred in Afghanistan (date: 2002/12/25, magnitude (Ms): 
5.3, centroid depth:111.6 km) and was recorded at epicentral distance of 4543.2 km. The 
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seismogram is dominated by the highly energetic fundamental mode that can be observed 
between the group velocities 3.2 and 4 km/s while the overtones can be seen with higher 
group velocities on the recorded seismogram (lower part of the Figure). Except that the 
synthetic seismogram is slightly delayed and is smaller in amplitude, it shows a good prior 
resemblance with the observed seismogram having a considerable match of the fundamental 
mode and even the overtones. The envelope of the cross-correlogram function (upper left 
column part of the Figure) shows different maxima that correspond to the different 
alignment of the two correlated signals (i.e. the single-mode synthetic and the observed or 
multi-mode seismogram). For the fundamental mode (mode 0), the observed seismogram is 
cross-correlated with the fundamental mode of the synthetic seismogram and the maxima of 
the envelope occurs at the centre of the diagram, or close to the zero lag. This is because the 
difference in the arrival time between fundamental mode of the synthetic seismogram and 
the actual signal is small. For the cross-correlogram function generated as a result of the 
cross-correlation of the overtones of the synthetic with the actual seismogram, the envelope 
is still dominated by the influence of the energetic fundamental mode, however, the effect 
from the overtones can be noticed close to the zero lag. The right column in Figure 2.2 
shows the phase of the fundamental mode cross-correlogram function overlaying the 
envelope. This phase data is sampled at the maximum of the envelope and used in the 
inversion to remove phase skip between the waveforms of the synthetic and observed 
seismogram. 
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Figure 2.2: Discretization of filtered cross-correlogram functions to construct secondary 
observables used in the inversion process. The Figure above shows the observed (lower most 
seismogram) and synthetic (middle seismogram with its scale size) seismograms with the resulting 
residual signal (upper most seismogram) before the application of waveform inversion. The upper 
part of the Figure shows the cross-correlogram functions for the modes ranging from 0 (fundamental 
mode) to 4 (fourth overtone). The left column shows the envelope for filter centred on 40 s period the 
right column shows the real part of the cross-correlogram functions for the filter centred on 40 s 
period overlying the envelope of the fundamental mode;. For each mode and each period, the lower 
functions are the cross-correlograms between the single-mode synthetics and the data and the upper 
functions are the cross-correlograms with the complete synthetic seismogram. Vertical markings 
indicate where the envelope and phase of the cross-correlograms are sampled for the inversion. In 
this example, only the fundamental mode part of the cross-correlograms is sampled. 
2.4 Inversion 
The inversion is based on minimizing the differences between the secondary observables of 
an observed seismogram and a multi-mode synthetic seismogram (cf. Figure 2.2). Since the 
relationship between the secondary observables and the physical properties of the Earth is 
quasi-linear, the iterative inversion scheme of Tarantola and Valette (1982) is used for 
minimizing the difference between an observed dataset d0 (i.e. real secondary observables 
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constructed from the recorded seismogram) and a predicted dataset d(m0) (i.e. the synthetic 
secondary observables constructed from a multimode synthetic seismogram). Having an a 
priori model m0 and the source mechanism information, the secondary observables of the 
multi-mode synthetic are updated to produce the predicted data vector d(mk) for each 
iteration of the inversion (Leveque et al., 1991). Following Tarantola and Valette (1982), the 
solution for a general non-linear inverse problem for a model at the (k+1)
th
  iteration is given 
by 
        𝑚𝑘+1= 𝑚0+ 𝑐𝑚0𝐺𝑘
𝑇  (𝑐𝑑0+ 𝐺𝑘𝑐𝑚0𝐺𝑘
𝑇  )−1 [𝑑0 −  𝑑 𝑚𝑘 + 𝐺𝑘(𝑚𝑘 −  𝑚0)]            (2.9) 
Where 𝐺𝑘  is a matrix composed of the partial derivatives (Frechet derivative) of the 
predicted data with respect to the model parameters (  𝐺𝑘  =  
𝜕𝑑 (𝑚𝑘)
𝜕𝑚
 
𝑚𝑘
 ), 𝑐𝑚0 is the a priori 
model covariance matrix, 𝑐𝑑0 is the a priori data covariance matrix and the superscripts „-1‟ 
and „T‟ denotes the matrix inverse and transpose, respectively.  
2.4.1 Construction of the G Matrix 
Construction of the Frechet derivative matrix (i.e. 𝐺𝑘  matrix in (2.9)) requires computation 
of partial derivatives of both the envelope and phase secondary observables with respect to 
the model parameters (e.g. SV-wave speed, attenuation factor Q, and scalar seismic moment 
M0). In general, without specifying which type of data (phase or envelope) that we are 
looking for, the partial derivative of the synthetic secondary observables with respect to the 
model parameter is given by:  
     
𝜕 g𝑝 (𝜔𝑞 ,t) 
𝜕𝑚 𝑖
 = 𝑕 𝜔𝑞 , 𝑡  * ∫  −𝑖𝑟𝑔 𝑟 
2 ∫   𝐼(𝜔)2  −
𝜔
𝐶𝑛
2
𝜕𝐶𝑛
𝜕𝑚 𝑖
𝑅𝑛𝑛  𝑒
𝑖𝜔𝑡  𝑑𝜔 
∞
−∞
𝑑𝑡′       
(2.10) 
Where 𝑅𝑛  holds the same definition as in (2.6), 𝑚𝑖  is the elastic model parameters at a 
sampled depth „i’ and 𝐶𝑛  is the seismic phase velocity of mode ‘n’. In this formulation, we 
employed the relation 
𝜕𝑘𝑛 (𝜔)
𝜕𝑚 𝑖
 = −
𝜔
𝐶𝑛
2
𝜕𝐶𝑛
𝜕𝑚 𝑖
 to replace the partial derivative in eigenwavenumber 
with a partial derivative in phase velocity, which makes the partial derivatives of the 
secondary observables to be a linear combination of the partial derivatives in phase velocity. 
This relationship between the secondary observables and the phase velocity is the basis for 
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using secondary observables in waveform inversion to reduce the non-linear relationship 
between the waveform of a seismogram and the elastic properties of the Earth.  
To make the partial derivative of the secondary observables (calculated in (2.10)) applicable 
in the waveform inversion, we can compute the envelope and phase contributions by using 
the following relations  
        
𝜕 ∥ g𝑝 𝜔𝑞 , t ∥
𝜕𝑚𝑖
 =
𝑅𝑒  g𝑝  
𝜕g𝑝    
𝜕𝑚 𝑖
  
 g𝑝 
 
                                                           (2.11) 
      
𝜕 φ(g𝑝(𝜔𝑞 , t)) 
𝜕𝑚𝑖
 =  
 𝑅𝑒 g𝑝  
𝜕𝐼𝑚  g𝑝  
𝜕𝑚 𝑖
−  𝐼𝑚 g𝑝 
𝜕𝑅𝑒  g𝑝  
𝜕𝑚 𝑖
 
 g𝑝 
2
                      (2.12) 
Where 𝑅𝑒 and 𝐼𝑚 represents the real and imaginary part of the cross-correlogram functions, 
respectively.  
The exact relationship between a structure at certain depth interval and its influence on the 
waveform of a surface wave is described by a sensitivity kernel: a partial derivative of the 
phase velocity, c, with respect to a perturbation in the reference Earth elastic properties (i.e. 
model parameters of the inversion). Using variational principle at a fixed frequency, small 
changes in the phase velocity of Rayleigh wave due to a small perturbation in the elastic 
parameters and density at a depth 𝑍0 can be described by 
      
𝛿𝐶
𝐶
 
𝜔
= ∫   
𝜌
𝐶
 
𝜕𝐶
𝜕𝜌
 
𝜔 ,𝑉𝑠 ,𝑉𝑝
𝜕𝜌
𝜌
 +   
𝛼
𝐶
 
𝜕𝐶
𝜕𝑉𝑃
 
𝜔 ,𝜌 ,𝑉𝑠
𝜕𝑉𝑃
𝑉𝑃
 +   
𝑉𝑠
𝐶
 
𝜕𝐶
𝜕𝑉𝑠
 
𝜔 ,𝜌 ,𝑉𝑃
𝜕𝑉𝑠
𝑉𝑠
  
∞
0
             (2.13) 
Where 𝑉𝑠  is the S-wave speed, 𝑉𝑃 is the P-wave speed, C is the phase velocity and 𝜌  is the 
density. Phase velocities are most sensitive to near surface 𝑉𝑃 for the fundamental mode 
Rayleigh wave (cf. Figure 2.3). However, for the inversion process that tries to retrieve the 
elastic properties of the upper mantle from the fundamental mode Rayleigh wave, it is a 
good approximation to only consider the influence of 𝑉𝑠 on the phase velocity and keep both 
𝑉𝑃 and 𝜌 fixed in (2.13). 
The sensitivity of the fundamental mode Rayleigh wave phase velocity on S and P-wave 
speeds and density at the period of 30 s is shown in Figure 2.3. Even though, the sensitivity 
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kernel is not zero for 𝑉𝑃 and 𝜌, especially at shallow depths, the dominance of 𝑉𝑠 overwhelms 
the two others for the whole upper mantle structure.  
            
Figure 2.3: Phase velocity partial derivatives (or sensitivity kernels) with respect to  𝑉𝑠 , 𝑉𝑝  and 𝜌 at 
the period of 30 s for the fundamental mode Rayleigh wave. The Earth model used for the calculation 
is shown at the left most of the Figure with its 𝑉𝑠 value.  
 
In order to complete the relationship between partial derivative of the secondary observables 
and that of partial derivatives in phase velocity, we reorganized the expression in (2.13) and 
added some results without showing the prove from Aki and Richards (2002) to provide the 
expression for the partial derivative of the phase velocity with respect to the model 
parameter 𝛽𝑉  (SV-wave speed) 
           
𝛽𝑣
𝑐
 
𝜕𝑐
𝜕𝛽𝑣
 =  
1
𝜔2𝐼1
 
𝐶
𝑈
  
1
𝐿
𝑟4
2 +  
4𝑘𝐹𝐿
𝐴−2𝐿
𝑟 1𝑟3                                                                   (2.14) 
where A, F and L are the elastic constants, C and U are the phase and group velocities of 
Rayleigh wave, 𝐼1is an energy integral which is proportional to the average kinetic energy of 
the wave, 𝑟3and 𝑟4 are the traction eigenfunctions and 𝑟 1 is the spatial derivative of the 
displacement eigenfunction of a Rayleigh wave (Aki and Richards, 2001; Takeuchi and 
Saito, 1972). Employing this relationship between 𝛽𝑉  and phase velocity in (2.14) and by 
calculating the partial derivative of the discrete values from the envelope and the phase of 
the cross-correlogram functions from (2.11) and (2.12), the G matrix for the iterative non-
linear inverse problem (cf. (2.9)) is constructed to retrieve 𝛽𝑉  from the waveforms of the 
vertical component Rayleigh wave seismograms.   
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2.4.2 The Data Vector and its Covariance 
The envelope and phase data taken from the real cross-correlogram functions filtered at 
different central frequencies are all stored in the data vector 𝑑0.  To construct this vector, 
different central frequencies of the Gaussian bandpass filters were selected based on two 
criteria:  
1. The number of recorded seismograms with a good signal-to-noise ratio at a given 
central frequency.  
2. The consideration of avoiding coupling between the different data taken from the 
cross-correlogram functions filtered at different central frequencies.  
The first criteria leads us to choose the most favoured central frequencies with most of the 
seismograms having good signal-to-noise ratio at those frequencies while the second criteria 
is considered satisfied by selecting the spacing between the central frequencies of the 
bandpass filters to be equal to their bandwidths (Leveque et. al., 1991; Debayle, 1996).  
For the inversion of „n‟ number of vertical component Rayleigh wave seismograms (and 
working with only fundamental modes), the number of data in the data vector  𝑑0 is given by 
                𝑁𝑑 =    3𝜀𝑖 +  𝜑𝑖 
𝑛
𝑖=1                                                                                       (2.15) 
Where 𝑁𝑑  is the total number of data, 𝜀 and 𝜑 are the number of periods where the cross-
correlogram functions have been filtered to generate envelope and phase data, respectively. 
The familiar consequence of an inversion process is that errors in the data results in error in 
the final model parameters. Assuming errors have Gaussian distribution, the data covariance 
matrix 𝑐𝑑0 is defined as a measure of the uncertainties attached to the recorded data. By 
selecting bandpass filters that do not overlap to one another (i.e. keeping the data of the 
different bandpass filtered cross-correlograms from being correlated), we can assume that 
the 𝑐𝑑0 matrix used in the waveform inversion is diagonal with its diagonal elements being 
the variance of the data (i.e. 𝑐𝑑0 = 𝛿𝑖𝑗 𝜍0
2, where 𝜍0 is the standard deviation and 𝛿𝑖𝑗 is the 
kronecker delta). For noisy data, by selecting large values for the standard deviation, the 𝑐𝑑0 
matrix in (2.9) is used to suppress the solution from matching the data and rather will be 
made to favour to stay close to the a priori information provided. 
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2.4.3 The Model Vector and its Covariance 
The inversion aims to retrieve the model parameters from the waveform data. To invert for 
the secondary observables using the inversion scheme of Tarantola and Valette (1982), we 
need to have two types of model vectors which we described as a priori (𝑚0 ) and initial 
(𝑚1 ) models. Both models are constructed from a path-averaged crust (i.e. the crustal part 
of the model is constructed by taking the average of the structure along the path between the 
source-station up to a depth of 40 km from 3-D a priori model 3SMAC (Nataf and Ricard, 
1995)) and an upper mantle structure from smoothed PREM (Dziewonski and Anderson, 
1981). The continuous upper mantle structure is sampled at 13 points in depth starting from 
40 km to 300 km and employing this discretization, we invert for SV-wave speed and 
attenuation factor Q of the upper mantle and in addition the scalar seismic moment M0 while 
the crustal structure is considered known and thus kept fixed at its path-averaged value.  
For a given seismogram recorded for a specific path, the dimension of the model parameter 
vector is 
               𝑛𝑚  = 𝑛𝑙  𝑛𝑝  +1                                                                                                   (2.16) 
Where, 𝑛𝑚  is the dimension of the model parameter vector, 𝑛𝑙  is the number of mantle 
model discretization points (in our case it is 13), 𝑛𝑝  is the number of model parameters to be 
inverted and the addition of one is to account for the scalar seismic moment M0 model 
parameter (which is a single value for a given seismogram). As a result of this relation, our 
model parameter vector is composed of 27 values corresponding to a single scalar seismic 
moment and the SV-wave speeds and attenuation coefficients for each of the 13 upper 
mantle depth sample points. 
The a priori information regarding the model parameters can be given in terms of a priori 
model (𝑚0 ) and its a priori covariance matrix 𝑐𝑚0. For two continuous a priori model 
functions 𝑓𝑛 𝑧   and 𝑓𝑚  𝑧
′    having Gaussian distribution with standard deviation of 𝜍𝑛  
and 𝜍𝑚 , the corresponding a priori covariance function can be given by (Leveque et al., 
1991; Debayle, 1996) 
                𝐶𝑛 ,𝑚   𝑓𝑛 𝑧 , 𝑓𝑚  𝑧
′   =  𝜍𝑛 𝑧 𝜍𝑚 𝑧
′ 𝑒𝑥𝑝  
− 𝑧 − 𝑧 ′  
2
2𝐿2
 𝐶𝑛𝑚                                 (2.17) 
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Where L is the vertical correlation length and 𝐶𝑛𝑚  is the coupling parameter between the 
different a priori model parameters. The 𝐶𝑛𝑚   value varies between -1 and 1, resulting in 
anti-correlation and perfect correlation, respectively. The standard deviations 𝜍𝑛  and 𝜍𝑚  in 
(2.17) control the amount of perturbation allowed in the different parameters while the 
vertical correlation length L controls the vertical smoothing of the models. 
2.4.4 Resolution and A Posteriori Covariance  
An important and thorny issue with inverse problems, that have non-unique solutions, is that 
estimated model parameters may be significantly smoothed or otherwise biased relative to 
the true situation. This and other issues of characterizing the bias in the inverted models are 
essential in interpreting the results in terms of their possible correspondance to reality 
(Richard et. al., 2005). For a generalized inverse problem scheme of Tarantola and Valette 
(1982), the resolution with which one can infer the model parameters from the data is given 
by the resolution matrix R, which is given by 
            𝑅 = 𝐺−𝑔𝐺 =  𝐺𝑇𝐶𝑑0
−1
𝐺 + 𝐶𝑚0
−1  
−1
𝐺𝑇𝐶𝑑0                                                    (2.18) 
Where 𝐺−𝑔  is the generalized inverse of the matrix 𝐺, 𝐶𝑑0 and 𝐶𝑚0 are the data and a priori 
model covariance matrices, respectively.  
The concept of the resolution matrix is an important way to characterize the bias of the 
generalized inverse solutions which explain how closely the generalized inverse solution 
matches a given model or it can be understood as a filter that relates the true model with that 
of the computed model (John et al., 1997). In practice the resolution matrix can deviate from 
an identity matrix mainly for three major reasons: one is when there is an error in our data; 
second is when there is coupling between the different model parameters (e.g. SV-wave 
speed and attenuation factor Q) of the inverse problem and third is when there is an internal 
coupling within a single model parameter at different depths. All these effects add up and 
result in what we call artefacts and blurring in the final model parameters retrieved from the 
waveform data. However, even if we assume the resolution of the model is perfect (like for 
the case of an overdetermined problem with a very large error in the a priori 
model, 𝐶𝑚0
−1  ≈ 0) or in another words if we have no damping, the error in the data will 
automatically be mapped into the model and result in an inverted model with a very large 
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error bars. Therefore, we need to optimize the trade-off between the resolution and the errors 
in the data by using an appropriate damping parameter (which is the ratio of  
𝐶𝑑0
𝐶𝑚 0
 ). 
The generalized inverse problem solution in (2.9) always gives us a solution with well–
determined properties, but it is essential to investigate how faithful a representation any 
model is likely to be of the true situation. One of the techniques for doing such a test on the 
robustness of the model is by using the a posteriori covariance matrix. For a linear 
relationship between the data and the model parameters under the assumption of independent 
and normally distributed measurement errors the a posteriori probability density function is 
Gaussian and the a posteriori model is given by (2.9) while the a posteriori covariance 
matrix is defined by 
                   𝐶𝑚 =   𝐺
𝑇𝐶𝑑0
−1𝐺 +  𝐶𝑚0
−1   
−1
                                                                  (2.19) 
The diagonal elements of 𝐶𝑚  indicates the a posteriori uncertainties associated with each of 
the model parameters in the inverse problem (Tarantola, 1987) while its off-diagonal 
elements are more difficult to interpret, and in general they are related to the correlation 
between the different model parameters (a strong correlation on uncertainties means that the 
two parameters have not been independently resolved by the dataset). 
The principle difficulties that one faces when trying to interpret 𝐶𝑚  can be summarized as 
(Rawlinson, 2000): 
1. Since 𝐶𝑚  is derived from linear inverse theory, it becomes less meaningful as the 
non-linearity of the problem increases. 
2.  𝐶𝑚  does not take into account the uncertainties due to model representation.  
3. The computation of 𝐶𝑚  requires the inversion of a large dimension matrix, which 
may be impractical for large numbers of parameters. 
Beside these limitations the computation of 𝐶𝑚  plays a significant role in identifying the 
most robust model of all the results obtained from the waveform inversion. 
2.4.5 Attenuation and Scalar Seismic Moment Inversion 
The main reason for including the inversion of the attenuation factor 𝑄 and the scalar 
seismic moment 𝑀0 in the CL method of waveform inversion is that, the knowledge of  this 
parameters will help the inversion of SV-wave speed by generating better synthetic 
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seismograms and as a result the fit of the amplitude of the envelope cross-correlograms in 
each of the iterations of the inversion process. 
For waveform inversion to retrieve the attenuation structure of the upper mantle, the first 
thing one has to do is to construct the secondary observables from the phase and envelope of 
the cross-correlogram functions following the same principle as in section 2.3 and then 
calculate the partial derivative of these secondary observables with respect to the attenuation 
factor Q
-1 
(detailed analysis can be found in Debayle, 1996).
 
At last, the iterative non-linear 
inversion scheme of Tarantola & Valette (1982) can be employed to recover the 1-D path-
averaged attenuation structure along the path from epicenter-to-station.     
The waveform inversion depends on the amplitude scale differences between the two 
seismograms used in the inversion. For the amplitude of the synthetic seismogram to 
correspond properly to the amplitude of the observed seismogram, we need to have a very 
good knowledge of the scalar seismic moment 𝑀0 of the source. Waveform inversion for the 
recovery of the scalar seismic moment of the source starts by taking the prime data of the 
inversion from the envelope of the cross-correlogram functions and perform the inversion 
just only to increase and decrease 𝑀0 by some factor to ensure adequate scaling of the 
synthetic seismograms. In addition to this, a good knowledge of 𝑀0 will help the inversion 
by adjusting the large trade-off that could occur between 𝑀0 and the average value of Q 
(Leveque et al., 1991).  
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Chapter 3:  Waveform Inversion: 
Application to Northern Europe  
The overall procedure of retrieving the 1-D path-averaged SV-wave speed models for the 
upper mantle structure beneath Northern Europe is partitioned into three stages. First the 
observed vertical component Rayleigh wave seismograms are pre-processed to select those 
seismograms with a very good signal-to-noise ratio that can be used for the waveform 
inversion. In the second step, we prepared the reference model for the construction of the 
synthetic seismograms from path-averaged crustal model that corresponds to the average 
crustal structure between epicenter and station and a smoothed PREM model for the upper 
mantle structure. In addition to this we also calculated the eigenfunction and phase velocity 
partial derivatives that are required for the construction of the Frechet derivative matrix in 
the inversion process. The last but not the least step is the application of the waveform 
inversion using CL method in order to retrieve the path-averaged 1-D models of the SV-
wave speed that is compatible with the waveforms of the vertical component Rayleigh wave 
seismograms selected in the first step.  
In this chapter, the data selection, pre-processing and modeling before inversion are 
discussed in sections 3.1, 3.2 and 3.3, respectively. The resulting model assessments and 
overall interpretations are discussed and presented with some exemplary data selected as a 
representative of the models obtained after inversion in sections 3.4, 3.5 and 3.6.  
3.1 Dataset  
Selection of data for this study was based on the dataset that was used by Weidle and 
Maupin (2008) for their generation of the upper mantle S-wave velocity model of Northern 
Europe. Since waveform inversion requires the knowledge of source parameters (cf. Section 
2.2), the selected events were reduced to those events that have a moment tensor solution 
(Centroid Moment Tensor (CMT) solutions issued at Harvard University and reported by 
National Earthquake Information Center (NEIC)) describing the event location, depth, 
magnitude and fault geometry. The distribution and coverage of the paths between epicenter 
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and station for all the data that satisfy this condition and used in our study is shown in Figure 
3.1, where the number of events and Rayleigh wave seismograms (vertical component) 
selected were 66 and 2332, respectively. 
 
Figure 3.1: Data coverage of the selected seismograms with CMT solution. The propagation path 
(dark solid line) is shown from the epicenter (stars) to the station (circles).  
 
The propagation path lengths between sources and stations for all the selected data in Figure 
3.1 are within the range 900 km to 8000 km and only a fraction of the paths exceeds 6000 
km (cf. Figure 3.2(a)). This characteristic of the paths makes the application of waveform 
inversion to be well suited for representing the structure along the path with a path-averaged 
model (with minimum artifacts that might arise from offgreat-circle path propagation (cf. 
Section 2.1)). 
Most of the Earthquakes selected with CMT solution for our surface wave study are shallow 
depth events (cf. Figure 3.2(b)), which commonly generate highly energetic fundamental 
mode that is very sensitive to the upper most mantle structure. Even though the sensitivity of 
the fundamental mode of the Rayleigh waves decreases with depth, the part of the upper 
mantle that we are interested for our investigation is well sampled by this mode in the 
frequency range 0.01 – 0.3 Hz.  
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Figure 3.2: A distribution histogram for the different propagation path lengths (a) and depths of the 
Earthquakes (b) selected for the application of waveform inversion. 
 
For the purpose of studying the upper mantle structure beneath Northern Europe, we made 
the waveform inversion to be restricted to the analysis of the fundamental mode vertical 
component Rayleigh wave seismograms within the period range 30 s to 80 s. Given this 
period range, we considered it is possible to use the filtered cross-correlogram functions to 
constrain the upper mantle structure to a depth of ~300 km (Leveque et al., 1992). The three 
main stages that comprise the whole processes of retrieving the SV-wave speed from the 
recorded vertical component Rayleigh wave seismograms are: 
1. Pre-processing 
2. Modelling 
3. Inversion and quality assessment   
Using these three procedural steps and following the approach of Debayle (1999), we wrote 
small computer scripts to perform the pre-processing and to make a link between the 
different utilities of the waveform inversion algorithm (kindly provided by E. Debayle from 
CNRS and Université Louis Pasteur, Strasbourg, France). As a result of this, the overall 
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waveform inversion to generate 1-D path-averaged SV-wave speed models is made a fully 
automatic routine.  
3.2 Pre-Processing 
Pre-processing of the vertical component Rayleigh wave seismograms started with the 
conversion of the data format from SEED (Standard for the Exchange of Earthquake Data) 
to SAC (Seismic Analysis Code) followed by the adjustment of the instrument files and the 
waveform data as it is required by the waveform inversion algorithm. After having the 
proper response file and waveform data, we proceed with the analysis by calculating the 
signal-to-noise ratio in each of the seismograms and select those seismograms which satisfy 
a certain criteria set on the level of signal-to-noise ratio. The overall processes that have 
been done in this pre-processing stage are divided into two parts as data conversion and pre-
selection, where each of them are explained below. 
I. Data Conversion 
All the GSN and GEOFON datasets are distributed in SEED format, but since all the pre-
processing techniques are set up based on utilities from SAC software; we converted the data 
from SEED format to SAC waveform format using rdseed (obtained from Incorporated 
Research Institutions for Seismology (IRIS)). The resulting SAC waveform data header 
needs to be extended by event information in order to proceed with the rest of the pre-
processing analysis. This new header information includes: event latitude, longitude, depth, 
and origin time. By doing this we generated an event-station pairs for waveform inversion. 
The instrument response (in SAC format) is composed of large amount of information 
related to the different ways of presenting the instrument as a filter. However, only the poles, 
zeros and the calibration constant can fully describe the instrument response. Consequently, 
only this part from the whole instrument response (which is relevant for the waveform 
inversion) is selected out and employed the in the waveform inversion. After performing 
this, we continued the pre-processing by removing the trend of the seismograms and cutting 
them within a window corresponding to a group velocity of 8 km/s to 2.5 km/s. Following 
this, the next step is to check the quality of the data by evaluating the signal-to-noise ratio in 
the seismograms. 
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II. Pre-Selection 
Waveform inversion is very sensitive to the amplitude of the recorded signal relative to the 
noise in the seismogram. In order to single out those seismograms with a very good signal-
to-noise ratio, we used a pre-selection process based on filtering the seismograms with four 
bandpass filters of overlapping windows (Debayle, 1999). The four bandpass windows used 
in our analysis are: 15 s – 30 s, 22.5 s – 45 s, 34 s – 68 s and 50 s – 100 s. The main reason 
for selecting this filter windows lies behind the maximum number of data obtained as a 
function of period for the group wave velocity measurements made by Weidle and Maupin 
(2008) (i.e. the period ranges with the largest number of group velocity measurements were 
selected for checking the quality of the signal in that period range), where the distribution for 
Rayleigh wave shows maximum at around 25-30 s and decreases with increasing period.  
Considering the part of the recorded seismogram with group velocity greater than 2.7 km/s 
to be the surface wave signal and the part with group velocity between 2.7 km/s to 2.5 km/s 
to be the noise, the criterion for a seismogram to satisfy the pre-selection condition is when 
the ratio between the maximum amplitude of the envelope of the signal part to that of the 
noise part is greater than 3 (Debayle, 1999). We consider the seismogram has a good signal-
to-noise ratio only when it can satisfy the above criteria in at least two of the four bandpass 
filter windows.  
Applying this criterion for all the seismograms filtered by each of the four bandpass filters, 
we analyzed 2332 vertical component Rayleigh wave seismograms and only 1104 of them 
passed the criterion. The data distribution as a function of the central periods of the four 
bandpass filters after the application of the pre-selection criteria is shown in Figure 3.3. The 
number of data that passed the criterion reaches its maximum in the period range of 34 s – 
68 s (at the central period of 51 s) and it reaches its minimum in the period range of 15 s – 
30 s (at the central period of 22.5 s). Although each of the selected four period windows can 
be used in the waveform inversion for selecting the central frequencies of the bandpass filter 
used to generate the secondary observables (cf. Section 2.3), based on the distribution in 
Figure 3.3, priority is given to the period range 34 s – 68 s followed by the range 50 s – 100 
s.  
Even though the number of seismograms is reduced as a result of the pre-selection, the path 
coverage in the investigation area (i.e. Northern Europe) is not affected that much and the 
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distribution of the path lengths is still in the range 900 km to 8000 km and the earthquakes 
are dominated by shallow depth events (cf. Figure 3.4).  
 
Figure 3.3: A distribution bar plot showing the number of seismograms (or data) satisfying the pre-
selection criteria (shown in blue) and those that do not satisfy the criteria (shown in red).  
 
Figure 3.4: Data coverage (the left most Figure) and histogram of path length (a) and event depth 
(b) distributions, after pre-selection.   
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3.3 Modelling 
At this stage, all the seismograms have already passed the pre-selection criteria and they all 
are assumed to have a good signal-to-noise ratio. Using the locations of the events and 
stations for these seismograms, the modelling stage involves the preparation of a reference 
model for the construction of synthetic seismograms and calculation of the eigenfunction 
and partial derivatives of the Rayleigh wave phase velocity. 
I. Reference Earth Model Construction 
Synthetic seismograms as discussed in section 2.2 can be computed for any reference Earth 
model. The period range (30 s – 80 s) that we selected to perform the waveform inversion 
contains long periods and the corresponding wavelengths are too long to constrain the crustal 
structure. But, this does not mean that the Rayleigh wave that we considered is not sensitive 
to the structure of the crust and any variation in the crustal structure will affect the computed 
synthetic seismogram and hence can introduce an artefact in the inverted upper mantle 
model. For this reason, it is important to have a crust that is as good as possible for each 
path. In this thesis, we prepared the crustal part of the reference model by taking the lateral 
average of the structure from surface to 40 km depth in 3SMAC 3-D model (Nataf and 
Ricard, 1996) corresponding to the path from the source to the station. As a result of this, 
different paths result in different crustal structure that corresponds to the average of the 
structure along the path in the upper 40 km. Employing this, the crustal structure is removed 
from the inversion process (in order to remove non-linearity that might arise as a 
consequence of the discontinuities in the crust) by considering it is known and keeping its 
structure in its path-averaged value along the epicenter-station path.                           
To illustrate the crustal sensitivity of the different periods, we generated the Frechet 
derivative of the fundamental mode Rayleigh wave phase velocity with respect to S-wave 
speed for a reference model constructed from path-averaged crust for a path between source 
(Lat: 35.55
0
, Lon: 69.79
0
) and station (Lat: 50.36
0
, Lon: 16.41
0
) from 3SMAC and upper 
mantle structure from smoothed PREM (cf. Figure 3.5). Except the sensitivity of the shortest 
period (i.e. 30 s), the rest of the periods considered have their maximum sensitivity below 
the 40 km thick crust. This will allow the waveform inversion (that is going to be performed 
using the given period values) to generate a good constraint of the upper mantle structure. 
Though the strong lateral variations of the crustal thickness will affect the 30 s period 
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dominantly, this period can provide us a good velocity constraint right below the crust and it 
is one of our objective to implement CL waveform inversion for this period and investigate 
the resulting effect. 
 
Figure 3.5: Sensitivity kernels for fundamental mode Rayleigh wave. The Frechet derivatives for 
phase velocity with respect to S-wave speed are shown for 30, 40, 60 and 80 s periods. The reference 
model is constructed from path-averaged crust of 3SMAC and smoothed PREM upper mantle. 
 
The upper mantle part of the reference model, which we consider from 40 km to 300 km, is 
constructed from the 1-D smoothed Vsv PREM model (Dziewonski and Anderson, 1981). 
The only difference between original PREM and its smoothed version is that, in smoothed 
PREM model the discontinuities in the upper mantle are replaced by a gradient (cf. Figure 
3.6). 
 
Figure 3.6: Comparison of PREM (dashed line) and the “smoothed PREM” (solid line) reference 
upper mantle models. (Figure from Priestley et al., 2006). 
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One of the advantages of replacing the Lehmann discontinuity at 220 km (which might not 
be a global feature (Gu al., 2001)) in PREM is to remove an a priori discontinuity which 
keeps us from having a general solution. However, using a velocity gradient to account for 
the vertical smoothing of surface waves allows the inversion process to increase or decrease 
the gradient, depending on the local strength of any eventual Lehmann discontinuity in the 
upper-mantle model (Priestley et al, 2008).  
II. Calculation of Eigenfunctions and Partial Derivatives             
After constructing a reference model, the eigenfunctions and partial derivatives of the phase 
velocity for the Rayleigh surface wave are calculated. The eigenfunction of a Rayleigh wave 
is composed of the vertical and horizontal displacements and tractions as a function of depth 
that can be used to calculate the different sensitivity of the wave at different depth ranges (cf. 
(2.14)). The eigenfunction calculation required for the waveform inversion was performed 
for both the source region (for scalar moment inversion) and for the path-averaged structure 
(for SV-wave speed and attenuation factor inversions). The other computation that we make 
in this section is the calculation of the partial derivatives of the phase velocity with respect to 
the model parameters that is essential in the construction of the synthetic seismograms and 
the Frechet derivatives in the inversion process (cf. Sections 2.2 and 2.4.1). 
Using a specific source region velocity structure for the computation of the eigenfunction at 
the source region improves the source excitation computation (Kennett, 1995). The source 
structure for this purpose is obtained from the 3SMAC 3-D model (Nataf and Ricard, 1996) 
and both the eigenfunction and partial derivative calculations are performed using the 
algorithm of Takeuchi and Saito (1972). 
3.4 Inversion  
The recovery of 1-D path-averaged SV-wave speed structure of the upper mantle beneath 
Northern Europe is performed using CL waveform inversion algorithm (with some 
modifications made in order to make the process automatically use only the fundamental 
mode cross-correlograms). The first step in the application of this algorithm is to set up the 
inversion parameters and to select the seismogram for which the waveform fitting is going to 
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be performed. For this study, we used the vertical component of the Rayleigh wave 
seismograms that have passed the pre-selection criteria (cf. Section 3.2). 
After setting the proper event and station parameters, the next step is to select the model 
parameters for which the waveform inversion is going to be performed. The algorithm 
allows seven parameters to be inverted simultaneously, but in this thesis we inverted only for 
the SV-wave speed  𝛽𝑣 , attenuation 𝑙𝑜𝑔 𝑄  and the seismic moment 𝑙𝑜𝑔 𝑀0 . Even though 
the aim of the thesis is to invert and discuss the results only for 𝛽𝑣, we cannot perform the 
inversion for 𝛽𝑣  alone without inverting for 𝑙𝑜𝑔 𝑄  and 𝑙𝑜𝑔 𝑀0 , which helps us to generate 
a better fitting of the envelope cross-correlograms (cf. Section 2.4.5). 
The a priori information to the inverse problem was defined in terms of a priori model and 
its covariance matrix (cf. Section 2.4.3). Using the approach of Leveque et al. (1991) and 
Debayle (1999), both the a priori and starting SV-wave speed models for the inversion was 
set to smoothed PREM model with an a priori standard deviation of 0.2 km/s (notice, the 
starting and initial models are the same as the reference model). The a priori standard 
deviation for 𝑙𝑜𝑔 𝑄  and 𝑙𝑜𝑔 𝑀0  was set to 0.05 and 0.5, respectively. In order not to 
impose correlation between the model parameter values from different depths, the vertical 
variation is controlled by the vertical correlation length which has been set to 50 km. This 
value is selected in accordance with the relatively long period (30 s – 80 s) of analysis 
selected that results in a long wavelength.  
The data used in the inversion process is composed of secondary observables constructed 
from both envelope and phase of the filtered cross-correlograms (cf. Section 2.3). Assuming 
there is no coupling between the different data used, the data covariance matrix becomes a 
diagonal matrix with its diagonal elements representing the variance in the data. For the 
envelope data used in the inversion, the standard deviation was set to 10% while 5% of 2𝜋 
radians was set for the phase data. 
Once all the necessary parameters and a priori information was set, we performed waveform 
inversion on the entire vertical component Rayleigh wave seismograms at two different 
central period windows: 
 Case 1: at 40 s and 80 s 
 Case 2: at 30 s and 60 s  
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These central periods belongs to the Gaussian bandpass filter used to generate the secondary 
observables (cf. Section 2.3). The selection of the periods in the above two cases is based on 
the number of seismograms that have good signal-to-noise ratio at a specific period range 
(cf. Section 3.2). To keep the different data of the inversion from being coupled to each other 
for each of the cases, we kept the spacing between the two central periods to be equal to the 
smaller central period. Based on this, the 1104 seismograms which have already passed the 
pre-selection were inverted for the above two cases to generate two separate sets of 1104 
models.  
For those observed seismograms that can be predicted by their corresponding initial 
synthetic seismograms within a factor of five, for each of the above two cases, secondary 
observables were constructed for both the real and multi-mode synthetic seismograms at the 
specified central periods of the bandpass filters. However, those observed seismograms that 
could not be predicted by their corresponding synthetic seismograms were removed from the 
analysis. As a result of this, 83 data were removed in case 1 and 101 data were removed in 
case 2. 
Using these secondary observables as a secondary data set, CL waveform inversion was 
employed in fitting the synthetic secondary observables with that of the real secondary 
observables using the following procedural steps: 
1. The envelope data from the cross-correlograms filtered at the longer periods (i.e. 80 s 
for case 1 and 60 s for case 2) was inverted using four iterations (from 1 to 4).  
2. In addition to the longer periods in the first step, short periods (i.e. 40 s for case 1 and 
30 s for case 2) envelope data was included and the inversion was performed for the 
next four iterations (from 5 to 9). 
3. The phase data of the cross-correlograms filtered at longer periods (80 s or 60 s) was 
included in addition to the envelope data at stage 2 for the iterations between 10 and 
14. 
4. In addition to the envelope and phase data at stage 3, the phase data filtered at shorter 
periods (40 s or 30 s) was included in the inversion for the iterations between 15 and 
20. 
This inversion procedure intends to use the envelope data as an indirect way to find an 
elastic model which can explain the group velocity of the fundamental mode and the phase 
data as a way of avoiding phase shift between the two seismograms that are fitted together. 
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Since we can only minimize the shift in the location of the envelope peak when the phase 
discrepancy between the observations and the initial models is small, the inversion procedure 
has been set to begin with explaining the long period group velocity and then followed by 
the shorter periods and then the instantaneous phase data is introduced at longer periods 
(where 2𝜋 phase shift is not expected) and at last short period phase data is added. 
An example is given in Figure 3.7 for the waveform inversion (based on case 1) applied to 
the vertical component Rayleigh wave seismogram of an event that occurred on the North 
Atlantic Ridge (Lat: 46.45
0
, Lon: -27.50
0
, date: 1997/10/23, centroid depth: 15.0 km, Ms: 
5.2) and recorded at a station location (Lat: 54.01
0
, Lon: 23.18
0
). After the first four 
iterations of the inversion with only employing the envelope of the cross-correlogram 
filtered 80 s (cf. Figure 3.7 (b)), the residual signal at longer periods is highly reduced and 
the synthetic seismogram matches the observed event with a better amplitude and time 
fitting as compared to the fitting before inversion (cf. Figure 3.7 (a)). Introduction of the 
envelope of the cross-correlogram filtered at 40 s (cf. Figure 3.7 (c)) in addition to 80 s, 
significantly reduces the short period residual signal and improves the amplitude miss-match 
between the synthetic and the observed event. By including the phase of the cross-
correlogram filtered at 80 s (cf. Figure 3.7 (d)), the delayed longer period part of the 
synthetic seismogram is fitted with the observed seismogram. Finally, including the phase of 
the cross-correlogram filtered at 40 s in the inversion improves the phase shift at the short 
periods. Furthermore, one can directly see the effect of the cross-correlogram phase is only 
to remove the existing phase discrepancy between the observed and synthetic seismograms 
by looking at the scale of the synthetic seismogram in Figure 3.7 (d) and (e), which has not 
been changed since Figure 3.7(c). 
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Figure 3.7: Illustration of waveform inversion performed with secondary observables filtered at 40 
s and 80 s. The Figure above shows the observed, synthetic and residual seismograms before 
inversion (a) and after the 4
th
 iteration (b), 9
th
 iteration (c), and 14th iteration (d) and at 20
th
 iteration 
(e). In each of the plots, the amplitude scale of the synthetic seismogram is provided with 
multiplication sign showing by how much it should be multiplied. The upper part of the Figure shows 
the cross-correlogram functions for the modes ranging from 0 (fundamental mode) to 4 (fourth 
overtone). For each mode and each period, the lower functions are the cross-correlograms between 
the single-mode synthetics and the data and the upper functions are the cross-correlograms with the 
complete synthetic seismogram. Vertical markings indicate where the envelope and phase of the 
cross-correlograms are sampled for the inversion. In this example, only the fundamental mode part of 
the cross-correlograms is sampled. 
(a) 
(b) (c) 
(d) (e) 
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3.5 Model Quality Assessment 
In performing waveform inversion to find the physical properties of the Earth, we must be 
concerned with far more than simply finding mathematically acceptable answers to the 
required model parameters. There might be many models that can adequately satisfy the data 
without being physically plausible. Therefore, it is essential to characterize the solution for 
robustness. This was done in the resulting models by asking the question how “good” is the 
solution in terms of physical plausibility and fit to the data, and perhaps how consistent is it 
with other constraints. For the results of the waveform inversion to be used in further 
analysis, we tested the results for the following general inverse problem issues:  
1. Data Misfit: How well do the resulting models predict the observed data (real 
filtered cross-correlogram functions)? 
2. Inversion success: How much percentage of fitting between the real and synthetic 
seismograms is obtained at the end of the inversion?  
3. Solution convergence: How well do the resulting models converge to a single model 
in the iterative inversion process? 
The existence of a solution or model that can explain the data within a certain error bar was 
checked using the data misfit parameter defined by: 
                             𝑥𝑑 =  
1
𝑛
 
 𝑑 𝑖−𝑑𝑖 
2
𝜍𝑖
2𝑖                                                                                 (3.1) 
Where n is the number of data, 𝑑𝑖  are the data predicted by the model (synthetic secondary 
observables), 𝑑 𝑖 are the data observed (real secondary observables), and 𝜍𝑖  are their 
uncertainties (corresponds to a posteriori standard deviation).  
The data misfit parameter is a very convenient statistical tool to judge the quality of model 
fit to the data. If the model is a good fit to the data and our estimates of the uncertainties are 
reasonable, then we would expect 𝑥𝑑  to be small. This ensures that the resulting 1-D path-
averaged SV-wave speed models represent the minimum constrained structure between the 
source and the station. In our analysis, values of 𝑥𝑑  that are too high (>1.75) are assumed to 
be symptoms of significant deviation from the degree of fitting. As a result, we only 
accepted those models that have 𝑥𝑑  < 1.75 and consequently only 321 models from case 1 
and 546 models from case 2 were allowed to pass to the next stage (cf. Figure 3.8). 
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Figure 3.8: Histogram of the data misfit parameter values for the 30 s – 60 s filtered data (a) and 40 
s – 80 s filtered data (b). Those models having their data misfit parameter 𝑥𝑑  < 1.75 (red lines) were 
considered to explain the data satisfactorily. 
 
As an example for the data misfit on the cross-correlogram functions, we selected a data 
with 𝑥𝑑= 1.732 that can allow us to witness the cross-correlogram fitting at the verge of the 
threshold for data misfit parameter. As can be seen from Figure 3.9, there is a slight 
discrepancy in the amplitude of the cross-correlogram envelope filtered at 40 s and in the 
fitting of the phase of the cross-correlograms filtered both at 40 s and 80 s. Though the 
energy in the residual signal is well reduced after inversion as a result of a good cross-
correlogram envelope fitting at the longer period (i.e. 08 s), it is possible to see from this 
example that it is reasonable to select the threshold value for the data misfit parameter to be 
1.75 (else the miss-match in the phase and envelope of the cross-correlogams will become 
significant and start to affect the fitting of the waveforms considerably). 
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Figure 3.9: An illustration of cross-correlogram function fitting at the verge of the threshold for 
data misfit parameter 𝑥𝑑 . The observed, synthetic and residual seismograms are shown before (a) and 
after (b) 20 iterations of inversion. 
 
The data misfit discussed above is measured from the cross-correlograms. In order to check 
the success of the inversion, we also analysed the residual energy directly on the 
seismograms (the energy discrepancy between the observed and that of the synthetic 
seismograms) relative to the actual energy. We calculated this value in the group velocity 
window of 2 km/s – 7 km/s and within a specific period window described by corner periods 
30-35-100-160 s for case 1 and 20-25-80-160 s for case 2. Mathematically the relative 
residual energy is given by: 
                   𝐸𝑟𝑒𝑠 /𝑎𝑐 =  
𝐸𝑟𝑒𝑠𝑖𝑑𝑢
𝐸𝑎𝑐𝑡𝑢𝑎𝑙
                                                                                              (3.2) 
a 
b 
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Where, 𝐸𝑟𝑒𝑠𝑖𝑑 𝑢  is the residual energy and 𝐸𝑎𝑐𝑡𝑢𝑎𝑙  is the actual energy. After checking the 
amplitude corresponding to the fundamental mode part of the residual signal for different 
values of 𝐸𝑟𝑒𝑠 /𝑎𝑐  (at 0.3, 0.4, and 0.5) and the number of seismograms satisfying the 
condition, we considered the waveform inversion is successful when the relative residual 
energy parameter is less than 0.3. Applying this criterion, the distribution of data is shown in 
Figure 3.10 for both frequency ranges. The numbers of seismograms that satisfy the criteria 
were 291 from case 1 and 121 from case 2. 
 
Figure 3.10: Histogram for relative residual energy distribution of the data analyzed in case 2 (right 
plot) and case 1 (left plot). The limiting criterion set on the relative energy parameter is shown with 
the red dotted line at the value of 0.3. 
 
The possible reason for the rejection of those data that have already passed the data misfit 
test is that the data misfit parameter is calculated to explain the filtered cross-correlograms 
(or secondary observables) whereas the relative residual energy is calculated to check the 
fitting of the synthetic and observed seismograms. As a result of this, the contribution from 
the overtones (which we did not try to fit) and the coda in the seismogram affect the relative 
residual energy but not the data misfit. To illustrate this we selected a data which has already 
passed the data misfit test (𝑥𝑑 = 0.716867) but not the relative residual energy test 
(𝐸𝑟𝑒𝑠 /𝑎𝑐 = 0.4202590). As can be seen from Figure 3.11, the filtered cross-correlograms (for 
both envelope and phase data) of the fundamental mode shows a good fit while the overtones 
shows a significant difference and the coda of the observed seismogram is directly 
transferred to the residual signal. As a consequence of this, the multi-mode synthetic 
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seismogram significantly differs from the observed seismogram and the resulting residual 
energy becomes large.  
         
Figure 3.11: Selected example to illustrate the difference between cross-correlogram fitting from 
the full waveform fitting. The cross-correlogram functions for both 40 and 80 s period filtered 
envelope and phase data (denoted mode 0) shows a good fit while the residual signal (denoted residu) 
shows a significant energy corresponding to overtones between group velocity 4.5 and 5.5 km/s.  
 
Even if we managed to find a 1-D path-averaged model that satisfies the Rayleigh waveform 
data within the limit specified above, this model may not be stable. The stability of the final 
1-D models was checked, for those models that have already passed the previous two quality 
tests, by using the misfit parameter in the model, which is computed as: 
                𝑆 = 𝑥𝑚  𝑖 − 𝑥𝑚 (𝑖 − 1)                                                                                      (3.3) 
Where, 𝑖 is the last iteration number of the inversion and 𝑥𝑚  is the square root of the 
quadratic perturbation of the model. Following the work of Debayle (1999), a model was 
considered stable if the misfit parameter 𝑆 calculated in (3.3) was found less than 0.05. The 
result of the convergence (or stability) test performed in all the 1-D path-averaged SV-wave 
speed models marks that only some of the models are stable (cf. Figure 3.12). 
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Figure 3.12: The model misfit in the final 1-D SV-wave speed models as a measure of uniqueness 
in the waveform inversion for both 30 s – 60 s and (a) 40 s – 80 s (b) period analyzed data. The 
constraining criteria of a model misfit parameter S = 0.05 is shown with the red dotted line. 
 
Even though the selection of stable models using the model misfit parameter 𝑆 is able to 
identify the most stable models, we encountered a problem when the observed seismogram 
shows the most suitable fit with the synthetic seismogram before reaching the last iteration 
of the inversion (i.e. the waveform fitting starts to diverge as the iteration number increases 
above the most suitable iteration). Therefore, since we calculate the model misfit parameter 
S at the last two iterations and we did not stopped the inversion at its most stable stage, the 
value of S becomes large for those models where the most stable iteration number is 
different from the last iteration. To investigate the detail of this effect we selected a data that 
has already passed the data misfit (19
th
 iteration: 1.225715, 20
th
 iteration: 1.245537) and 
relative residual energy (19
th
 iteration: 0.150907, 20
th
 iteration: 0.1877696) tests but not the 
stability criteria (S = -0.32517). 
The model misfit is the result of misfit in the three model parameters (i.e. SV-wave speed, 
attenuation and seismic scalar moment). The resulting SV-wave speed and attenuation 
models from the last two iterations of the inversion are shown in Figure 3.13. 
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Figure 3.13: SV-wave speed (left plot) and attenuation (right plot) models from the 19th and 20th 
iterations for the data with model stability S = -0.32517. 
 
The inverted models in Figure 3.13 show a small discrepancy (for the upper ~150 km) 
between the 19
th
 and the 20
th
 iteration results. The inversion result for the scalar seismic 
moment for this same data also showed some difference between the 19
th
 iteration (24.8310 
± 0.0354) and 20th iteration (24.8274 ± 0.0347). All this discrepancies add up to generate a 
total model misfit above the allowed threshold (S = 0.05). Therefore it is advisable to prepare 
a technique that can stop the inversion at the most suitable iteration and save the number of 
models that have been removed as a result of misused misfit parameter S. 
After performing all the model robustness tests, the numbers of accepted SV-wave speed 
models reach only 266 for case 1 and 112 for case 2. The difference in the number of models 
between these two cases could be due to the fact that the number of seismograms with good 
signal-to-noise ratio found within the period 40 s – 80 s is larger than the range 30 s – 60 s 
after the pre-selection process (cf. Section 3.2). In order to discuss and interpret the 1-D 
path-averaged models (and also to use the result for the 3-D model construction), we 
selected to use the models from case 1 and add only the models from case 2 that we could 
not find in case 1. The main reasons for this are: 
1. The number of data and path coverage is large in case 1 
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2. The influence from the crust is reduced in case 1 (since the maximum sensitivity of 
the shortest period ( 40 s) is below 40 km) 
3. The error bars for case 1 is smaller at larger depths, as a result of relatively good 
resolution, compared to case 2 
An illustration is shown in Figure 3.14 for the path distribution in both case 1 and case 2 and 
also a typical model that shows the difference between the models that was obtained from 
the two analysis windows. The path coverage and distribution in case 1 (40- 80 s) is better 
than case 2 (30- 80 s), which will help us to generate a good laterally resolved model (cf. 
Chapter 4). However, to remove biasing that could result from using the 1-D SV-wave speed 
models from both cases corresponding to the same source-station (which shows on average 
the same feature), we only chose the models in case 1 and add only the models from case 2 
that we could not find in case 1 to increase our path coverage and to check application of CL 
method for short period (i.e. 30 s). 
 
 
Figure 3.14: The path distribution and a typical 1-D SV-wave speed models after inversion for both 
case 1 (40-80 s) and case 2 (30-60 s). The 1-D model (lower most Figure) corresponds to the path 
marked with red line in the two path distribution maps (upper left and right Figures). 
 ENDRIAS G. ASGEDOM 
46 
 
Finally, in addition to the 266 1-D models obtained from case 1, we added 30 1-D models 
from case 2. However, since our original dataset was obtained from GSN and GEOFON, we 
found some recordings which have a duplicated source and station resulting in exactly the 
same 1-D models. We removed the duplicates and proceed to the interpretation of the results 
and generation of 3-D models with 262 1-D path-averaged SV-wave speed models.            
3.6 Results and Discussion  
As an example for the 1-D path-averaged SV-wave speed models obtained as a result of CL 
waveform inversion, we selected representative paths sampling the investigation area (i.e. 
Northern Europe) with a variety of path lengths and source depths (cf. Table 3.1). The 
distribution of stations and events selected in this example is shown in Figure 3.15 while the 
waveform fit between the observed and the synthetic seismograms before and after the 
waveform inversion is shown in Figure 3.16. The 1-D path-averaged SV wave speed models 
resulting from CL waveform inversion relative to the initial model is shown in Figure 3.17. 
The fundamental mode of the Rayleigh wave in Figure 3.16 is highly energetic relative to 
the overtones due to the fact that the events selected for our analysis are shallow depth (cf. 
Table 3.1). The waveforms of these fundamental modes for the selected five paths have a 
considerably good fit (cf. Figure 3.16 and Table 3.1) even though the initial difference 
between the real and the synthetic seismograms was relatively large. Since we did not 
include overtones of the Rayleigh wave in the waveform fitting of the cross-correlogram 
functions, we would not expect the overtones of the seismogram to show a good fit (and 
actually they did not).  
path 
No. 
Event 
Lat. 
Event 
Lon. 
Station 
Lat. 
Station 
Lon. 
Path 
Length(km) 
Event 
Depth 
(km) 
Data 
Misfit 
Relative 
Model 
Misfit Residual 
Energy 
1 46.3 -27.7 50.7 29.2 4130.6 15 0.92 0.04 0.01 
2 45.7 26.7 67.0 -50.6 4908.5 94 0.88 0.04 0.04 
3 53.8 -35.2 50.7 29.2 4259.2 15 1.04 0.07 0.02 
4 81.6 -4.9 55.0 37.8 3271.0 12 0.83 0.06 0.00 
5 46.4 13.5 78.9 11.9 3626.3 15 0.45 0.05 0.00 
 
Table 3.1:  The quality parameters of the selected 1-D path-averaged models with location of the 
events and the stations and also the path length and depth of the corresponding events. 
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Figure 3.15: Path distribution selected to explain the successful results of the CL waveform 
inversion. The path is shown from the epicenter (star) to the station (circles) with the path number 
specified next to each path. 
 
The synthetic and observed seismograms for the paths 1 and 3 have, in general, similar 
waveforms. This could be due to the fact that the two paths traverse through similar tectonic 
structures (cf. Figure 3.15) and the events have the same depth (cf. Table 3.1). The 
waveform of the seismogram for path 2 shows a significant dispersion (as a consequence of 
the relatively long path length) and considerable overtone energy relative to the fundamental 
mode (as a result of the relatively large event depth). The synthetic seismogram for path 4 is 
significantly delayed relative the observed seismogram while the synthetic seismogram for 
path 5 is faster than the observed seismogram.  
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Figure 3.16: waveform fits before and after the inversion for  the selected paths shown in Figure 
3.15. The specific path number for which the waveforms correspond are indicated by the labelles in 
each plot.       
 
The selected waveforms not just only show a good waveform fit but they also have good 
data fit and the models at the end of the inversion were very stable (cf. Table 3.1 for the 
quantitative description of the data and model fits). Based on the waveforms that can be seen 
in Figure 3.16, we would expect to obtain similar models from paths 1 and 3 while different 
models are anticipated from paths 4 and 5 (since one can infer high velocity model from path 
4 and low velocity model from path 5 as a consequence of the delayed and faster synthetic 
seismograms in each path, respectively).  
The 1-D path-averaged SV-wave speed models obtained as a result of the waveform 
inversion for Paths 1 and 3 shows the presence of a ~100 km thick lithosphere 
(characterized by SV-wave speed higher than that of the smoothed PREM) while the SV-
 ENDRIAS G. ASGEDOM 
50 
 
wave speed remain close to the smoothed PREM for depths larger than 150 km (i.e. 
predicting the smoothed PREM model with large error bars that is caused by the lack of 
resolution at large depths) (cf. Figure 3.17). In general, paths 2 and 5 have the same SV-
wave speed trend showing lower velocities for the upper 100 km and higher velocities for 
the depths from ~100 km – 150 km and again lower velocities between 150 km – 300 km. 
Path 4 shows a high velocity with large difference from smoothed PREM for the upper ~150 
km (which might be related to the East-European craton). 
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Figure 3.17: 1-D path-averaged SV wave speed models with its a posterior standard deviations 
(blue solid line) generated after the application of CL waveform inversion on the seismograms shown 
in Figure 3.16. The initial path-averaged crust from 3SMAC (green solid line) and smoothed PREM 
(red broken line) upper mantle models are also shown for comparison of the result.   
 
In order to visualize and have a general overview of all the 1-D path-averaged SV-wave 
speed models obtained from every procedural inversion steps that we set up in section 3.4, 
we present all the 1-D models obtained at the end of every procedural steps (4
th
, 9
th
, 14
th
 and 
20
th
 iterations) relative to the starting model (cf. Figure 3.18). The 1-D models at the 4
th
 
iteration shows, in general, a small deviation from the starting model, except one “abnormal” 
model. However, when we introduce the short period envelope data in the inversion process, 
the deviation from the reference model increases (mostly in the upper 200 km) (cf. Figure 
3.18 (iteration 9)). In addition to these, the phase of the cross-correlogram for both long and 
short period filtered data introduced some “abnormal” results that could not be expected for 
the upper mantle (in terms of SV-wave speed value and pattern of variation).  
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Figure 3.18: 1-D path-averaged SV wave speed models generated using CL waveform inversion 
(blue curve) starting from a smoothed PREM model (red curve). The result is displayed for the 4
th
, 
9
th
, 14
th
, and 20
th
 iterations of the inversion as it is labelled on each of the plots. 
 
On over all, the difference between the initial and final models becomes increasingly larger 
as the number of iterations in the inversion increases (or as the synthetic and real 
fundamental mode of the seismograms become more and more compatible to each other). In 
order to Figure out what could have caused the “abnormally” large deviations from the 
starting model in Figure 3.18, we selected out those 1-D models with “abnormal” SV-wave 
speed distribution with depth (cf. Figure 3.19). This selection was made by considering 
upper and lower limit from the very fast and very slow upper mantle SV-wave speed values 
of Lebedev et.al. (2009). As a result, we set an SV-wave speed range of 3.8 km/s – 5 km/s to 
be the limit for the 1-D path-averaged SV-wave speed models to be considered “normal” for 
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depths greater than 150km and we removed those models which are out this range. We also 
removed those models with Vs > 4.9 km/s for the depths less than 100 km. The1-D SV wave 
speed models that we consider “abnormal” and those models that we considered “normal” 
are both shown in Figure 3.19 and the distribution histogram at depths 100, 150, 200 and 250 
km for the variation of the “normal” SV-wave speed 1-D models in presented in Figure 3.20.  
The results of the waveform inversion for all data that lead to anomalous models is shown in 
appendix A. Surprisingly, all the 1-D models have quality parameter values that we 
considered good and the cross-correlogram functions for both the phase and envelope data of 
the fundamental mode show a very good fit between the synthetic and the real values. 
 
Figure 3.19: 1-D path-averaged SV wave speed models that we considered “abnormal” (left 
column) and those that was considered “normal” (right column). The red line is showing the 
smoothed PREM model while the blue lines are the models from the final inversion results. 
 
Even though the total number of 1-D models at the last iteration of the inversion (after the 
removal of the 12 “abnormal” models) shows a variety of discrepancies from the reference 
model (cf. Figure 3.19), the distribution reaches its maximum for values very close to the 
reference model (i.e. smoothed PREM model which have values 100.00 km: 4.412 km/s, 
150.00 km: 4.416 km/s, 200.00 km: 4.480 km/s) (cf. Figure 3.20).  
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Figure 3.20: Histogram of the distribution in SV-wave speed for the models without the „abnormal‟ 
results. The distribution is shown at 100, 150, 200 and 250 km depth at it is labelled at the top of 
each plot.  
 
In conclusion, CL method is a very conservative technique, which requires seismograms 
with a very good signal-to-noise ratio and results in a very good fit between the synthetic 
and real seismograms only when the synthetic seismograms originally are a good 
approximation of the observed events. In addition to these requirements we also introduced 
other very conservative tests on the robustness of the resulting models (including the 
removal of “abnormal” results) and finally generated 250 1-D path-averaged SV-wave speed 
models that correspond to the upper mantle structure in Northern Europe region that will 
later in chapter 4 be used to construct the 3-D model of the structure. 
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Chapter 4:  Inversion for 3-D 
Structure 
One of the most common ways to infer the local physical properties of the Earth using the 
measurements made on the average structure between an epicentre and a station is by 
employing the method of regionalization. The original regionalization schemes were based 
on dividing the study area into large blocks (or tectonic provinces) and considering each 
region is laterally homogeneous and independent of each other. As a consequence of this, a 
“pure-path” overdetermined tomographic inverse problem was set to retrieve the physical 
parameters in each tectonic province (Dziewonski, 1971; Leveque, 1980). On the other hand, 
this technique requires a priori definition of the boundaries between the different tectonic 
provinces and it doesn‟t allow the recovery of deep structures that are uncorrelated to surface 
tectonics. In contrast to this, the method of continuous regionalization introduced by 
Montagner (1986) requires the Earth to be divided into indefinitely smaller blocks or 
equivalently consider infinitely many blocks. In doing so, the tomographic inverse problem 
becomes underdetermined and the definition of an a priori covariance function is required to 
stabilize the solution by correlating neighboring points. The advantage of this new technique 
compared to that of regionalization by blocks is that the definition of a priori boundaries 
between regions is removed and correlation between shallow and deep structures is avoided. 
In this chapter, a brief summary of  the theoretical background for continuous 
regionalization scheme is given based on the derivation and descriptions of  Debayle and 
Sambridge (2004). Utilizing the software obtained from E. Debayle (from CNRS and 
Université Louis Pasteur, Strasbourg, France), we employed the continuous regionalization 
method for retrieving the lateral SV-wave speed variation throughout the upper mantle 
beneath Northern Europe.  
4.1 Tomographic Imaging 
The aim of a tomographic problem in seismology is to reconstruct the local seismic 
properties of a medium from line integrals through that medium. This combines data 
prediction with inversion in order to constrain the 3-D models of the Earth represented by a 
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significant number of parameters. In general, the steps required to produce a tomographic 
image of the upper mantle structure (from the 1-D path-averaged models cf. chapter 2 and 3) 
can be summarized as follows (Rawlinson, 2000):  
1. Forward calculation: This is a procedure to calculate the measured (or average) 
data from the known model parameters.  
2. Model parameterization: The upper mantle structure of the region being mapped is 
defined in terms of a set of model parameters (e.g. SV-wave speed specified in grid 
cells dividing the whole structure).   
3. Inversion: Automated adjustment of the model parameter values with the object of 
better matching the predicted data to the observed data subject to any regularization 
that may be imposed. 
4. Solution robustness: Can be based on estimates of covariance and resolution from 
linear theory or using statistical tests on the resulting models. 
For a successful seismic surface wave tomography, it is important to have a clear insight into 
the physics of the forward problem and utilize an optimized model parameterization with an 
effective inversion scheme. In the following sections, we will start our discussion by first 
presenting the forward problem that will lead us to a better understanding of the different 
approximations that we need to make before performing the tomographic inversion.  
4.1.1 Forward Problem 
For a given local phase velocity variation 𝐶 𝑇, 𝜃, 𝜙 , assuming surface waves propagate 
along a great circle path 𝑑𝑠 between epicentre and station with the variation of seismic 
parameters in the region being smooth. The forward problem of computing the average 
phase slowness in the region is given by  
                  
1
𝐶𝑖(𝑇)
=
1
𝐿𝑖
∫
𝑖
 
1
𝐶 𝑇,𝜃 ,𝜙 
𝑑𝑠                                                                                      (4.1) 
Where 𝐶𝑖 𝑇  is the average (or observed) phase velocity at the period T and along path i, 𝐿𝑖  
is the epicenter-station distance and 𝜃 and 𝜙 describe the geographical latitude and 
longitude, respectively.  
Since the output from CL waveform inversion is a 1-D path-averaged SV-wave speed 
models (cf. Section 3.6), we extend the idea in (4.1) and express the average shear wave 
slowness through its correspondent local shear wave slowness. Therefore, for a surface wave 
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propagating along a great circle path between the source and receiver, it can be shown that 
the average SV-wave slowness at first order is expressed by  
                
1
𝛽𝑣𝑖
 𝑧 
=  
1
𝐿𝑖
 ∫
𝑖
 
1
𝛽𝑣(𝑧 ,𝜃 ,𝜙)
𝑑𝑠                                                                                    (4.2) 
Where 𝛽𝑣𝑖 𝑧   and 𝛽𝑣(𝑧, 𝜃, 𝜙) are average and local SV-wave speeds, respectively (Debayle, 
1996; Debayle and Kennett, 2000). Equation (4.2) is the basis for employing regionalization 
on the 1-D path-averaged models obtained from waveform inversion, where we set a linear 
inverse problem for finding the local SV-wave slowness (or speed) with the forward problem 
describing the linear relationship between the data and the model parameters as 
                 𝑑 = Gm                                                                                                               (4.3) 
Where, 𝑑 is the data (i.e. 1-D path-averaged shear slowness), m is the model parameter (i.e. 
local shear slowness) and G is a matrix composed of the partial derivatives  
𝛿𝑠
 𝐿𝑖
 , which relates 
the model parameters vector with the data vector.  
4.1.2 Inverse Problem 
For an undetermined inverse problem, where the unknown model parameters are continuous 
variables while its theoretical relationship with the data is linear, it is possible to solve the 
problem by selecting an a priori model and a covariance function of model parameters 
(Tarantola and Valette, 1982). The solution for such an inverse problem is given by:  
𝑚 𝑟 = 𝑚0 𝑟 +   ∫𝐶𝑚0 𝑟, 𝑟
′ 𝐺𝑖 𝑟
′ 𝑑𝑟′   𝑆𝑖𝑗
−1
𝑗  𝑑0𝑗 −  ∫ 𝐺𝑗  𝑟
′′  𝑚0 𝑟
′′  𝑑𝑟′′   𝑖        (4.4) 
With 
𝑆𝑖𝑗 =  𝐶𝑑0𝑖𝑗 +  ∫𝑖∫𝑗 𝐺𝑖(𝑟1) 𝑟1 𝐶𝑚0 𝑟1, 𝑟2 𝐺𝑗  𝑟2 𝑑𝑟1𝑑𝑟2                                                    (4.5) 
Where,  𝑚 𝑟  is the inverted model, 𝑚0 𝑟  is the a priori model, 𝐶𝑚0 𝑟, 𝑟
′  is the a priori 
model covariance function at two geographical locations  𝑟 and 𝑟 ′ and similarly 𝐶𝑑0𝑖𝑗  is the 
data a priori covariance matrix with i and j representing two different surface wave paths.  
The inverse problem solution in (4.4) was solved in a least-squares sense aiming to find the 
model that gives the best fit to the data while keeping the model close to the a priori 
information given by the reference model and its covariance function. As a result of this, for 
a given region with high path density coverage, the inverted model is allowed to vary and fit 
 ENDRIAS G. ASGEDOM 
58 
 
the data but, for a region with low path density coverage, we keep the inverted model as 
close as possible to the a priori information.  
Practically the inversion process in (4.4) is performed by employing matrix-vector equations. 
To convert the expression in (4.4) into a matrix-vector equation, the continuous model 
parameters has to be parameterized. For this purpose, we descritize the investigation volume 
by 13 samples in depth (cf. Section 2.4.3) and laterally each of the slices (corresponding to 
the 13 depth samples) is gridded with a cell size of 2
0
 x 2
0
. Employing this, we construct the 
3-D model for the variation of SV-wave speed, first by inverting for local lateral variation of 
SV-wave speed at each of the depth samples separately and then interpolating the result 
between the different lateral distribution models. 
One of the very fundamental choices one has to make in performing an inversion process is 
the selection of the covariance function, which is characterized by an a priori standard 
deviation 𝜍0 at each point and a correlation length 𝐿𝑐𝑜𝑟𝑟  between two points. The standard 
deviation controls the amplitude of the model perturbation at the specified point while the 
correlation length defines the distance of separation between two points in the model for 
which the perturbation is correlated and thus acts as a spatial filter by imposing correlation 
between these two points. In the continuous regionalization method of Montagner (1986), 
the a priori covariance function is represented as a Gaussian function (which acts as a natural 
smooth taper that does not allow a ringing effect (Gibbs phenomena)) given by: 
         𝐶𝑚0 𝑟, 𝑟
′ =  𝜍 𝑟 𝜍 𝑟 ′ exp  
−∆
𝑟 ,𝑟 ′
2
2𝐿𝑐𝑜𝑟𝑟
2                                                                          (4.6) 
Where ∆ is the separation distance between the two geographic points 𝑟 and 𝑟 ′ , 𝐿𝑐𝑜𝑟𝑟  is the 
correlation length and 𝜍 𝑟  and 𝜍 𝑟 ′  are the two a priori standard deviations at 𝑟 and 𝑟′  , 
respectively. The covariance function that we consider here is the horizontal covariance with  
𝐿𝑐𝑜𝑟𝑟  being the horizontal correlation length. 
Most of the surface wave tomographies made in the past two decades were based on the 
assumption that surface waves are only sensitive to the structure along the zero-width ray 
path (Montagner, 1986). It is well known that surface waves are sensitive to heterogeneities 
within a Fresnel zone of considerable width (depending on wavelength). In the algorithm of 
Debayle and Sambridge (2004) the correlation defined in (4.6) implies indirectly that each 
path has an “influence zone”  which is equal to 2.64 x 𝐿𝑐𝑜𝑟𝑟 . This defines the width of the 
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area around the ray path that could include structures that can affect the recorded 
seismogram in the station (i.e. the influence zone defined in this way corresponds to the 
region where the Gaussian term in the integral (4.6) falls to about 3% of its maximum). 
Based on this, the application of continuous regionalization is mainly controlled by the 
choice of  𝐿𝑐𝑜𝑟𝑟  , in which the selection of its lower limit depends on two principal factors:  
1. The effective section of the path (or the overlap between the surfaces of width 2𝐿𝑐𝑜𝑟𝑟  
centred around each of the ray paths) must ensure a good coverage of the area under 
study (Montagner, 1986). This factor is directly dependant on the path density 
considered in the investigation, resulting in a large 𝐿𝑐𝑜𝑟𝑟  for a region with poor path 
coverage.  
2. The “influence zone” is defined as a function of 𝐿𝑐𝑜𝑟𝑟 . Since the real influence zone 
of a ray is its Fresnel zone, we should define 𝐿𝑐𝑜𝑟𝑟  in accordance with the width of 
the average Fresnel zone in the study. For this reason, we chose 𝐿𝑐𝑜𝑟𝑟   in terms of the 
dominant Fresnel zone, which will put the constraint that: in the first order the width 
of a ray should be approximated by 
                           𝐿𝑐𝑜𝑟𝑟  ≈   
𝜆𝐿
8                                                                                         (4.7) 
Where L is the average length of the ray path and 𝜆 is the dominant wavelength of 
the surface wave (see derivation in Appendix B). This assumption considers that the 
lateral resolution that can be expected when considering “the influence zone” of 
surface wave paths over which surface waves are coherent in phase is identified as 
approximately equal to the first Fresnel zone. 
For the above analysis to be physically sound it is necessary that the a priori information 
used corresponds to real information, independent of the data used and its probability 
distribution is described in terms of Gaussian function. For the two-steps inversion process 
(i.e. first CL waveform inversion to retrieve 1-D path-averaged models and second 
continuous regionalization to recover the lateral distribution of the model parameters) to be 
applied for inferring the 3-D seismic structure, the Gaussian a priori covariance function that 
describes the a priori information in the continuous regionalization process should be the a 
posteriori covariance of the CL waveform inversion process. 
Path coverage is a very important factor for retrieving an unbiased image of the upper mantle 
structure. The higher the path coverage density, the more detailed and less distorted is the 
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image of the upper mantle structure retrieved. The major source of artefacts and blurring in 
the 3-D model (constructed with waveform tomography) can be:  
 The error in data and theory of the wave field 
 The assumptions that we made in generating the 1-D path-averaged models 
(cf. Section 2.1) 
 Poor path coverage 
 Inappropriate focal mechanism that results in a synthetic seismograms with 
a poor prediction of the actual event 
 Poor crustal correction (using path average crustal models). 
Therefore, by selecting the appropriate propagation path lengths and coverage and utilizing 
the most optimum parameters for the waveform inversion, it is possible to generate a 3-D 
model that can explain the waveform of the seismograms recorded in each of the stations 
considered in the investigation. 
4.2 Data, Parameterization and Parameter Tests 
The dispersion characteristics of surface waves are mainly dependant on the vertical 
variation of the seismic properties in the structure; but since they propagate horizontally 
through the different tectonic provinces of the Earth, each individual data gives low 
resolution in the horizontal direction. For surface waves to generate a good resolution of the 
lateral variation in the seismic properties of the upper mantle structure, we need to have 
several paths crossing the investigation area. The different paths used in this section for 3-D 
inversion is obtained from the results of waveform inversion (cf. Chapter 3) that generated 
250 1-D path-averaged SV-wave speed models corresponding to each of the epicentre-
station paths (cf. Figure 4.1).  
As can be seen from Figure 4.1(left column), the crossing and azimuthal coverage of the 
different paths in the investigation area (i.e. Northern Europe) are good enough to allow us 
to generate a good lateral resolution with only small artefacts expected in the inverted model. 
For these distributions, the lengths of the paths considered (cf. Figure 4.1 (right column)) are 
within the range of 1000-7800 km, which is suitable for performing surface wave 
tomography by maintaining the assumption of a great circle propagation path for surface 
waves. 
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Figure 4.1: The 250 surface wave propagation paths obtained from waveform inversion in chapter 
3. The left column Figure shows the path coverage (dark solid line) from the epicenter (star) to the 
station (circle) while the right column Figure displays the histogram of the propagation path lengths 
for all the 250 paths.  
 
In order to retrieve the lateral upper mantle structure beneath Northern Europe, we 
parameterize our model by discretizing the region of interest with a cell size of 2
0
 x 2
0
 and 
perform the continuous regionalization of SV-wave speed for 13 sample depths separately 
(i.e. 13 lateral SV-wave speed variations at depths of 40, 50, 75, 100, 125, 150, 175, 200, 
225, 250, 275 and 300 km were obtained). As a priori information required to stabilize the 
undermined tomographic inverse problem, we employed Vsv smoothed PREM model with its 
a priori covariance obtained from the a posteriori covariance of the waveform inversion that 
we performed to retrieve the 1-D path-averaged SV-wave speed models (cf. Chapter 3).    
The horizontal correlation lengths that control the allowed perturbations of the models in the 
lateral scale were selected using the criteria that we set in section 4.1.2 and the a priori 
standard deviations were selected based on the consideration that the maximum SV-wave 
speed perturbation expected in the region is less than ± 15% (Weidle and Maupin, 2008; 
Pilidou et al., 2004; Pilidou et al., 2005).  
Taking into consideration that the path density we have in Northern Europe region (cf. 
Figure 4.1) is good, we investigate the impact of 𝐿𝑐𝑜𝑟𝑟  by selecting several values based on 
the different central periods used in the process of CL waveform inversion (cf. Table 4.1). 
For an average phase velocity of 4.5 km/s and average path length of 2811 km, the values of 
𝐿𝑐𝑜𝑟𝑟  ranges between 218 km and 356 km, where the lower and higher limits corresponding 
to the lower and higher central periods, respectively.  
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Central 
Period (s) 
30 40 60 80 
Correlation 
Length (km) 
218 252 308 356 
 
Table 4.1: The lower limits of the horizontal correlation length 𝐿𝑐𝑜𝑟𝑟  calculated using the first 
Fresnel zone approximation. For the calculation of 𝐿𝑐𝑜𝑟𝑟  we used 𝑉𝑎𝑣  = 4.5km/s and 𝐿𝑎𝑣 =
2811 𝑘𝑚. 
 
The results of the inversion for the different correlation lengths specified in Table 4.1 is 
shown in Figure 4.2 for the SV-wave speed lateral variation at the depth of 150 km. As can 
be seen from this Figure, there is no major discrepancy between the different maps except 
that the smoothness reduces as the correlation length reduces and sharper geometries are 
imaged for the smallest 𝐿𝑐𝑜𝑟𝑟  values (e.g. the high velocity zone in the Baltic region and the 
low velocity channel connecting Iceland with southern Scandinavia). However, to use the 
smallest 𝐿𝑐𝑜𝑟𝑟  value (i.e. 218 km) as a lateral smoothing filter in our tomographic models 
requires excellent path coverage in all the parts of the investigation area, which 
unfortunately we do not have.  
In order to understand the effects of the different 𝐿𝑐𝑜𝑟𝑟  values in a better way, we computed 
the relative variance reduction and the average data misfit parameters (see the parameter 
definitions from Appendix B) at the depth of 150 km for the four 𝐿𝑐𝑜𝑟𝑟  values selected in 
Table 4.1. The relative variance reduction increases with increasing 𝐿𝑐𝑜𝑟𝑟  and the average 
data misfit becomes very close to one for the largest 𝐿𝑐𝑜𝑟𝑟  value (cf. Table 4.2). Based on 
these results, we decided that the path coverage that we have is not that good to allow us to 
use a correlation length of 218 km and instead we selected 𝐿𝑐𝑜𝑟𝑟 = 356𝑘𝑚 to be the most 
optimum correlation length and made all our interpretations based on this value.  
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Figure 4.2: SV-wave speed lateral distribution for the different correlation lengths that we used in 
the tomographic inversion. The distribution map is shown at a depth of 150 km relative to the 
refrence model (i.e. smoothed PREM) having 𝑉𝑠 = 4.416 km/s and a priori standard deviation value 
of 0.1km/s. In the Figure above, each of the plots are labelled by their correlation lengths. The solid 
green line in Figures shows the plate boundary in the region. 
 
Correlation Length (km) 218 252 308 356 
Relative Variance Reduction 0.590145 0.611188 0.631340 0.640869 
Average Data Misfit (before inversion) 1.948673 1.948673 1.948673 1.948673 
Average Data Misfit (after inversion) 1.190021 1.158058 1.127761 1.113605 
 
Table 4.2: The variance reduction relative to the initial model and the average data misfit before 
and after the application of continuous regionalization. All the values correspond to the analysis at 
the depth of 150 km and a priori standard deviation of 0.1 km/s. 
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The a priori standard deviation 𝜍0 which controls the amplitude of the heterogeneities in the 
inverted model was set to the values 0.05, 0.1 and 0.2 km/s where the most appropriate value 
was selected by considering the amount of perturbation allowed in the final model compared 
to the expected ± 15% maximum perturbation that we set above. In Figure 4.3, we present 
the results of the lateral SV-wave speed variation at the depth of 150 km constructed with a 
correlation length of 356 km for the three a priori standard deviations  
The main difference that can be seen from the three different SV-wave speed maps in Figure 
4.3 is that the perturbation in the final models increases as we increase the a priori standard 
deviation. Apart from this, the heterogeneities that we found in all the cases are almost the 
same. Even though the data misfit calculated after the tomographic inversion is very close to 
one when we are using the a priori standard deviation value of 0.2km/s (cf. Table 4.3), since 
this value will allow the final model to be perturbed by more than 15% with the introduction 
of high damping in the model, we selected the a priori standard deviation value of 0.1 km/s 
to be the most appropriate value to be used in our analysis. 
A priori standard deviation(km/s) 0.05 0.1 0.2 
Relative Variance Reduction 0.5081476 0.6408691 0.6989341 
Average Data Misfit (before inversion) 1.948673 1.948673 1.948673 
Average Data Misfit (after inversio) 1.301935 1.113605 1.025700 
 
Table 4.3: The variance reduction relative to the initial model and the average data misfit for the 
three different a priori standard deviation values selected for trail in the continuous regionalization. 
All the values correspond to the analysis at the depth of 150 km and horizontal correlation length of 
356 km. 
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Figure 4.3: Tomographic map of SV-wave speed lateral variation at a depth of 150km (relative to 
smoothed PREM) generated using a prior standard deviation values of 0.05km/s (left), 0.1km/s 
(middle) and 0.2km/s(right). To control the lateral smoothing of the map we employed a horizontal 
correlation length of 356 km. The solid green line in Figures shows the plate boundary in the region. 
 
The choices that we made on 𝐿𝑐𝑜𝑟𝑟  and a priori standard deviations favours a smoothed 
upper mantle SV-wave speed lateral variation for the regions where we have large density of 
crossing paths with possible biasing expected in the regions where we have poor density of 
crossing paths. One very good example that shows the effects of biasing on the resulting 
models can be seen from the tomographic maps constructed with the effect of the datasets 
that we considered “abnormal” in section 3.7. The direct implication of these “abnormal” 
datasets in the tomographic images is to create a larger discrepancy between the inverted 
models and the reference model. To illustrate this effect in more detail, we plotted the 
difference in the lateral variations in SV-wave speed at a depth of 150 km for the full dataset 
(including the “abnormal” 1-D models) and the “normal” dataset (cf. Figure 4.4).  The 
effects of the “abnormal” 1-D models for regions with a high density of crossing paths is not 
significant (e.g. paths crossing central Europe), but for regions with low crossing paths the 
effect can be seen very clearly resulting in an abnormally high (e.g. paths recorded in 
Iceland) and low (e.g. path passing at the west of the Atlantic ridge) SV-wave speed 
perturbations.  
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Figure 4.4: Difference in SV-wave speed lateral variation at the depth of 150km between the full 
dataset (that contain both “abnormal” and “normal” 1-D path-averaged models) and the dataset with 
only the “normal” data. The propagation path of the “abnormal” 1-D models representing the path-
averaged structure from the epicentre-to-station is overlaid on the tomographic image in order to see 
the effect of each path separately. The solid green in the Figure is showing the plate boundaries in the 
region.  
4.3 Model Comparison and Discussion 
The lateral variation in SV-wave speed for depths between 50 km and 250 km is presented 
for the upper mantle structure beneath Northern Europe (cf. Figure 4.5). In order to make the 
discussion fit the basic aim of the thesis, which is to see if we can extract new information 
related to the SV-wave speed structure of the upper mantle using waveform tomography in 
addition to the information that was obtained from group wave traveltime tomography, we 
present our results in comparison to the result obtained by Weidle and Maupin (2008). All 
the results that we present in this section are based on the tomographic maps that we 
constructed using a horizontal correlation length of 356 km and a priori standard deviation of 
0.1 km/s. 
Weidle and Maupin (2008) measured group velocities for both Love and Rayleigh surface 
waves and they first inverted for group velocity maps in the period range 16-150 s and then 
performed a linear inversion to recover the depth variation of the upper-mantle shear wave 
velocity and its transverse anisotropy. Despite the fact that originally we had large number of 
data extracted from Weidle and Maupin (2008), we had to reject quite a large part of the 
data, either due to lack of CMT information (cf. Section 3.1) or due to quality problems 
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during waveform inversion (cf. Section 3.2 and 3.5). The path density that we have in this 
thesis is therefore not as good as in their study. The vertical correlation length that controls 
depth resolution in their study was 20 km while in our study it was 50 km (cf. Section 3.4).  
Keeping mind the differences in path coverage and number of data, we present both lateral 
(cf. Figure 4.5) and vertical (cf. Figure 4.6) sections of our tomographic model compared to 
the one from Weidle and Maupin (2008). Even though their model is constructed by using 
the model ak135 (Kennett et. al., 1995) as an a priori and our model uses smoothed PREM 
(Dziewonski and Anderson, 1980), both the models in Figure (4.5) and (4.5) are plotted 
relative to smoothed PREM (to allow us compare the different features in the two models 
with same scale). 
In general, our model (cf. Figure 4.5) is dominated by large scale features compared to the 
model from Weidle and Maupin (2008). The reason for this is due to the fact that we have 
less data and we have analysed our data at longer periods and longer (vertical and horizontal) 
correlation lengths, resulting in a smoothed lateral variation of the different depth models.  
 Even though the wavelength of the long period surface waves is too long to constrain crustal 
structure, it does not mean that they are not sensitive to the variation in the crust (cf. section 
3.3).  When we performed the waveform inversion in chapter 2, we kept the crustal structure 
at its path-averaged value from 3SMAC model (Nataf and Ricard, 1995) and inverted only 
for the upper mantle structure. This allowed us to remove the non-linearity that might have 
been introduced in the inverse problem as the result of the discontinuities in the crust. 
However, in doing such a simplification, the choice of a wrong crustal structure will bias the 
upper mantle structure for the shallow part of the model. Dispite the fact that different 
crustal models were used in both studies, we get more or less the same variation of SV-wave 
speed at shallow depth (e.g. 50 km) in our study as in Weidle and Maupin (2008) (cf. Figure 
4.5). In our model (since the 50 km depth could most likely be affected by the result of a 
wrong path-averaged crust that we used in the waveform inversion) the low velocities in 
Finland and central Europe could be the result of a crust that is thicker than in our model (i.e. 
40km) and in reverse the high velocities that we see in the mid-Atlantic ridge region might 
be the result of the crust being thinner than the expected average oceanic crust in 3SMAC 
model. 
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Figure 4.5: SV-wave speed lateral variation for the depths 50, 100, 150 and 200 km from Weidle 
and Maupin (2008) (right-hand-column) and our tomographic result using smoothed PREM as a 
reference (left-hand-column). In the Figure above, each plot is labeled with the corresponding depth 
from which the map is taken. 
50 km 50 km 
100 km 100 km 
150 km 150 km 
200 km 200 km 
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Since we employed only 30 paths analyzed at the short central period (i.e. 30 s) in the 
waveform inversion, we could not make any conclusion about the cons and pros of using this 
short period in the inversion process for improving our resolution of the model just below 
the 40 km crust. However, waveform inversion has shown that the influence of crustal 
structure in the upper mantle models becomes insignificant at depths larger than 70 km 
(Pilidou et al., 2004). We therefore focus our comparison to depths beyond 70 km. 
The presence of the high velocity anomaly related to the East European craton is resolved in 
our result which in, general, resembles the result (but with a significant variation in its 
structure and amplitude of  perturbation) from Weidle and Maupin (2008). In our model, this 
high velocity anomaly shows large amplitude that decays with depth, in contrast to the high 
velocity anomaly in Weidle and Maupin (2008) which shows relatively small amplitude at 
shallower depths and then increases and finally decays out. Even though the low velocity 
zone related to the hotspot in Iceland and the mid-Atlantic ridge structure were able to be 
resolved, the extension of this low velocity through Norwegian Sea and southern 
Scandinavia cannot be seen in our tomographic result. However, a slightly low velocity can 
be seen at greater depths (e.g. 150 km and 200 km).  
One possible explanation for our model not to resolve the channel connecting the Iceland 
plume and the Norwegian Sea beneath southwestern Scandinavia might be related to the 
horizontal correlation length that we used (i.e. 356 km) in the continuous regionalization 
process. By revisiting the tomographic maps that we constructed with smaller correlation 
lengths (cf. Figure 4.2), it is possible to see the presence of a channel, even at the depth of 
150 km, connecting the Iceland plume and the Norwegian Sea. 
The unprecedented result that can be seen from our model is the presence of a low velocity 
anomaly beneath Ireland which extends from the very shallow 50 km to the deepest depth of 
200 km. This result contradicts most of the previous tomographic models of the region 
(Weidle and Maupin 2008; Pilidou et al., 2004; Pilidou et al., 2005). The possible cause for 
this anomaly might be related with the lack of well crossed paths of surface waves that we 
used for the tomographic inversion.  
In order to see how the different anomalies vary in our model with depth in comparison to 
the model of Weidle and Maupin (2008), we compared vertical slices that cross through the 
major heterogeneities of our model (cf. Figure 4.6). The cross-section A-A´ in both models 
shows the SV-wave speed structure from Iceland across southwestern Scandinavia and into 
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the East European Platform. In this cross-section, the continuous low velocity anomaly 
observed by Weidle and Maupin (2008) cannot be seen in our model for the depths 
shallower than 150 km, but one can see their is continuity of this structure for the deepest 
part of southern Scandinavia region. Apart from this contradicting region, the two models 
show more or less the same variation of SV-wave speed in the cross-section A-A´ for the 
high velocity East-European craton and the low velocity Icelandic plume regions.  
The other cross-section that we show in Figure 4.6 presents the depth variation of the low 
velocity that we see in Ireland and also the anomaly in southern Scandinavia and the East-
European craton. Even though the low velocity in Ireland can be seen in the model from 
Weidle and Maupin (2008), it is  restricted to very shallow (the upper 75 km) depth and the 
structure continues further in the mainland UK and the North Sea for the deeper part of the 
model. In contrast to this, our model shows the continuity of this low velocity structure from 
the top (i.e. 40 km) up to the largest depth (i.e. 200 km) beneath Ireland, which might be 
related to the relatively long (i.e. 50 km) vertical correlation length that we used for the 
waveform inversion (cf. section 3.5). The other cause could likely be the smeared low 
velocity from the mid-Atlantic ridge and central Europe as a result of poor coverage in that 
part of the study region. Even though the amplitude of perturbation is small and the result is 
smeared, one can see from the cross-section B-B´ that our model consistently images the 
North-Sea‟s high velocity in agreement with the model of Weidle and Maupin (2008). 
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Figure 4.6: The Figure illustrates, the  lateral variation of SV wave speed at 150 km depth and the 
vertical cross-sections taken at A–A´ and B–B´ from the our result (left-column) and the result from 
Weidle and Maupin (2008) (right-column). For each of columns, top: Map view at 150 km depth 
through the SV wave speed model. Dark red lines indicate locations of cross-sections A–A´ and B–
B´. Bottom: Cross-sections A–A´ and B–B´. 
 
Finally, in order to increase confidence in our results, we compared our model with the 
model from Pilidou et al. (2005) , which is actually derived by the same technique as we 
used. The path coverage and crossing density of the model from Pilidou et al. (2005) is 
significantly better than what we used in this study, however, the horizontal correlation 
length that they used in their study (400 km) is larger than our largest horizontal correlation 
length (i.e. 356 km). The comparison between our result and the result form Pilidou  et al. 
(2005) is shown in Figure 4.7 for the depths 100, 150 and 200 km.  
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Figure 4.7: SV-wave speed lateral distribution at depths of 100 km, 150 km and 200 km from 
Pilidou et al., (2005)(left-hand column) and the result from our study (right-hand column). The 
heterogeneity is shown as the deviation from a smooth PREM mantle model. For the result from 
Pilidou et al., (2005) the fast directions of horizontally propagating SV-waves are shown by the light-
green (for 100 km depth) or red (for 150 and 200 km depths) bars, the length of which is proportional 
to the peak-to-peak azimuthal anisotropy and yellow lines define the East-European craton 
boundaries. The solid green line defines the plate boundaries.  
 
100 km 100 km 
150 km 150 km 
200 km 200 km 
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In general, the two models in Figure 4.7 show more or less similar patterns of anomalies. 
Though the amplitude of the anomalies varies slightly, the low velocity along the mid-
Atlantic ridge, the high velocity zone in Eastern-European craton and the low velocity in 
central Europe agree extremely well. In spite of the poor vertical resolution in our model, the 
other main similar features that can be seen from the two models is the low velocity beneath 
southern Scandinavia for depths greater than 150 km and the high velocity in North sea at 
the depth of 100 km. However, the low velocity observed beneath Ireland remains the major 
discrepancy between the two models.  
Overall, we have obtained a good first order resolution model of the uppermost mantle 
showing some details of the tectonic structures in the Northern Europe region which is 
compatible with former models constructed in the region. One of the major successes of our 
model is that, even if the number of data that we used (i.e. 250) is by far smaller than that of 
Pilidou et al. (2005) (i.e. 9000), we were able to resolve tectonic features that are compatible 
with the their model. 
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Chapter 5 Conclusions and Future 
Work 
The results of our investigations have been presented and discussed in the previous two 
chapters. In this chapter, we will present our conclusions and comments on the possible 
future works that can be done to improve the results that we got in this thesis. 
5.1 Conclusions 
To understand the causes for the present day tectonic structures and topographies of the 
Northern Europe region, many scholars link surface process with the underlying mantle 
source (e.g. Rohrman and Van der Beek, 1996). By imaging the structure of the Earth‟s 
mantle, one can improve the ground of discussions for the different proposals presented to 
explain the tectonic structures and topographies of the region. In this thesis (using surface 
waveform tomography), we constructed a 3-D model for SV-wave speed distribution in the 
upper mantle beneath Northern Europe that nicely represent the first order tectonic structures 
in the region.  
The waveform inversion scheme of Cara and Leveque (1987) was employed to analyze the 
vertical component Rayleigh waveforms at two separate filter windows (i.e. 40 s and 80 s; 
30 s and 60 s). Even though the method was very conservative and forced us to remove more 
than 3/4th of the original data, the resulting 1-D path-averaged models from the two analysis 
filter windows were well constrained and also vertically well resolved. 
The continuous regionalization applied on the 1-D path averaged SV-wave speed models 
allowed us to generate a laterally well resolved model. In the following, the most important 
features of our model are described and briefly discussed. 
Negative velocity perturbations associated to the Mid-Atlantic ridge are imaged, where the 
low velocities are related to very hot and shallow mantle along the spreading ridge and 
beneath the plume in Iceland (e.g. Bijwaard and Spakman, 1999; Pilidou et. al., 2004; 
Pilidou et. al., 2005). On the other hand, high velocities are observed beneath cratonic 
regions (Baltic shield) with the Trans-European Suture Zone, which separates the East 
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European platform from the younger parts of Central Europe being imaged with a relatively 
good resolution. In addition to this, our model consistently images the North-Sea‟s high 
velocity in agreement with earlier studies.  
 
For Southern Scandinavia, we found a low velocity anomaly for depths greater than 150 km 
which matches the tomographic model from Pilidou et. al. (2004) and Pilidou et. al. (2005). 
However, the model of Weidle and Maupin (2008) imaged a low velocity zone for the depth 
from 75 km to 150 km. 
Unlike other tomographies that has been done in the region (Pilidou et. al., 2004; Pilidou et. 
al., 2005; Weidle and Maupin 2008) we found a confusing low velocity zone beneath 
Ireland, although it is likely that this would be smeared low velocity from the mid-Atlantic 
ridge and central Europe as a result of poor coverage in that part of the study region.  
Though the horizontal resolution available with long period surface waves does not allow us 
to address in detail the geometry of the different tectonic structures, on the whole, our 3-D 
model produces a well constrained upper mantle structure beneath Northern Europe. In 
addition to this, the application of waveform inversion at short period (i.e. 30 s) was 
performed, but since only 30 data from this analysis window was allowed to the tomographic 
inversion process, we were not able to make a conclusive remark about the cons and pros of 
employing CL method at short periods. 
5.2 Future Work 
Possible future work that could improve the present model of the upper mantle structure 
beneath Northern Europe using waveform inversion method of CL could be directed towards 
the following directions: 
 It would be advantageous for future works to first try to understand why the 
waveform inversion method of CL rejects many data compared to the group 
velocity analysis. 
 Perform the waveform inversion with different crustal structure and include 
the overtones of the surface wave in the analysis. This will remove the large 
trade-off that occurs between the choice made for the crustal layers which 
are kept fixed in the inversion and the lithospheric values of S-wave 
velocities. In addition, we can expect increased resolution at greater depths. 
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 Perform the inversion with both Rayleigh and Love waves simultaneously 
and retrieve the anisotropy structure. 
 Perform 3-D resolution test: for example by calculating multi-mode 
seismograms and their corresponding group wave velocity to compare the 
result with Weidle and Maupin (2008) and also employ the utilities of the 
Voronoi diagrams present in the continuous regionalization algorithm of 
Debayle and Sambridge (2004) to assess the resolution of the model.  
 The misfit in the final inverted signal in CL waveform inversion can be as a 
result of a difficulty in modelling the seismic wave field properly. This can 
be overcome by using more precise techniques like SEM (Spectral Element 
Method).  
 The extension of the waveform inversion technique to include the high 
frequency portion of the seismogram in addition to the low frequency 
portion. In this formulation the major barriers are the assumptions made 
while constricting the 1-D path – averaged models, which require low 
frequency for their application to be valid. When one tries to increase the 
frequency, the first assumption to be affected is the consideration of 
independent modes propagating in a great circle. In order to introduce the 
application of waveform inversion in high frequencies, we might need to 
consider mode coupling in our analysis.  
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Appendix A:  Abnormal 1-D models 
The purpose of this appendix is to present the model robustness quality parameters and to 
show the cross-correlogram fitting for the 1-D models that we considered “abnormal” (cf. 
Section 3.6). First we present the inversion quality parameters in Table A.1 and show the 
path distribution of this “abnormal” data in Figure A.1 and finally we demonstrate the 
waveform fitting of the cross-correlograms at the last iteration of the inversion. 
 
Table A.1: The quality parameters of the “abnormal” 1-D models with location of the events and the 
stations and also the path length and depth of the corresponding events. 
 
The cause for the “abnormality” in the 1-D models can be related either to the properties of 
the recorded surface wave seismograms or the inadequacy of the method that we used for 
waveform inversion. For short paths (e.g. path 8), the Rayleigh surface waves may not have 
enough time to disperse while for long paths (e.g. path 1, 2, 3, 4 and 5) even if the Rayleigh 
Path 
No. 
Event 
Lat. 
Event 
Lon. 
Station 
Lat. 
Station 
Lon. 
Path 
length(km) 
Event 
depth 
(km) 
data 
misfit 
Relative 
residual 
energy 
model 
misfit 
1 30.0 57.6 67.0 -50.6 7719.8 15 0.50 0.28 0.01 
2 32.4 60.1 65.5 -13.8 6042.8 33 0.55 0.27 0.03 
3 32.4 60.1 66.1 -15.2 6106.3 33 0.74 0.19 0.02 
4 32.4 60.1 65.1 -21.1 6387.3 33 0.53 0.24 0.01 
5 32.4 60.1 64.7 -22.2 6446.1 33 0.79 0.29 0.01 
6 38.7 25.8 56.6 16.5 2101.7 15 1.51 0.23 0.03 
7 40.9 -29.8 67.0 -50.6 3176.1 15 0.84 0.25 0.01 
8 42.3 13.3 50.4 16.4 926.1 15 0.53 0.10 0.00 
9 42.6 17.5 59.6 9.6 1974.1 15 1.48 0.30 0.00 
10 48.3 -27.6 55.0 37.8 4418.9 15 0.82 0.12 0.02 
11 48.3 -27.6 78.9 11.9 3767.1 15 0.89 0.17 0.01 
12 52.2 -30.1 78.9 11.9 3388.1 12 1.26 0.29 0.01 
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waves are well dispersed the path lengths are too long and might result in a propagation path 
that deviates from a great circle. Another possible explanation could be that the observed 
surface waveforms resulting from very complex structures, thus violating the assumption of 
smooth structure (cf. Section 2.1). The very low SV-wave speed that we observed in the 
Mid-Atlantic ridge region (cf. Figure 3.18) could lead to a complex waveform when the 
wave field propagates through the complex ridge structure (e.g. path 7). Probable causes for 
the “abnormality” can also be due to Poor phase cross-correlogram fitting (e.g. path 6 and 
12) and discrepancy in the envelope maxima caused by interference between two wavetrains 
(e.g. path 1). Apart from this, each of the models show a good data fit, small relative residual 
energy and good convergence (stability).  
 
 
 
Figure A.1: Path distribution map form the epicentre to the station for the “abnormal” data. In the 
Figure above, the path numbers listed in Table A.1 is labelled for each of the paths.  
 
The following Figure presents all the cross-correlograms corresponding to the 12 
“abnormal” 1-D models selected in section (3.7). Each Figure is labelled with its path 
number given in Table A.1.    
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Appendix B Quality Parameters for 3-
D Inversion 
This Appendix provides a summary of the basic theoretical concepts behind all the criteria 
that we followed in the selection of  𝐿𝑐𝑜𝑟𝑟  and 𝜍0 for a successful application of continuous 
regionalization process. 
I.  𝑳𝒄𝒐𝒓𝒓 Values for the Different Central Periods 
For a finite frequency, we employ the physical tool of Fresnel zone to calculate   𝐿𝑐𝑜𝑟𝑟  to 
provide a more realistic 3-D kernel applicable to the Earth models. 
Fresnel Zones: For rays traveling from S to R in Figure B.1 to follow not only the great-
circle path, but also any number of excursive paths, the length of these excursive paths must 
not differ from the great-circle path length by more than quarter of a wavelength ( 𝜆 4 ) so 
that they can interfere constructively. 
 
 
                                           G                  W                 M          
                                   S                                                             R                              
                                                   x                        L - x     
                                                              L 
Figure B.1: In this Figure, W denotes the radius of the Fresnel Zone through which constructivly 
interfering rays travel from S to R and the sum of the lengths G and M gives the off great-circle path 
between S and R. 
 
Now let us assume, G + M = L´ and constructive interference occurs when L´ - L ≤ 𝜆 4 . 
Then, we can calculate for the difference between the different paths L´ and L and correlate 
it with 𝜆 4  by: 
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                                    L´ - L =  𝑥2 + 𝑊2 +   𝐿 − 𝑥 2 + 𝑊2 – L ≤ 𝜆 4                       (B.1) 
When 𝑊 is much smaller than 𝐿 − 𝑥 and 𝑥, the first-order Taylor expansion in 𝑊2 gives the 
following expression 
                                    
𝑊2
2
 
1
𝑥
+
1
𝐿−𝑥
 ≤
𝜆
4
                                                                            (B.2) 
Considering the maximum width of the Fresnel zone occurs at a distance of 
𝐿
2
 , we can 
replace 𝑥 by 
𝐿
2
  and express the first order Fresnel zone by  
                                     𝑊 ≅    
𝜆𝐿
8
                                                                                  (B.3) 
For practical purpose, in this thesis we employed (B.3) in the following expression  
                                     𝑊 =  
𝑉𝑎𝑣 𝐿𝑎𝑣 𝑇
8
                                                                              (B.4) 
Where T is the period, 𝑉𝑎𝑣  and 𝐿𝑎𝑣  are the average phase velocity and path length, 
respectively. Based on this approximation, we can specify   𝐿𝑐𝑜𝑟𝑟  as the radius of the first 
Fresnel zone and calculated its values for the different periods that we used in CL waveform 
inversion. 
II. Variance Reduction and Average Data Misfit  
To analyze the robustness of the inverted 3-D model, we employed the relative variance 
reduction and the average data misfit parameters. Mathematically these two quality testing 
parameters (for a given specific depth in our model) are defined by: 
                                       R =  
𝐵−𝐴
𝐴
                                                                                      (B.5) 
With 
                                     𝐵 =
1
𝑁
  𝑆𝑖 − 𝑆 𝑓𝑖𝑛 𝑖 
2
 and A =
1
𝑁
  𝑆𝑖 − 𝑆𝑟𝑒𝑓  
2
                          (B.6) 
Where R is the relative variance reduction, N is the number of data used in the inversion, 𝑆𝑖  
is the slowness initial model for a path i,  𝑆 𝑓𝑖𝑛 𝑖  is the average slowness model after 3-D 
inversion and 𝑆𝑟𝑒𝑓  is the reference slowness model. 
On the other hand, the average data misfit before and after inversion are given by 
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Average data misfit before inversion =  
1
𝑁
  
𝑑𝑖−𝑑𝑟𝑒𝑓 𝑖
𝜍𝑖
 
2
                                                 (B.7) 
Average data misfit after inversion =  
1
𝑁
  
𝑑𝑖−𝑑𝑝𝑟𝑒
𝜍𝑖
 
2
                                                     (B.8) 
Where 𝑑𝑖 is the data (i.e. 1-D model from waveform inversion) for path i,  𝑑𝑟𝑒𝑓 𝑖  is the data 
predicted from the refrence model, 𝜍𝑖  is the a posteriori standard deviation for the waveform 
inversion (or a priori standard deviation for the continuous regionalization) and 𝑑𝑝𝑟𝑒  is the 
data predicted from the inverted 3-D model for path i. 
 
