We use idea of linear isomorphism to solve problems on the rank of matrices in linear algebra. Some examples are given to show how to use this idea, combining with other techniques on different occasions.
Introduction
In the course of teaching linear algebra, I find many students do not understand well the rank of matrices. Whenever they are asked to prove the inequalities or equalities on the rank of matrices, they just give up. Are there any simple but effective methods so that they can apply easily? The following is the key.
We consider only real matrices, i.e. the entries of a matrix are real numbers. Let A be an m × n matrix and let A : R n → R m be the corresponding linear map. Then the rank of A is just the dimension of Im A as a subspace of R m . As usual we denote the rank of A by r(A). For simplicity, we use A to denote both the matrix and the corresponding linear map.
For a linear map f : V → W between two finite dimensional vector spaces V and W , we have the linear isomorphism
Occasionally we use Jordan canonical form of square matrices to simplify the argument. The reader had better know the theorem of full-rank factorization for any matrix, which follows from elementary row operations. See [3, 4, 1] for example. For further readings, I recommend [6, 2, 5] . I do not claim any originality of this article, since the results are classic and the idea is not new. The only value here, if any, is to make an emphasis on the idea of group homomorphism which usually is not properly stressed in linear algebra course, but which sometimes really helps us to clarify our questions in matrix theory.
Examples
In this section we give some examples to illustrate how to solve problems on the rank of matrices. Most of them are borrowed from [7] . In [7] , these problems are solved by using diverse techniques such as block matrices, elementary transformations and reducing to solving system of linear equations etc. However it is not easy for beginners to understand these complicated methods, not to say use them. The advantage of our method is simple in form so that we can use it straightforward. All we need to know is the image and kernel of a linear map between two vector spaces. Example 2.1 Let A, B be two m × n matrices, then we have r(A + B) ≤ r(A) + r(B).
Example 2.2 Let A, B be m × n and n × s matrices respectively such that AB = 0, then r(A) + r(B) ≤ n.
Example 2.3 (Frobenius) Let A, B, C be m × n, n × s and s × t matrices respectively. Then r(ABC) ≥ r(AB) + r(BC) − r(B).
It is obvious dim Ker A∩Im B ≥ dim Ker A∩Im BC. Thus r(B) − r(AB) ≥ r(BC) − r(ABC).
Let B be the n × n identity matrix E n , then we have Proof. Let A be an m × n matrix Let P s :
Example 2.7 Let A be an n × n matrix. Then for any positive integer m, we have (m + 1)r(A 2 ) ≤ r(A m+2 ) + mr(A).
Proof. We need to show that m(r(A)
− r(A 2 )) ≥ m+1 k=2 r(A k ) − r(A k+1 ). It suffices to show that r(A) − r(A 2 ) ≥ r(A k ) − r(A k+1 ) for 2 ≤ k ≤ m + 1
. This is obvious since dim Ker
Example 2.8 Let A, B be two n × n matrices such that AB = BA. Then r(A + B) ≤ r(A) + r(B) − r(AB).
Example 2.9 Let A, B, C be three n × n matrices such that r(A) = r(BA). Then r(AC) = r(BAC). Example 2.10 Let A, B be m × nand n × s matrices respectively. Then (1) r(A) = n ⇒ r(AB) = r(B); (2) r(B) = n ⇒ r(AB) = r(A).
Proof.
(1) Since r(A) = n, we have n = dim Im A = dim R n − dim Ker A = n−dim Ker A, hence Ker A = 0, i.e A is injective. Thus r(AB) = dim Im AB = dim A(Im B) = dim Im B = r(B).
(2) Since r(B) = n, we have n = dim Im B = dim R n , hence Im B = R n , i.e B is surjective. Thus r(AB) = dim Im AB = dim A(Im B) = dim Im A = r(A). Proof. We prove r(AA T ) = r(A) by induction on m. We may assume that m ≥ n(Otherwise we prove r(A T A) = r(A T ) = r(A)). If m = 1, it is obvious. Suppose that r(A) = r. If r = n, then by the result of last example, r(AA T ) = r(A T ) = r(A). So we may assume that r < n. Let A = F G be the full-rank factorization, where F, G are m × r, r × n matrices with rank r respectively. Using the result of last example again and by induction, we have
Remark. 1. Compare the standard proof by showing that AX = 0 and A T AX = 0 have the same set of solutions. Our argument is different. 2. If A is not a real matrix, the conclusion is not true. One may find the counterexamples easily.
We need only to show that dim V = dim W . For x ∈ V, y ∈ W , it is easy to see that Ax ∈ W and A T y ∈ V . We show that A restricted on V is injective: if Ax = 0, then x = A T Ax = 0 since x ∈ V . Thus dim V ≤ dim W . Similarly we have A T restricted on W is injective, hence dim W ≤ dim V . This completes the proof.
Example 2.13 Let A be an n × n matrix. Then r(A n ) = r(A n+k ) for any positive integer k. 
