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Abstract
We study the effective transfer matrix within the semiclassical and bifurcation
phases of CDT quantum gravity. We find that for sufficiently large lattice volumes
the kinetic term of the effective transfer matrix has a different sign in each of the
two phases. We argue that this sign change can be viewed as a Wick rotation
of the metric. We discuss the likely microscopic mechanism responsible for the
bifurcation phase transition, and propose an order parameter that can potentially
be used to determine the precise location and order of the transition. Using the
effective transfer matrix we approximately locate the position of the bifurcation
transition in some region of coupling constant space, allowing us to present an
updated version of the CDT phase diagram.
1 Introduction
General relativity has already been successfully formulated as an effective quantum field
theory that is valid up to some energy cut-off scale. Surprisingly, the work of Donoghue
[1] and others even suggests that gravity forms the best perturbative quantum field
theory in nature. However, as one increases the energy scale beyond the energy cut-off
in a perturbative expansion new divergences appear that require an infinite number of
counterterms to define the theory, as first suggested in the seminal work of t’ Hooft and
Veltman [2] and later explicitly confirmed by Goroff and Sagnotti [3]. When considering
small perturbations about flat Minkowski space one observes that the divergences cancel
at the one-loop level. However, at the two-loop level and higher, such cancellations do
not occur and divergences are once again present. The problem is compounded when
one includes matter content, with nonrenormalizability occurring again at the one-loop
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level [4]. The so-called perturbative nonrenormalizability of gravity has led a number of
researchers to investigate the idea that one should extend the idea of renormalization to
the nonperturbative regime, which has become known as the asymptotic safety scenario,
as first suggested by Weinberg [5].
If the asymptotic safety scenario is correct, gravity is effectively renormalizable when
formulated nonperturbatively because the renormalization group flow of couplings end
at a non-trivial fixed point in the high energy limit, and therefore remain finite over
the entire range of energy scales. Evidence for such a fixed point has come mainly from
functional renormalization group methods [6, 7, 8, 9, 10, 11] and lattice approaches to
quantum gravity [12, 13, 14, 15]. In a lattice formulation of quantum gravity a non-
trivial fixed point would appear as a second-order critical point, the approach to which
would define a continuum limit [16]. A lattice formulation of gravity is thus desirable:
one can search for non-trivial fixed points by looking for a continuum limit of the theory,
and at the same time one can perform calculations with controlled systematic errors.
In addition it complements the analytic renormalization group approach.
A particular approach to lattice quantum gravity is defined by causal dynamical
triangulations (CDT). In CDT, spacetime geometries are defined by locally flat n-
dimensional simplices that are that glued together along their (n−1)-dimensional faces,
forming a n-dimensional simplicial manifold. The defining characteristic of CDT is the
introduction of a causality condition, in which one distinguishes between space-like and
time-like links on the lattice. Hence, one defines a foliation of the lattice into spacelike
hypersurfaces, each with the same fixed topology. Only geometries that can be foliated
in this way are included in the ensemble of triangulations that define the path integral
measure. The CDT approach to quantum gravity has enjoyed a number of successes,
including the emergence of a 4-dimensional de Sitter-like geometry [13] and the likely
existence of a second-order transition line in the coupling constant space. This second
order transition line may allow one to establish a continuum limit of the theory [17].
Following the work of Regge [18], CDT discretises the continuous path integral and
Einstein-Hilbert action into
ZE =
∑
T
1
CT
e−SEH (1)
and
SReggeEH = − (κ0 + 6∆)N0 + κ4 (N4,1 +N3,2) + ∆ (2N4,1 +N3,2) , (2)
respectively. Here the CDT partition function of Eq. (1) is defined as the sum over all
possible triangulations T , and CT is a symmetry factor. The discretised Einstein-Regge
action of Eq. (2) is defined in terms of the bare coupling constants κ0, which is inversely
proportional to Newton’s constant, and ∆ which is an asymmetry parameter defining
the ratio of the length of space-like and time-like links on the lattice. There are two
types of fundamental building blocks in CDT, the (4, 1) and (3, 2) simplices (see Ref.
[12] for a detailed discussion of the numerical setup), the number of which are quantified
by N4,1 and N3,2, respectively. N0 is the number of vertices in the triangulation T . κ4 is
formed from a linear combination of the cosmological and inverse Newtonian coupling
constants, and is tuned to its (pseudo-)critical value such that one can take an infinite-
volume limit. This leaves a parameter space that can be explored by independently
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varying the bare couplings κ0 and ∆.
Typically one explores such a parameter space, trying to locate the position and or-
der of its phase transitions, by studying a suitably defined order parameter depending
on global properties of the triangulations, e.g. the number of vertices N0, etc. However,
changes of such an order parameter do not necessarily give much insight into the micro-
scopic nature of the phase transition. Additional information regarding the microscopic
properties of phase transition can be obtained by studying the effective transfer matrix
linking the nearest (in integer time t) spatial slices [19, 20]. The transfer matrix M and
the associated effective Lagrangian Leff
〈nt+1|M |nt〉 ∝ exp(−Leff [nt, nt+1]) (3)
are parametrised by the spatial 3-volume observable nt ≡ N4,1(t) which can be measured
in Monte Carlo simulations. The existence of the effective action, parametrised by the
pseudo-local form (3) is highly non-trivial. The effective Lagrangian contains a ‘kinetic’
term coupling the neighbouring volumes and the diagonal ‘potential’ term. Parameters
of the action determine the phase structure of the model. In the original study three
phases (denoted A, B and C) were discovered, out of which the C phase, also called
the de Sitter phase, was physically the most interesting, predicting the extended four-
dimensional semi-classical background geometry. Phase A was characterised by a lack
of correlation between volumes in the neighbouring slices. In the B phase the time
dependence of configurations was reduced to a single time slice.
It was argued in Ref. [20] that the transition between phases A and C can be
identified by the vanishing of the kinetic term of the effective transfer matrix (3).
In phase C the kinetic term is Gaussian with a positive coefficient. Increasing the
coupling κ0 for fixed ∆ one moves towards the A-C phase transition and at the transition
the coefficient multiplying the kinetic term vanishes. One can also perform the same
study but keeping κ0 fixed and varying ∆. In this case one encounters a new so-called
bifurcation phase separating phase C from phase B [20], see Fig. 9. Within this new
bifurcation phase the kinetic term of the effective transfer matrix (3) bifurcates from a
single Gaussian characteristic of small spatial volumes to a sum of two shifted Gaussians
for large volumes. As we will argue in the following section it is tempting to view this as
evidence that the metric undergoes a signature change, such that one has a Lorentzian
metric signature for sufficiently large ∆ within phase C, but for sufficiently small ∆
we encounter the bifurcation phase where the metric effectively changes to a Euclidean
metric.
In a lattice theory of quantum gravity the hope is that one can take a continuum limit
by approaching a second order critical point, at which one can take the lattice spacing
a → 0 whilst keeping observables fixed in physical units. In Ref. [17] a likely second
order transition was identified for ∆ ∼ 0, thus raising the exciting possibility of defining
a continuum limit in CDT. The newly reported bifurcation phase [20], however, exists
in the parameter space between the physical phase C and the second order transition,
and so being able to approach the second order transition from within the physical
phase seems less likely. Therefore, it is important to establish the actual extent of
the bifurcation phase in the CDT parameter space and check whether phases C and
B meet directly in some region. Alternatively, it is worth investigating whether the
transition between phase C and the bifurcation phase is itself second order, thus raising
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the possibility of taking a continuum limit at an entirely new point in the parameter
space.
2 The Bifurcation Phase and the Signature Change
We begin with a short reminder of previous results concerning the effective transfer
matrix in phase C (also called the de Sitter phase) and inside the bifurcation phase.
The transfer matrix is defined as the transition amplitude from spatial volume n at
(discrete) time t to the spatial volume m at time t+ 1, integrating out all other degrees
of freedom. The existence of such an effective transfer matrix parametrised by a spatial
volume observable is a highly non trivial conjecture. It is based on numerical results of
CDT simulations with a varying length of the (periodic) proper time axis, ttot. Empirical
probability distributions measured for different ttot can be combined to calculate the
transfer matrix elements 〈n|M |m〉 [19]. This result does not depend on the choice of
possible combinations of ttot used to determine 〈n|M |m〉, which has been explicitly
checked within all CDT phases. This self-consistency check provides strong evidence
that the above conjecture is true. It was shown that the effective transfer matrix inside
the de Sitter phase is perfectly consistent with other methods of measuring the effective
action [19], and it can be used to replicate the average spatial volume profile and the
shape of quantum fluctuations [20] observed in this phase. The transfer matrix approach
was also used to parametrise the effective action in other phases of CDT, and to analyse
the phase transitions. This led to the discovery of a new bifurcation phase, where the
transfer matrix can again be used to construct a simplified model that explains the
observed narrowing of the spatial volume profile [20].
It was shown in [19] that inside phase C the effective transfer matrix can be accu-
rately parametrised by
〈n|MC |m〉 = exp
[
− 1
Γ
(n−m)2
(n+m)
]
︸ ︷︷ ︸
kinetic part
exp
[
− µ
(
n+m
2
)1/3
+ λ
(
n+m
2
)]
︸ ︷︷ ︸
potential part
, (4)
which leads to a discretised minisuperspace effective Lagrangian
LC [n,m] =
1
Γ
(n−m)2
n+m
+ µ
(
n+m
2
)1/3
− λ
(
n+m
2
)
, (5)
where Γ, µ and λ are parameters related to the (effective) Newton’s constant, the size
of the CDT universe and the cosmological constant, respectively. The dynamics of
the spatial 3-volume is therefore described by quantum fluctuations around the semi-
classical de Sitter solution
〈nt〉 ∝ cos3(α · t). (6)
Inside the bifurcation phase the situation is quite different, and the measured trans-
fer matrix takes the form [20]
〈n|MB|m〉 = (7)
=
exp
− 1
Γ
(
(n−m)− c[n+m]
)2
n+m
+ exp
− 1
Γ
(
(n−m) + c[n+m]
)2
n+m

V [n+m] ,
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where c[n + m] → c0(n + m − sb) for large volumes (n + m  sb) and c[n + m] → 0
for small volumes (n + m  sb), and V [n + m] is the potential part dependent on
n + m. The value of sb (the so-called bifurcation point) provides a characteristic scale
for which the system changes from phase C like behaviour (for small volumes) to a new
type of behaviour (for large volumes), as the kinetic term in (7) bifurcates from a single
Gaussian to a sum of two shifted Gaussians. The strength of bifurcation depends on
the parameter c0. The values of the effective parameters sb and c0 are functions of the
bare coupling constants κ0 and ∆, and the transition between the bifurcation phase and
phase C is associated with the limits sb → ∞ and c0 → 0, where Eq. (7) transforms
into Eq. (4).
Starting within phase C and keeping κ0 fixed while decreasing ∆, for some critical
value ∆c we observe a phase transition where c0 changes from zero to some positive
value. Our results show that the change is smooth (the phase transition is most likely
second or higher order). In this case one should be able to define a continuous theory
in the vicinity of the phase transition, even though it is not clear whether the CDT
geometry deep inside the bifurcation phase is physically relevant. Therefore it is the
infinitesimal neighbourhood of the phase transition which is of particular interest, and
we will analyse it in detail in the remainder of this section.
Very close to the transition the c0 parameter is small and sb is large. At the same
time Γ is practically unchanged compared to phase C. Let us now consider the large
volume limit, such that n+m sb and n−m Γ/2co.1 In this case one can expand
Eq. (7) in powers of 2c0(n−m)/Γ to obtain
〈n|MB|m〉 = (8)
= exp
[
− 1
Γ
(
1− 2c
2
0(n+m)
Γ
)
(n−m)2
(n+m)
−4
3
(
c0(n−m)
Γ
)4
+...
]
exp
[
−c
2
0
Γ
(n+m)
]
V [n+m] ,
which, assuming that the potential term is only changed a small amount compared to
phase C, leads to the following effective Lagrangian
L[n,m] ≈ 1
Γ
(
1− 2c
2
0(n+m)
Γ
)
(n−m)2
n+m
+µ
(
n+m
2
)1/3
−
(
λ− c
2
0
Γ
)(
n+m
2
)
, (9)
where we omit terms of power four and higher in our expansion parameter in Eq. (8).
It is now clear that for spatial volumes large enough (n+m > Γ/2c20) the kinetic term in
Eq. (9) effectively flips sign from positive to negative. This is exactly what one would
expect if the metric undergoes a Wick rotation t → −it. Therefore, it is tempting
to interpret the new phase transition as a sign of an effective signature change from
Lorentzian metric in phase C to Euclidean metric in the bifurcation phase.2 In this
context the transition to the bifurcation phase may gain some physical meaning.
1This is the limit in which the spatial volume changes quite smoothly from slice to slice, i.e.
(n − m)/(n + m)  Γ/2c0sb, which in fact is the case when quantum fluctuations are relatively
suppressed with increasing total volume.
2Note that in the CDT approach we are already working in a Wick rotated regime so here we
interpret phase C with Euclidean metric in imaginary time as having Lorentzian signature in regular
time, and vice-versa. Alternatively, one can treat CDT as a realisation of the Hartle-Hawking Euclidean
universe [21], with some specific topological restriction (S1×S3), in this case the signature would change
from Euclidean to Lorentzian when going from phase C to the bifurcation phase. This interpretation
may provide the mechanism of tunnelling from the Euclidean early universe to the Lorentzian Universe
we live in.
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Interestingly, at least in this simple model, the effective signature is scale dependent.
The signature change occurs purely due to quantum fluctuations in spatial volumes.
Quantum fluctuations in the small volume regime allow the volume to rise above the
limit n+m > Γ/2c20, exposing the system to the bifurcation structure and causing the
metric to change sign. If the system is in the large volume regime the opposite effect
may occur. As a result it may be possible to observe fluctuations between different
states, one corresponding to Lorentzian signature and the other to Euclidean signature.
The possibility that the metric may change sign as a function of distance scale has also
been proposed in Ref. [22] based on much more general considerations.
3 The microscopic nature of the phase transition
The concept of an effective transfer matrix, an effective Lagrangian of CDT and its
relation to the signature change described above is based on the spatial volume ob-
servable, i.e. a very global property of the underlying geometry. In this approach one
disregards all details of geometric structures which form the spatial layers of constant
proper time. A more detailed analysis of the geometry of such layers is interesting for
two reasons. Firstly, it’s very likely that on the microscopic level there is a marked
difference between the geometrical structure of the de Sitter and bifurcation phases.
If this is the case, then one can try to quantify this difference and use it as an order
parameter signalling the phase transition. Secondly, one can ask if a possible change
in geometry (and a resulting signature change) is a global phenomenon, or whether it’s
only dependent on the local details of the triangulation. In this section we will answer
both questions based on a preliminary study of the geometry in the bifurcation phase
compared to the geometry inside the de Sitter phase. More details are to follow in
future publications.
Our first observation concerns the behaviour of the average curvature of individual
spatial slices
R¯(t) ≡
∫
d3x
√
g(3)R(3)∫
d3x
√
g(3)
, (10)
where g(3) and R(3) are the induced (spatial) metric determinant and the Ricci scalar
in the spatial layer at time t, respectively. This can be defined by a deficit angle
R¯(t) =
1
N3(t)
∑
l
(
2pi −O(l) · θ
)
, (11)
where the sum is taken over spatial links in time t, O(l) denotes the order of a link
(number of spatial tetrahedra sharing the link) and θ = arccos(1/3) is a dihedral angle
of an equilateral tetrahedron. As each spatial slice is built from such identical tetrahedra
(each one with 6 dihedral angles), one can express the sum in Eq. (11) by the total
number of spatial links N1(t) and the total number of spatial tetrahedra N3(t) at time
t, leading to
R¯(t) = 2pi
N1(t)
N3(t)
− 6 θ, (12)
which can be numerically measured in the CDT simulations.
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Figure 1: The average spatial curvature R¯(t) of Eq. (12) inside the bifurcation phase
(left chart) and in the de Sitter phase (right chart). The horizontal axis represents
Monte Carlo time, or alternatively single triangulations in which R¯(t) was measured
for a range of t from the central region of the blob (see Fig. 2 for details). In the
bifurcation phase R¯(t) is different for odd and even t, a difference that disappears in
the de Sitter phase.
20 40 60 80
t
2000
4000
6000
<N3(t)>
Figure 2: The spatial volume profile inside the bifurcation phase (∆ = 0.3) - red, and
inside the de Sitter phase (∆ = 0.4) - blue, for κ0 = 2.2. The average 〈.〉 is taken over
an ensemble of triangulations. In both cases 〈N3(t)〉 is a smooth function of t and both
profiles look qualitatively the same. The dashed rectangle highlights the central region
of the blob where the average spatial curvature R¯(t) was measured for odd and even t
(see Fig. 1).
The average spatial curvature R¯(t) measured for a choice of the bare coupling con-
stants (κ0 = 2.2, ∆ = 0.3) inside the bifurcation phase jumps between two different
values observed for odd and even t, respectively (see Fig. 1 left). The jumps in R¯(t) hap-
pen despite the fact that the spatial volume profile 〈N3(t)〉 is itself a smooth function
of t, and at least qualitatively does not differ significantly from the profile inside the
de Sitter phase (see Fig. 2). This ‘anti-ferromagnetic’ like behaviour of R¯(t) smoothly
vanishes as one increases ∆ while keeping κ0 fixed, and completely vanishes inside the
de Sitter phase (above ∆ = 0.4), where R¯(t) is constant from slice to slice (see Fig. 1
right). Therefore, the phase transition can be signalled by the following order parameter
OP1 =
∣∣R¯(t0)− R¯(t0 + 1)∣∣ , (13)
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where we define the (integer) time t0 to be closest to the centre of volume of a triangu-
lation.3 The plot of 〈OP1〉 as a function of ∆ for fixed κ0 = 2.2 can be found in Fig. 3
(left), where one can observe the phase transition for ∆c ≈ 0.35.
0.25 0.30 0.35 0.40
Δ0.05
0.10
0.15
0.20
0.25
0.30
0.35
<OP1>
0.25 0.30 0.35 0.40
Δ5000
10000
15000
20000
25000
30000
<OP2>
Figure 3: Order parameters OP1 (defined in Eq. (13)) - left chart, and OP2 (defined
in Eq. (15)) - right chart, measured for a range of ∆ values for fixed κ0 = 2.2. The
average 〈.〉 is taken over the ensemble of triangulations. Both order parameters point
to the phase transition around ∆c ≈ 0.35.
The fluctuations of R¯(t) between odd and even time slices in the bifurcation phase
should be related to differences in their geometry and one can try to analyse this in more
detail. The spatial geometry of each slice is encoded in the connectivity of its building
blocks and depends on the number of sub-simplices (triangles, links and vertices) shared
by the neighbouring tetrahedra. As an example, consider the most basic building block,
the vertex. If we take into account a topological constraint related to spherical topology
of spatial slices N0(t)−N1(t)+N3(t) = 0, where N0(t) is the number of vertices in time
t, Eq. (12) can be written as
R¯(t) = 2pi
N0(t)
N3(t)
− const , const = 6 θ − 2pi > 0. (14)
Therefore, the observed jumps in R¯(t) are related to differences in the number of vertices
shared by tetrahedra, forming odd and even spatial slices of generic triangulations.
Let us look in detail at two neighbouring slices with high and low average spatial
curvature R¯(t), respectively. Eq. (14) suggests that the average coordination number of
a vertex O(v) (the number of 4-simplices which share the vertex) should differ depending
on whether we look at odd or even slices. Our preliminary results show that the
difference is mainly caused by just one ’singular’ vertex 4 present in each slice with high
R¯(t), and not present in slices with low R¯(t). Inside the de Sitter phase the situation
is vastly different as such ’singular’ vertices are not present at all. One can therefore
define another order parameter based on the difference in maximal coordination number
3In our approach the discrete centre of volume t0 is defined up to one time slice, therefore to
calculate OP1 we average over 3 values of
∣∣R¯(t)− R¯(t + 1)∣∣ calculated for t = t0 − 1, t = t0 and
t = t0 + 1.
4The coordination number of such a vertex is typically a few orders of magnitude higher than the
average coordination number in the slice.
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of vertices in odd and even spatial slices5
OP2 =
∣∣∣max[O(v(t0)]−max[O(v(t0 + 1)]∣∣∣. (15)
This order parameter seems to change linearly for ∆ < ∆c and it again suggests ∆c ≈
0.35 (for κ0 = 2.2) - see Fig. 3 (right).
Let us, at least qualitatively, translate these results into a geometric language. The
appearance of singular vertices in the bifurcation phase indirectly suggests that a large
fraction of total volume is concentrated within a short geodesic distance, forming ‘clus-
ters’ within a generic triangulation. This is confirmed by direct analysis of the geometry
around such singular vertices. Due to the presence of these clusters such geometries
lack the homogeneous features of the de Sitter phase.6 As a result the phase transition
from the de Sitter to the bifurcation phase is related to a spontaneous breaking of the
translational symmetry of triangulations in spatial directions.7 We observe that the
coordination number of singular vertices grows when one goes deeper and deeper inside
the bifurcation phase. In other words, the clusters grow in size ‘eating up’ the rest
of the triangulation. Eventually, this leads to another phase transition to the generic
phase B, observed for low values of ∆, where the whole triangulation consists of just
one huge cluster (see phase diagram in Fig. 9).
It is also worth mentioning that in the bifurcation phase clusters of spatial volume
that are closest to each other in time (say the ones located in t− 1 and t+ 1) are also
linked to each other in space, in a sense that they share the same singular vertex in
t. Such structure is repeated periodically every second time slice (this is schematically
illustrated in Fig. 4). As a result all clusters are connected in the time direction to
form a kind of ‘tube’ embedded in the ‘sea’ of a different (probably similar to the de
Sitter phase) geometry. We suppose that all effects related to the possible signature
change discussed in the last section are due to the geometry of the ‘tube’ and not to the
‘sea’, and in this sense the signature change might be a local phenomenon, triggered
by large fluctuations of a (local) conformal factor. Similar effects were observed in
two-dimensional quantum gravity interacting with conformal matter above the c = 1
barrier. However, determining the validity of this conjecture requires further study.
4 New phase diagram
In [20] we identified the new bifurcation phase and determined an approximate position
of just one phase transition point in the phase diagram (see Fig. 9). These results
were based on the study of the effective transfer matrix measured for one fixed value
5Here we define t0 as the slice with a vertex with maximal coordination number in the whole 4-
dimensional triangulation. This agrees very well with a centre of volume definition used in Eq. (13).
We also average over three values of OP2 as described in footnote 3.
6Due to discretisation and the fractal nature of triangulations one can only expect homogeneity on
sufficiently large scales. It was shown in [23] that this is actually the case in the de Sitter like phase of
2+1 dimensional CDT. The same is being verified in 3+1 dimensions and the results will be published
soon.
7In the de Sitter phase configurations may be viewed as quantum fluctuations of a regular semi-
classical background geometry, for which the translational symmetry of the bare action (2) in the time
direction is explicitly broken. This is also the case in the bifurcation phase and additionally, in the
same sense, the action is also broken in the spatial direction.
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Figure 4: Schematic of the geometric structure of the bifurcation phase. Spatial vol-
ume is concentrated in clusters (blue). All clusters are connected by vertices (red) of
extremely high coordination number. Such structures are repeated periodically, resem-
bling an irregular ‘tube’ embedded in the ‘sea’ of different geometry.
of the bare coupling constant κ0 = 2.2 and a range of ∆. For this choice of κ0 the
phase transition takes place within the range ∆ = 0.3 − 0.4, which is consistent with
the behaviour of the order parameters defined in last section (see Fig. 3).
We would now like to present the results of a more systematic study of the phase
diagram. It is based on measurements of the effective transfer matrix for a grid of
points in the (κ0,∆) bare coupling plane.8 Technically, this was done by performing
Monte Carlo simulations of CDT geometries with a very short length of the (periodic)
proper time axis - just two spatial slices. In this case one can measure a probability
distribution P (n1, n2) of finding a spatial volume n1 at time t = 1, and n2 at time t = 2.
In the effective transfer matrix approach this probability is given by
P (n1, n2) =
〈n1|M |n2〉 〈n2|M |n1〉
trM2
, (16)
and one can use it to compute the transfer matrix elements. Up to a normalisation
factor one obtains
〈n|M |m〉 =
√
P (n1 = n, n2 = m) . (17)
More technical details can be found in [19, 20, 24].
To study the bifurcation transition we will focus on selected empirical transfer matrix
cross-diagonals, i.e. elements for fixed n+m = s. From Eqs. (4) and (7) one obtains
〈n|M |s− n〉 = (18)
= V [s]
exp
−
(
(m− n)− c[s]
)2
Γs
+ exp
−
(
(m− n) + c[s]
)2
Γs

 ,
8Here we used the transfer matrix method as a first estimate of the position of the phase transition
line as it is computationally very efficient. Work is in progress to use the order parameters defined
in the previous section to get a very precise position of the phase transition. Such an approach is
more accurate but also much more computationally costly. The results will be presented in future
publications.
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where the bifurcation shift c[s] is positive within the bifurcation phase and is null in
the de Sitter phase, and the potential part V [s] turns into a normalisation factor. All
parameters in Eq. (18) are of course functions of the bare couplings κ0 and ∆, and the
phase transition is signalled by c[s]→ 0 .
In order to check how the phase transition depends on the size of the system we
measured a number of cross-diagonals for s = n + m = 10k, 20k, 30k, 40k, 60k.
All measurements were performed within the parameter ranges κ0 = 1.0 − 4.6 and
∆ = 0.0 − 0.4 (in total we measured over 800 cross-diagonals). The results presented
below are still mostly approximate. To adopt a more accurate approach, i.e. to estimate
a precise position of the new phase transition line and its dependence on the total
volume, one would need to perform very dense measurements close to the transition.
This is not an easy task as our Monte Carlo algorithm looses efficiency for runs in this
region of parameter space. This feature is characteristic of numerical simulations close
to transitions of second or higher order, where very long autocorrelation times occur.
Therefore, to assure the data is fully thermalized one needs to increase the simulation
time considerably.
-4000 -2000 0 2000 4000 m-n=s-2n
0.0005
0.0010
0.0015
0.0020
<n|M|s-n>
0.10
0.15
0.20
0.25
0.30
Figure 5: Empirical cross-diagonals measured for fixed κ0 = 2.2 and a choice of ∆
(denoted by different colours). Data is measured for s = 30k. A gradual vanishing of
the bifurcation structure is visible when ∆ is increased. One can identify that the phase
transition occurs within the range ∆ = 0.25− 0.3.
The measured cross-diagonals for fixed κ0 = 2.2 and a range of ∆ are presented in
Fig. 5, and for fixed ∆ = 0.1 and different κ0’s in Fig. 6. One observes a gradual
vanishing of the bifurcation with increasing ∆ and with increasing κ0, respectively.
This tendency is illustrated in Fig. 7 where we present a contour plot of the measured
bifurcation shift c[s] in the (κ0,∆) bare coupling plane. The left chart presents the data
measured for the total volume s = 30k, and the right chart for s = 60k. The purple
colour indicates a region of vanishing bifurcation (c[s] < 500), which can be associated
with phase C, while different colours denote higher values of c[s] inside the bifurcation
phase. The closer one approaches the phase transition the harder it is to see a non-zero
bifurcation shift c[s]. This is caused by the rising value of the bifurcation point sb →∞
at the phase transition. As one can observe a bifurcation only for large spatial volumes
(s = n+m > sb), one can measure c[s] > 0 only for very large s close to the transition.
As a result the phase transition line seems to shift up and to the right in the (κ0,∆)
11
-5000 0 5000 m-n=s-2n
0.0005
0.0010
0.0015
<n|M|s-n>
1.0
1.6
2.2
2.8
3.4
Figure 6: Empirical cross-diagonals measured for fixed ∆ = 0.1 and a choice of κ0
(denoted by different colours). Data measured for s = 30k. A gradual vanishing of
the bifurcation structure is visible when κ0 is increased. One can identify the phase
transition to take place within the κ0 = 2.8− 3.4 range.
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Figure 7: Contour plots of the bifurcation shift c[s] in the (κ0,∆) plane measured for
s = 30k (left) and s = 60k (right). The phase transition seems to be shifted to the
top-right when the total volume is increased.
plane as one increases s - see Fig. 8, where the coloured dots denote the points inside
the de Sitter phase and different colours correspond to different total volumes s = 20k
(blue), 40k (green) and 60k (red). The bottom-left edge of the dotted regions can
be associated with the phase transition line measured for different values of s. These
results suggest that the de Sitter phase shrinks in favour of the bifurcation phase as
one increases the total volume and potentially its existence could be just a finite size
effect. This scenario cannot be completely excluded, however the detailed studies of
the geometry of both regions of the parameters space presented above as well as other
observables, e.g. the behaviour of the spectral dimension for different total volumes,
show that it is unlikely. All results suggest that phase C persists in the infinite volume
limit and the real phase transition is just very close to what we measure in the transfer
matrix data for s = 60k (the biggest total volume in our measurements).9 We use this
9All these results will be presented in a separate article that will follow this work.
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Figure 8: Points in the (κ0,∆) bare coupling plane for which the bifurcation structure
disappears (bifurcation shift c[s] < 100), measured for s = 20k (blue), 40k (green) and
60k (red). The bottom-left edge of the dotted regions can be associated with the new
phase transition (dashed lines) measured for different total volumes s. The red point
visible for (κ0 = 2.2,∆ = 0.3) was manually excluded due to a small but still visible
bifurcation structure.
data to update the CDT phase diagram with a new phase transition line - see Fig. 9.
The line has been extrapolated both to the top-left and to the bottom-right, where we
conjecture that all four phases meet at a common point, becoming a quadruple point.
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Figure 9: The updated phase diagram of four-dimensional CDT. The approximate posi-
tion of the phase transition between phase C and the new bifurcation phase (measured
from the transfer matrix data for s = 60k) is denoted by the thick dashed red line. The
thin dashed line is an extrapolation.
5 Discussion and Conclusions
It is well known that the Wick rotation is an extremely useful mathematical trick, but it
was not until the seminal work of Hartle and Hawking [21] that anybody thought it could
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have physical relevance. Hartle and Hawking proposed that the spacetime metric might
undergo a discontinuous Wick rotation in the early universe, thereby smoothing out the
problematic big bang singularity and defining a very simple boundary condition for the
universe, namely that there is no boundary [21]. However, an underlying explanation
for why the early universe might behave in such a way was notably absent. Since
then, there have been a small number of similar proposals and possible explanations,
most notably from loop quantum gravity and loop quantum cosmology [25, 26, 27].
Independent of any particular approach to quantum gravity, Ref. [22] also finds that
spacetime appears to undergo a Wick rotation, but with the distinct difference that
time continuously Wick rotates as a function of scale, and with the additional feature
of scale dependent time dilation. This work presents the first evidence within the
context of CDT quantum gravity that the metric appears to undergo a scale dependent
Wick rotation, thereby providing numerical evidence in support of these more analytical
results.
We have studied the behaviour of the effective transfer matrix within the newly
discovered bifurcation phase and within the established de Sitter phase of CDT. We
find that for sufficiently large spatial volumes the kinetic term of the effective transfer
matrix flips sign from positive to negative when crossing the transition between the de
Sitter phase and the bifurcation phase. The natural interpretation of this is that the
metric undergoes a Wick rotation t → −it, transforming from Lorentzian signature in
the de Sitter phase to Euclidean signature in the bifurcation phase (see footnote 2). In
this scenario, the presence of the newly discovered bifurcation phase may have a physical
interpretation: the boundary of the bifurcation phase defines the points at which the
metric changes between having Lorentzian and Euclidean signature. This highlights
the importance of determining the order of the transition dividing the de Sitter and
bifurcation phases, since a first order transition would suggest a discontinuous Wick
rotation, whereas a higher order transition would allow for a smooth continuous Wick
rotation. Hence, this result may be able to definitively rule out some of the models of
signature change discussed above.
A picture of the likely microscopic mechanism underlying the nature of the bifurca-
tion transition is presented. As we probe deeper and deeper into the bifurcation phase
we observe the formation of vertices with increasingly high coordination number, which
are absent in the de Sitter phase. The formation of dense clusters of simplices around
these vertices results in the breaking of translational symmetry invariance in the spatial
direction (see footnote 7), leading to a geometry that does not share the homogeneous
properties of the de Sitter phase. It is the accumulation of these clusters that seems
to be responsible for the distinctly different geometric properties of the de Sitter and
bifurcation phases. It is important to realise that the phase structure and physical
properties of systems analysed in the CDT model result from the balance between the
physical Hilbert-Einstein action and the entropy of geometric configurations. Within
phase C, although the effective action has a form of the mini-superspace action of Hartle
and Hawking [21] it has the opposite sign than that obtained in the original deriva-
tion, where all geometric degrees of freedom, except for the (Euclidean) time-dependent
scale factor were excluded. This means that the instability of the conformal factor gets
stabilised by entropy. The competition between the two effects is responsible for phase
transitions, in particular for creating a bifurcation phase, where we observe large local
fluctuations of volume, which may be interpreted as a local dominance of the physical
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action over the entropy. This effect may be viewed analogously to the formation of
large spin clusters near the phase transition between the disordered and ordered phases
in the Ising model. Based on the appearance of these clusters we propose an order
parameter that can potentially be used to determine the precise location and order of
the bifurcation phase transition.
We use the effective transfer matrix to locate the approximate location of the bi-
furcation phase transition for multiple values of the bare coupling constants. This
study allows us to present a new and updated picture of the CDT phase diagram of
4-dimensional CDT.
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