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Abstract
The concept of frequency measures of subsets of a time scale is introduced and the relevant
properties are discussed. Then, frequent oscillation is defined to strengthen the classical concept of
oscillation. Applications are shown by deriving oscillation criteria for first-order dynamic equations
on time scales.
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1. Introduction
There have been quite a few literatures to study the oscillatory behaviors of solutions of
dynamic equations on time scales, see, e.g., [2,4–8] and the references therein. We observe
that the assumption of “eventually positive or eventually negative” is always imposed upon
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Z.-Q. Zhu, Q.-R. Wang / J. Math. Anal. Appl. 319 (2006) 398–409 399the proofs. Motivated by [9] and [3], where the oscillatory frequency of sequences has been
discussed, in this paper we shall introduce the concept of frequency measures of subsets
of a time scale to weaken this assumption. Based on this new concept, we shall also define
frequent oscillation to strengthen the classical concept of oscillation. Finally, we illustrate
them by deriving oscillation criteria for first-order dynamic equations of the form
xΔ(t) + f (t, x(h(t)))= 0, t ∈ T, (1)
where T is a time scale.
Referring to [1,2,6–8], we see that a time scale T is a closed subset of the set R of real
numbers with the topology and ordering inherited from R. For t ∈ T, the forward jump
operator is defined by σ(t) := inf{s ∈ T: s > t} and the backward jump operator by ρ(t) :=
sup{s ∈ T: s < t}, where inf ∅ := supT and sup∅ := inf T. If σ(t) > t , t is said to be right-
scattered; otherwise, it is right-dense. If ρ(t) < t , t is said to be left-scattered; otherwise, it
is left-dense. The set Tκ is defined as follows: If T has a left-scattered maximum m, then
Tκ = T − {m}; otherwise, Tκ = T. For a function f :T → R and t ∈ Tκ , we define the
delta-derivative fΔ(t) of f (t) to be the number (provided it exists) with the property that
given any ε > 0, there is a neighborhood U of t (i.e., U = (t − δ, t + δ) ∩ T for some δ)
such that∣∣[f (σ(t))− f (s)]− f Δ(t)[σ(t) − s]∣∣ ε∣∣σ(t) − s∣∣ for all s ∈ U.
We say that f is delta-differentiable on Tκ provided f Δ(t) exists for all t ∈ Tκ .
It is easily seen that if f :T → R is continuous at t ∈ Tκ and t is right-scattered, then
f Δ(t) = f (σ (t)) − f (t)
σ (t) − t .
Let f :T → R be a function; we say that f is right-dense continuous (rd-continuous) if it
is continuous at right-dense points in T and its left-sided limits exist (finite) at left-dense
points in T. It is shown in [2] that every rd-continuous function has an antiderivative. If
FΔ = f , then the Cauchy integral of f on [a, b] ∩ T is defined by ∫ b
a
f (t)Δt = F(b) −
F(a), and
∫∞
a
f (t)Δt = limb→∞
∫ b
a
f (t)Δt .
For the sake of convenience, we will view in the following [a, b] (or [a,∞)) as an
interval of R and [a, b]T (or [a,∞)T) as an interval of T with [a, b]T = {t ∈ T: a  t  b}
(or [a,∞)T = {t ∈ T: a  t < ∞}).
In general, a solution of (1) is a real function x(t) defining on some [a,∞)T and sat-
isfies (1) on [b,∞)T, where b > a  t0 such that h(t)  a for all t  b. A function x(t)
defined on T is said to be oscillatory if it is neither eventually positive nor eventually neg-
ative, otherwise it is said to be nonoscillatory.
2. Frequency measures and the relevant properties
In the following, we denote the set {a, a + 1, . . . , b} of integers by Z[a, b] and the set
{a, a + 1, a + 2, . . .} by Z[a,∞). The union, intersection and difference of two sets A and
B will be denoted by A + B,A · B and A − B , respectively.
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scales, we will assume throughout that the time scale T under consideration satisfies
infT = t0 and supT = ∞. In general, for any subset Ω ⊆ T, Ω is in the form of
m∑
i=1
[ai, bi]T + {t1, t2, . . . , tn}, (2)
where m and n are nonnegative integers and may be infinite, every point in [ai, bi]T is
right-dense or left-dense for i ∈ Z[1,m], and tj is an isolated point in T for j ∈ Z[1, n].
If T = {0,1,2, . . .} and Ω = {1,3,5,7,9}, as usual we say that the size of Ω is 5. It
will be generalized to arbitrarily bounded subsets of T as follows.
Definition 1. Let Ω ⊆ T be in the form of (2), then the size of Ω , denoted by |Ω|, is
defined by |Ω| =∑mi=1(bi − ai) +∑nj=1(σ (tj ) − tj ). Specifically, |Ω| = 0 when Ω = ∅.
For example, let T = {0, 12 ,1, 32 ,2, . . .} and Ω = {0,1,2,3}, then |Ω| = 2. Also, if we
consider the subset Ω = C + {2,3,4} of T = C + {2,3,4, . . .}, where C is the Cantor set
on [0,1], then |Ω| = 4.
Before introducing frequency measures on time scale T, we let Ω(t) := {s ∈ Ω: s  t}
for some t ∈ T.
Definition 2. Let Ω be a subset of T. If
lim sup
t→∞
|Ω(t)|
|[t0, t]T|
exists, then this limit, denoted by μ∗(Ω), is called the upper frequency measure of Ω .
Similarly, if
lim inf
t→∞
|Ω(t)|
|[t0, t]T|
exists, then this limit, denoted by μ∗(Ω), is called the lower frequency measure of Ω .
If μ∗(Ω) = μ∗(Ω), then the common limit, denoted by μ(Ω), is called the frequency
measure of Ω .
We remark that μ(T) = 1, μ(∅) = 0 and 0  μ∗(Ω)  μ∗(Ω)  1 for any subset Ω
of T. If Ω is bounded, then μ(Ω) = 0.
Example 3. Let T = [0,∞) and Ω =∑∞n=1[2n,2n + 2n−1]. Then
|Ω(2n)|
|[0,2n]T| =
2n−1 − 1
2n
→ 1
2
as n → ∞
and
|Ω(2n+2n−1)|
|[0,2n + 2n−1]T| =
2n − 1
2n + 2n−1 →
2
3
as n → ∞.
Hence μ∗(Ω) 1/2 and μ∗(Ω) 2/3.
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and any t ∈ T, Ω(t) ⊆ Γ (t). It follows that
lim sup
t→∞
|Ω(t)|
|[t0, t]T|  lim supt→∞
|Γ (t)|
|[t0, t]T|
and
lim inf
t→∞
|Ω(t)|
|[t0, t]T|  lim inft→∞
|Γ (t)|
|[t0, t]T| .
Then, we have the following properties for frequency measures.
Theorem 4. For any subsets Ω and Γ of T with Ω ⊆ Γ , we have μ∗(Ω)  μ∗(Γ ) and
μ∗(Ω) μ∗(Γ ).
Theorem 5. Let Ω and Γ be subsets of T. Then
μ∗(Ω + Γ ) μ∗(Ω) + μ∗(Γ ).
Specifically, if Ω · Γ = ∅, then
μ∗Ω + μ∗(Γ ) μ∗(Ω + Γ ) μ∗(Ω) + μ∗(Γ ) μ∗(Ω + Γ ).
Proof. Note that (Ω + Γ )(t) = Ω(t) + Γ (t) implies that |(Ω + Γ )(t)|  |Ω(t)| + |Γ (t)|,
it is readily to prove the first inequality. When Ω · Γ = ∅, it follows that |(Ω + Γ )(t)| =
|Ω(t)| + |Γ (t)|. Hence,
μ∗(Ω + Γ ) = lim sup
t→∞
|(Ω + Γ )(t)|
|[t0, t]T| = lim supt→∞
|Ω(t)| + |Γ (t)|
|[t0, t]T|
 lim inf
t→∞
|Ω(t)|
|[t0, t]T| + lim supt→∞
|Γ (t)|
|[t0, t]T|
and
μ∗(Ω + Γ ) = lim inf
t→∞
|(Ω + Γ )(t)|
|[t0, t]T|  lim inft→∞
|Ω(t)|
|[t0, t]T| + lim inft→∞
|Γ (t)|
|[t0, t]T| .
On the other hand, we have
lim inf
t→∞
|(Ω + Γ )(t)|
|[t0, t]T = lim inft→∞
|Ω(t)| + |Γ (t)|
|[t0, t]T|
 lim inf
t→∞
|Ω(t)|
|[t0, t]T| + lim supt→∞
|Γ (t)|
|[t0, t]T| .
Therefore, from above we see that the second inequality holds. The proof is complete. 
Note that Γ = Ω · Γ + (Γ − Ω · Γ ). By Theorem 5, we have
μ∗(Γ ) − μ∗(Ω · Γ ) μ∗(Γ − Ω · Γ ) μ∗(Γ ) − μ∗(Ω · Γ ) (3)
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μ∗(Γ ) − μ∗(Ω · Γ ) μ∗(Γ − Ω · Γ ) μ∗(Γ ) − μ∗(Ω · Γ ). (4)
Further, we have Ω + Γ = Ω + (Γ − Ω · Γ ). Using Theorem 5 again, from (3) and (4),
we obtain the following result.
Corollary 6. Let Ω and Γ be subsets of T. Then
μ∗(Ω) + μ∗(Γ ) − μ∗(Ω · Γ ) μ∗(Ω + Γ ) μ∗(Ω) + μ∗(Γ ) − μ∗(Ω · Γ )
and
μ∗(Ω) + μ∗(Γ ) − μ∗(Ω · Γ ) μ∗(Ω + Γ ) μ∗(Ω) + μ∗(Γ ) − μ∗(Ω · Γ ).
Specifically, μ∗(Ω) + μ∗(T − Ω) = 1.
We remark that a similar result to Corollary 6 for difference equations has been pre-
sented in [3].
Theorem 7. Let Ω and Γ be subsets of T such that μ∗(Ω) + μ∗(Γ ) > 1. Then Ω · Γ is
unbounded.
The proof is similar to Theorem 3.3 in [9] and hence omitted.
In the rest of this section, we will make use of frequency measures to define the frequent
oscillation. Let x(t) and y(t) be both real functions defined on T and c and d be both
constants, then the sets {t ∈ T: x(t) c} and {t ∈ T: x(t) < c} will be denoted by (x  c)
and (x < c), respectively. Further, the set {t ∈ T: x(t) < c and y(t) d} will be denoted
by (x < c and y  d}. Similarly, we can define (x > c), (x < c or y  d), etc.
Definition 8. Let x(t) be a real function defined on T. If μ(x  0) = 0, then the func-
tion x is said to be frequently positive. If μ(x  0) = 0, then the function x is said to
be frequently negative. The function x is said to be frequently oscillatory if it is neither
frequently positive nor frequently negative.
We remark that if x is eventually positive, then μ(x  0) = 0, and if x is eventually neg-
ative, then μ(x  0) = 0. Thus, that x is frequently oscillatory implies that x is oscillatory.
For example, let x(t) = sin t and T = [0,∞), then μ(x  0) = 1/2 and μ(x  0) = 1/2,
so that x(t) is frequently oscillatory and certainly oscillatory.
We remark further that the frequently positive (or negative) is more general than the
eventually positive (or negative). For example, let T be the nonnegative integer set and
x(t) =
{−1, t = 2n, n ∈ T,
1, otherwise,
then μ(x  0) = 0 and hence x(t) is frequently positive. However, x(t) is oscillatory.
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To illustrate the use of frequency measures presented in Section 2, we consider time
scale T in the form of {t1, t2, . . .} + [a1, b1]T + [a2, b2]T + · · · , where ai < bi < ai+1 and
every point in [ai, bi]T is left-dense or right-dense for any possible integer i ∈ Z[1,∞),
tj is an isolated point in T for any possible integer j ∈ Z[1,∞). Meanwhile, we will
assume on T that there exists a constant τ > 0 such that σ(t)− t = τ for any right-scattered
point t ∈ T and bi − ai = kiτ for any possible integer i ∈ Z[1,∞), where ki is a positive
integer.
For any subset Ω of T, [a, b]T ⊆ Ω is said to be a construction interval of Ω if there
does not exist any interval [c, d]T ⊆ Ω such that [a, b]T ⊂ [c, d]T, where every point in
[a, b]T or in [c, d]T is left-dense or right-dense. In the following discussions, we are only
concerned about the subset Ω of T which satisfies that b−a  τ if [a, b]T is a construction
interval of Ω .
Following the assumptions above, we let Ω ⊆ T be in the form of (2) and EkΩ :=∑m
i=1[ai + kτ, bi + kτ ]T + {tj + kτ ∈ T: j = 1,2, . . . , n} for some integer k. Further-
more, for given integers α and β with α  β , we let EβαΩ :=∑βk=α EkΩ . It is clear that
E
β
αΩ ⊆ T.
For the subset EβαΩ of T, we have the following result.
Lemma 9. For any integers α and β with α  β and Ω ⊆ T, we have
μ∗
(
EβαΩ
)
 (β − α + 1)μ∗(Ω)
and
μ∗
(
EβαΩ
)
 (β − α + 1)μ∗(Ω).
Proof. First, we claim that
λ ∈ (EβαΩ)(t) ⇒ λ − kτ ∈
β∑
i=α
Ω(t−iτ ) for some k ∈ Z[α,β]. (5)
In fact, for any λ ∈ (EβαΩ)(t), we see that there exists k ∈ Z[α,β] such that λ ∈ (EkΩ)(t),
which implies that λ − kτ  t − kτ and λ − kτ ∈ Ω(t−kτ). That is, (5) holds.
Note that Ω(t−iτ ) ⊆ Ω(t−ατ) for all i ∈ Z[α,β] , it follows from (5) that∣∣(EβαΩ)(t)∣∣ (β − α + 1)∣∣Ω(t−ατ)∣∣. (6)
From (6), we have
lim sup
t→∞
|(EβαΩ)(t)|
|[t0, t]T|  lim supt→∞ (β − α + 1)
|Ω(t−ατ)|
|[t0, t]T| (7)
and
lim inf
t→∞
|(EβαΩ)(t)|
|[t0, t]T|  lim inft→∞ (β − α + 1)
|Ω(t−ατ)|
|[t0, t]T| . (8)
By (7) and (8), we see that the relevant results hold. The proof is complete. 
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points in T from certain discrete point t ∈ T ·Ω . For example, let T =∑∞k=0[4k,4k +2]+{4k + 3: k = 0,1,2, . . .} and Ω = {3}, then τ = 1 and E21Ω = {4,5}, where 4 and 5 are
dense points in T. In this case, T − E21Ω denotes the set T − [4,5]T. Consequently, we
have another result for the subset EβαΩ of T as follows.
Lemma 10. For any integers α and β with α  β and Ω ⊆ T, we have
t ∈ T − EβαΩ and t  t0 + βτ ⇒ [t − βτ, t − ατ ]T ⊆ T − Ω.
Proof. Suppose to the contrary that there exists λ ∈ [t −βτ, t −ατ ]T such that λ /∈ T−Ω ,
then λ + βτ  t and λ + ατ  t . In addition, λ ∈ Ω implies λ + kτ ∈ EβαΩ for all k ∈
Z[α,β]. So we have that t ∈ [λ + ατ,λ + βτ ]T, which means that t /∈ T − EβαΩ . This is
contrary to the assumption. The proof is complete. 
We remark that the conclusion in Lemma 10 may be false in case of b− a < τ for some
construction interval [a, b]T of Ω . For example, let T =∑∞k=0[4k,4k + 2] + {4k + 3: k =
0,1,2, . . .} and Ω = [3/2,2], then τ = 1, E43Ω = [9/2,5] + [11/2,6] and T − E43Ω =
[0,2] + [4,9/2) + (5,11/2) + [8,10] + · · · . In this case, 5.2 ∈ T − E43Ω but [5.2 − 4,
5.2 − 3]T  T − Ω .
Now we turn to discuss the frequent oscillation of (1). We assume in the following that
f is defined on T × R and f (t, ·) is rd-continuous on T. Further, we will assume that
h :T → T is rd-continuous on T and satisfies that
h : [t − τ, t]T → [t − 2τ, t − τ ]T for all t ∈ [t0 + 2τ,∞)T. (9)
Theorem 11. Suppose that there exist a rd-continuous function p(t) defined on T and
a constant ωp such that
xf (t, x) p(t)x2 for all (t, x) ∈ T × R, (10)
μ∗(p < 0) = ωp (11)
and
μ∗(q > 1) > 4ωp, (12)
where q(t) = ∫ t
t−τ p(s)Δs. Then every nontrivial solution x(t) of (1) is frequently oscilla-
tory.
Proof. Suppose to the contrary that x(t) is frequently positive so that μ(x  0) = 0. In
view of Corollary 6, Lemma 9 and Theorem 5, we have
1 = μ∗(T − E30(p < 0 or x  0))+ μ∗(E30(p < 0 or x  0))
 μ∗
(
T − E30(p < 0 or x  0)
)+ 4μ∗(p < 0 or x  0)
 μ∗
(
T − E30(p < 0 or x  0)
)+ 4[μ∗(p < 0) + μ∗(x  0)]
 μ∗
(
T − E30(p < 0 or x  0)
)+ 4ωp
< μ∗
(
T − E3(p < 0 or x  0))+ μ∗(q > 1).0
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T − E30(p < 0 or x  0)
) · (q > 1)
is unbounded. Therefore, in the light of Lemma 10, there exists λ ∈ T with λ − 3τ > t0
such that
q(λ) > 1 (13)
and
p(t) 0, x(t) > 0, t ∈ [λ − 3τ,λ]T. (14)
Note that (10) and (14) imply that f (t, x(h(t)))  p(t)x(h(t)) for t ∈ [λ − 2τ,λ]T.
Hence, we have from (1) that
xΔ(t) 0, t ∈ [λ − 2τ,λ]T (15)
and
0 = xΔ(t) + f (t, x(h(t))) xΔ(t) + p(t)x(h(t)), t ∈ [λ − 2τ,λ]T. (16)
From (16), we see that
0 x(λ) − x(λ − τ) +
λ∫
λ−τ
p(s)x
(
h(s)
)
Δs. (17)
By the integral mean value theorem, there exist t1, t2 ∈ [λ − τ,λ]T such that
x
(
h(t2)
) λ∫
λ−τ
p(s)Δs 
λ∫
λ−τ
p(s)x
(
h(s)
)
Δs  x
(
h(t1)
) λ∫
λ−τ
p(s)Δs. (18)
Combining (17) and (18), we get
0 x(λ) − x(λ − τ) + x(h(t1))
λ∫
λ−τ
p(s)Δs. (19)
From (9), we have λ − 2τ  h(t1) λ − τ . Using (14) and (15), (19) implies that
0
(
−1 +
λ∫
λ−τ
p(s)Δs
)
x(λ − τ). (20)
Using (14) again, (20) yields that
λ∫
λ−τ
p(s)Δs  1, (21)
which contradicts (13).
Next, suppose that x(t) is frequently negative so that μ(x  0) = 0. By the similar
argument as above, we arrive at the fact that
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< μ∗
(
T − E30(p < 0 or x  0)
)+ μ∗(q > 1).
It follows from Theorem 7 that (T − E30(p < 0 or x  0)) · (q > 1) is unbounded. Hence,
there exists λ ∈ T with λ − 3τ > t0 such that (13) holds and
p(t) 0, x(t) < 0, t ∈ [λ − 3τ,λ]T. (22)
From (10) and (22), we have f (t, x(h(t))) p(t)x(h(t)) for t ∈ [λ − 2τ,λ]T. Hence, by
using the same way as above, we get
xΔ(t) 0, t ∈ [λ − 2τ,λ]T, (23)
and
0 x(λ) − x(λ − τ) +
λ∫
λ−τ
p(s)x
(
h(s)
)
Δs, t ∈ [λ − 2τ,λ]T. (24)
Also, by the integral mean value theorem, there exists t2 ∈ [λ− τ,λ]T such that (18) holds.
Combining (18), (22)–(24), we get that
0 x(λ) − x(λ − τ) + x(h(t2))
λ∫
λ−τ
p(s)Δs 
(
−1 +
λ∫
λ−τ
p(s)Δs
)
x(λ − τ),
(25)
which implies that (21) holds and then contradicts (13) as well. The proof is complete. 
Note that the proof of Theorem 11 is to make use of the inequality μ∗(E30(p < 0 or
x  0)) 4[μ∗(p < 0) +μ∗( x  0)]. By employing an inequality of another form
μ∗
(
E30(p < 0 or x  0)
)
 4
[
μ∗(p < 0) + μ∗(x  0)
]
,
we obtain the following result. The proof is similar and hence omitted.
Theorem 12. Suppose that there exist a rd-continuous function p(t) defined on T and a
constant ωp such that
xf (t, x) p(t)x2 for all (t, x) ∈ T × R,
μ∗(p < 0) = ωp
and
μ∗(q > 1) > 4ωp,
where q(t) = ∫ t
t−τ p(s)Δs. Then every nontrivial solution x(t) of (1) is frequently oscilla-
tory.
Theorem 13. Suppose that there exist a rd-continuous function p(t) defined on T, con-
stants ωp and ωq such that
xf (t, x) p(t)x2 for all (t, x) ∈ T × R,
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μ∗(q  1) = ωq
and
μ∗(p < 0 and q  1) > ωp + ωq − 14 ,
where q(t) = ∫ t
t−τ p(s)Δs. Then every nontrivial solution x(t) of (1) is frequently oscilla-
tory.
Proof. Suppose to the contrary that x(t) is frequently positive such that μ(x  0) = 0. By
means of Corollary 6 and Lemma 9, we have
μ∗
(
T − E30(p < 0 or q  1 or x  0)
)
= 1 − μ∗
(
E30(p < 0 or q  1 or x  0)
)
 1 − 4μ∗(p < 0 or q  1 or x  0)
 1 − 4[μ∗(p < 0) + μ∗(q  1) + μ∗(x  0) − μ∗(p < 0 and q  1)]
> 1 − 4
[
ωp + ωq −
(
ωp + ωq − 14
)]
= 0.
Thus, in view of Definition 2, T − E30(p < 0 or q  1 or x  0) is an unbounded subset
of T. By Lemma 10, we can find a λ ∈ T with λ − 3τ > t0 such that
q(t) > 1, t ∈ [λ − 3τ,λ]T (26)
and
p(t) 0 and x(t) > 0, t ∈ [λ − 3τ,λ]T.
In view of (1) and (9), we have xΔ(t)  0 for t ∈ [λ − 2τ,λ]T. Similar to the proof of
Theorem 11, we can arrive at a contradiction with (26).
When μ(x  0) = 0, the same way can be used to obtain that T − E30(p < 0 or q  1
or x  0) is unbounded and hence omitted. The proof is complete. 
With some minor modifications of Theorem 13, we have the following results. The
proofs are similar and hence omitted.
Theorem 14. Suppose that there exist a rd-continuous function p(t) defined on T, con-
stants ωp and ωq such that
xf (t, x) p(t)x2 for all (t, x) ∈ T × R,
μ∗(p < 0) = ωp,
μ∗(q  1) = ωq
and
μ∗(p < 0 and q  1) > ωp + ωq − 1 ,4
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t−τ p(s)Δs. Then every nontrivial solution x(t) of (1) is frequently oscilla-
tory.
Theorem 15. Suppose that there exist a rd-continuous function p(t) defined on T, con-
stants ωp and ωq such that
xf (t, x) p(t)x2 for all (t, x) ∈ T × R,
μ∗(p < 0) = ωp,
μ∗(q  1) = ωq
and
μ∗(p < 0 and q  1) > ωp + ωq − 14 ,
where q(t) = ∫ t
t−τ p(s)Δs. Then every nontrivial solution x(t) of (1) is frequently oscilla-
tory.
Finally, we present two examples to illustrate our results.
Example 16. In (1), suppose that T = [0,∞), h(t) = t − 1 and f (t, x) = p(t)x, where
p(t) = t . Then q(t) = ∫ t
t−1 p(s) ds = t − 1/2. It follows that μ∗(p < 0) = 0 = ωp ,
μ∗(q > 1) = 1 and then from Theorem 11 that every nontrivial solution of (1) is frequently
oscillatory.
Example 17. In (1), suppose that T = {kτ : k ∈ N0}, where τ > 0 and N0 is the set of
nonnegative integers. Suppose further that h(t) = t − τ , f (t, x) = p(t)x and p(t) =
t + σ(t). Then, refer to [1], we have q(t) = ∫ t
t−τ p(s)Δs = 2τ t − τ 2. Moreover,
μ∗(p < 0) = μ∗(q  1) = μ∗(p < 0 and q  1) = 0. Hence, we see that ωp = ωq = 0
and
μ∗(p < 0 and q  1) > ωp + ωq − 14 .
By Theorem 13, every nontrivial solution of (1) is frequently oscillatory.
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