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a b s t r a c t
We study certain boundary value problems for the one-dimensional wave equation posed
in a time-dependent domain. The approach we propose is based on a general transform
method for solving boundary value problems for integrable nonlinear PDE in two variables,
that has been applied extensively to the study of linear parabolic and elliptic equations.
Herewe analyse thewave equation as a simple illustrative example to discuss the particular
features of this method in the context of linear hyperbolic PDEs, which have not been
studied before in this framework.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We consider boundary value problems for the wave equation posed on a domain whose boundary varies smoothly with
time in a prescribed manner. To the best of our knowledge there is no systematic investigation of boundary value problems
posed in time-dependent domains. Such problems were brought to our attention as they arise in engineering applications,
for example in the laying of marine pipelines [1] and aerodynamics [2]. However, our interest is rather in the mathematical
investigation of such hyperbolic boundary value problems and their reformulation in terms of a classical problem in complex
analysis, the Riemann–Hilbert problem. This approach has so far been applied only to parabolic and elliptic PDEs.
For the particular case of the wave equation, such problems could be solved by an application of the classical Fourier
transform. However, the classical method fails for more general linear hyperbolic PDEs posed in time-dependent domains.
On the other hand, the methodology we present here can be applied to such more general cases without any essential
modification [3,4].
The approach we use is based on a transform method proposed by Fokas, which has been used in recent years to solve
parabolic and elliptic linear and integrable nonlinear equations in some generality (see [5,11,13]). The main difficulty in
solving boundary value problems in these cases is the characterisation of the boundary values that are not prescribed as
boundary conditions. We show below that it is in this respect that the analysis of linear hyperbolic problems differs from
parabolic and elliptic cases.
In this paper, we use the example of thewave equation to illustrate this difference. Namely, we describe how themethod
of Fokas is implemented in the case of this equation, and use it to solve the Dirichlet boundary value problem posed in a
time-dependent domain:
qtt = qxx + g(x, t), (x, t) ∈ D,
q(x, 0) = q0(x), qt(x, 0) = q1(x), x > 0,
q(l(t), t) = f0(t), t > 0. (1.1)
where g(x, t) is a smooth forcing function, and the domain D is defined as
D = {l(t) ≤ x <∞} × {0 < t <∞}, l′′ > 0, 0 ≤ l′(t) < 1. (1.2)
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The assumptions on the real function l(t) describe the convexity and speed of the moving boundary. Since the velocity of
the wave is c = 1, the assumption l′(t) < 1 implies the boundary does not interact with the wavefront. Throughout the
present work we assume that there are no incoming waves, and that as x → ∞, the solution and its derivatives tend to
zero. We also assume, without loss of generality, that l(0) = 0.
We remark that the inclusion of the forcing does not require any additional consideration. Indeed, one of the advantages
of our approach is that the steps for solving the unforced or the forced problem are identical.
The Fokasmethodwas introduced in [6] and developed inmany subsequent papers (see e.g. the review articles [7,8]). This
methodwas developed originally for the analysis of boundary value problems for nonlinear integrable PDEs in two variables,
as a generalisation of the inverse scattering transform. It is based on writing the PDE as the compatibility condition of two
linear eigenvalue ODEs, called the Lax pair associated with the given PDE. Perhaps surprisingly, this idea has proven very
fruitful also for the analysis of linear problems. In this framework, the given linear PDE in two variables is rewritten as the
compatibility condition of a Lax pair (which can always be done, [12]). For example, the wave equation (with g = 0) is the
compatibility condition of the pair of ODEs
µx − ikµ = q, µtt + k2µ = qx + ikq. (1.3)
Starting with the Lax pair, the general solution methodology consists of three main steps:
(1) Derive a solution µ(x, t, k) of the Lax pair which, for every x, t is sectionally bounded for all k ∈ C. This is done
by solving either a Riemann–Hilbert or a d-bar problem. The expression for the function µ(x, t, k) involves all initial and
boundary values of the solution q(x, t) of the given boundary value problem.
(2) Express the function q(x, t) in terms of the sectionally bounded function µ(x, t, k) derived in step 1.
(3) Characterise the unknown boundary value appearing in the formal solution representation in terms only of the given
initial and boundary conditions of the problem.
The last step is the most difficult. The analysis involved in this step depends on the particular type of the PDE under
consideration. For parabolic or elliptic linear PDEs, the solution representation takes the form of an integral along a complex
contour, and then the characterisation needed for step 3 depends on the analysis of an additional relation between the initial
and boundary values of the solution, known as the global relation. This analysis exploits crucially the analyticity property of
the various components of the solution in the complex k plane. For elliptic problems, this analysis may require the solution
of additional Riemann–Hilbert problems.
The only example of linear hyperbolic problems solved in the literature by the approach outlined above is the boundary
value problem posed on the half line and on a moving boundary for the linearised sine-Gordon equation qxt + q = 0 [6,9].
This equation constitutes a special case, as all possible boundary values must be prescribed as boundary conditions, hence
it not necessary to use any additional relation to characterise the unknown boundary values.
The result of the present paper indicates that this is true in general for linear hyperbolic problems. Indeed we show here
that for thewave equation there exists an alternativeway for obtaining the unknownboundary valuewhich does not require
any additional relation. Starting from a second order Lax pair of the form (1.3), we obtain two first order Lax pairs for the
PDE. By using both first order pairs, we characterise the unknown boundary value with no recourse to the global relation, by
evaluating the formal solution representation at the boundary of the domain, and inverting a Fourier type transform. For the
wave equation, this transform turns out to be a Fourier transform in suitably transformed variables, but for more general
hyperbolic problems it is a genuine generalisation for which an inversion formula must be proved before the problem can
be solved, see [4].
We note that each of these first order Lax pairs is a Lax pair for the PDE. However, using only one of them forces us to
resort to the global relation to characterise the unknown boundary values. In the context of hyperbolic equations, the use
of both Lax pairs instead of the global relation appears to be a simpler and more natural solution methodology, see also the
analysis of the Klein–Gordon equation given in [3].
The paper is organised as follows. In Section 2, we derive the inversion for the particular Fourier type transform we
will use to perform Step 3. Rather than changing variable in the Fourier inversion theorem, we use a direct derivation
that generalises to a broader class of integral transforms which cannot be obtained from the Fourier transform [8]. In
Section 3, we construct the unique solution of the Lax pair (1.3) bounded for all k ∈ C through the solution of an associated
Riemann–Hilbert problem. In Section 4,we construct an explicit integral representation of the solution of the boundary value
problem (1.1). Although we derive this representation for a general smooth forcing term g(x, t), due to space restrictions
we prove the existence and uniqueness theorem only for the case that g(x, t) = 0. The case of nonzero forcing does not
involve any additional considerations and it is obtained following the same steps, as we briefly indicate.
2. Generalised integral transforms
An important role for the success of the approach described in the introduction is played by the inversion of certain
integral transforms. The particular transform needed for each problem is dictated by the problem itself. The relevant
inversion formula is obtained by performing the spectral analysis of an appropriate ODE — namely the t part of the Lax
pair evaluated at the boundary of the domain. This approach has been used to give an alternative proof of the inversion
theorem for several classical integral transforms, such as the Fourier, Abel, Mellin, and Radon transforms [7].
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The particular transform needed in the present case can be obtained by changing of variables in the Fourier transform.
However, we sketch here an alternative derivation via spectral analysis as this approach generalises to more complicated
problems where the necessary transform cannot be obtained from the Fourier transform [8].
Proposition 2.1. Let f (t) be a smooth function, defined and integrable on [0,∞), and let F(k) be defined in terms of f (t) by
F(k) =
∫ ∞
0
e−ik(l(s)−s)f (s)ds, (2.4)
with l(t) satisfying (1.2). Then
f (t) = 1− l
′(t)
2pi
∫
R
eik(l(t)−t)F(k)dk. (2.5)
Proof. We perform the spectral analysis of the ODE
µt(x, t, k)+ ik
(
1− l′(t))µ(x, t, k) = f (t). (2.6)
Two particular solutions of (2.6) are given by
µ+(x, t, k) = −
∫ ∞
t
eik[(s−t)−(l(s)−l(t))]f (s)ds, (2.7)
µ−(x, t, k) =
∫ t
0
eik[(s−t)−(l(s)−l(t))]f (s)ds. (2.8)
Given the assumption l′(τ ) < 1, we find that the function µ+ is a bounded analytic function of k for all k ∈ C+, and the
function µ− is a bounded analytic function of k for all k ∈ C−. Moreover, these functions are of order O ( 1k ) as k → ∞ in
C±. Hence they determine a Riemann–Hilbert problem with jump along R, where the jump is given by
µ+(x, t, k)− µ−(x, t, k) = −eik(l(t)−t)F(k), k ∈ R, (2.9)
and F(k) is defined by (2.4). The unique solution of this Riemann–Hilbert problem is given by [10]
µ(x, t, k) = − 1
2pi i
∫ ∞
−∞
eik
′(l(t)−t)F(k′)
k′ − k dk
′. (2.10)
Hence f (t) can be expressed in terms of µ(x, t, k) by using the ODE (2.6), as
f (t) = µt + ik(1− l′(t))µ = 1− l
′(t)
2pi
∫ ∞
−∞
eik
′(l(t)−t)F(k′)dk′. 
3. Lax pairs and a Riemann–Hilbert problem
In this section, we construct the unique solution µ(x, t, k) of the Lax pair (1.3) which is bounded for all k ∈ C.
The Lax pair (1.3) can bewritten as a systemof first order equation, and diagonalised. This procedure1 yields the following
two first order Lax pairs:{
(ν1)x(x, t, k)− ikν1(x, t, k) = qt(x, t)− ikq(x, t)
(ν1)t(x, t, k)+ ikν1(x, t, k) = qx(x, t)+ ikq(x, t)+ G(x, t, k), (3.11){
(ν2)x(x, t, k)− ikν2(x, t, k) = qt(x, t)+ ikq(x, t)
(ν2)t(x, t, k)− ikν2(x, t, k) = qx(x, t)+ ikq(x, t)+ G(x, t, k), (3.12)
where G(x, t, k) is any function that satisfies Gx − ikG = g(x, t). We select G(x, t, k) = G+(x, t, k) when k ∈ C+ and
G(x, t, k) = G−(x, t, k)when k ∈ C−, where
G+(x, t, k) =
∫ x
l(t)
eik(x−y)g(y, t)dy, G−(x, t, k) = −
∫ ∞
x
eik(x−y)g(y, t)dy. (3.13)
The solution µ(x, t, k) of (1.3) is related to the functions ν1 and ν2 by the following expression:
µ(x, t, k) = ν2(x, t, k)− ν1(x, t, k)
2ik
. (3.14)
1 A similar procedure is described explicitly in [3] for the case of the Klein–Gordon equation.
1688 B. Pelloni, D.A. Pinotsis / Journal of Computational and Applied Mathematics 234 (2010) 1685–1691
The Lax pair (3.11) admits the two particular solutions
ν+1 (x, t, k) =
∫ x
l(t)
eik(x−y)(qt − ikq)(y, t)dy− eik(x−l(t))
∫ ∞
t
eik[(s−t)−(l(s)−l(t))][qx + l′(s)qs
+ ik(1− l′(s))q](l(s), s)ds, k ∈ C+ (3.15)
ν−1 (x, t, k) = −
∫ ∞
x
eik(x−y)(qt − ikq)(y, t)dy, k ∈ C−. (3.16)
This follows from the observation that N1(t, k) = ν(l(t), t, k) satisfies
N1t + ik(1− l′(t))N1 = qx + l′(t)qt + ik(1− l′(t))q+ G, (3.17)
and the fact that G+(l(t), t, k) = 0.
Since the functions ν+1 (x, t, k) and ν
−
1 (x, t, k) satisfy both ODEs in (3.11), where G = G± respectively, their difference is
of the form
ν+1 − ν−1 = eik(x−t)[ρ1(k)+ G1(t, k)], k ∈ R,
where
ρ1(k) = q̂1(k)− ikq̂0(k)− H˜(k)−
∫ ∞
0
e−ik(l(s)−s)(1− l′(s)2)qx(l(s), s)ds, (3.18)
where qˆj denotes the usual Fourier transform of the function qj(x), j = 0, 1, defined for x ∈ [0,∞) and given in (1.1), hence
qˆj(k) =
∫ ∞
0
e−ikyqj(y)dy, (3.19)
while (using q(l(s), s) = f0(s) and qs(l(s), s) = f ′0(s)− l′(s)qx(l(s), s))
H˜(k) =
∫ ∞
0
e−ik(l(s)−s)[l′(s)f ′0(s)+ ik(1− l′(s))f0(s)]ds, (3.20)
and
G1(k, t) =
∫ t
0
∫ ∞
l(s)
eik(s−y)g(y, s)dyds. (3.21)
Similarly, the Lax pair (3.12) admits the two particular solutions
ν+2 (x, t, k) =
∫ x
l(t)
eik(x−y)(qt + ikq)(y, t)dy+ eik(x−l(t))
∫ t
0
e−ik[(s−t)+(l(s)−l(t))][qx + l′(s)qs
+ ik(1− l′(s))q](l(s), s)ds, (3.22)
ν−2 (x, t, k) = −
∫ ∞
x
eik(x−y)(qt + ikq)(y, t)dy. (3.23)
These solutions satisfy
ν+2 − ν−2 = eik(x+t)[ρ2(k)+ G2(t, k)], k ∈ R,
where
ρ2(k) = q̂1(k)+ ikq̂0(k), G2(k, t) =
∫ t
0
∫ ∞
l(s)
e−ik(s+y)g(y, s)dyds. (3.24)
We can now define the two functions µ±(x, t, k) by
µ+(x, t, k) = (ν
+
2 − ν+1 )(x, t, k)
2ik
, µ−(x, t, k) = (ν
−
2 − ν−1 )(x, t, k)
2ik
.
These functions are solutions of (1.3), and they are bounded and analytic, in C+ and C− respectively. In addition, they are of
order O
( 1
k
)
as k→∞ in C±. Hence they determine a Riemann–Hilbert problem with jump along the real line, given by
µ+ − µ− = e
ik(x+t)[ρ2(k)+ G2(t, k)] − eik(x−t)[ρ1(k)+ G1(t, k)]
2ik
.
The unique solution of this Riemann–Hilbert problem is given by
µ(x, t, k) = 1
2pi i
∫
R
eik
′(x+t)[ρ2(k′)+ G2(t, k′)] − eik′(x−t)[ρ1(k′)+ G1(t, k′)]
k′ − k dk
′. (3.25)
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4. The solution of the boundary value problem (1.1)
In this section, we use the function µ(x, t, k) constructed in the previous section to derive an integral representation
for the solution of the boundary value problem (1.1). We then use the inversion formula (2.5) to characterise explicitly the
unknown boundary values appearing in this representation.
We first derive the representation for the solution of the homogeneous boundary value problem, and then we use this
representation to prove an existence and uniqueness result. We finally sketch the solution of the forced problem.
The homogeneous problem. Throughout this section, we consider the boundary value problem (1.1) with g(x, t) = 0.
We shall prove the following theorem.
Theorem 4.2. The boundary value problem (1.1), with q0(x), q1(x) smooth decaying functions with support in [0,∞) and f0(t)
a smooth function with support in [0,∞), admits a unique decaying solution q(x, t). This solution is smooth in the regions x < t
and x > t.
We first assume the existence and uniqueness of the solution, and derive a representation of this solution. We then use
this representation to prove the theorem.
Proposition 4.3. Consider the boundary value problem (1.1), with data as in the statement of Theorem 4.2, and assume that it
admits a unique smooth decaying solution. Then the solution q(x, t) of (1.1) admits the following integral representation:
If t < x:
q(x, t) = 1
2
[q0(x+ t)+ q0(x− t)]+ 12
∫ x+t
x−t
q1(y)dy. (4.26)
If t > x:
q(x, t) = 1
2
q0(x+ t)+ 14pi
∫
R
eik(x+t)q̂1(k)
dk
ik
+ 1
4pi
∫
R
eik(x−t)
[∫ ∞
0
e−ik(l(s)−s)
[
ik(1− l′(s))f0(s)− f ′0(s)
]
ds
]
dk
ik
+ 1
4pi
∫
R
eik(x−t)
[∫ ∞
0
e−ik(l(s)−s)(1+ l′(s)) [q′0(l(s)+ s)+ q1(l(s)+ s)] ds] dkik . (4.27)
Proof of Proposition 4.3. We consider the function µ(x, t, k) given by (3.25), with G1 = G2 = 0. This function is by
construction a solution of (1.3) (with G = 0). Using the first equation in (1.3) we obtain the formal representation
q(x, t) = µx − ikµ = 14pi
∫
R
[eik(x+t) + eik(x−t)]q̂0(k)dk+ 14pi
∫
R
[eik(x+t) − eik(x−t)]q̂1(k)dkik
+ 1
4pi
∫
R
eik(x−t)H˜(k)
dk
ik
+ 1
4pi
∫
R
eik(x−t)
∫ ∞
0
eik(s−l(s))(1− l′(s)2)qx(l(s), s)dsdkik (4.28)
where H˜(k) is given by (3.20).
Since all given data are smooth, we differentiate with respect to x under the integral sign and obtain
qx(x, t) = 14pi
∫
R
[eik(x+t) + eik(x−t)]ikq̂0(k)dk+ 14pi
∫
R
[eik(x+t) − eik(x−t)]q̂1(k)dk
+ 1
4pi
∫
R
eik(x−t)H˜(k)dk+ 1
4pi
∫
R
eik(x−t)
∫ ∞
0
eik(s−l(s))(1− l′(s)2)qx(l(s), s)dsdk. (4.29)
We distinguish two cases:
(a) t < x: In this case, the exponential eik(x−t) is bounded inC+. The assumption l′(s) < 1 implies that the terms in (4.29)
involving the boundary values are analytic and bounded in C+ as well. Hence Jordan’s lemma, implies that these terms
vanish. After integrating Eq. (4.29) we find
q(x, t) = 1
4pi
∫
R
[eik(x+t) + eik(x−t)]q̂0(k)dk+ 14pi
∫
R
[eik(x+t) − eik(x−t)]q̂1(k)dkik + C(t), (4.30)
where C(t) is an arbitrary function of t. However since q(x, t) is the solution of (1.1), C ′′(t) = 0, hence C(t) = At + B and
comparing (4.30) and (4.28) we obtain A = B = 0.
(b) x < t: In this case, the exponential eik(x−t) is bounded in C−. Therefore, the boundedness of q̂0(k) and q̂1(k) in C− as
well as Jordan’s lemma implies
1
4pi
∫
R
eik(x−t) [q̂1(k)− ikq̂0(k)] dk = 0, (4.31)
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and integrating Eq. (4.29) with respect to x, as in case (a), we obtain
q(x, t) = 1
4pi
∫
R
eik(x+t) [q̂1(k)+ ikq̂0(k)] dkik +
1
4pi
∫
R
eik(x−t)H˜(k)
dk
ik
+ 1
4pi
∫
R
eik(x−t)
∫ ∞
0
e−ik(l(s)−s)(1− l′(s)2)qx(l(s), s)dsdkik . (4.32)
Similarly to the previous case, adding an arbitrary integration constant At + B to expression (4.32) yields A = B = 0.
The solution obtained is uniformly convergent over D. Evaluating this solution at x = l(t) and using the formulae (2.4),
(2.5) as well as the inverse Fourier transform, we obtain the following expression for the known function q(l(t), t) = f0(t):
1
2
f0(t) = 14pi
∫
R
eik(l(t)+t)q̂1(k)
dk
ik
+ 1
4pi
∫
R
eik(l(t)−t)
∫ ∞
0
e−ik(l(s)−s)l′(s)f ′0(s)ds
dk
ik
+ 1
4pi
∫
R
eik(l(t)−t)
∫ ∞
0
e−ik(l(s)−s)(1− l′(s)2)qx(l(s), s)dsdkik +
1
2
q0(l(t)+ t). (4.33)
We now differentiate this expression with respect to t to obtain the unknown boundary value qx(l(t), t). This yields
1
2
f ′0(t) =
l′(t)+ 1
2
[
q′0(l(t)+ t)+ q1(l(t)+ t)
]+ l′(t)− 1
4pi
∫
R
eik(l(t)−t)
∫ ∞
0
e−ik(l(s)−s)l′(s)f ′0(s)dsdk
+ l
′(t)− 1
4pi
∫
R
eik(l(t)−t)
∫ ∞
0
e−ik(l(s)−s)(1− l′(s)2)qx(l(s), s)dsdk.
Using (2.5) again, this expression becomes
1
2
f ′0(t) =
l′(t)+ 1
2
[q′0(l(t)+ t)+ q1(l(t)+ t)] −
l′(t)
2
f ′0(t)−
1− l′(t)2
2
qx(l(t), t). (4.34)
Hence,
qx(l(t), t) = 11− l′(t)
[
q′0(l(t)+ t)+ q1(l(t)+ t)− f ′0(t)
]
. (4.35)
Substituting this expression in Eq. (4.32) and using the definition of H˜(k)we obtain (4.27). 
Remark 4.4. The same result is obtained by evaluating qx(x, t) at x = l(t) and using the inversion formulae (2.4) and (2.5).
We evaluate qt(l(t), t) instead because this is themethodology that generalises, for example, to the case of the Klein–Gordon
equation.
Remark 4.5. In (4.27) all the integrals involving
∫∞
0 . . . ds can be replaced by
∫ t
0 . . . ds. This follows from analyticity of the
relevant integrands. Indeed, since eik(x−t)−ik(l(s)−s) = eik(x−l(t))eik(l(t)−l(s)−(t−s)) this exponential is bounded when k ∈ C+ and
x > l(t).
Proof of Theorem 4.2. Existence: Let the function q(x, t) be defined by (4.26) for x > t and by (4.27) for t > x. Then
the function readily satisfies the initial conditions. Indeed, letting t = 0 in (4.26), we find q(x, 0) = q0(x). Similarly,
qt(x, 0) = q1(x). By construction, this function also satisfies the boundary condition q(l(t), t) = f0(t).
Uniqueness: Suppose that q1(x, t) and q2(x, t) are two distinct solutions of (1.1). Then the difference q˜ = q1 − q2 satisfies
q˜tt = q˜xx, q˜(x, 0) = q˜t(x, 0) = q˜(0, t) = 0. It follows that q˜ can be extended to the solution of the pure initial value problem
posed for x ∈ R, with zero initial conditions, which admits only the zero solution. Hence the extension of q˜ is zero and
q1 = q2. 
The forced problem.We now sketch the modifications needed to include a forcing term. In case that g(x, t) 6= 0 in (1.1), the
representation (4.26) of the solution q(x, t) of the boundary value problem includes the additional term
1
4pi
∫
R
[
eik(x+t)G2(k, t)− eik(x−t)G1(k, t)
] dk
ik
, (4.36)
where G1(t, k) is defined by (3.21) and G2(t, k) is defined by (3.24). Also, (4.27) includes the additional term
1
4pi
∫
R
eik(x+t)G2(k, t)
dk
ik
. (4.37)
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The expression (4.33) becomes
f0(t) = q0(l(t)+ t)+ 12pi
∫
R
eik(l(t)+t)q̂1(k)
dk
ik
+ 1
2pi
∫
R
eik(l(t)−t)
∫ ∞
0
e−ik(l(s)−s)l′(s)f ′0(s)ds
dk
ik
+ 1
2pi
∫
R
eik(l(t)−t)
∫ ∞
0
e−ik(l(s)−s)(1− l′(s)2)qx(l(s), s)dsdkik +
1
2pi
∫
R
eik(l(t)+t)G2(k, t)
dk
ik
, (4.38)
so the characterisation of the boundary value qx(l(t), t) has to be modified to include the additional contribution of the
function G2. This gives
qx(l(t), t) = 11− l′(t)
[
q′0(l(t)+ t)+ q1(l(t)+ t)− f ′0(t)
]+ d
dt
[
1
2pi
∫
R
eik(l(t)+t)G2(k, t)
dk
ik
]
. (4.39)
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