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Central limit theorems (CLT) of linear spectral statistics of general Fisher matrices
F are widely used in multivariate statistical analysis where F = SyMS
−1
x M
∗ with a
deterministic complex matrix M and two sample covariance matrices Sx and Sy from
two independent samples with sample sizes m and n. As the first step to obtain the CLT,
it is necessary to establish the CLT for linear spectral statistics of the random matrix
MS−1x M∗, or equivalently that of S−1x T, that is a sample precision matrix rescaled
by a general non-negative definite Hermitian matrix T = M∗M. Because the scaling
matrix T in many large-dimensional problems may not be invertible, the result does not
simply follow from the celebrated CLT by Bai and Silverstein (2004). Thus we have to
alternatively derive the CLT of linear spectral statistics of S−1x T where the inverse of T
may not exist, thus extending Bai and Silverstein’s CLT. As a further innovation of the
paper, general populations for the sample covariance matrix Sx are covered requiring
the existence a fourth order moment of arbitrary value, that is not necessarily matching
the values of the the Gaussian case.
Keywords: linear spectral statistics, central limit theorem, precision matrix, rescaled
precision matrix, Fisher matrix
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1. Introduction
For a p× p random matrix An with eigenvalues {λj}pj=1, the linear spectral statis-
tics (LSS) defined by p−1
∑p
j=1 f(λj) for the function f are of central importance
in the theory of random matrices and its applications. Two main questions arise for
such LSS: (1). determine their point limit in term of a limiting spectral distribution
(LSD), say G, such that they converge to G(f) =
∫
f(x)dG(x) (in an appropriate
sense and for an appropriate family of functions f); (2). characterise the fluctuations
1
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p−1
∑p
j=1 f(λj)−G(f) in term of an appropriate central limit theorem (CLT). Both
questions on such LSS of large dimensional random matrices have a long history,
and received considerable attention in recent years. They have important applica-
tions in various domains such as the number theory, high-dimensional multivariate
statistics, wireless communication networks and signal processing, e.g. ; for more
information, the readers are referred to the recent survey paper [14], [11] and [25].
The rescaled precision matrices considered in this paper belong to a particular
class of random matrices involving products of two independent matrices, and the
early works [29] and [30] about Voiculescu’s S-transform provide tools based on free
probability for the study of the LSD of such products. Other references on LSD of
product of random matrices include [1], [12], [20], [21] and [26]. Concerning the so-
called Fisher matrices (see below for examples), their LSD are derived in [27] and
[8]. As for the second question on fluctuations, the CLT for (tr(An), · · · , tr(Akn)) is
established in [15] for a sequence of Wishart matrices (An), where k is a fixed num-
ber, and the dimension p of the matrices grows proportionally to the sample size n.
Subsequent works [10] and [16] considered the extensions of the classical Gaussian
ensembles to the non-Gaussian ensembles, and [28] considered the Gaussian fluctu-
ations for the LSS of Wigner matrices with a class of more general test functions.
A general CLT for LSS of Wigner matrices was given in [7] where in particular,
the limiting mean and covariance functions are specified. Similarly, [6] established
the CLT for general sample covariance matrices with explicit limiting parameters.
In [19], the authors use characteristic functions rather than the Stieltjes transform
to obtain the limiting spectral distributions for Wishart type matrics. In [18], the
authors reconsider such CLTs but with a new idea of interpolation that allows the
generalisations from Gaussian matrix ensembles to matrix ensembles with general
entries satisfying a moment condition (notice however this approach does not pro-
vide information on the centring parameters in the CLTs and can only characterise
the asymptotic covariance function). Recent improvements are proposed in [22],
[23], [24] and [33] that propose a generalisation of the CLT in [6].
The main purpose of this paper is to establish a CLT for LSS of a rescaled
sample precision matrix of form S−1T, where S is a sample covariance matrix with
the sample size n from a p-variate population with independent components, and T
is a p×p non-random non-negative definite scaling matrix. The research is motivated
by considering the CLT of LSS for general Fisher matrices that are widely-used in
multivariate statistical analysis. The asymptotic distributions of several meaningful
test statistics depend on the related Fisher matrices For example, in testing the
proportionality of two covariance matrices Σx and Σy in [17], H0 : Σx = cΣy
where c is unknown, the commonly used test statistic is tr(Σˆ
−1
x Σˆy)
2/[tr(Σˆ
−1
x Σˆy)]
2
where Σˆx and Σˆy are two independent sample covariance matrices. More examples
in multivariate analysis involving a Fisher matrix are can be found in [4], [5], [13]
and [17]. Moreover, the Fisher matrix Σˆ
−1
x Σˆy can be rewritten as F = SyMS
−1
x M
∗
where M = Σ1/2y Σ
−1/2
x is a p × p deterministic matrix, ∗ denotes the conjugate
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and transpose, and Sx and Sy are two p × p sample covariance matrices of two
independent samples which are assumed to have independent components with
zero mean vectors and identity covariance matrices. Notice that here we denote the
degrees of freedom of Sx and Sy by n1 and n2, respectively. In the large-dimensional
context, [32] establishes a CLT for the LSS of a standard Fisher matrix where the
two population covariance matrices are equal, i.e. the matrix M ≥ 0 is an identity
matrix and F = SyS
−1
x . It is however of significant importance to obtain the CLT
for the general Fisher matrices F with an arbitrary M matrix, especially when
the powers of the tests are concerned with, e. g., for the test of equality of two
population covariance matrices, the null distributions of test statistics rely on a
standard Fisher matrix with M = Ip while those under the alternative hypothesis
depend on the general Fisher matrix with an arbitrary M.
In order to establish the CLT of the LSS of the general Fisher matrices
F = SyMS
−1
x M
∗ and following the approach of [32], one proceeds in two steps.
First, conditional on Sx and applying [6], one establishes a (conditional) CLT for∑p
j=1 f(λj). In this step, we need to determine the LSD of the conditioning factor
MS−1x M
∗, or equivalently the scaled precision matrix S−1x M
∗M. In this step, it is
necessary to find the LSD of S−1x M
∗M as the centring parameter as well as limiting
mean and covariance functions for the conditional CLT all depend on complex con-
tours integrals involving this LSD. The second step consists on an un-conditioning
calculation that leads to the final CLT for LSS of a general Fisher matrix. In this
step, one needs a CLT for LSS of the scaled precision matrix S−1x M
∗M. Details on
the implementation of this approach is reported elsewhere, see [34]. In this paper,
we will only focus on the research of the scaled precision matrix S−1x M
∗M.
Despite the close connection between scaled precision matrices and general
Fisher matrices described so far, limiting theorems for scaled precision matrix
of type S−1T have their own interests. Specifically, when T is invertible, since
S−1T =
[
T−1S
]−1
, the CLT for LSS of S−1T can be derived from the CLT of [6].
In this case, the LSD of S−1T can also be easily derived from the existing literature
on general sample covariance matrices. However, the scaling matrix T is usually
not invertible or has eigenvalues close to zero, and in this case both questions on
the LSD and CLT for associated LSS cannot be answered using the existing results
such as [6].
In summary, this paper treats a general scaled precision matrix where the non-
negative definite scaling matrix is allowed to be singular. The main contributions
are the establishment of a LSD for the matrix and a CLT for the family of its linear
spectral statistics. Particularly and it will be seen, the establishment of the CLT is
challenging and needs the implementation of new methods of proof. Compared to
the CLT in [6], we show in Section 2.1 that the popular CLT can now be considered
as a special case of our new CLT. As a further innovation of the paper, general
populations for the sample covariance matrix S are covered requiring the existence
a fourth order moment of arbitrary value, that do not necessarily match the values
of the the Gaussian case, i.e. the value 3 for real variables and the value 2 for the
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complex variables. As it is known in the literature on CLTs for LSS of random ma-
trices, allowing arbitrary values for the fourth order moment of the matrix entries
is quite delicate and requires supplementary effort.
The organisation of this paper is as follows. Section 2 presents our main results.
Theorem 2.1 establishes the limiting spectral distribution (LSD) of the matrix S−1x T
under appropriate moment conditions. CLTs on LSS of the matrix are developed in
two steps. First, our main Theorem 2.2 provide a CLT for linear spectral statistics
while requiring that the independent components in S have zero mean, unit vari-
ance and a fourth moment matching the Gaussian case. Next in Proposition 2.1,
this matching condition is removed under some tricky technical conditions. This is
not surprising since we know that the fourth moment matching condition cannot
be removed “for free”, see e.g. discussions in [33]. Such technical conditions can
be simplified in the case of diagonal scaling matrix T and this is done in Proposi-
tion 2.2. Next in Section 2.1, we explain the fact that when the matrix T is indeed
invertible, Theorem 2.2 is equivalent to the well-known CLT of [6]. It is also in this
sense that Theorems 2.2 proposes a valuable extension of [6]’s result.
The next three sections provide proofs for Theorem 2.1, Theorem 2.2 and the
two Propositions 2.1 and 2.2, respectively. The last section collects some lemmas
use in these proofs.
2. Main results
Following [6], let {xt}, t = 1, . . . , n be a sequence of independent p-dimensional
observations with independent and standardised components, i.e. for xt = (xtj),
Extj = 0 and E|xtj |2 = 1. The corresponding sample covariance matrix is
S =
1
n
n∑
t=1
xtx
∗
t . (2.1)
The inverse S−1 is the sample precision matrix and we consider its scaled product
S−1T =
(
1
n
n∑
t=1
xtx
∗
t
)−1
T , (2.2)
where T is a p× p scaling matrix which is deterministic and non-negative definite
Hermitian matrix. Notice that we do not require T be invertible. When T = T∗
and S = S∗ is invertible, the eigenvalues of S−1T are all real.
We first specify the framework for our main results. Recall that the empirical
spectral distribution (ESD) of a complex-value p× p matrix A is the measure µA =
p−1
∑p
j=1 δλj where {λj} are the eigenvalues of A and δa denotes the Dirac mass
at a point a. When the sequence of ESD {µA} has a limit µ, µ is called the limiting
spectral distribution (LSD) of the sequence of matrices {A}.
Assumption 1 The p × n observation matrix (xtj , t = 1, · · · , n, j = 1, · · · , p)
are made with independent elements satisfying Extj = 0, E|xtj |2 = 1.
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Moreover, for any η > 0 and as p, n→∞,
1
np
n∑
t=1
p∑
j=1
E
[
|xtj |2I{|xtj |≥η√n}
]
→ 0 , (2.3)
where I{·} is the indicator function.
The elements are either all real or all complex and we set an index
κ = 1 or κ = 2, respectively. In the later case, E{x2tj} = 0 for all t, j in the
complex case.
Assumption 1∗ In addition to Assumption 1, the entries {xtj} have a uniform
4-th moment E|xtj |4 = 1 + κ. Moreover, for any η > 0 and as p, n→∞,
1
np
n∑
t=1
p∑
j=1
E
[
|xtj |4I{|xtj |≥η√n}
]
→ 0. (2.4)
Assumption 1∗∗ In addition to Assumption 1, the entries {xtj} have a finite 4-th
moment which are not necessarily the same. Moreover, for any η > 0 and
as p, n→∞,
1
np
n∑
t=1
p∑
j=1
E
[
|xtj |4I{|xtj |≥η√n}
]
→ 0. (2.5)
Assumption 2 As p → ∞, the ESD Hn of {T} tends to a limit H, which is a
deterministic probability measure and H 6= δ0 (Dirac mass at 0).
Assumption 2∗ In addition to Assumption 2, the sequence {T} is bounded in
spectral norm.
Assumption 3 The dimension p and the sample size n both tend to infinity such
that yn = p/n→ y ∈ (0, 1).
Assumption 1 states that the entries are independent, not necessarily identically
distributed, but with homogeneous moments of first and second order, together with
a Lindeberg type condition of order 2. Assumption 1∗ reinforce Assumption 1 with
similar conditions using a homogeneous fourth order moment that matches the
Gaussian case. Assumption 1∗∗ generalises the previous one by allowing arbitrary
values for the fourth moment of the entries.
First we identify the LSD of S−1T.
Theorem 2.1. Under Assumptions 1, 2 and 3, with probability 1, the ESD Fn of
S−1T tends to a non-random distribution F y,H whose Stieltjes transform s(z) =∫
(x− z)−1dF y,H(x) is the unique solution to the equation
zs(z) = −1 +
∫
tdH(t)
1− yz2s(z) + t (2.6)
subject to the condition that s(z) has the same sign of imaginary part of z, where z
belongs to the set of complex numbers outside the real axis. The distribution F y,H
is then the LSD of S−1T.
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Notice that from (2.6), it is easy to obtain zs(z) 6= 1. Next, we consider the
linear spectral statistics of S−1T of form
Fn(f) =
∫
f(x)dFn(x) =
1
p
p∑
j=1
f(λj) ,
where the {λj}’s are the eigenvalues of the matrix S−1T and f a given test function.
Similarly to [6], a special feature here is that fluctuations of Fn(f) will not be
considered around the LSD limit F y,H(f), but around F yn,Hn(f), a finite-sample
proxy of F y,H obtained by substituting the parameters (yn, Hn) for (y,H) in the
LSD. Therefore, we consider the random variable
Zn(f) = p
[
Fn(f)− F yn,Hn(f)
]
= p
∫
f(x)d[Fn − F yn,Hn ](x) .
Throughout the paper, we use the following notations
b(z) = 1 + yzs(z) ,
g(z) = 1− y
∫
(1 + yzs(z))2dH(t)(
t/z − b(z))2 = 1− yb2(z)
∫
dH(t)(
t/z − b(z))2 .
We even write g, b for g(z) and b(z) if no ambiguity can arise. Notice that we have
1
2
d
dz
log g(z) =
1
z2
y
∫ tb3dH(t)
(t/z−b)3(
1− y ∫ b2dH(t)(t/z−b)2)2 =
yb3
z2g2
∫
tdH(t)
(t/z − b)3 .
Define also the interval
I :=
 lim infp λmin(T)
(1 +
√
y)2
,
lim sup
p
λmax(T)
(1−√y)2
 , (2.7)
where λmin(T) and λmax(T) are respectively the smallest and the largest eigenvalue
of T.
The main result of the paper is the following CLT.
Theorem 2.2. Assume that Assumptions 1∗, 2∗ and 3 hold. Let f1, · · · , fk be func-
tions analytic on an open domain D of the complex plane enclosing the interval I in
(2.7) Then, the random vector [Zn(f1), · · · , Zn(fk)] weakly converges to a Gaussian
vector [Zf1 , · · · , Zfk ] with mean function
EZfj = −
κ− 1
2pii
∮
C
fj(z)
yb3(z)
z2g2(z)
∫
tdH(t)
(t/z − b(z))3 dz , (2.8)
and covariance function
Cov(Zfi , Zfj ) = −
κ
4pi2
∮
C2
∮
C1
fi(z1)fj(z2)
∂(z1b(z1))
∂z1
∂(z2b(z2))
∂z2
[z1b(z1)− z2b(z2)]2 dz1dz2 . (2.9)
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The contours C, C1 and C2 are closed, positively oriented and enclosing the interval
I. Moreover, the contours C1 and C2 are non-overlapping.
As said in Introduction, this theorem essentially parallel the CLT in [6] and
requires also the fourth moments of the independent variables in S match the value
κ+1 as in the Gaussian case. We next introduce two variations of this main theorem.
First in Proposition 2.1, this moment matching requirement is removed under some
tricky technical conditions.
Proposition 2.1. Assume that Assumptions 1∗∗, 2∗ and 3 hold. Let f1, · · · , fk be
functions analytic on an open domain D of the complex plane enclosing the interval
I in (2.7) Moreover, assume that the following non-random limits exist:
(1)
1
p
p∑
j=1
(E|xij |4 − 1 − κ)
[
(T/z1 − Si)−1
]
jj
[
(T/z2 − Si)−1
]
jj
converges to
h(z1, z2) uniformly in i;
(2)
1
p
p∑
j=1
(E|x1j |4−1−κ)
[
(T/z − S1)−1
]
jj
[
(T/z − S1)−1 T (T/z − Eβ1(z)I)−1
]
jj
converges to hM (z).
Then the random vector [Xn(f1), · · · , Xn(fk)] weakly converges to a Gaussian vec-
tor [Xf1 , · · · , Xfk ] with mean function
EXfj = −
κ− 1
2pii
∮
C
fj(z)
yb3(z)
z2g2(z)
∫
tdH(t)
(t/z − b(z))3 dz
− 1
2pii
∮
C
fj(z)
yb3(z)
z2g(z)
hM (z)dz,
and covariance function
Cov(Xfi , Xfj ) = −
κ
4pi2
∮
C2
∮
C1
fi(z1)fj(z2)
∂(z1b(z1))
∂z1
∂(z2b(z2))
∂z2
[z1b(z1)− z2b(z2)]2 dz1dz2
− 1
4pi2
∮
C2
∮
C1
fi(z1)fj(z2)
∂2[yb(z1)b(z2)h(z1, z2)]
∂z1∂z2
dz1dz2.
The contours C, C1 and C2 are closed, positively oriented and enclosing the interval
I. Moreover, the contours C1 and C2 are non-overlapping.
The appearance of the two tricky conditions (1)-(2) in Proposition 2.1 are sur-
prising since it is known in the literature of CLTs for linear spectral statistics that
the fourth moment matching condition cannot be removed without additional hy-
potheses, see e.g. discussions in [33]. Similar conditions have been also introduced
in [23] in the case of a general sample covariance matrix. In Proposition 2.2 below,
we consider a special case where the fourth moments are asymptotically identical
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to a value not necessarily matching the Gaussian case and the scaling matrix is
diagonal, and the above tricky conditions can be worked out properly.
Proposition 2.2. In addition to the assumptions in Proposition 2.1, assume that
E|xij |4−1−κ = βx+o(1) uniformly in i, j and T is a diagonal matrix with positive
eigenvalues. Then the random vector [Xn(f1), · · · , Xn(fk)] weakly converges to a
Gaussian vector [Xf1 , · · · , Xfk ] with mean function
EXfj = −
κ− 1
2pii
∮
C
fj(z)
yb3(z)
z2g2(z)
∫
tdH(t)
(t/z − b(z))3 dz,
− βx
2pii
∮ [
fj(z)
yb3(z)
z2g(z)
∫
tdH(t)
(t/z − b(z))3
]
dz
and covariance function
Cov(Xfi , Xfj )
= − κ
4pi2
∮
C2
∮
C1
fi(z1)fj(z2)
∂(z1b(z1))
∂z1
∂(z2b(z2))
∂z2
[z1b(z1)− z2b(z2)]2 dz1dz2
− βx
4pi2
∮ ∮ {
fi(z1)fj(z2)
∂2
∂z1∂z2
[
y
∫
z1b(z1)z2b(z2)dH(t)
[t− z1b(z1)][t− z2b(z2)]
]}
dz1dz2.
The contours C, C1 and C2 are closed, positively oriented and enclosing the interval
I (given in Proposition 2.1). Moreover, the contours C1 and C2 do not cross.
2.1. Theorem 2.2 is equivalent to the CLT in [6] for invertible T
As said in Introduction, Theorem 2.2 can also be viewed as a complement to the
CLT in [6] while moving from the sample covariance matrix S to its inverse S−1.
When the scaling matrix T is not invertible, these CLTs are not directly compara-
ble. If T is indeed invertible, these CLT’s become comparable; we now prove that
they are indeed the same in this case. More precisely we prove that the mean and
covariance functions given in Theorem 2.2 are the same as those given in Theorem
1.1 of [6].
Actually, when T is invertible, we have
sn(z) =
1
p
tr(S−1T− zI)−1 = 1
p
p∑
i=1
1
λi((ST−1)−1)− z
=
−1
pz
p∑
i=1
λi(ST
−1)
λi(ST−1)− z−1
= −z−1 − 1
z2
sST
−1
n (z
−1)
= − 1
yz
− 1
yz2
mn(z
−1) ,
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where λi(ST
−1) is the ith eigenvalue of random matrix ST−1 and mn is the Stieltjes
transform of XnT
−1X∗n with X
∗
n = (x1, · · · ,xn) is p× n. That is,
s(z) = − 1
yz
− 1
yz2
m(z−1), b(z) = 1− 1− z−1m(z−1) = −z−1m(z−1) , (2.10)
where s(z) is the limit of sn(z) and m(z) is the limit of mn(z). So the CLT of
p(sn(z)− s(z)) is the same as −z−2n(mn(z−1)−m(z−1)). By Lemma 1.1 of [6], we
know that the process {
− 1
z2
n(mn(z
−1)−m(z−1))
}
converges weakly to a Gaussian process with the mean function
− 1
z2
y
∫ t(m(1/z))3d(H(t))
(t+m(1/z))3
[1− y ∫ (m(1/z))2d(H(t))(t+m(1/z))2 ]2 ,
and covariance function
1
z21z
2
2
∂m(z)
∂z
∣∣∣
z= 1z1
∂m(z)
∂z
∣∣∣
z= 1z2
(m( 1z2 )−m( 1z1 ))2
− 1
(z1 − z2)2
as p→∞. It is easily to verify that
− 1
z2
y
∫ t(m(1/z))3d(H(t))
(t+m(1/z))3
[1− y ∫ (m(1/z))2d(H(t))(t+m(1/z))2 ]2
=
1
z2
y
∫ tz3(1+ys(z))3dH(t)
(t−z(b(z)))3
[1− y ∫ z2(b(z))2dH(t)(t−z(b(z)))2 ]2 =
1
z2
y
∫ t(1+ys(z))3dH(t)
(t/z−b(z))3
[1− y ∫ (b(z))2dH(t)(t/z−b(z))2 ]2
and
1
z21z
2
2
∂m(z)
∂z
∣∣∣
z= 1z1
∂m(z)
∂z
∣∣∣
z= 1z2
(m( 1z2 )−m( 1z1 ))2
− 1
(z1 − z2)2 =
∂(z1b(z1))
∂z1
∂(z2b(z2))
∂z2
[z1b(z1)− z2b(z2)]2 −
1
(z1 − z2)2 ,
which are the same as given in Theorem 2.2. This establishes the equivalence be-
tween Theorem 1.1 of [6] and Theorem 2.2 in this paper when the scaling matrix
T is invertible.
3. Proof of Theorem 2.1
Using exactly the same approach employed in Section 4.3 of [2], we may truncate the
extreme eigenvalues of T and tails of the random variables xij and then normalise
them without altering the LSD of S−1T. So we may assume that Assumption 2∗ is
true and |xij | ≤ ηn
√
n where ηn → 0.
Now, we proceed with the proof of Theorem 2.1. To start with, we assume that
T is invertible and there is a positive constant ω > 0 such that H([0, ω]) = 0, that
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is, the norm of T−1 is bounded. By Theorem 4.1 of [2] we know that the LSD of
ST−1 exists and its Stieltjes transform m(z) satisfies
m(z) =
∫
1
t(1− y − yzm(z))− z dH(1/t) =
∫
tdH(t)
1− y − yzm(z)− tz . (3.1)
Note that m(z) is the unique solution to the equation (3.1) that has the same sign
of imaginary part as z.
If we denote the Stieltjes transforms of the ESD of S−1T and ST−1 by sn(z)
and mn(z), respectively. By the relation
mn(z) = −1
z
− 1
z2
sn(1/z),
and mn(z)→ m(z) a.s., we know that with probability 1, sn(z) converges to a limit
s(z) that satisfies
−1
z
− 1
z2
s(1/z) =
∫
tdH(t)
1− y − yz(− 1z − 1z2 s(1/z))− tz
. (3.2)
Changing z as 1/z and simplifying it, we obtain (2.6).
Now, we consider possibly singular T and will show that for any fixed z = u+ iv
with v > 0, sn(z) still converges to a limit s(z) that satisfies (2.6).
For any fixed ε > 0, define Tε = T + εI and define S+ from S by replacing its
eigenvalues less than 12a as
1
2a, where a = (1 −
√
y)2. By the rank inequality (see
Theorem A.43 in [2]), we have∥∥∥FS−1T − FS−1+ T∥∥∥ ≤ 1
p
#
{
λi(S) ≤ 1
2
a
}
→ 0, a.s. (3.3)
By Theorem A.45 of [2],
L(FS
−1
+ T, FS
−1
+ Tε) ≤ ‖S−1+ (T−Tε)‖ ≤ 2a−1ε (3.4)
where L is the Levy distance between two distribution functions FS
−1
+ T and FS
−1
+ Tε .
Using again the rank inequality, we have∥∥∥FS−1Tε − FS−1+ Tε∥∥∥ ≤ 1
p
#
{
λi(S) ≤ 1
2
a
}
→ 0, a.s. (3.5)
By what has been proved for invertible T, with probability 1, sn,ε(z) =
1
p tr(S
−1Tε)→ sε(z) which is a solution to the equation
zsε(z) = −1 +
∫
tdHε(t)
1− yz2sε(z) + t . (3.6)
where Hε(t) = H(t− ε).
To complete the proof of the theorem, we only need to verify that the equation
(3.6) has a unique solution that is the Stieltjes transform of a probability measure,
and the solution sε(z) is right-continuous at ε = 0. Let wε(z) =
√
z(1 + zsε(z)),
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where
√
z is the square root of z satisfying =(z)=(√z) > 0, then the equation (3.6)
becomes
wε(z) =
∫
tdHε(t)
1+t√
z
− (1− y)√z − ywε(z)
, (3.7)
where wε(z) has the same sign of imaginary part as z.
We only need to consider the case =(z) > 0. Let w2 = =(wε(z)) > 0, comparing
the imaginary parts of (3.7), we have
w2 =
∫ (1+t)=(√z)
|z| + (1− y)=(
√
z) + yw2∣∣∣ 1+t√z − (1− y)√z − ywε(z)∣∣∣2 tdHε(t)
>
∫
yw2∣∣∣ 1+t√z − (1− y)√z − ywε(z)∣∣∣2 tdHε(t),
which implies that ∫
ytdHε(t)∣∣∣ 1+t√z − (1− y)√z − ywε(z)∣∣∣2 < 1. (3.8)
Suppose (3.7) had two solution w(j) with w
(j)
2 = =(w(j)) > 0, j = 1, 2. Then
making difference of both sides and cancelling w1 − w2 from both sides, we obtain
1 = y
∫
tdHε(t)
( 1+t√
z
− (1− y)√z − yw(1))( 1+t√
z
− (1− y)√z − yw(2)) ,
which implies by Cauchy-Schwarz that
1 ≤
∫ ytdHε(t)∣∣∣ 1+t√z − (1− y)√z − yw(1)∣∣∣2
∫
ytdHε(t)∣∣∣ 1+t√z − (1− y)√z − yw(2)∣∣∣2

1/2
< 1,
where the last inequality follows by applying (3.8) for both w(1) and w(2). The
contradiction proves the uniqueness of a solution to (3.7).
Finally, we show that the solution wε is right-continuous at ε = 0. We have,∣∣∣∣1 + t√z − (1− y)√z − ywε(z)
∣∣∣∣ ≥ ∣∣∣∣−1 + t|z| =(√z)− (1− y)=(√z)− y=(wε(z))
∣∣∣∣
> (1− y)=(√z),
so that by (3.7), {wε(z)} is bounded for small enough ε, say ε ≤ c. Let {wεk(z)}k≥1
be a sequence converging to some limit w∗ with εk → 0. By continuity and passing
to the limit in (3.7), we see that
w∗ =
∫
tdH(t)
1+t√
z
− (1− y)√z − yw∗
.
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By the just proved uniqueness property of solution of this equation, w∗ = w0(z)
and this is the only sequential limit of {wε(z)} when ε → 0. Since this set is
bounded, any sequence {wε(z)} with ε → 0 must converge to w0(z). This implies
that sε(z)− s(z)→ 0.
The proof of Theorem 2.1 is complete.
For the understanding of the proofs that will follow in next sections, we give
some notes on various identities. First notice that
m˜(z) =
∫
1
λ
z − 11−ym˜(z)
dH(λ), (3.9)
where m˜(z) is the limit of 1p tr(z
−1T− S)−1 and H(t) is the LSD of T. We have
s˜0n(z)→ s˜(z) =
−z
1− ym˜(z) , b(z) =
1
1− ym˜(z) =
1
1− y ∫ dH(t)t/z−b(z) , (3.10)
where s(z) is the Stieltjes transform of the LSD of S−1T and s˜0n(z) =
1
−z−1+y ∫ 1
t+s˜0n(z)
dHn(t)
with the ESD Hn(t) of T. It also holds
Eβ1(z)→ 1
1− ym˜(z) = b(z), bi(z)→
1
1− ym˜(z) = b(z), (3.11)
where β1(z) =
1
1−α∗1(Tz −S1)−1α1
and b1(z) =
1
1−n−1Etr(z−1T−S1)−1 . Furthermore,
−z(b(z)) = −z
1− y ∫ dH(t)t/z−(b(z)) =
−z
1− y ∫ zdH(t)t−z(b(z)) . (3.12)
−z−1 + y
∫
dH(t)
t− z(b(z)) =
1
−zb(z) , (3.13)
1
z2
− y
∫
(−z(b(z)))′dH(t)
(t− z(b(z)))2 =
−(−z(b(z))′
(−z(b(z))2 , (3.14)
(z(b(z))2
z2
− y
∫
(z(b(z)))2dH(t)
(t− z(b(z)))2 (−z(b(z))
′ = −(−z(b(z))′, (3.15)
(−z(b(z))′ = −1
z2
(−z(b(z))2
1− y ∫ (−z(b(z)))2dH(t)(t−z(b(z)))2 . (3.16)
Especially, when T = Ip, by (2.10), (3.10) and the definition of m˜(z), we have
b(z) =
1
1 + ym(z−1)
= −z−1m(z−1) = (1− y)− y
z
m(z−1),
and
m˜(z) = −m(z−1) = 1
z−1 − 11+ym(z−1))
.
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4. Some useful lemmas and identities
This section collects two lemmas that are used in the proofs developed in theorems.
Lemma 4.1. Under Assumptions 1-2, we obtain that as p/n→ y ∈ (0, 1),
1
p
tr(z−1T− S)−1 → m˜(z), a.s. (4.1)
where m˜(z) is the unique solution to the equation m˜(z) =
∫ dH(t)
− tz+ 11−ym˜(z)
satisfying
=(z)=(m˜(z)) ≥ 0.
Proof. For any real z < 0 and complex w with =(w) > 0, by (4.1.2) of Page 61 of
[2], we have
1
p
tr(z−1T− S + wI)−1 = −1
p
tr(
1
−zT + S− wI)
−1
→ −m˜(z, w) = −mHz
(
w − 1
y
∫
τdH0(τ)
1 + τm˜(z, w)
)
, a.s. (4.2)
where m˜(z, w) is limit of the Stieltjes transform of the matrix 1−zT + S, mHz is
the Stieltjes transform of Hz, the LSD of
1
−zT, and H0(τ) = I(τ>y). By Theorem
5.11 and Lemma 2.14 (Vitali Lemma) of [2], the convergence of (4.2) is also true
for w = 0. That is,
1
p
tr(z−1T− S)−1 → −m˜(z, 0) = −mHz
(
− 1
1 + ym˜(z, 0)
)
, a.s.
= −
∫
1
λ− 11−ym˜(z,0)
dHz(λ) = −
∫
1
λ
−z +
1
1+ym˜(z,0)
dH(λ), a.s. (4.3)
Denoting m˜(z) = −m˜(z, 0), then the convergence of (4.1) is proved for all real non-
positive z. Noting that both sides of (4.1) are analytic functions of z on the region
D− = {z ∈ C : z is not non-positive real number}, applying Vitali Lemma again,
we conclude that (4.1) is true for all z ∈ D− and m˜(z) satisfies
m˜(z) =
∫
1
λ
z − 11−ym˜(z)
dH(λ) (4.4)
Because the imaginary part of LHS of (4.4) has the same sign as z, we conclude
that =(m˜(z)) should have the same sign as =(z).
Our next goal is to show that for every non-real z, the equation (4.4) has a unique
solution m˜(z) whose imaginary part has the same sign as =(z). By symmetry, we
only need to consider the case where =(z) > 0. Suppose that there are two different
solutions m1(z) 6= m2(z). Making difference of both sides of (4.4), we obtain
1 =
∫ y
(1−ym1)(1−ym2)
(λz − 11−ym1 )(λz − 11−ym2 )
dH(λ)
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≤
∫ y|1−ym1|2∣∣∣λz − 11−ym1 ∣∣∣2 dH(λ)
∫ y
|1−ym2|2∣∣∣λz − 11−ym2 ∣∣∣2 dH(λ)

1/2
. (4.5)
Comparing the imaginary parts of both sides of (4.4), we have
=(mj) =
∫ =(z)λ
|z|2 +
y=(mj)
|1−ymj |2∣∣∣λz − 11−ymj ∣∣∣2 dH(λ), j = 1, 2.
Since =(mj) > 0 implies that∫ y
|1−ymj |2∣∣∣λz − 11−ymj ∣∣∣2 dH(λ) < 1,
which contradicts to (4.5). The proof of the lemma is complete. 
Lemma 4.2. Under Assumptions 1, 2, 3, we have
s(z) = −z−1 − 1
z2
s˜(z)
where
s˜(z) =
−z
1− ym˜(z) =
−z
1− y ∫ 1t/z−(1−ym˜(z))−1 dH(t) = 1−z−1 + y ∫ 1t+s˜(z)dH(t) ,
s˜(z) = −(1− y)z + ys˜(z), s(z) is the Stieltjes transform of the LSD of S−1T, and
s˜(z) is the limit of 1p tr
(
S− Tz
)−1
T.
Proof. We have
1
p
tr(S−1T− zI)−1 = −z−1 − 1
z2
1
p
tr
(
S− T
z
)−1
T
and
sn(z) =
1
pz
n∑
i=1
α∗i (z
−1T− Si)−1αi
1−α∗i (z−1T− Si)−1αi
= − 1
yz
+
1
yz
1
n
n∑
i=1
1
1−α∗i (z−1T− Si)−1αi
where αi =
1√
n
Xi, i = 1 · · · , n. Let the limit of 1p tr
(
S− Tz
)−1
T be s˜(z) and
s˜n(z) =
1
p tr
(
S− Tz
)−1
T. Let
s˜(z) = −(1− y)z + ys˜(z).
In fact, we have
sn(z) = −z−1 − 1
z2
s˜n(z) (4.6)
s(z) = −z−1 − 1
z2
s˜(z) = − 1
yz
+
1
yz
1
1− ym˜(z)
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s˜(z) = −(1− y)z + ys˜(z) = −z
1− ym˜(z) , Es˜n(z) = −zEβi(z) (4.7)
where βi(z) =
1
1−α∗i (Tz −Si)−1αi
. Therefore, we have
s˜(z) =
−z
1− ym˜(z) =
−z
1− y ∫ 1t
z− 11−ym˜(z)
dH(t)
=
1
−z−1 + y ∫ 1t+s˜(z)dH(t) .
That is,
s˜(z) =
1
−z−1 + y ∫ 1t+s˜(z)dH(t) .
The proof of the lemma is complete. 
5. Proof of Theorem 2.2
The strategy of the proof follows the one devised in [6] and later improved in [2].
However, because we are dealing with a scaled precision matrix and the scaling
matrix T can be non invertible, most of the steps are different from [2] and need
to be worked out properly.
First, due to Assumption 1∗, we may truncate the random variables xij at ηn
√
n
and normalise them without altering the CLT of Zn(f), where ηn ↓ 0 with some
slow rate. Therefore, we may make the following additional assumptions:
(1) |xij | ≤ ηn
√
n;
(2) Ex2ij = κ− 1 + o(n−1);
(3) E|x4ij | = 1 + κ+ o(1).
Define C as a positively oriented rectangle
C = Cl ∪ Cu ∪ Cb ∪ Cr
where
Cu = {x+ iν0 : x ∈ [xl, xr]}, Cl = {xl + iν : |ν| ≤ ν0},
Cb = {x− iν0 : x ∈ [xl, xr]}, Cr = {xr + iν : |ν| ≤ ν0},
(xl, xr) ⊃ [lim inf λmin(T)/(1 +√y)2, lim supλmax(T)/(1−√y)2],
so that it is enclosed in the analytic region D of the fj(x)’s. By the selection of
(xl, xr), there exists a positive constant ε such that
xl ≤ λmin(T)
(1 +
√
y)2 + 2ε
<
λmin(T)
(1−√y)2 − 2ε ≤ xr,
for all large n. Define
Bn = {ηl = (1−√y)2 − ε ≤ λmin(S) < λmax(S) ≤ ηr = (1 +√y)2 + ε}.
It is known from [6] that for any given t > 0, we have
1− P(Bn) = o(n−t) (5.1)
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as n→∞. It follows that for the proof of Theorem 2.2, we can restrict our attention
by conditioning on the event Bn without altering the central limit results. This will
be assumed in what follows in the remaining of the proof.
In particular, conditional on Bn, all the eigenvalues of S fall inside the interval
((1−√y)2−ε, (1+√y)2+ε) and all the eigenvalues of S−1T fall inside the interval
(xl, xr).
Furthermore, let
Cn = C
⋂
{z : |=z| > n−2}.
Since f is analytic, by Cauchy’s theorem, we have
Xn(f) = − p
2pii
∮
C
f(z){sn(z)− s0n(z)}dz
= − 1
2pii
∮
C
f(z)Mn(z)dz (5.2)
where s0n(z) is the Stieltjes transform of F
yn,Hn and
Mn(z) = p{sn(z)− s0n(z)}
= p{sn(z)− Esn(z)}+ p{Esn(z)− s0n(z)}
=: M1n(z) +M
2
n(z),
where M1n(z) and M
2
n(z) represent the random fluctuation and the deterministic
part of Mn(z), respectively. Let
Mˆn(z) =

Mn(z), x ∈ Cn,
Mn(xl + in
−2), <z = xl,=z ∈ [0, n−2],
Mn(xr + in
−2), <z = xr,=z ∈ [0, n−2].
Then, we have∫
C
f(z)(Mn(z)− Mˆn(z))dz =
∫
C/Cn
f(z)(Mn(z)− Mˆn(z))dz
≤ Kn−1
{[
min
(
lim inf λmin(T)
(1 +
√
y)2
,
lim inf λmin(T)
λmax(S)
)
− xl
]−1
+
[
max
[
lim supλmax(T)
(1−√y)2 ,
lim supλmax(T)
λmin(S)
]
− xr
]−1}
= op(1).
Thus our goal will be to prove that
• {Mˆ1n(z); z ∈ C} converges to a centred Gaussian process indexed by C with an
explicit covariance function;
• Mˆ2n(z) converges uniformly to a deterministic mean function defined on C.
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Under the finite dimensional convergence with tightness, it is well known that the
contour integration of the empirical Stieltjes transform tends to the contour inte-
gration of limit process which is Gaussian. Then the conclusion follows because the
contour integration of the limit process is a limit of a sum of Gaussian variables
(the Darbous sum). Since Xn(f) is an integral of Mn(z), it will converges to a
Gaussian process whose limiting covariance and mean functions are integrals of the
corresponding limits of the process Mn(z).
The convergence of {Mˆ1n(z); z ∈ C} is done in two steps. Section 5.1 establishes
its finite-dimensional convergence while its tightness is proved in Section 5.2. The
convergence of {Mˆ2n(z)} is established in Section 5.3. It is here noticed that since we
can make ν0 arbitrarily small, the contributions from the segments Cl and Cr will
be negligible. Therefore, we need to establish these convergence on the segments Cu
and Cb only. It is noticed that the convergence of M1n(z) on Cu ∪ Cb will be given in
Section 5.1 and the tightness of M1n(z) will be given in Section 5.2.
5.1. Finite-dimensional convergence of M1n(z) on Cu ∪ Cb
Lemma 5.1. Under Assumptions 1∗, 2∗, and 3, the process {M1n(z) = p(sn(z) −
Esn(z))} converges weakly to a complex Gaussian process M1(·) on the contour
z ∈ Cu ∪ Cb, with the mean function
EM1(z) = 0
and covariance function
Cov(M1(z1),M1(z2)) = κ
[
∂(z1b(z1))
∂z1
∂(z2b(z2))
∂z2
[z1b(z1)− z2b(z2)]2 −
1
(z1 − z2)2
]
. (5.3)
Proof. Let Ei denote the conditional expectation given {x1, · · · ,xi} and E0 denote
the unconditional expectation. Denote z = u+ iv with v > 0 fixed,
αi =
1√
n
xi, Si = S−αiα∗i , D = T− zS, Di = T− zSi,
βi(z) =
1
1−α∗i (z−1T−Si)−1αi , β¯i(z) =
1
1− 1n tr(z−1T−Si)−1
,
γˆi(z) =
1
n tr(z
−1T− Si)−1 −α∗i (z−1T− Si)−1αi,
Ri(z) = log
(
1− β¯i(z)γˆi(z)
)
+ β¯i(z)γˆi(z).
Then we have
βi(z)
−1 = β¯i(z)−1 − γˆi(z), β¯i(z)β−1i (z) = 1− β¯i(z)γˆi(z).
Therefore, by Taylor expansion
(Ei − Ei−1) log β−1i (z)
= (Ei − Ei−1)
(
log β−1i (z)− log β¯−1i (z)
)
= (Ei − Ei−1)[−β¯i(z)γˆi(z) +Ri(z)]. (5.4)
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Here, we have used a formula that log β−1i − log β¯−1i = log β¯i(z)β−1i . In fact we
should add an additional term 2piik(z) where k(z) is a random integer function of
z. This term does not make any contribution to the limiting distribution because
we only need the derivative of the function log β−1i in the next step.
Step 1. Show that M1n(z) = p(sn(z) − Esn(z)) =
n∑
i=1
Yi(z) + op(1) where {Yi(z)}
is a sequence of martingale differences with respect to the filtration given by the
σ-algebras generated by the random variables x1, . . . , xn.
For this purpose, first we split sn(z) in the following way: for each i ≤ n, we
have
sn(z) =
1
p
tr(S−1T− zI)−1 = 1
p
trS(T− zS)−1
=
1
p
tr(Si +αiα
∗
i )(T− zSi − zαiα∗i )−1 = −
1
pz
tr(Di −T− zαiα∗i )(Di − zαiα∗i )−1
= −z−1 + 1
pz
trTD−1i +
1
p
α∗iD
−1
i TD
−1
i αi
1− zα∗iD−1i αi
= −z−1 + 1
pz
trTD−1i +
1
p
∂
∂z
log βi(z) .
Therefore, using the martingale decomposition, sn(z)−Esn(z) can be simplified as
sn(z)− Esn(z) = −1
p
∂
∂z
n∑
i=1
(Ei − Ei−1) log(1− zα∗iD−1i αi)
= −1
p
∂
∂z
n∑
i=1
Eiβ¯i(z)γˆi(z)− 1
p
∂
∂z
n∑
i=1
(Ei − Ei−1)Ri(z)
= −1
p
∂
∂z
n∑
i=1
Eiβ¯i(z)γˆi(z) + op(1),
because, by Cauchy inequality
E
∣∣∣∣∣ ddz
n∑
i=1
(Ei−1 − Ei)Ri(z)
∣∣∣∣∣
2
= E
∣∣∣∣∣ 12ipi
∮
|ζ−z|=v/2
n∑
i=1
(Ei−1 − Ei)Ri(ζ)dζ
(ζ − z)2
∣∣∣∣∣
2
≤ C
∮
|ζ−z|=v/2
n∑
i=1
E |(Ei−1 − Ei)Ri(ζ)|2 |dζ|
≤ C
∮
|ζ−z|=v/2
n∑
i=1
E
∣∣β¯2i (ζ)γˆ2i (ζ)∣∣2 |dζ|
≤ C
∮
|ζ−z|=v/2
n∑
i=1
E |γˆi(ζ)|4 |dζ| = nO(n−1η4n) = o(1) (5.5)
where the last equation is by Lemma 9.1 of [2]) and C depends on other constants,
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scuh as ν. So we have
p((sn(z)− Esn(z)) = −
n∑
i=1
Ei
d
dz
β¯i(z)γˆi(z) + op(1) =
n∑
i=1
Yi(z) + op(1),
where Yi(z) = −Ei ddz β¯i(z)γˆi(z). To prove that {M1n(z) = p(sn(z) − Esn(z))} con-
verges to a Gaussian process {M1(z)}, we first consider a finite sum
r∑
k=1
ak
n∑
i=1
Yi(zk) =
n∑
i=1
r∑
k=1
akYi(zk),
from r points {zk} on the contour with arbitrary weighting numbers {ak}. We are
going to apply Lyapounov CLT for martingales.
Step 2: Verify the Lyapunov condition, i.e.
n∑
i=1
E |Yi(z)|4 = o(1) as n → ∞ uni-
formly for z on Cn.
In fact, if z ∈ Cu or Cb, by the same approach of the proof of (5.5) and the fact
that |β¯i(ζ)| < 2|ζ|/ν0, we have
n∑
i=1
E |Yi(z)|4 ≤ C
∮
|z−ζ|=v/2
n∑
i=1
E |γˆi(ζ)|4 dζ → 0.
Step 3: Find the covariance Cov(M1(z1),M1(z2)), that is, the limits of
n∑
i=1
Ei−1Yi(z1)Yi(z2) =
∂2
∂z1∂z2
n∑
i=1
Ei−1[Eiβ¯i(z1)γˆi(z1)Eiβ¯i(z2)γˆi(z2)].
Step 3.1: First we will prove
n∑
i=1
Ei−1[Eiβ¯i(z1)γˆi(z1)Eiβ¯i(z2)γˆi(z2)]
=
κ
n2
n∑
i=1
bi(z1)bi(z2)tr
[
Ei(
1
z1
T− Si)−1Ei( 1
z2
T− Si)−1
]
+ op(1).
We have
β¯i(z)− bi(z) = β¯i(z)bi(z)
(
n−1tr(z−1T− Si)−1 − n−1Etr(z−1T− Si)−1
)
where bi(z) = 1/{1−n−1Etr(z−1T−Si)−1}. Then by similar approach of martingale
decomposition, we obtain
E|β¯i(z)− bi(z)|2l ≤ KE
(
n−1tr(z−1T− Si)−1 − n−1Etr(z−1T− Si)−1
)2l
≤ KE
 1
n
n∑
j=1
j 6=i
[
Ejtr(z
−1T− Si)−1 − Ej−1tr(T
z
− Si)−1
]
2l
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≤ K
nlν2l
.
where the inequality is by Lemma 2.12 of [2] and Burkholder inequality. Then
E|β¯i(z)− bi(z)|2l = O(n−l) uniformly in i. Consequently, we have
n∑
i=1
Ei−1[Eiβ¯i(z1)γˆi(z1)Eiβ¯i(z2)γˆi(z2)]−
n∑
i=1
bi(z1)bi(z2)Ei−1[Eiγˆi(z1)Eiγˆi(z2)] = op(1).
Therefore, we need only consider the limit of
n∑
i=1
bi(z1)bi(z2)Ei−1[Eiγˆi(z1)Eiγˆi(z2)]
=
κ
n2
n∑
i=1
bi(z1)bi(z2)tr
[
Ei(
T
z1
− Si)−1Ei( T
z2
− Si)−1
]
, (5.6)
where the equality follows from the equation in (1.15) of [6]
E(x∗tAxt − trA)(x∗tBxt − trB)
= (E|X11|4 − |EX211|2 − 2)
n∑
i=1
aiibii + |EX211|2tr(ABT ) + tr(AB). (5.7)
Step 3.2: we will proceed as in [6] to show that
tr
[
Ei(
1
z1
T− Si)−1Ei( 1
z2
T− Si)−1
]
=
tr
[
(n−1n bi(z1)I− 1z1T)−1(n−1n bi(z2)I− 1z2T)−1
]
+Op(n
1/2)
1− (i−1)n2 bi(z1)bi(z2)tr(n−1n bi(z1)I− 1z1T)−1(n−1n bi(z2)I− 1z2T)−1
.
By multiplying (n−1n bi(z)I − z−1T)−1 from left and (z−1T − Si)−1 from right on
the identity
(z−1T− Si)− z−1T + n− 1
n
bi(z)I = −
∑
k 6=i
αkα
∗
k +
n− 1
n
bi(z)I,
we have
(z−1T− Si)−1 = −(n− 1
n
bi(z)I− z−1T)−1
−
∑
k 6=i
βk(i)(z)(
n− 1
n
bi(z)I− z−1T)−1αkα∗k(z−1T− Sik)−1
+
n− 1
n
bi(z)(
n− 1
n
bi(z)I− z−1T)−1(z−1T− Si)−1
= −(n− 1
n
bi(z)I− z−1T)−1 − bi(z)A(z)−B(z)−C(z), (5.8)
where
A(z) =
∑
k 6=i
(
n− 1
n
bi(z)I− z−1T
)−1
(αkα
∗
k −
1
n
I)(z−1T− Sik)−1,
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B(z) =
∑
k 6=i
(βk(i)(z)− bi(z))
(
n− 1
n
bj(z)I− z−1T
)−1
αkα
∗
k(z
−1T− Sik)−1,
C(z) =
1
n
bi(z)
(
n− 1
n
bi(z)I− z−1T
)−1∑
k 6=i
[
(z−1T− Sik)−1 − (z−1T− Si)−1
]
.
So we have
tr
[
Ei(
1
z1
T− Si)−1Ei( 1
z2
T− Si)−1
]
= −tr(n− 1
n
bi(z1)I− z−11 T)−1Ei(
1
z2
T− Si)−1 − bi(z1)trEiA(z1)Ei( T
z2
− Si)−1
−trEiB(z1)Ei( 1
z2
T− Si)−1 − trEiC(z1)Ei( 1
z2
T− Si)−1. (5.9)
In the following we will prove
E
∣∣∣∣trEiB(z1)Ei( 1z2T− Si)−1
∣∣∣∣ = O(n1/2) (5.10)
E
∣∣∣∣trEiC(z1)Ei( 1z2T− Si)−1
∣∣∣∣ = O(1) (5.11)
and
bi(z1)trEiA(z1)Ei(
1
z2
T− Si)−1
=
i− 1
n2
bi(z1)bi(z2)Eitr(
1
z1
T− Si)−1Ei( 1
z2
T− Si)−1
trEi(
1
z2
T− Si)−1(n− 1
n
bi(z1)I− 1
z1
T)−1 +Op(n1/2) (5.12)
Because ∣∣∣∣∣
(
n− 1
n
bi(z)I− T
z
)−1∣∣∣∣∣
=
∣∣∣∣∣
(
1
1− 1nEtr(z−1T− Si)−1
I− T
z
)−1∣∣∣∣∣
=
∣∣∣∣∣∣
(
1
1− znES
− 12
i tr(S
− 12
i TS
− 12
i − zI)−1S−
1
2
i
I− T
z
)−1∣∣∣∣∣∣
=
∣∣∣∣∣∣
p∑
j=1
Γ′j
z
(
1− znES
− 12
i tr(S
− 12
i TS
− 12
i − zI)−1S−
1
2
i
)
z − λT
(
1− znES
− 12
i tr(S
− 12
i TS
− 12
i − zI)−1S−
1
2
i
)Γj
∣∣∣∣∣∣
=
∣∣∣∣∣∣
p∑
j=1
Γ′j
|z|2
(
1− znES
− 12
i tr(S
− 12
i TS
− 12
i − zI)−1S−
1
2
i
)
|z|2 − λT
(
z¯ − |z|2n ES
− 12
i tr(S
− 12
i TS
− 12
i − zI)−1S−
1
2
i
)Γj
∣∣∣∣∣∣
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≤
∣∣∣∣∣∣
p∑
j=1
Γ′j
|z|2
(
1 + |z|ν0
)
ν0
Γj
∣∣∣∣∣∣ =
|z|2
(
1 + |z|ν0
)
ν0
,
then we have ∥∥∥∥∥
(
n− 1
n
bj(z)I− z−1T
)−1∥∥∥∥∥ ≤ K,
where K is a constant. Moreover, by Lemma 9.1 of [2]
|bik(z)− bi(z)| =
∣∣∣∣bi(z)bik(z) [ 1nEtr(Tz − Si)−1 − 1nEtr(Tz − Sik)−1
]∣∣∣∣
=
1
n
∣∣∣∣bik(z)bi(z)Eβk(i)(z)α∗k(Tz − Sik)−2αk
∣∣∣∣ = O(n−1), (5.13)
E(βk(i)(z)− bik(z))2 = O(n−1), (5.14)
where
βk(i)(z) =
1
1−α∗k(z−1T− Sik)−1αk
bi(z) =
1
1− 1nEtr(z−1T− Si)−1
, bik(z) =
1
1− 1nEtr(z−1T− Sik)−1
.
Step 3.2.1: The proof of (5.10) follows easily from
E
∣∣∣∣trEiB(z1)Ei( 1z2T− Si)−1
∣∣∣∣
≤
∑
k 6=i
E
∣∣∣∣Eitr(βk(i)(z1)− bi(z1))(n− 1n bj(z1)I− Tz1 )−1αkα∗k( Tz1 − Sik)−1( Tz2 − S˘i)−1
∣∣∣∣
≤
∑
k 6=i
E
∣∣∣∣Ei(βk(i)(z)− bi(z))α∗k(z−1T− Sik)−1( 1z2T− S˘i)−1αk
∣∣∣∣
≤
∑
k 6=i
E1/2|(βk(i)(z)− bi(z))2|E1/2
∣∣∣∣α∗k(z−1T− Sik)−1( 1z2T− S˘i)−1αk
∣∣∣∣2
= O(n1/2),
and S˘i is the analogue for the matrix Si with vectors xi+1, · · · ,xn replaced by their
iid copies x˘i+1, · · · , x˘n. (x˘i+1, · · · , x˘n) is independent of xi+1, · · · ,xn.
Step 3.2.2: The estimation (5.11) follows from
1
n
∑
k 6=i
E
∣∣∣∣trEiC(z1)Ei( 1z2T− Si)−1
∣∣∣∣
≤ 1
n
∑
k 6=i
E
∣∣∣∣∣trEibi(z)
(
n− 1
n
bj(z)I− T
z
)−1((
T
z1
− Sik
)−1
−
(
T
z
− Si
)−1)(
T
z2
− S˘i
)−1∣∣∣∣∣
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=
1
n
∑
k 6=i
E
∣∣∣∣Eibi(z)
(
(n− 1)I
nb−1j (z)
− T
z
)−1
βk(i)α
∗
k
(
T
z1
− Sik
)−1(
T
z2
− S˘i
)−1(
T
z1
− Sik
)−1
αk
∣∣∣∣
≤ K.
Step 3.2.3: As for (5.12), we have
bi(z1)trEiA(z1)Ei(
1
z2
T− Si)−1
= bi(z1)tr
∑
k<i
(
n− 1
n
bi(z1)I− T
z1
)−1
(αkα
∗
k −
1
n
I)Ei
(
T
z1
− Sik
)−1
Ei
(
T
z2
− Si
)−1
= bi(z1)
∑
k<i
α∗kEi
(
T
z1
− Sik
)−1
Ei
[(
T
z2
− Si
)−1
−
(
T
z2
− Sik
)−1 ](
(n− 1)I
nb−1i (z1)
− T
z1
)−1
αk
−bi(z1)tr 1
n
∑
k<i
(
(n− 1)I
nb−1i (z1)
− T
z1
)−1
Ei
(
T
z1
− Sik
)−1
Ei
[(
T
z2
− Si
)−1
−
(
T
z2
− Sik
)−1]
+bi(z1)tr
∑
k<i
(
(n− 1)I
nb−1i (z1)
− 1
z1
T
)−1
(αkα
∗
k −
1
n
I)Ei
(
T
z1
− Sik
)−1
Ei
(
T
z2
− Sik
)−1
=: C1 +C2 +C3 .
Furthermore, we have
E|C2| = E
∣∣∣∣∣∣tr bi(z1)n
∑
k<i
(
(n− 1)I
nb−1i (z1)
− T
z1
)−1
Ei
(
T
z1
− Sik
)−1
Ei
[(
T
z2
− Si
)−1
−
(
T
z2
− Sik
)−1]∣∣∣∣∣∣
= E
∣∣∣∣ bi(z1)n ∑
k<i
(
(n− 1)I
nb−1i (z1)
− T
z1
)−1
Eiβk(i)α
∗
k(
T
z1
− Sik)−1(Tz1 − S˘ik)
−1
(
T
z1
− Sik
)−1
αk
∣∣∣∣
≤ K;
and
E|C3| = E
∣∣∣∣∣∣bi(z1)tr
∑
k<i
(
n− 1
n
bi(z1)I− T
z1
)−1
(αkα
∗
k −
I
n
)Ei
(
T
z1
− Sik
)−1
Ei
(
T
z2
− Sik
)−1∣∣∣∣∣∣
≤
∑
k<i
KE
∣∣∣∣∣α∗kEi
(
T
z1
− Sik
)−1(
T
z2
− S˘ik
)−1
αk − 1n trEi
(
T
z1
− Sik
)−1(
T
z2
− S˘ik
)−1 ∣∣∣∣∣
≤
∑
k<i
KE
1
2
∣∣∣∣∣α∗kEi
(
T
z1
− Sik
)−1(
T
z2
− S˘ik
)−1
αk − 1n trEi
(
T
z1
− Sik
)−1(
T
z2
− S˘ik
)−1 ∣∣∣∣∣
2
= O(n
1
2 ).
where the second inequality uses the Cauchy-Schwarz inequality and the last equal-
ity uses (5.7). Moreover, we have
C1 = bi(z1)
∑
k<i
α∗kEi
(
T
z1
− Sik
)−1
Ei
[(
T
z2
− Si
)−1
−
(
T
z2
− Sik
)−1](
(n− 1)I
nb−1i (z1)
− T
z1
)−1
αk
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= bi(z1)
∑
k<i
Eiβ˘k(i)(z2)α
∗
k(
1
z1
T− Sik)−1
(
1
z2
T− S˘ik
)−1
αk
α∗k
(
1
z2
T− S˘ik
)−1(
n− 1
n
bi(z1)I− 1
z1
T
)−1
αk
= bi(z1)bi(z2)
∑
k<i
Eiα
∗
k
(
1
z1
T− Sik
)−1(
1
z2
T− S˘ik
)−1
αk
α∗k
(
1
z2
T− S˘ik
)−1(
n− 1
n
bi(z1)I− 1
z1
T
)−1
αk +Op(n
1/2)
=
1
n2
bi(z1)bi(z2)
∑
k<i
Eitr
(
1
z1
T− Sik
)−1(
1
z2
T− S˘ik
)−1
tr
(
1
z2
T− S˘ik
)−1(
n− 1
n
bi(z1)I− 1
z1
T
)−1
+Op(n
1/2)
=
i− 1
n2
bi(z1)bi(z2)Eitr
(
1
z1
T− Si
)−1(
1
z2
T− S˘i
)−1
tr
(
1
z2
T− S˘i
)−1(
n− 1
n
bi(z1)I− 1
z1
T
)−1
+Op(n
1/2),
where the third equality holds by (5.13) and (5.14). The above estimates imply
(5.12). By (5.9)-(5.12), we obtain
trEi(
1
z1
T− Si)−1( 1
z2
T− S˘i)−1[
1− (i− 1)
n2
bi(z1)bi(z2)tr(
1
z2
T− S˘i)−1(n− 1
n
bi(z1)I− 1
z1
T)−1
]
= −tr
[
(
n− 1
n
bi(z1)I− 1
z1
T)−1Ei(
1
z2
T− Si)−1
]
+Op(n
1/2).
Furthermore we have
tr[Ei(
1
z1
T− Si)−1]( 1
z2
T− S˘i)−1[
1− (i− 1)
n2
bi(z1)bi(z2)tr(
n− 1
n
bi(z1)I− 1
z1
T)−1(
n− 1
n
bi(z2)I− 1
z2
T)−1
]
= tr
[
(
n− 1
n
bi(z1)I− 1
z1
T)−1(
n− 1
n
bi(z2)I− 1
z2
T)−1
]
+Op(n
1/2)
because
trA(z2)(
n− 1
n
bi(z1)I− 1
z1
T)−1 = Op(n1/2),
trB(z2)(
n− 1
n
bi(z1)I− 1
z1
T)−1 = Op(n1/2),
trC(z2)(
n− 1
n
bi(z1)I− 1
z1
T)−1 = Op(n1/2).
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That is,
tr
[
Ei(
1
z1
T− Si)−1Ei( 1
z2
T− Si)−1
]
=
tr
[
(n−1n bi(z1)I− 1z1T)−1(n−1n bi(z2)I− 1z2T)−1
]
+Op(n
1/2)
1− (i−1)n2 bi(z1)bi(z2)tr(n−1n bi(z1)I− 1z1T)−1(n−1n bi(z2)I− 1z2T)−1
.
Step 3.3: Obtaining Cov(M1(z1),M1(z2)), the limit of
n∑
i=1
Ei−1Yi(z1)Yi(z2)
=
∂2
∂z1∂z2
n∑
i=1
Ei−1[Eiβ¯i(z1)γˆi(z1)Eiβ¯i(z2)γˆi(z2)]
=
∂2
∂z1∂z2
κ
n2
n∑
i=1
bi(z1)bi(z2)tr
[
Ei(
1
z1
T− Si)−1Ei( 1
z2
T− Si)−1
]
+ op(1).
By Lemma 9.1 of [2] and (3.10), we have
max
i≤n
|bi(z)− b(z)| = o(1), |bi(z)− Eβi(z)| ≤ Kn−1/2,
1
pz
n∑
i=1
E(−1 + βi(z)) = Esn(z), |Esn(z)− s0n(z)| ≤ Kn−1,
Eβi(z) = ynzEsn(z) + 1.
So we have
tr[Ei(
1
z1
T− Si)−1]( 1
z2
T− S˘i)−1
=
tr
[
b(z1)I− 1z1T)−1(b(z2)I− 1z2T)−1
]
+ op(1)
1− (i−1)n2 b(z1)b(z2)tr(b(z1)I− 1z1T)−1(b(z2)I− 1z2T)−1
.
Thus we have
b(z1)b(z2)tr[Ei(
1
z1
T− Si)−1]( 1
z2
T− S˘i)−1
=
p
∫ b(z1)b(z2)
(b(z1)− 1z1 t)(b(z2)−
1
z2
t)
dHn(t) +Op(n
1/2)
1− (i−1)n yn
∫ b(z1)b(z2)
(b(z1)− 1z1 t)(b(z2)−
1
z2
t)
dHn(t)
.
Moreover, we have
b(z1)b(z2)
n2
n∑
i=1
tr[Ei(
1
z1
T− Si)−1]( 1
z2
T− S˘i)−1
→
1∫
0
y
∫ b(z1)b(z2)
(b(z1)− 1z1 t)(b(z2)−
1
z2
t)
dH(t)
1− xy ∫ b(z1)b(z2)
(b(z1)− 1z1 t)(b(z2)−
1
z2
t)
dH(t)
dx
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= a(z1, z2)
1∫
0
1
1− xa(z1, z2)dx =
a(z1,z2)∫
0
1
1− z dz
where
a(z1, z2) = y
∫
b(z1)b(z2)
( tz1 − b(z1))( tz2 − b(z2))
dH(t)
=
y
z1z2
∫
m˜( 1z1 )m˜(
1
z2
)
( tz1 +
m˜( 1z1
)
z1
)( tz2 +
m˜( 1z2
)
z2
)
dH(t) (define m˜(z−1)
4
= −zb(z))
= y
∫
m˜( 1z1 )m˜(
1
z2
)
(t+ m˜( 1z1 ))(t+ m˜(
1
z2
))
dH(t)
=
m˜( 1z1 )m˜(
1
z2
)
m˜( 1z2 )− m˜( 1z1 )
y
(∫
1
t+ m˜( 1z1 )
dH(t)−
∫
1
t+ m˜( 1z2 )
dH(t)
)
=
m˜( 1z1 )m˜(
1
z2
)
m˜( 1z2 )− m˜( 1z1 )
(
1
z1
− 1
z2
+
m˜( 1z2 )− m˜( 1z1 )
m˜( 1z1 )m˜(
1
z2
)
)
= 1 +
m˜( 1z1 )m˜(
1
z2
)
m˜( 1z2 )− m˜( 1z1 )
(
1
z1
− 1
z2
)
, (5.15)
and ∫
1
t+ m˜(z−1)
dH(t) = z−1
∫
1
t
z + z
−1m˜(z−1)
dH(t)
= z−1
∫
1
t
z − b(z)
dH(t) =
m˜(z)
z
(5.16)
=
1
y
(
z−1 +
1
m˜(z−1)
)
where the second equality uses (4.4) and (3.10) and the last equality uses (3.10).
Notice that by Lemma 7.1, a(z1, z2) < 1. We have
∂2
∂z1∂z2
 a(z1,z2)∫
0
1
1− z dz
 = ∂
∂z2
(
∂a(z1, z2)/∂z1
1− a(z1, z2)
)
and
∂a(z1, z2)/∂z1 =
∂
∂z1
(
m˜( 1z1 )m˜(
1
z2
)
m˜( 1z2 )− m˜( 1z1 )
(
1
z1
− 1
z2
))
= − (m˜(
1
z1
))′m˜( 1z2 )(m˜(
1
z2
)− m˜( 1z1 )) + m˜( 1z1 ))′m˜( 1z1 ))m˜( 1z2 )
(m˜( 1z2 )− m˜( 1z1 ))2
(
1
z1
− 1
z2
)
+
m˜( 1z1 )m˜(
1
z2
)
m˜( 1z2 )− m˜( 1z1 )
(−1
z21
)
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= − (m˜(
1
z1
))′m˜2( 1z2 )
(m˜( 1z2 )− m˜( 1z1 ))2
(
1
z1
− 1
z2
)
+
m˜( 1z1 )m˜(
1
z2
)
m˜( 1z2 )− m˜( 1z1 )
(−1
z21
)
.
So we obtain
∂a(z1, z2)/∂z1
1− a(z1, z2)
=
[
− (m˜(
1
z1
))′m˜2( 1z2 )
(m˜( 1z2 )− m˜( 1z1 ))2
(
1
z1
− 1
z2
)
+
m˜( 1z1 )m˜(
1
z2
)
m˜( 1z2 )− m˜( 1z1 )
(−1
z21
)]
m˜( 1z2 )− m˜( 1z1 )
m˜( 1z1 )m˜(
1
z2
)
(
1
z1
− 1z2
)
= − (m˜(
1
z1
))′m( 1z2 )
m( 1z1 )(m˜(
1
z2
)− m˜( 1z1 ))
− 1/z
2
1
1/z1 − 1/z2 ,
and
∂
∂z2
(
∂a(z1, z2)/∂z1
1− a(z1, z2)
)
=
(m˜( 1z1 ))
′(m˜( 1z2 ))
′
(m˜( 1z2 )− m˜( 1z1 ))2
− 1
z21z
2
2
1
(1/z1 − 1/z2)2
=
(m˜( 1z1 ))
′(m˜( 1z2 ))
′
(m˜( 1z2 )− m˜( 1z1 ))2
− 1
(z1 − z2)2
=
[z1b(z1)]
′[z2b(z2)]′
[z1b(z1)− z2b(z2)]2 −
1
(z1 − z2)2 .
That is, the limit of
n∑
i=1
Ei−1Yi(z1)Yi(z2) =
∂2
∂z1∂z2
κ
n2
n∑
i=1
bi(z1)bi(z2)tr
[
Ei(
1
z1
T− Si)−1Ei( 1
z2
T− Si)−1
]
is
κ
∂2
∂z1∂z2
 a(z1,z2)∫
0
1
1− z dz
 = κ [z1b(z1)]′[z2b(z2)]′
[z1b(z1)− z2b(z2)]2 −
κ
(z1 − z2)2 .
So we have
Cov(M1(z1),M1(z2)) = κ
(
[z1b(z1)]
′[z2b(z2)]′
[z1b(z1)− z2b(z2)]2 −
1
(z1 − z2)2
)
. (5.17)
Then the proof of Lemma 5.1 is completed. 
5.2. Tightness of M1n(z)
Lemma 5.2. Under Assumptions 1∗, 2∗ and 3, the sequence of random functions
{M1n(z)} is tight for z ∈ Cn := C ∩ {|=(z)| > n−2}.
Proof. We proceed to prove the tightness of {M1n(z)} for z ∈ C. We will use Theo-
rem 12.3 in [9]. Since {Yj(zi)} is the martingale difference sequence and E|Yj(zi)|2 =
O(n−1), E|∑ri=1∑nj=1 aiYj(zi)|2 is bounded by r∑ri=1∑nj=1 |ai|2E|Yj(zi)|2 when-
ever {α1, . . . , αr} are constants: so Condition (i) in this Theorem 12.3 in [9] is
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satisfied. We will verify Condition (ii) of the same theorem by proving the moment
condition (12.51) in [9], that is
sup
n;z1,z2∈Cn
E|M1n(z1)−M1n(z2))|2
|z1 − z2|2 <∞.
Step 1: We simplify
M1n(z1)−M1n(z2)
z1−z2 as
M1n(z1)−M1n(z2)
z1 − z2 =
n∑
i=1
(Ei − Ei−1)(α∗iD−1i S−1i TF−1i (z2)αi)2βi(z1)βi(z2)
+
n∑
i=1
(Ei − Ei−1)βi(z1)α∗iD−1i F−1i (z2)S−1i TF−1i (z1)αi
+
n∑
i=1
(Ei − Ei−1)βi(z2)α∗iD−1i F−1i (z1)S−1i TF−1i (z2)αi
where F−1i (z) = (S
−1
i T− zI)−1. First we have by the martingale decomposition
M1n(z1)−M1n(z2) = p(sn(z1)− sn(z2))− pE(sn(z1)− sn(z2))
=
n∑
i=1
(Ei − Ei−1)sn(z1)− sn(z2),
sn(z1)− sn(z2) = 1
p
tr
[
(S−1T− z1I)−1 − (S−1T− z2I)−1
]
=
z1 − z2
p
tr(S(T− z1S)−1S(T− z2S)−1).
Thus we have
M1n(z1)−M1n(z2)
z1 − z2 = p
sn(z1)− sn(z2)− E(sn(z1)− sn(z2))
z1 − z2
=
n∑
i=1
(Ei − Ei−1)tr(S(T− z1S)−1S(T− z2S)−1).
Furthermore (S−1T− zI)−1 = S(T− zS)−1 can be decomposed as
S(T− zS)−1 = (Si +αiα∗i )(Di − zαiα∗i )−1
= SiD
−1
i +
zSiD
−1
i αiα
∗
iD
−1
i
1− zα∗iD−1i αi
+
αiα
∗
iD
−1
i
1− zα∗iD−1i αi
= SiD
−1
i + TD¯
−1
i αiα
∗
iD
−1
i βi(z),
where βi(z) =
1
1−zα∗iD−1i αi
. That is,
(S−1T− zI)−1 − (S−1i T− zI)−1 = TD−1i (z)αiα∗iD−1i (z)βi(z).
So we obtain
tr(S−1T− z1I)−1(S−1T− z2I)−1 − tr(S−1i T− z1I)−1(S−1i T− z2I)−1
= |α∗iD−1i (z1)TD−1i (z2)αi|2βi(z1)βi(z2)
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+βi(z1)α
∗
iD
−1
i (z1)SiD
−1
i (z2)TD
−1
i (z1)αi
+βi(z2)α
∗
iD
−1
i (z2)SiD
−1
i (z1)TD
−1
i (z2)αi.
Thus we have
M1n(z1)−M1n(z2)
z1 − z2
=
n∑
i=1
(Ei − Ei−1)tr(S(T− z1S)−1S(T− z2S)−1)
=
n∑
i=1
(Ei − Ei−1)|α∗iD−1i (z1)TD−1i (z2)αi|2βi(z1)βi(z2) (5.18)
+
n∑
i=1
(Ei − Ei−1)βi(z1)α∗iD−1i (z1)SiD−1i (z2)TD−1i (z1)αi (5.19)
+
n∑
i=1
(Ei − Ei−1)βi(z2)α∗iD−1i (z2)SiD−1i (z1)TD−1i (z2)αi . (5.20)
Step 2: Our goal is to show that the absolute second moment E
∣∣∣M1n(z1)−M1n(z2)z1−z2 ∣∣∣2
is bounded.
Step 2.1: We want to prove that the absolute second moment of (5.19) is uniformly
bounded, i.e., E
∣∣∣∣ n∑
i=1
(Ei − Ei−1)βi(z1)α∗iD−1i (z1)SiD−1i (z2)TD−1i (z1)αi
∣∣∣∣2 ≤ C.
First (5.19) can be decomposed as
n∑
i=1
(Ei − Ei−1)βi(z1)α∗iD−1i (z1)SiD−1(z2)TD−1i (z1)αi
=
n∑
i=1
(Ei − Ei−1)βi(z1)(α∗iD−1i (z1)SiD−1(z2)TD−1i (z1)αi −
1
n
tr(D−1i (z1)SiD
−1(z2)TD−1i (z1)))
− 1
n
n∑
i=1
(Ei − Ei−1)βi(z1)bi(z1)εi(z1)tr(D−1i (z1)SiD−1(z2)TD−1i (z1))
= W1 −W2,
where εi(z) = α
∗
i (z
−1T− Si)−1αi − 1nEtr(z−1T− Si)−1. Then by Lemma (9.9.6)
of [2], we have
E|W1|2
=
n∑
i=1
E|βi(z1)|2
∣∣∣∣α∗iD−1i (z1)SiD−1(z2)TD−1i (z1)αi − 1n tr(D−1i (z1)SiD−1(z2)TD−1i (z1))
∣∣∣∣2
≤ K.
Moreover we have
E|W2|2 =
n∑
i=1
E|(Ei − Ei−1)βi(z1)bi(z1)εi(z1)α∗iD−1i F−1i (z2)S−1i TF−1i (z1)αi|2
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= nE|(Ei − Ei−1)βi(z1)bi(z1)εi(z1)α∗iD−1i F−1i (z2)S−1i TF−1i (z1)αi|2
≤ 2nb2i (z1)Eβ2i (z1)ε2i (z1)
(
α∗iD
−1
i F
−1
i (z2)S
−1
i TF
−1
i (z1)αi
)2 ≤ K
where
α∗iD
−1
i F
−1
i (z2)S
−1
i TF
−1
i (z1)αi ≤ K|αi|2 + ntI(‖Si‖ ≥ ηr or λSimin ≤ ηl).
So we obtain
E
∣∣∣∣∣
n∑
i=1
(Ei − Ei−1)βi(z1)α∗iD−1i F−1i (z2)S−1i TF−1i (z1)αi
∣∣∣∣∣
2
≤ K
where K is a constant. Similarly, it can be proved that the absolute second moment
of (5.20) is uniformly bounded.
Step 2.2: Now we prove that the absolute second moment of (5.18) is uniformly
bounded, that is,
E
∣∣∣∣∣
n∑
i=1
(Ei − Ei−1)(α∗iD−1i S−1i TF−1i (z2)αi)2βi(z1)βi(z2)
∣∣∣∣∣
2
≤ a constant
where the constant depends on C. First (5.18) can be decomposed as
n∑
i=1
(Ei − Ei−1)(α∗iD−1i S−1i TF−1i (z2)αi)2βi(z1)βi(z2)
=
n∑
i=1
(Ei − Ei−1)
([
α∗iD
−1
i S
−1
i TF
−1
i (z2)αi
]2
−
[
1
n
tr(D−1i S
−1
i TF
−1
i (z2)
]2)
bi(z1)bi(z2)
−
n∑
i=1
(Ei − Ei−1)(α∗iD−1i S−1i TF−1i (z2)αi)2βi(z1)βi(z2)bi(z2)εi(z2)
−
n∑
i=1
(Ei − Ei−1)(α∗iD−1i S−1i TF−1i (z2)αi)2bi(z1)bi(z2)βi(z1)εi(z1)
= Z1 − Z2 − Z3.
By a method similar to the one employed for W2, we prove that the second moments
of Z2 and Z3 are uniformly bounded. For Z1, we have
E|Z1|2
≤ K
n∑
i=1
E
∣∣∣∣∣
[
α∗iD
−1
i S
−1
i TF
−1
i (z2)αi
]2
−
[
1
n
tr(D−1i S
−1
i TF
−1
i (z2))
]2∣∣∣∣∣
2
≤ 2K
n∑
i=1
E
∣∣∣∣α∗iD−1i S−1i TF−1i (z2)αi − 1n tr(D−1i S−1i TF−1i (z2))
∣∣∣∣4
+
K
n
n∑
i=1
E
∣∣∣∣(α∗iD−1i S−1i TF−1i (z2)αi − 1n tr(D−1i S−1i TF−1i (z2))
)
|D−1i S−1i TF−1i (z2)|
∣∣∣∣2
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≤ K.
Because the absolute second moments of (5.18)-(5.20) are uniformly bounded, then
we have proved that
sup
n;z1,z2∈C+
E|M1n(z1)−M1n(z2)|2
|z1 − z2|2 ≤ K.
Then the proof of Lemma 5.2 is complete. 
5.3. Uniform convergence of M2n(z) = p(Esn(z)− s0n(z)) for
z ∈ Cn
Lemma 5.3. We have
sup
z∈Cn
∣∣∣∣M2n(z)− (κ− 1) yb3(z)z2g2(z)
∫
tdH(t)
(t/z − b(z))3
∣∣∣∣→ 0 as n→∞.
Proof. Before the core of the proof, we first establish the following two facts:
sup
z∈Cn
|Eβ1(z)− b1(z)| → 0 as n→∞; (5.21)
and there exists a positive number K > 0 satisfies
sup
n,z∈Cn
‖(T− zEβ1(z)I)−1‖ < K. (5.22)
First, (5.21) can be obtained by a method similar to the one used on page 287 of
[2]. Moreover, (5.22) is equivalent to sup
n,z∈Cu
‖[T − z(1 + ynzEsn(z))I]−1‖ < K, a
bound we now prove.
Let x = xl or xr. Since x is outside the support of the LSD of S
−1T, by (3.13),
for any t in the support of H, we have t−zb(z) 6= 0 where b(z) = 1+yzs(z). Choose
any t0 in the support of H. Since s(z) is continuous on C0 = {x + iν : ν ∈ [0, ν0]},
there exist constants δ1 and µ0 satisfy
inf
z∈C0
|t0 − zb(z)| > δ1, sup
z∈C0
|zb(z)| < µ0.
Using Hn
D→ H, for all large n, there exists an eigenvalue λ of T such that |λ−t0| <
δ1/(4µ0) and sup
z∈Cl∪Cr
|Esn(z)− s(z)| < δ1/4. Therefore, we have∫
z∈Cl∪Cr
|λ− z(1 + ynzEsn(z))| > δ1/2.
This leads to the announced bound and establishes the two facts in (5.21) and
(5.22).
Now we develop the main parts of the proof in several steps.
July 17, 2015 9:23 WSPC/INSTRUCTION FILE st-rev-2
32 Zheng, S. R., Bai, Z. D. and Yao, J.
Step 1: Show that
n(Es˜n(z)− s˜0n(z))
=
Es˜n(z)s˜
0
n(z)nRn
1− y
∫
(t+ Es˜n(z))
−1(t+ s˜0n(z))
−1dHn(t)(−z−1 + y ∫ (t+ Es˜n(z))−1dHn(t)−Rn) (−z−1 + y ∫ (t+ s˜0n(z))−1dHn(t))
where s0n(z) is the Stieltjes transform of F
yn,Hn ,
s0n(z) = −z−1 −
1
z2
s˜0n(z), s˜
0
n(z) = −(1− y)z + ys˜0n(z),
sn(z) = −z−1 − 1
z2
s˜n(z), s˜n(z) = −(1− y)z + ys˜n(z),
Rn = − 1
Es˜n(z)
y
z
(
Es˜n(z) +
∫
tdHn(t)
t/z + Es˜n(z)/z
)
.
First we have
1
p
tr(S−1T− zI)−1 = −z−1 − 1
z2
1
p
tr
(
S− T
z
)−1
T
sn(z) =
1
pz
n∑
i=1
α∗i (z
−1T− Si)−1αi
1−α∗i (z−1T− Si)−1αi
= − 1
yz
+
1
yz
1
n
n∑
i=1
1
1−α∗i (z−1T− Si)−1αi
.
By Lemma 4.2, we have s(z) = −z−1 − 1z2 s˜(z) where
s˜(z) =
−z
1− ym˜(z) =
−z
1− y ∫ 1t
z− 11−ym˜(z)
dH(t)
=
1
−z−1 + y ∫ 1t+s˜(z)dH(t) ,
m˜(z) is the limit of 1p tr
(
z−1T− S)−1 by Lemma 4.1, s˜(z) is the limit of
1
p tr
(
S− Tz
)−1
T and s˜(z) = −(1− y)z + ys˜(z). Then we have
Es˜n(z) =
1
−z−1 + y ∫ 1t+Es˜n(z)dHn(t)−Rn .
Thus we obtain
Es˜n(z)− s˜0n(z) =
(Es˜n(z)− s˜0n(z))y
∫
1
(t+Es˜n(z))(t+s˜
0
n(z))
dHn(t)(
−z−1 + y ∫ 1t+Es˜n(z)dHn(t)−Rn)(−z−1 + y ∫ 1t+s˜0n(z)dHn(t))
+Es˜n(z)s˜
0
n(z)Rn.
That is,
n(Es˜n(z)− s˜0n(z))
=
Es˜n(z)s˜
0
n(z)nRn
1− y
∫
(t+ Es˜n(z))
−1(t+ s˜0n(z))
−1dHn(t)(−z−1 + y ∫ (t+ Es˜n(z))−1dHn(t)−Rn) (−z−1 + y ∫ (t+ s˜0n(z))−1dHn(t))
.
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Step 2: Show that
−zEs˜n(z)
y
Rn = − (Eβ1(z))
2
y
E[α∗1(z
−1T− S1)−1T(z−1T− Eβ1(z)I)−1α1
− 1
n
Etr(z−1T− S1)−1T(z−1T− Eβ1(z)I)−1]εj
+
(Eβ1(z))
2
yn2
Etr(z−1T− S1)−2T(z−1T− Eβ1(z)I)−1 + o( 1
n
)
where o( 1n ) is uniform in z ∈ Cn. First notice that
(z−1T− S) = (z−1T + Es˜n(z)
z
I)− Es˜n(z)
z
I−
n∑
i=1
αiα
∗
i .
Then we have
(z−1T− S)−1T
= (z−1T− Eβi(z)I)−1T + (z−1T− Eβi(z)I)−1(
n∑
i=1
αiα
∗
i − Eβi(z)T)(z−1T− S)−1T
= (z−1T− Eβi(z)I)−1T− Eβi(z)(z−1T− Eβi(z)I)−1(z−1T− S)−1T
+
n∑
i=1
(z−1T− Eβi(z)I)−1αiα∗i (z−1T− Si)−1Tβi(z).
Taking trace and expectation on both sides and dividing by p, we get
1
p
Etr(z−1T− S)−1T
=
1
p
tr(z−1T− Eβ1(z)I)−1T− Eβ1(z)1
p
Etr(z−1T− Eβ1(z)I)−1(z−1T− S)−1T
+
1
p
Etr
n∑
i=1
(z−1T− Eβ1(z)I)−1αiα∗i (z−1T− Si)−1Tβi(z)
=
1
p
tr(z−1T− Eβ1(z)I)−1T− Eβ1(z)1
p
Etr(z−1T− Eβ1(z)I)−1(z−1T− S)−1T
+
1
yn
Eβ1(z)α
∗
1(z
−1T− S1)−1T(z−1T− Eβ1(z)I)−1α1
=
1
p
tr(z−1T− Eβ1(z)I)−1T + 1
yn
Eβ1(z)[α
∗
1(z
−1T− S1)−1T(z−1T− Eβ1(z)I)−1α1
− 1
n
Etr(z−1T− S1)−1T(z−1T− Eβ1(z)I)−1]
+[− 1
yn
Eβ1(z)
1
n
Etr(z−1T− Eβ1(z)I)−1(z−1T− S)−1T
+
1
yn
Eβ1(z)
1
n
Etr(z−1T− Eβ1(z)I)−1(z−1T− S1)−1T]
=
1
p
tr(z−1T− Eβ1(z)I)−1T + 1
yn
Eβ1(z)[α
∗
1(z
−1T− S1)−1T(z−1T− Eβ1(z)I)−1α1
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− 1
n
Etr(z−1T− S1)−1T(z−1T− Eβ1(z)I)−1]
− (Eβ1(z))
2
y
1
n2
Etr(z−1T− S1)−1(z−1T− Eβ1(z)I)−1(z−1T− S1)−1T + o( 1
n
).
So we obtain
−zEs˜n(z)
y
Rn =
∫
tdHn(t)
t
z − Eβ1(z)
− Es˜n(z)
=
1
p
tr(z−1T− Eβ1(z)I)−1T− 1
p
Etr(z−1T− S)−1T
= − 1
yn
Eβ1(z)[α
∗
1(z
−1T− S1)−1T(z−1T− Eβ1(z)I)−1α1
− 1
n
Etr(z−1T− S1)−1T(z−1T− Eβ1(z)I)−1]
+
(Eβ1(z))
2
y
1
n2
Etr(z−1T− S1)−2T(z−1T− Eβ1(z)I)−1 + o( 1
n
)
= − 1
yn
Eβ¯21(z)[α
∗
1(z
−1T− S1)−1T(z−1T− Eβ1(z)I)−1α1
− 1
n
Etr(z−1T− S1)−1T(z−1T− Eβ1(z)I)−1]εj
+
(Eβ1(z))
2
y
1
n2
Etr(z−1T− S1)−2T(z−1T− Eβ1(z)I)−1 + o( 1
n
)
= − (Eβ1(z))
2
y
E[α∗1(z
−1T− S1)−1T(z−1T− Eβ1(z)I)−1α1
− 1
n
Etr(z−1T− S1)−1T(z−1T− Eβ1(z)I)−1]εj
+
(Eβ1(z))
2
y
1
n2
Etr(z−1T− S1)−2T(z−1T− Eβ1(z)I)−1 + o( 1
n
)
= − (Eβ1(z))
2
y
E[α∗1(z
−1T− S1)−1T(z−1T− Eβ1(z)I)−1α1
− 1
n
Etr(z−1T− S1)−1T(z−1T− Eβ1(z)I)−1]εj
+
(Eβ1(z))
2
yn2
Etr(z−1T− S1)−2T(z−1T− Eβ1(z)I)−1 + o( 1
n
),
where βj = β¯j + β¯
2
j εj + β¯
2
j βjε
2
j , εj = α
′
j(
T
z − Sj)−1αj − 1nEtr(Tz − Sj)−1 and
βj(z) =
1
1−ym(z) +O
(
1
n
)
.
Step 3: Show that
−zEs˜n(z)
y
pRn = −
y
∫ t(b(z))2dH(t)
(t/z−b(z))3
1− y ∫ (b(z))2dH(t)(t/z−b(z))2 + o(1).
By (1.15) of [6] and (5.23), when all xtj are complex Rn = 0. For the real case,
Es˜n(z)z
y
Rn
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=
−(Eβ1(z))2
y
1
n2
Etr(z−1T− S1)−2T(z−1T− Eβ1(z)I)−1 + o( 1
n
) (5.23)
=
−(Eβ1(z))2
y
1
n2
Etr
{
−T(z−1T− Eβ1(z)I)−1(Eβ1(z)I− z−1T)−1(z−1T− S1)−1
− Eβ1(z)
∑
k 6=1
E−12 (z)
1
n
(
T
z
− S1k)−1TE−11 (z)
(
(
T
z
− S1)−1 − (T
z
− S1k)−1
)
+ Eβ1(z)
∑
k 6=1
E−12 (z)αkα
∗
k(
T
z
− S1k)−1TE−11 (z)
(
(
T
z
− S1)−1 − (T
z
− S1k)−1
)
+ Eβ1(z)
∑
k 6=1
E−12 (z)
(
αkα
∗
k −
I
n
)
(
T
z
− S1k)−1TE−11 (z)(
T
z
− S1k)−1
}
+O(
1
n3/2
)
=
(Eβ1(z))
2
yn2
Etr(z−1T− Eβ1(z)I)−1T(Eβ1(z)I− z−1T)−1(z−1T− S1)−1
+ y−1n−2(Eβ1(z))3
∑
k 6=1
Eα∗k(z
−1T− S1k)−1TE−12 (z)αk
α∗k(z
−1T− S1k)−2TE−11 (z)αk
1−α∗k(z−1T− S1k)−1αk
+O(
1
n3/2
)
=− (Eβ1(z))
2
y
1
n2
Etr(z−1T− Eβ1(z)I)−1T(Eβ1(z)I− z−1T)−2
+
(Eβ1(z))
4
yn2
∑
k 6=1
Eα∗k(z
−1T− S1k)−1TE−12 (z)αk
α∗k(z
−1T− S1k)−2TE−11 (z)αk +O(
1
n3/2
),
where
E−11 (z) = (z
−1T− Eβ1(z)I)−1,
E−12 (z) = (Eβ1(z)I− z−1T)−1,
A(z) =
∑
k 6=i
(
n− 1
n
bi(z)I− z−1T)−1(αkα∗k −
1
n
I)(z−1T− Sik)−1,
because
− −1
y(1− ym˜(z))2
1
n2
Etr(
T
z
− Eβ1(z)I)−1
∑
k 6=1
(Eβ1(z)I− z−1T)−1 1
n
(
T
z
− S1k)−1
((
T
z
− S1)−1 − (T
z
− S1k)−1) = O( 1
n2
),
and
−1
y(1− ym˜(z))2
1
n2
Etr(
T
z
− Eβ1(z)I)−1
∑
k 6=1
(Eβ1(z)I− T
z
)−1
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(
αkα
∗
k −
1
n
I
)
(
T
z
− S1k)−2 = O( 1
n3/2
).
Furthermore, we have
−zEs˜n(z)
y
pRn = −zEs˜n(z)nRn
= −
(Eβ1(z))
2
y
y
nEtr(Eβ1(z)I− z−1T)−2T(z−1T− Eβ1(z)I)−1
1− 1(1−ym˜(z))2 1n tr(Eβ1(z)I− z−1T)−2
= −
1
(1−ym˜(z))2
∫ ytdH(t)
(Eβ1(z)− tz )2( tz−Eβ1(z))
1− y(1−ym˜(z))2
∫ dH(t)
(Eβ1(z)− tz )2
+ o(1)
= −
1
(1−ym˜(z))2
∫ ytdH(t)
(t/z−1/(1−ym˜(z)))3
1− y(1−ym˜(z))2
∫ dH(t)
(t/z−1/(1−ym˜(z)))2
+ o(1)
= −
y
∫ t(b(z))2dH(t)
(t/z−b(z))3
1− y ∫ (b(z))2dH(t)(t/z−b(z))2 + o(1), (5.24)
where Eβ1(z)→ 11−ym˜(z) by (3.11).
Conclusion. By (5.24), (4.6) and (3.10), we have
p(Esn(z)− s0n(z))
=
−1
z2
p(Es˜n(z)− s˜0n(z)) =
−1
z2
n(Es˜n(z)− s˜0n(z))
=
−1
z2
Es˜n(z)s˜
0
n(z)
1− y
∫
(t+ Es˜n(z))
−1(t+ s˜0n(z))
−1dHn(t)(−z−1 + y ∫ (t+ Es˜n(z))−1dHn(t)−Rn) (−z−1 + y ∫ (t+ s˜0n(z))−1dHn(t))
nRn
=
κ− 1
z2
y
∫ t(b(z))3dH(t)
(t/z−b(z))3(
1− y ∫ (b(z))2dH(t)(t/z−b(z))2 )2 + o(1) (5.25)
So we conclude that in the real case
sup
z∈Cn
∣∣∣∣∣∣∣M2n(z)−
κ− 1
z2
y
∫ t(b(z))3dH(t)
(t/z−b(z))3(
1− y ∫ (b(z))2dH(t)(t/z−b(z))2 )2
∣∣∣∣∣∣∣→ 0 as n→ +∞.
Hence the proof of Lemma 5.3 is complete. 
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6. Additional proofs
6.1. Proof of Proposition 2.1
In this case, the fourth moments of the entries are different from the Gaussian
matching value κ+ 1 (3 or 2), the expression (5.6) has an additional term
1
n2
n∑
i=1
bi(z1)bi(z2)
p∑
j=1
(E|Xij |4−1−κ)
[
Ei−1
(
z−11 T− Si
)−1]
jj
[
Ei−1
(
z2
−1T− Si
)−1]
jj
and the expression (5.23) has an additional term
−E(β1(z))2n2y
p∑
j=1
(E|X1j |4 − 1− κ)
[(
z−1T− S1
)−1]
jj[(
z−1T− S1
)−1
T
(
z−1T− Eβ1(z)I
)−1]
jj
where z1, z2 belong to the complex plane C with z1 6= z2, Si = S − n−1xix∗i and
βi(z) = 1/(1−n−1x∗i (T/z−Si)−1xi). Then the covariance (5.17) and mean (5.25)
will have additional terms, the limits of almost surely convergence of
∂2
∂z1∂z2
{
1
n2
n∑
i=1
bi(z1)bi(z2)
p∑
j=1
(E|Xij |4 − 1− κ)
[
Ei−1
(
z−11 T− Si
)−1]
jj[
Ei−1
(
z2
−1T− Si
)−1]
jj
}
and
yb3(z)
z2g(z)
1
p
p∑
j=1
{
(E|X1j |4 − 1− κ)
[(
z−1T− S1
)−1]
jj[(
z−1T− S1
)−1
T
(
z−1T− Eβ1(z)I
)−1]
jj
}
.
Therefore, if 1p
p∑
j=1
(E|Xij |4 − 1 − κ)
[(
z1
−1T− Si
)−1]
jj
[(
z2
−1T− Si
)−1]
jj
con-
verges to h(z1, z2) uniformly in i, then the covariance (5.17) will have the additional
term
∂2
∂z1∂z2
[yb(z1)b(z2)h(z1, z2)]
because Ebi(z) → b(z) by (3.10). Collecting these limits lead to the given limiting
mean and covariance functions.
6.2. Proof of Proposition 2.2
Here we have by assumption that E|Xij |4 − 1− κ = βx + o(1) uniformly in i, j and
T is a diagonal matrix with positive eigenvalues. Then we have
1
p
p∑
j=1
(E|X1j |4 − 1− κ)
[(
z−1T− S1
)−1]
jj
[(
z−1T− S1
)−1
T
(
z−1T− Eβ1(z)I
)−1]
jj
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→ hM (z) = βx
∫
z3tdH(t)
[t− zb(z)]3
and
1
p
p∑
j=1
(E|Xij |4 − 1− κ)
[(
z−11 T− Si
)−1]
jj
[(
z2
−1T− Si
)−1]
jj
→ h(z1, z2) = βx
∫
z1z2dH(t)
[t− z1b(z1)][t− z2b(z2)] .
Then the mean (5.25) has the additional term
βxyzb
3(z)
g(z)
∫
tdH(t)
[t− zb(z)]3
and the covariance (5.17) has the additional term
βx
∂2
∂z1∂z2
[
y
∫
z1b(z1)z2b(z2)
[t− z1b(z1)][t− z2b(z2)]dH(t)
]
.
Applying Proposition 2.1 easily lead to the limiting mean and covariance functions
given in this proposition.
7. One lemma
Lemma 7.1. Under the assumptions of Theorem 2.2, it holds that
(1) the function a(z1, z2) defined in (5.15) satisfies a(z1, z2) < 1; and
(2) 1+yzs(z) 6= 0 for z 6= 0 where s(z) denotes the Stieltjes transforms of the LSD
given in Theorem 2.1.
Proof. For the first assertion, we have by the formulas given after (5.15),∫
1
t+ m˜(z−1)
dH(t) =
m˜(z)
z
=
1
y
(z−1 + (m˜(z−1))−1).
Then we have
−=(m˜(z−1))
∫
y|m˜(z−1)|2
|t+ m˜(z−1)|2 dH(t) = =(m˜(z)/z) = −=(z)
|m˜(z−1)|2
|z|2 −=(m˜(z
−1)).
(7.1)
When =(z) > 0, then we have
−=(m˜(z−1))
∫
y|m˜(z−1)|2
|t+ m˜(z−1)|2 dH(t) < −=(m˜(z
−1)) (7.2)
because =(m˜(z−1)) 6= 0. By (4.1), we have m˜(z)/z is the limit of
p−1tr(T− zS)−1 = p−1trS−1ΓTdiag(λ1 −<(z)|λ1 − z|2 , . . . ,
λp −<(z)
|λp − z|2 )Γ
+ip−1trS−1ΓTdiag(
=(z)
|λ1 − z|2 , . . . ,
=(z)
|λp − z|2 )Γ
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where {λj}pj=1 are the eigenvalues of S−1T. By =(z) > 0, we have =(m˜(z)/z) > 0.
By (7.1), we know that −=(m˜(z−1)) > 0. Then by (7.2), we have∫
y|m˜(z−1)|2
|t+ m˜(z−1)|2 dH(t) < 1. (7.3)
By (5.16), we have
|a(z1, z2)| ≤
√∫
y|m˜(z−11 )|2
|t+ m˜(z−11 )|2
dH(t)
∫
y|m˜(z−12 )|2
|t+ m˜(z−12 )|2
dH(t) < 1.
That is,
|a(z1, z2)| < 1.
As for the second assertion, we have by (7.2), =(m˜(z−1)) 6= 0 by z 6= 0. Also
by Line 3 in the equation (5.15), we have m˜(z−1) = −zb(z) = −z(1 + yzs(z)). It
follows then 1 + yzs(z) 6= 0 for z 6= 0.
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