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Abstract
This document gives an overview of the most relevant design aspects
of the lightweight medium access control (LMAC) protocol [16] for wire-
less sensor networks (WSNs). These aspects include self-configuring and
localized operation of the protocol, time synchronization in multi-hop net-
works, network setup and strategies to reduce latency.
The main goal in designing a MAC protocol for WSNs is to minimize
energy waste —due to collisions of messages and idle listening–, while
limiting latency and loss of data throughput. It is shown that the LMAC
protocol performs well on energy-efficiency and delivery ratio [19] and can
ensure a long-lived, self-configuring network of battery-powered wireless
sensors.
The protocol is based upon scheduled access, in which each node pe-
riodically gets a time slot, during which it is allowed to transmit. The
protocol does not depend on central managers to assign time slots to
nodes.
WSNs are assumed to be multi-hop networks, which allows for spa-
tial reuse of time slots, just like frequency reuse in GSM cells. In this
document, we present a distributed algorithm that allows nodes to find
unoccupied time slots, which can be used without causing collision or in-
terference to other nodes. Each node takes one time slot in control to
carry out its data transmissions. Latency is affected by the actual choice
of controlled time slot. We present time slot choosing strategies, which
ensure a low latency for the most common data traffic in WSNs: reporting
of sensor readings to central sinks.
1
1 Introduction
The vision of a veiled network of tiny embedded devices, collecting sensorial data
and communicating wirelessly to collaborate in reaching a contextual description
of their environment, has become realizable due to recent advances in technology.
This vision of ubiquitous computing was first expressed by Mark Weiser and has
been further pursued by research in the field of wireless sensor networks (WSNs).
Sensors, equipped with RF transceivers and processing units —which allow
local pre-processing of the sensor readings–, form the first step in acquiring this
high level description of their physical environment. Those devices, the so-called
sensor nodes, are typically powered by batteries and therefore one of the most
interesting challenges is to make long-lived, ad-hoc and wireless networks of
sensors.
One of the key issues in wireless sensor systems is the organization of com-
munication between the nodes in the collaborative network. In this document, a
lightweight medium access control (LMAC) protocol for multi-hop WSNs is pre-
sented. Main properties of the LMAC protocol [16] are that it is self-configuring
—even when nodes are mobile–, robust against high peak loads and energy-
efficient [19], ensuring a long-lived network. The protocol has a low complexity
and can be implemented using a small memory footprint.
This document gives a complete overview of important aspects of the LMAC
protocol, including its self-configuring and localized operation, network setup
and strategies to reduce latency.
1.1 Challenges for WSN MAC protocols
In the recent state of technology, the RF transceiver consumes most energy in the
sensor node architecture. Low-power transceivers, suitable for this architecture,
consume typically in receiving or transmitting state in the order of 30mW and
in standby state less than 30µW (Table 1). Thus, a reasonable battery of 1Ah
allows for 100 hours of continuous transmitting or receiving (excluding any other
component of the wireless sensor node) and roughly 11 years of being in standby
mode. During the lifetime of the battery, a sensor node is able to transmit or
receive roughly 2145 (raw) Mbytes. Every hour in standby mode, reduces this
by 21.5 kbytes, but increases the lifetime of the node with 59.6 minutes.
The main goal in designing a MAC protocol for WSNs is to minimize energy
waste —due to collisions of messages and idle listening–, while limiting latency
and loss of data throughput. There is in general a trade-off between these
parameters of MAC protocols [11]; to achieve low latency, nodes are required
to be able to receive messages often, process them and forward them to other
nodes. This rules out long periods of inactivity in which energy is conserved.
And obviously, data throughput is limited by long sleep intervals. Above, we
sketched this trade-off with a very simple energy consumption model. Efficient
use of the transceiver has a large impact on battery lifetime, but has little impact
on the volume of data that can be transmitted or received. And therefore we
require efficient networking protocols, which are especially tailored for the class
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Table 1: Power consumption of commercially available low-power transceivers
RFM TR1001 [10] ChipCon CC1100 [1] Nordic nRF905 [8]
Transmit 21.0 mW 42.8 mW 27.0 mW
Receive 14.4 mW 46.8 mW 38.4 mW
Standby 15 µW 1.2 µW 7.5 µW
of devices in WSNs.
The trade-offs are not to be solved by the MAC protocol itself; they are
given by the requirements of the complete wireless sensor system. At MAC
level, the overhead and energy-waste —due to for example idle listening– must
be reduced to a minimum and parameters —like length of sleep interval and
duty cycle– must be tunable to meet application requirements.
Another challenge is that the network of sensors also has to be able to
function without central managers in the network, although some hierarchy is
assumed in this paper by the concept of gateway nodes; nodes that form a
bridge between the wireless sensor network and the outside world (i.e. where
the interest in sensor readings is). Nodes must be self-configuring in the sense
that they must instantly create a network to enable the transport of data, even
when moving.
Three typical communication patterns can be distinguished in WSNs (Fig-
ure 1), that must be supported by a MAC protocol:
1. From central point to sensors — We assume that there are one or
more gateways in a wireless sensor network. These gateways allow users
to specify or change the operation mode of the network (i.e. sample rates
etc). This is typically done by creating and injecting queries or business
rules into the WSN. Such a query or rule should be propagated to every
node in the network. Gateway nodes create a bridge between the outside
world and the WSN.
2. From sensor to central point — This path is to be taken by messages
containing sensor readings, which are of interest for the outside world.
These messages have to be forwarded until they reach a gateway, where
they will be presented to this outside world. We expect that this type of
communication is used far more than the two other types.
Due to local pre-processing of raw sensor samples in the nodes, the size
of the generated messages is small (in the order of a few tenths of bytes).
This small message size is typical for WSNs, but so are high peak loads in
the network, due to a physical event which is detected by multiple sensors.
3. From sensors to sensors— This type of communication is required for
creating functionality beyond acquiring sensor information. Clustering1
protocols, for example, need local communication between sensor nodes.
1The purpose of clustering is to create a hierarchical structure in the network. This is for
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Figure 1: Typical communication in WSNs: (1) injecting a query or business
rule, (2) reporting of sensor readings and (3) local communication
1.2 Outline
Section 2 explains the concept of the designed schedule-based MAC protocol.
We will look in detail to the contents of time slots and distributed, localized
time slot assignment (Section 3).
Key issue in schedule based MAC protocols is the common sense of time
between neighboring nodes. Nodes must remain synchronized with each other
to allow multi-hop communication. This topic will be discussed in Section 4.
The section also presents some experiments with sensor node prototypes to get
a feeling of the synchronization problem in real life.
Latency is often referred to as weak point of schedule-based MAC protocols.
In Section 5, we will present strategies for choosing time slots in our localized
algorithm, which result in better latency performance of the protocol.
In Section 6, the energy-efficiency and delivery ratio of the LMAC protocol
are compared with three other MAC protocols designed for WSNs. We end this
paper with conclusions.
2 The Lightweight Medium Access Control (Lmac)
Protocol
The LMAC protocol is based upon scheduled access. Each node gets periodically
a time interval in which it is allowed to control the wireless medium according
its own requirements and needs. Outside this interval, nodes are notified when
they are intended receivers. When a node is not needed for communication, it
switches its transceiver to standby and is hence able to conserve energy.
example used to allocate certain tasks in the network to some of the nodes; other nodes can
then conserve energy.
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Schedule-based MAC protocols have the advantage that nodes are never
using their power consuming transceivers, while not needed and hence this type
of medium access has good foresight in being energy-efficient. Since each node
gets its own turn in using the medium, there will be little collision of messages
which is in other types of MAC methods —such as carrier sense multiple access
(CSMA)– one of the main reasons for energy waste [18].
Of course, any protocol requires some overhead to function properly, as is
the case with schedule-based MAC protocols. Nevertheless, the philosophy of
the designed MAC protocol is to keep it simple, to group transmissions and thus
save energy consumption on physical layer overhead and to make it robust to
function completely autonomously in a distributed environment.
Currently, the protocol has been implemented on sensor node prototypes
[15], using a program memory footprint of 3.4 kBytes and 550 bytes RAM
(including message queues and neighbor table).
2.1 Frames And Time Slots
In the schedule-based LMAC protocol, time is organized in time slots, which are
grouped into frames. Each frame has a fixed length of a (integer) number of time
slots. The number of time slots in a frame should be adapted to the expected
network node density or system requirements. In this paper, we consider in
general 32 time slots per frame with a total length of one second. Note that,
when setting these network wide parameters, a tradeoff must be made between
message latency and network lifetime.
The scheduling principle in the LMAC protocol is very simple (hence the
name lightweight): every node gets to control one time slot in every frame to
carry out its transmission. In Figure 2, the scheduling principle of the LMAC
protocol is shown. When a node has some data to transmit, it waits until its
time slot comes up, addresses a neighboring node (or multiple) and transmits
the packet without causing collision or interference to other transmissions.
In order to be capable of receiving messages, other nodes always listen at the
beginning of time slots of other nodes to find out whether they are addressed
either by node ID or by broadcast address. In the LMAC protocol, nodes can
receive multiple data messages per frame, but are only allowed to transmit once
per frame. A higher layer in the protocol stack should combine data fragments
into one message for transmission whenever possible.
A time slot is further divided into two parts of unequal length (Figure 3):
control message (CM) and data message (DM). Between the CM and DM is a
small gap, which allows the MAC layer to process the just received CM.
In the following sections the control and data messages will be discussed in
detail.
2.2 Control Message
In Table 2 the contents of the CM is specified:
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Initialization
Current slot
=
Controlled slot
Receive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Update synchronization
Update Current Slot
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Figure 2: State machine of the LMAC protocol
CM DM CM DM CM
Time slot n Time slot n+1 Time slot n+2
t
Figure 3: Time slot contents of the LMAC protocol. Note that the data message
(DM) does not have a fixed length and is even omitted when a node does not
have any message to send
Table 2: Contents of the control message (assuming 32 time slots in a frame)
Description Size [bit]
Identification 16
Current Slot 5
Distance to Gateway 8
Occupied Slots 32
Collision in Slot 5
Destination ID 16
Acknowledgement 32
Total 114
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Figure 4: Example of the bit vector occupied slots
• Identification — We assume that every node in the network has an
identification number (ID). This number is transmitted at the beginning
of the CM. By listening to all CMs, a node always has knowledge about
its neighboring nodes. This is valuable information for routing protocols
and might help in reducing route setup time or route recover time. The
information can also be used for node localization protocols.
• Current Slot— This number reflects the position of the time slot in the
frame and is used for new nodes in the network.
• Distance to Gateway — With this number, nodes advertise their hop
distance to the closest gateway in their vicinity. This is used for synchro-
nization (Section 4) and simple, shortest path routing of messages to the
gateway(s).
• Occupied Slots— In this bit vector, nodes keep track of controlled time
slots around them and share this information with neighbors (Figure 4).
Each position in the occupied slots bit vector represents a time slot. When
a node receives a CM successfully or detects energy in the wireless medium,
it updates the vector by setting a logical ’1’ at the position of the time
slot, otherwise a ’0’ will be inserted. A node inserts a ’1’ at the time slot
it controls.
This bit vector is of vital importance to the LMAC protocol, because it is
used to let nodes autonomously decide, which time slot does not interfere
in a two hop radius, and can thus be used. This procedure will be discussed
in Section 3.
• Collision in Slot—During network setup or changing network topology,
two or more nodes which control the same time slot might get in range.
The CMs will be transmitted at the same instance of time, resulting in a
collision. This collision can be detected by neighbors of the nodes. These
nodes use the collision in slot field to indicate that a collision has occurred.
If nodes get notification that their transmission collided, they immediately
7
stop controlling their time slot and fall back to the process of finding a
free time slot.
• Destination Address — This field is used for addressing other (neigh-
boring) nodes. The protocol also supports broadcast messages (i.e. a
message that should be received by all neighbors). When a node is ad-
dressed in this field, it will also try to receive the DM that follows the
current CM.
When nodes discover —by listening to the CM– that they are not the
intended receiver, or that the transmitting node simply has no data to
transmit, they turn off immediately their power consuming receiver (after
the CM) and wait until the next time slot comes around. This allows the
protocol to be energy-efficient.
• Acknowledgement — Nodes acknowledge correctly received data mes-
sages by using this field. Nodes keep track in which time slots they did
receive messages correctly. If so, a logical ’1’ is placed at the position of
the appropriate time slot in the acknowledgement field. If no message or
an incorrect message was received, a logical ’0’ will be placed. Knowing
their own time slot, nodes can derive from this information whether their
messages have arrived correctly.
A specialty of this acknowledgement method is that broadcast messages
are also acknowledged by the recipients. This can greatly improve the
reliability and efficiency of those messages.
A node always starts its time slot by sending out a control message (CM),
even if it does not have any data to send (comparable to the beacon message
in IEEE 802.15.4 MAC specification [13]). One could argue that transmit-
ting a CM imposes overhead, but doing so provides many advantages. Besides
(collision-free) addressing other nodes, the CM is also used for maintaining (rel-
ative) synchronization, for allowing distributed operation of the MAC protocol
(Section 3), for maintaining shortest path routing to gateways and for neighbor
discovery.
2.3 Data Message
This part contains the data that a node has to send. The DM has a fixed
maximum length (typically 255 bytes). The actual length of the packet is trans-
mitted at the beginning of the DM. Other formatting of the data message is up
to higher layers in the protocol stack, which can include combining of multiple
data fragments to be transmitted in one DM. Addressed nodes keep their re-
ceiver on until the data packet has been completely received and then switch it
to standby for the remainder of the time slot.
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Figure 5: Distributed algorithm for finding free time slots. The gray node is
new in the network. It listens for a complete frame and discovers that time slots
1,2 and 7 are not used. It can safely choose one of those three
2.4 Unused Time Slots
It might also occur that a time slot is not used by one of the neighbors of a node.
Since the topology of the network might change over time due to mobility of
nodes or due to wake-up of sleeping nodes et cetera, nodes continuously sample
the wireless channel for transmissions at the beginning of time slots. For energy
efficiency reasons this sampling must be as short as possible. It can also be
a trade-off to let nodes only periodically detect new neighbors. This clearly
slows the response of the network to changing topology, but results in a better
energy-efficiency. This problem falls outside the scope of this paper.
3 Localized Algorithm For Assigning Time Slots
Wireless sensor networks are ad-hoc networks that have to function without the
presence of base stations or central managers that control at MAC level what
schedule to use. Therefore nodes must be able in LMAC protocol to figure
out autonomously which time slot they should control. The goal is to provide
each node a time slot in which it can communicate without being interfered by
other nodes. Obviously, it is impossible to reserve a time slot for each node
in the network; this would simply make waiting times, before nodes get the
opportunity to transmit —latency– too long. For this reason the frame interval
should be kept as short as possible.
We expect the network diameter in WSNs to be larger than the transmission
and interference ranges of the wireless sensors. WSNs are thus assumed to
be multi-hop networks, which allows the spatial reuse of time slots, just like
frequency reuse in GSM cells. The number of time slots to use per frame in the
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network, depends on the maximum network connectivity [17]. We assume here
that the number of time slots in a frame is a network wide parameter, which
is predetermined at network deployment. However, algorithms presented in [7]
and [12] can be used at network setup to estimate the number of time slots that
is necessary for a specific network topology.
3.1 Finding ”Free” Time Slots
The distributed algorithm we propose is as follows. When a node joins the
wireless network, it needs to find out which time slot to control, before it can
start sending data and participate in networking. This procedure of finding a
time slot can be implemented completely localized and distributed.
First step for a node is to determine which time slots in a frame are already
in use, either by direct neighbors or by nodes that are outside transmission
range, but would be troubled by interference of the node. We will call time
slots not belonging to this set ”free” time slots.
Remember that each node already present in the network, broadcasts a CM
in its time slot. By just listening to an entire frame, the new node in the network
is aware of all its first order neighbors —even by ID–. Every node in the network
continuously gathers this local time slot usage information and transmits it in
its occupied slots field in the CM (Section 2.2). This allows a new node in the
network to obtain a two-hop view of the network, providing enough information
to create a list of free time slots from which the node can choose any. For now
we assume that a node chooses a random time slot for the list of free ones. In
Section 5.2, we will discuss different strategies, which can reduce latency.
The above described algorithm is very simple to implement. When a node
finds a neighbor transmitting in a certain time slot, it inserts a ’1’ in the occupied
slots bit vector at the respective position for the time slot otherwise a zero is
inserted at the position. To obtain a list of free time slots, a node simply needs to
’OR’ all received occupied slots bit vectors that were transmitted in the frame.
A ’0’ in the resulting vector means that the time slot is considered free in a two
hop region and a ’1’ that a time slot is already taken by a first or second order
neighbor. This ensures a spatial time slot re-usage after no less that three hops.
The algorithm is illustrated in figure 5.
It is important to note that contention-based MAC protocols —such as in
[18]– ensure a similar distance between simultaneous transmissions as in this
protocol. In fact, one could see the CM of a node as RTS message, while the
acknowledgement of reception of another node in its occupied slots field, can be
seen as CTS message.
When there are no more free slots (i.e. the local connectivity is higher
than expected), the node remains in initialization state, periodically monitoring
frames to find an empty time slot. In this state, energy-efficient techniques can
be used for sampling of the wireless radio channel, such as those described in
[3] and [9].
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3.2 Resolutions Of Collisions
Collisions can occur in the LMAC protocol when two or more nodes choose the
same time slot to control simultaneously. This can happen at network setup
(Section 5) or when network topology changes due to mobility of nodes.
The nodes that caused the collision cannot detect the collision by themselves;
they need to be informed by their neighboring nodes, simply because they are
transmitting when the event occurs. These neighboring nodes use their own
time slot to inform the network that they detected a collision by using a special
field in the CM (Section 2.2). To optimize the inform process, nodes prevent
multiple notifications to be send. This greatly increases the number of colliding
time slots that can be reported during a frame.
When a node is informed that its CM and —possibly– its DM collided, it
will give up its time slot and fall back to the process of obtaining a time slot.
4 Multi-Hop Synchronization
Key issue in scheduled medium access is that it needs a common sense of timing
in order to create a long-lived network. Without precise (local) synchroniza-
tion, nodes have to use long guard intervals to ensure that receivers are ready
when transmitters start transmitting, wasting valuable energy. In this section,
we discuss a synchronization mechanism. First, some timing experiments are
carried out.
4.1 Timing Experiments
In the relatively simple hardware of wireless sensor nodes, the sense of time
is typically derived from crystal oscillators. These oscillators suffer from in-
accuracies, like temperature drift and jitter. In the manufacturing process,
small dimension variations exists between the individual crystals. This results
in slightly unequal resonance frequencies. Typically, the difference with the
nominal frequency —”offset”– is within ±20 ppm. Another factor that plays a
role in timing, is the processor itself [6]. Depending on its state, it introduces
(unknown) latency in handling interrupts generated by the clock.
Two timing experiments are carried out to get a feeling of the clock accuracy
of prototype wireless sensor node hardware [15]. Figure 6 shows the results of an
experiment with nine prototype sensor nodes, having crystal oscillators running
at 32.768 kHz. One of these nodes acts as a timing reference and transmits a
short message (comparable to the CM) every second. The other nodes receive
the message and compare the arrival time with the expected arrival time. The
difference is recorded to memory (sufficient space for 18 hours), together with
the message number. This gives an indication of differences between clocks
frequencies between transmitter and receivers. The measured difference in fre-
quency is less than 7 ppm for the worst performing node.
In the above scenario, the nodes synchronize only once to the transmitting
node during the 18 hours of the experiment. However, when receiver nodes are
11
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Figure 6: One transmitter sends a message once per second. Eight other nodes
record difference in arrival and expected message arrival time.
allowed to synchronize to every message2, they can maintain relative synchro-
nization with little error (caused by their own clock drift and clock drift in the
transmitting node). Results of this second experiment are plotted in Figure 7.
In the graph, we plotted the results of the worst performing node in this and the
previous experiment (node B). For this node, the timing difference falls within
±2 clock ticks for 99.93% of the cases. In 77% of the cases, the arrival time of
the message matches the expected time and the node did not need to change
its timing.
4.2 Hierarchical Synchronization Scheme
In our timing experiments, we saw that the prototype wireless sensor nodes can
maintain relative synchronization with little error. To establish multi-hop syn-
chronization in the network, we propose a hierarchical synchronization scheme
(i.e. all timing is relative to the timing of a gateway node). In this simple
scheme, every node uses its parent nodes to synchronize upon and makes sure
that it transmits its CM at a fixed time offset of its parent’s transmission. A
node qualifies to be parent when it belongs to the set of nodes which is closer to
a gateway. To create such a tree structure in the network, nodes indicate their
hop distance to the closest gateway in a special field in the CM (Section 2.2).
This has the advantage that for virtually no costs, shortest path routing (ideas
for a similar routing mechanism are presented in [5]) to the closest gateway is
included in the MAC protocol.
The idea is to do this synchronizing often, before large timing differences can
2Our prototype nodes [15] are able to update their timing for low additional energy cost;
it requires only very few processor instructions of which the timing is —due to timing support
in hardware– non-crucial.
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Figure 7: Histogram of the clock difference if receiving node synchronizes on
every second
occur between neighboring nodes. In the LMAC protocol, we would typically
synchronize every frame. To allow for small timing differences, we let nodes
observe a small guard intervals.
Our future work on synchronization consists of the following. The method of
propagating (relative) synchronization comes in danger when there exist uncon-
nected paths in the network of equal hop length which merge at a certain point.
In the unconnected paths, the local timing requirements hold (i.e. each node
is synchronized with its parent respecting a short guard interval), but when a
node connects these branches, the timing difference between them (because of
different accumulation of small timing errors in the paths) might have an offset,
which is larger than the allowed guard interval.
5 Choices At Network Setup
At network setup, all nodes start unsynchronized. In some MAC protocols for
WSNs —like in SMAC [18] or in TMAC [14]–, nodes listen for a certain time
interval, and then just start their own timing scheme, if no neighbors were
detected. This potentially creates many different timing schemes and measures
must be taken to allow communication between clusters with different active
and sleep intervals. In the LMAC protocol, the gateways will take initiative to
create a timing scheme and do this by starting to control a time slot. Our vision
here is that it is often difficult and energy consuming to mend different timing
schemes. Besides, we see the gateways as points where the interest in sensor
readings are, and thus, when there is no interest, nodes in the network should
not invest energy in establishing communication.
The control messages of the gateway will be received by its one-hop neigh-
bors. These neighbors will synchronize their clocks to the gateway and start
controlling —after a certain waiting time– a time slot by themselves. In this
manner, the synchronization event propagates throughout the entire network
until every node is participating and controlling a time slot. In Section 5.1, the
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effects of different waiting times is discussed.
In Section 3, we described how nodes can find free time slots, but we did
not yet describe what strategy nodes should use for choosing one. For now,
we assume that nodes chose a time slot from the set of free ones with equal
probability, but in Section 5.2 we will look into different strategies.
5.1 Effects Of Different Waiting Times At Network Setup
We observe that especially at network setup, many nodes receive an impulse to
synchronize at the same time. This leads to collisions, since there is a chance
that nodes claim same time slots. Therefore we introduce randomness in reac-
tion time W between synchronization with the network and the actual choosing
of a free time slot: W = {1, ...,Wmax}, expressed in (integer number of) MAC
frames.
In Figures 8 and 9 we show the effects of different maximum waiting times
on the number of collisions and the network setup time for random deployed
networks with 100 nodes. We used in these simulations 500 topologies with
average connectivity of 7 and 32 time slots in a frame. For readability, the
standard deviations have not been drawn in the figures.
When the waking-up of nodes is more evenly spread out in time by incre-
menting Wmax, the number of collisions in the network drops as expected. A
side effect is —obviously– that the network takes longer to be fully synchronized
and ready for communication.
5.2 Reducing (Best Case) Message Transfer Times
Latency is one of the main concerns in schedule-based MAC protocols. In this
section, we will look into three latency-reducing strategies, which focus at the
picking of time slots during network setup. It is important to note that we
discuss here the best case latency imposed by scheduling nature of communi-
cation in LMAC (i.e. we assume that nodes have empty message buffers and
immediately try to forward or broadcast the just received message).
The scheduling principle in LMAC requires a node to wait until its time slot
comes up, before it can transmit any data message. This wait time is the source
of latency. We classify latency into two classes:
• Uplink latency— The latency from sensor nodes to the point where the
interest for the sensor readings lies (communication type 2 in Figure 1).
Note that the mechanism for routing messages to the gateway(s) is al-
ready included in the LMAC protocol by reusing information necessary
for synchronization.
• Downlink latency — The latency from the gateway to the sensor nodes
(communication type 1 in Figure 1). This is the time it takes before a node
is informed with a change of interest of the gateway. We assume here that
the gateway floods the network with a message, which is repeated by all
nodes.
14
 0
 2
 4
 6
 8
 10
 12
 14
 16
 18
 20
 0  5  10  15  20  25  30  35  40  45  50  55  60  65  70  75  80
co
lli
sio
ns
MAC frames
1
2
3
4
5
6
Figure 8: Number of notified collisions for different maximum startup times
Wmax (uniform time slot choice)
 0
 20
 40
 60
 80
 100
 0  5  10  15  20  25  30  35  40  45  50  55  60  65  70  75  80
ac
tiv
e 
no
de
s
MAC frames
1
2
3
4
5
6
Figure 9: Network startup time for different maximum startup times Wmax
(uniform time slot choice)
15
We observe that uplink latency can be reduced when sibling nodes choose
their time slot just before their parent is going to transmit. This reduces the
time that the message has to reside in the parent. A similar principle is used
in the DMAC protocol [4] to reduce latency. In the LMAC protocol uplink
and downlink latency are related to each other. When we try to reduce uplink
latency —by choosing the siblings time slot just before the parents time slot;
say time slot 8 for the child and time slot 9 for the parent–, the downlink latency
will increase, because the message has to wait in the child node from time slot
9 until the current frame has ended and time slot 8 has been reached.
We consider four methods: I. Uniform slot choice from the set of free time
slots, II. Choose only the best (latency-wise) time slot, III. Choose a latency-
wise time slot with higher probability than a not so good time slot, and IV.
Divide the list of free time slots into a better half and worse half, and choose
uniformly a time slot from the better half. We shortly discuss the four strategies:
I. Uniform choice — Nodes choose a time slot with uniform probability
from the set of free ones. On average there is half a frame length difference
between the time slot of the parent and the child node and thus we would
expect half a frame uplink latency per hop. This is also reflected in our
simulations3 (Figure 10).
Obviously, the downlink latency will be little shorter than the uplink la-
tency due to the fact that broadcast messages are not send to a specific
node, but are registered with all receiving nodes and hence such messages
are able to move a little faster through the network (Figure 11).
For the other three strategies, we let nodes rank the free time slots, so a
time slot which would give a lower local latency, gets a higher weight.
II. Best choice— In this scenario, we let nodes only choose the best possible
time slot after the random wait interval. This aggressive method results in
better (local) uplink latency, but since many nodes compete for the same
best time slot (and thus the same parent in the uplink routing process),
many collisions will occur and network setup will be delayed. This is shown
in Figures 13 and 12. We conclude that this method has better uplink
latency characteristics than method I., but performs worse on downlink
latency.
III. Better time slots gets higher probability — In this latency-reducing
strategy, we let nodes consider every free time slot. Difference with method
I. is that we give time slots with higher weight (and thus shorter uplink
latency) and higher probability. Therefore we sort the list of free time slot
from good to bad and let the node choose a time slot using a Bernoulli-
process4
3We used similar setup as in Section 5.1, Wmax = 6
4Basically the node flips a coin until it is ”heads”. With every throw, we consider the
next time slot in the list. When it is ”heads”, the nodes chooses the time slot at the current
position in the list. In the simulation we used a probability of 0.3 for getting ”heads”.
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Figure 10: Uplink latency (expressed in MAC frames); I. Uniform, II. Best slot,
III. Binomial and IV. Uniform from the best half of the free time slots
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Figure 11: Downlink latency(expressed in MAC frames); I. Uniform, II. Best
slot, III. Binomial and IV. Uniform from the best half of the free time slots
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Figure 12: Network startup time for different strategies to choose a free time
slot (Wmax = 6); I. Uniform, II. Best slot, III. Binomial and IV. Uniform from
the best half of the free time slots
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Figure 13: Number of notified collisions for different strategies to choose a free
time slot (Wmax = 6); I. Uniform, II. Best slot, III. Binomial and IV. Uniform
from the best half of the free time slots
18
With this strategy nodes will give a high probability of choosing a time
slot with low (local) latency, but not all nodes will pick the same, best
time slot and therefore it does not come as surprise that this method
gives best uplink latency results of the methods we compared; the latency
is reduced with a factor 3 compared to the uniform method (Figure 10).
The increased probability for the second best, third best etc. time slot
also makes that the downlink latency is better than for strategy II. Also
the number of collisions is lesser than in method II (Figure 13). The good
performance of this method is mainly due to the fact that this method
spreads —with the spreading of time slot choice– the choice of the parent
node for the uplink message transfer.
IV. Uniform slot choice from the best half of the free time slots —
With this very simple strategy we are able to improve uplink latency with
a factor 2 compared to the first method (uniform time slot choice). In
this method, nodes divide the list of free time slots into a better half and
worse half, delete the worse half and choose uniformly a time slot from the
remaining list. This method results in comparable number of collisions as
in method I (Figure 13).
6 Comparison With Other Wsn Mac Protocols
In [19], a very well comparison has been made between MAC protocols designed
for WSNs. In Figures 14 and 15, summarized results are shown (for details
on simulation settings, the reader should refer to [19]). From these results
we conclude that LMAC performs well on energy-efficiency and delivery ratio
compared to TMAC [14], SMAC [18] and LPL [3]. Reason is that LMAC targets
the two main causes of energy-waste in MAC protocols: collisions and idle
listening.
The LMAC protocol is able to schedule the access to the wireless medium
for little energy costs and therefore it does not suffer from collisions when the
payload increases. This results in good delivery ratios.
SMAC, TMAC and LPL have build in periods in which the transceiver is
listening to the channel, while there is no communication to receive. LMAC is
able to reduce this idle listen time to a large extent; the protocol becomes even
more energy-efficient for increasing payloads (Figure 15), due to an increased
ratio of data bits and ”overhead” (i.e. CM).
7 Conclusions And Future Work
Wireless sensor networks form the first step to ubiquitous computing, a vision
of Mark Weiser. Wireless communicating sensors collaborate in reaching a high
level description of their surroundings. In the current state of technology, the
part responsible for the wireless communication —the transceiver– consumes
most energy and therefore special communication protocols for this class of
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(battery operated) devices need to be designed to ensure a reasonable life-time.
Typical characteristics of communication in WSNs are that messages are small
and that high peak loads —due to events that have been detected at the same
time by many sensors– are no exception. The major part of the generated
messages contain sensor readings that have to be reported to gateways; points
of the network where queries or business rules are injected in the WSN.
Schedule-based MAC protocols have the advantage that each node gets its
own turn in using the medium and thus that high peak loads can be handled
without energy-wasting collisions. In this document, we presented a schedule-
based MAC protocol for multi-hop wireless sensor networks, which targets two
major causes of energy-wastage in MAC protocols: collision of messages and
idle listening. We showed that the LMAC protocol is energy-efficient (≤ 7µJ
per data bit) and has a good delivery ratio. It performs considerably better
than when SMAC, TMAC or LPL is used to organize the access of the wireless
medium.
The scheduling principle in the LMAC protocol is very simple: every node
gets one time slot in control in every frame to carry outs its transmission.
When a node has some data to transmit, it waits until its time slot comes up,
addresses a neighboring node and transmits the packet without causing inter-
ference to other transmissions. Outside this interval, nodes are notified when
they are intended receivers. When a node is not needed for communication, it
immediately switches its transceiver to standby state.
Using a simple, localized algorithm, nodes are able to determine which time
slots can be used by them without causing collisions or interference to other
nodes.
Gateway nodes will take initiative in establishing network setup. They do
this by sending out a (regular) control message. This message is the impulse for
nodes to synchronize, to find a free time slot and to start joining the network.
We studied the effects of different maximal waiting times (the time between the
synchronization impulse and the moment the node starts choosing a time slot).
We found that there is a trade-off between the number of collisions (i.e. nodes
that choose the same time slot to control) at network setup and the speed at
which the network is setup. A longer the maximum wait interval results in lesser
collisions, but also slows down the network setup.
Key issue in scheduled medium access is that neighboring nodes in the net-
work have to be synchronized with each other. Without precise synchronization,
nodes have to use long guard intervals to ensure that receivers are ready when
the transmitter starts transmitting. Valuable energy is wasted in that case.
Synchronization experiments with prototype sensor nodes showed a (worst
case) clock drift of 7 ppm. We presented a synchronization scheme in which
nodes synchronize at least once every frame to parent nodes (i.e. nodes that
are closer to the gateway; the source of timing) using the carefully timed trans-
mission of their CM. By experimentation we showed that the timing difference
falls within ±2 (32.768kHz) clock ticks for 99.93% of the cases.
An often referred weak point of schedule-based MAC protocols is the latency
they potentially induce. This is not the case for the LMAC protocol. We showed
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that latency (for messages containing sensor readings travelling over multiple
hops) can be easily reduced in the LMAC protocol, using different strategies for
choosing a time slot to control from the set of free ones. The resulting (average)
latency is 16 MAC frame per hop (thus messages can travel 6 hops per frame).
The latency for disseminating queries is in that case 23 MAC frame per hop.
The LMAC protocol allows for energy-conserving cross-layer optimization by
exploiting the information the protocol naturally collects of neighboring nodes.
For example, the routing to gateway nodes is included in the MAC protocol
for little additional costs. This mechanism uses hop count information to the
gateway that is already used for maintaining synchronization in the network.
7.1 Future Work
Although they are important topics, we did not discuss reliability and security
(resistance against link layer jamming etc.) in this paper. These topics will
be part of our future work. We are especially interested in the effects of high
packet error rates on the presented MAC protocol.
A fundamental problem in WSNs is that nodes closer to the gateways assist
more nodes in forwarding data than nodes farther away from the gateways. This
has not only an impact on the battery life-time of these nodes, but also on the
memory that must be available to backlog all incoming messages. In the current
LMAC design, each node can use one time slot to do its transmission, but —in
our future work– we plan to make the protocol (and the number of time slots a
node serves), adaptive to the amount of data that has to be transported.
Another fundamental problem is that the capacity of the network —the
amount of data that can be transported– is limited [2]. Main reason for this
is that for successful communication only one node can be transmitting at a
certain time, within a certain area. This means that in a very dense network, as
much data can be transported as in a sparse network. Thus per node the number
of data messages that can be transmitted, drops when nodes are added in the
network. With this in mind, we think that the use of multiple (independent)
radio channels increases the data volume that can be handled by the network.
In future, we plan to incorporate the use of multiple radio channels into the
LMAC protocol. Problems that have to be solved here are: How do we balance
nodes over the different radio frequencies? How do we create ”short-cuts” in
frequency usage, such that energy-efficient routing of messages is still possible?
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