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I, Probleemstelling 
L t o  
1,1, Kenmerken 
Het L.E.I, verzamelt regelmatig gegevens. Deze 
gegevens kunnen betrekking hebben op een bedrijf, op een 
dorp of een gemeentes of misschien nog op iets anders0. 
Zóin waargenomen object kunnen wij een individu noemen, 
dat wil zeggen het is iets, dat zijn eigen kenmerken 
heeft, het heeft iets aparts,, 
Van zo'n individu nemen wij allerlei eigenschappen 
waar, kenmerken. In het ene dorp valt in hot oog, dat er 
wordt gestoken, in het andere dorp is een grote fietsen­
fabriek gestioht, in een derde is veel toerisme. Bij 
boerderijen is er al evenveel variatie. Het ene bedrijf 
heeft een eigen productie van veengas, het andere heeft 
artesisch water,' een derde^heeft vaak wateroverlast en 
een vierde heeft een hengst voor ponies. 
Al die boerderijen moeten dienen om de kost te ver-
diehen, al die dorpen streven naar wel-vaart 5 wat hebben 
de genoemde eigenschappen er mee te maken? 
Wij willen proberen iets wijzer te worden,door de 
individuen, dus de dorpen of de bedrijven met olkaar, 
te vergelijken. Dit is niet altijd gemakkelijk. Wanneer 
in een dorp met een fietsenfabriek 20% van de arbeiders 
w e r k l ' o o s  i s  e n  i n  e e n  d o r p  m e t  v e e l  t o u r i s m e  5 w a t  
weten wij dan nog? Moeten wij de fietsenfabriek opheffen 
en naar tourisme streven?'Of zullen wij de fabriek tooh 
maar laten staan en alleen het tourisme beïnvloeden? 
Bij het vergelijken van individuén is or een beetje 
tuoht nodig, van alle individuen moeten wij dezelfde 
kenmerken waarnemen. Wij tellen in alle dorpen de fietsen 
fabrieken,of wij doen het' nergens, wij registreren overal 
het 'tourisme óf letten er nergens op,, 
Deze taak is niet gemakkelijk. Indien het ene dorp 
een fietsenfabriek heeft en een volgende een koekfabriek, 
een derdë misschien een grote sorteerinrichting voor 
aardappelen, moeten wij dan de fabrieken negerer.y omdat 
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zij toch allemaal ongelijk zijn, of moeten wij ieder type 
fabriek een eigen kenmerk van het dorp achten^ moeten wij 
domweg fabriekén tellen, of hoeveelheid geïnvesteerd 
kapitaal, of arbeidsplaatsen,of jaarlijkse omzet? Het is 
een probleem, dat wij niet zullen bespreken. 
De wiskundige statistiek begint met een lijst, waarop 
de kenmerken van een aantal individuen reeds zijn beschreven. 
Soms kan men de individuen volgens eéii van de 
kenmerken rangschikken. In het ene dorp heerst eôn prettige 
sfeer, is een ander dorp vindt men veel ruzie, veel onder­
linge verwijdering, nog andere dorpen staan hier tussen in. 
Zo op de indruk kan men de dorpen rangschikken, hoewel de 
eigenschap niet kan Wörden gemeten. Achteraf kan men evenwel 
de eigenschap in een getal vastleggen door de dorpen te 
nummeren van het ene eind van de reeks naar het andere. Als 
dit kan,moet men het doen, omdat cijfers altijd veel 
prettiger te verwerken zijn dan termen als s goed, matig of 
slecht* 
Sommige eigenschappen zijn niet te nummeren, b.v. het 
tarweras, dat men verbouwt, In zekere zin zijn alle tarwe-
rassen evengped, immers een ras, dat beslist slechter is, 
raakt in onbruik^ een ras, dat.wordt verbouwd, is op die 
plaats vaak om de een of andere reden het beste. 
Kenmerken, die van individu tot individu kunnen ver­
schillen heten variabelen. Wanneer men de individuen niet 
volgens dit kenmerk kan rangschikken, dan heet de variabele 
discreet. Een discrete variabele geeft alleen de mogelijkheid 
de individuen in klassen in te delen. Wanneer men evenvosl 
klassen moet inderscheiden als individuen, dan valt er 
niets mee te beginnen. Indien er drie bedrijven zijn« hot ene 
heeft rode koeien,hefcandere bonte, een derde blaarkoppen, 
dan kan men over de betekenis van de kleur niets zeggen. 
Kenmerken,die niet discreet zijn, kan men dus in een 
getal vastleggen, dit zijn dus kengetallen. Er is reeds 
opgemerkt, dat dit verre de voorkeur verdient. Het is wel 
mogelijk de samenhang tussen 30 kengetallen te zoeken, het 
vinden van samenhangen tussen 10 discrete variabelen is 
onbegonnen werk. Het is daarom van het grootste belang aan 
de klassen van discrete variabelen getalswaarden toe te 
kennen. Hoe dit kanyzal wel worden besproken. Voorlopig 




Laten wij nu eens een tabel hebben, waar van 40 
individuen 'b.v, bedrijven) 60 kengetallen zijn vastgelegd. 
. Op het L.E,I, liggen dergelijke lijsten voor het grijpen. 
Wat doen wij daar nu mee? Meestal heef^ éên kengetal onze 
hoofdaandacht, b.v. het netton-overschot.«- Dit -willen -wij 
verklaren door middel van de andere kengetallen. Wij 
zoeken misschien een vergelijking van deze bouw 
a1 *1 + a2 x2 + a3 x3 + *** B y 
waarbij n t x^ de kengetallen zijn? y het netto-overschot is 
en a^, ade invloed van de variabelen op het netto-
overschot weergeven. Dit is een vrij hopeloze situatie. In de 
algebra is bekend, dat' een stelsel van n vergelijkingen met 
n onbekenden gewoonlijk juist oplosbaar isj een stelsel van 
n vergelijkingen met n + p oribekendmheeft als regel talloze 
oplossingen. In het pas genoemd geval zijn er 40 vergelijkingen 
(bedrijven) met ongeveer 60 onbekenden(invloed van kengetallen). 
Hier zijn dus talloze oplossingen mogelijk. Hoe krijgt iemand 
de zekerheid, dat hij piet kletst?. 
Laten wij wat voorzichtiger worden en zeggen, dat wij 
slechts op 20 kengetallen willen letten. Dit kan verstandig 
zijn, al vraagt men zich wel af waarom de andere 40 dan zijn 
genoteerd, Hoe dan ook, wij letten öp 20 kengetallen. 
Om de samenhang tussen deze twintig variabelen en het 
netto-overschot te onderzoeken,tekenen wij grafieken. Immers 
de samenhang kan kromlijnig zijn. Wij zoeken nstar optimale 
omstandighedenj te veel arbeiders per koe is even sleoht 
als te weinig* Een kromme met een optimum kunnen wij be-
naderen met een parabool» y = ax + "bz + c. Doen wij dit 
voor alle twintig variabelen dan wordt de vergelijking 
2 2 
a1 X1 + 131 *1 + a2 Z2 + b2 *2 + ' ' * + 0 = y» 
Hier staan weer 40 onbekenden in, dus dit lukt altijd 
en geëft geen zekerheid, dat het zinvol ,is. Hu kunnen wij 
zeggen, dat dit een beetje overdreven is, omdat alle waarden 
b toch positief moeten wórden. Dit is ook zo. Hier staat 
tegenover, dat men in grafieken er vaak rekening mee houdt, 
dat allerlei variabelen elkaar beïnvloeden. Willen wij dit 
in formule brengen, dan kunneû wij termèh met x^ xg enz, 
gebruiken. Als wij 20 variabelen hebben^ ' dan kunnen wij 190 
zulke termen maken. 
Laten wij nu eens 8 variabelen kiezen, dit geeft 8 
kwadraten en 28 dubbele producten, dus 44 onbekenden. Met 
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•behulp van 8 variabelen kunnen wij ons netto-overschot dus 
volledig verklaren. Nogmaals, waarom zullen wij dan 60 
noteren? Omdat er ook gezondere methoden zijn, dan hoven-
genoemd. 
1.3. Verborgen samenhangen 
Laten x^ en een paar variabelen zijn, die positief 
zijn gecorreleerd, zeg dat de correlatie-coëfficiënt 0,7 is« 
Nu is ook x^ = log (x^ + Xg) positief met beide gecorreleerd. 
Laten wij nu grafisch de samenhang tussen het netto-overschot 
2 y en de variabelen x^, Xg en x^ nagaan. Misschien is y = x^ 
zodat het voldoende is de invloed van x-^ vast te stellen. 
Toch wordt in dit geval y ook volledig verklaard door x^ en 
Xg samen. Een samenhang tussen verklarende variabelen opent 
de mogelijkheid, dat men zeer uiteenlopende resultaten 
bereikt, die alle even goed zijn. Hoe ontdekt men dit snel 
genoeg?, ziedaar ons hoofdprobleem. 
Verborgen samenhangen kunnen op allerlei wijzen ont­
staan, Laten wij eens aannemen, dat het vetgehalte van de 
melk en de post "Omzet en aanwas" elkaar niet beïnvloeden. 
Nu gaan wij "goede boeren" zoeken. Een boer met een laag 
vetgehalte is niet best, alleen wanneer hij veel "omzet en 
aanwas" heeft aanvaarden wij hem, zo ook moet een boer met 
weinig "omzet en aanwas" een hoog vetgehalte hebben. De boeren 
met beide cijfers slecht worden afgekeurd* Het resultaat is 
een negatieve corïelatie, immers bedrijven met slecht vet 
blijken een hoge "omzet en aanwas" te hebben en omgekeerd. 
De verborgen samenhangen hebben meestal een andere 
oorzaak. Zij vormen een van de verraderlijkste problemen 
bij het beschrijven van relaties* 
1.4» Het kiezen van waarnemingsmateriaal 
De keuze van het waarnemingsmateriaal hangt in sterke 
mate van het doel af. Wanneer iemand weet, wat een goed of 
een slecht bedrijf is, dan kunnen een aantal goede en een 
aantal slechte bedrijven worden gekozen. Er kan nu worden 
nagegaan, welke variabelen hierbij de grootste invloed 
hebben. De invloed van de variabelen wordt op deze manier 
meestal overschat, 
Het is ook mogelijk, dat men van een aantal variabelen 
zo goed mogelijk de invloed wil vaststellen. Dan kan men 
voor dit doel bedrijven kiezen. Eerst stelt men voor alle 
variabelen vast wat een hoge waarde is en wat een lage. 
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Laten wij zeggen, dat wij het materiaal volgens ieder ken­
getal in tweeën delen. Als men nu 5 kenmerken heeft,krijgt 
men 2^ =» 32 vakjes. Het is te hopen«, dat in ieder van die 
vakjes wel bedrijven zijn te vinden. Zelden zullen alle v 
vakjes even vol zijn. Als men nu uit ieder vakje een "bedrijf 
kiest, kan men een variantie~analys©-"toepassen en zo de 
Invloed van de vijf variabelen vaststellen. Bij deze methode 
moet men op allerlei details letten, die later wel kunnen 
worden "besproken.•Dë samenhangen worden op deze manier zo 
zuiver mogelijlç "bestudeerd., daarom is deze methode vaak 
geschikt voor "bedri jfseoonomisoh onderzoek. Meestal evenwel 
is een tweedeling niet 'geschikt, een driedeling is heter. 
5 Mét vijf variabelen geeft dit 3 = 243 vakjes en evenveel 
"bedrijven. Hoewel deze opzet niet overdreven is, gaat het 
meestal niet meer wegens te grote aantallen. De variantie-
analyse.beschikt over allerlei proef.schema's om dit bezwaar 
te omzèileh» 
Het is mogelijk, dat men een globaal inzicht wil hebben 
in .de aard van de belangrijkste problemen, Dan is de manier 
van materiaal verzamelen niet zo erg belangrijk. Het moet 
al erg slecht zijn als er niets te leren valt. Meestal 
•echter is het niet een uitgesproken doely dat het inzicht 
globaal blijft, daarom verdient, een zorgvuldige monsteraame 
tooh wel de aandacht« 
Vaak wil men een goed inzioht hebbeninde heersende 
toestandenj dan moet de steekproef representatief zijn. Er , 
heerst veel misverstand over de goede methode, maar dat kan 
later worden besproken. 
Tenslotte kan men doen aan publieke opinie-onderzoek. Men 
kan aan allerlei mensen vragen wat zij een goede boer vinden 
en dan nagaan welk, type bedrijven is uitgezocht. Het is 
natuurlijk bijzonder democratisch wanneer de publieke opinie 
als basis voor prijsbeleid wordt gebruikt. ' . 
Er zijn allerlei typsn steekproef. Wanneer men 10$ van 
de arbeiders wil onderzoeken, dan verkrijgt men het meeste 
inzicht, wanneer men uit alle gemeenten 10$ onderzoekt. Dit 
is ook het duurste. Om de reiskosten te drukken gaat men 
arbeiders némen, die bij elkaar wonen} hierdoor verkrijgt 
men minder inzicht» Waar ligt het juiste evenwicht? Om deze 
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vraag te kunnen "bespreken moet men inzicht hebben in 
variantie-analyse„ 
Waarschijnlijk is de beste methode deze„ dat men niet 
gemeenten als eenheid kiest doch dorpen en dat men uit 
grote dorpen slechts een deel der arbeiders onderzoekt. De 
gegevens ontbreken nog om hierover een oordeel te geven. 
Kortom, het kiezen van een representatieve steekproef 
is een apart vak. Een van de eerste vereisten is dit; dat 
degene, die het doet geen kennis heeft van het materiaal. 
Hij mag kiezen aan de hand van duidelijk omschreven ken­
getallen, niets aan de hand van eigen kennis., 
1. 5. Variant ie-analyse 
Iemand, die wetenschappelijk onderzoek wil doen, moet 
kunnen denken. Voor denken zijn woorden nodig. Om doelmatig 
te denken^moeten de woorden doelmatig zijn. De variantie-
analyse werkt met een aantal termen, die het denken over 
waarnemingsmateriaal vergemakkeiijken. 
Vari ant ie-analyse zal in haar elegante vorm niet vaak 
worden gebruikt op het L.E.I. In een minder elegante vorm 
hebben wij deze techniek evenwel regelmatig nodig. Het is 
namelijk de enige mogelijkheid de invloed van discrete 
variabelen na te gaan. Ik denk hier aan de invloed van de 
grondsoort op de bedrijfsvoering, van de godsdienst op het 
kindertal. 
Evenwel, de variantie-analyse is niet alleen een 
techniek om een invloed op te meten. Het is in de eerste 
plaats een middel om aan onszelf de vraag voor te leggen» 
is het wel zinvol wat ik zeg? Deze vraag is gemakkelijker 
te stellen dan te beantwoorden. 
De practijk leert, dat de meeste onderzoekers te veel 
beweren, als er niet een statistische rem op wordt gezet. 
En die rem is moestal nog srrij zwak. 
1,6, Foutenwotten 
Er zijn allerlei problemen genoemd en allerlei 
methoden aangeduid. Maar volledig zijn wij nog niet geweest. 
Dit behoeft ook niet. Het is beter nu de vraag te stellen, 
wat al die problemen gemeenschappelijk hebben. Eenvoudig 
dit, dat men bij ieder cijfer, dat men vastlegt, het gevoel 
heeft, dat het ook een ander cijfer had kunnen zijn. Wanneer 
wij in een dorp vinden, dat er 82 arbeiders zijn, dan 
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denken wij, dat het er évengoed 83 hadden kunnen zijn. 
Misschien is er de vorige dag een overleden, en komt er 
d© volgende dag zich een vestigen, 
Hoe ver gaat die onzekerheid en welke gevolgen heeft 
zij voor ons werkï Het is het probleenij dat het diepst 
ingrijpt en het moeilijkst is te "bespreken, omdat wij hier 
het dichtst staan hij de waag wat wetenschap is, 
1.7« Wetenschap en taal, 
Wij allemaal zijn "bezig met wetenschap^ wat dit 
"betekent is niet gemakkelijk te zeggen, 
Ben ding is duidelijk. Iemand, die een wetenschappelijke 
vordering heeft gemaakt?schrijft een artikel, of laat een 
ander dat doen. Iemand, die wil weten wat "de wetenschap" 
< *' 
ergens van zegt, leest een stel: "boeken of tijdschriften, 
: óhap is de kunstde werkelijkheid in drukwerk 
om te zetten. Dit is, een duid.elijke bewering, zo duidelijkj 
dat velen het .niet geloven» Het. zal dus iets ingewikkelder 
moeten worden gezegd, om d.e geloofwaardigheid te verhogen» 
Laten wij de formule opschrijven, 
y » x2 .  
len wiskundige zegt, dat deze formule de mogelijkheid 
geeft aan een getal x een-ander getal y toe te voegen. Zo 
kunnen wij een lijstje maken 
getal x toegevoegd gëtal y 
- 3 9 
• - 2 4 
. - 1 1 
• 0 0 
. . 1 . , ' 1 
. 2 .  ^  4  
. , 3  9  
In dit voorbeeld weten wij direct, welk getal aan een 
gegeven getal moet worden toegevoegd^ maar, als alleen het 
toegevoegd getal, "bekend is, dan wetèn wij niet, aan welk 
getal dit is toegevoegd.' Het toegevoegde getal 9 is misschien 
toegevoegd aan 3, misschien aan ~ 3« 
In de formule y' = x + 3 hebben wij deze moeilijkheid 
niet. Bij iedere x hoort maar een y, bij iedere y maar een x. 
Wij zeggen« dat er tussen x en y een 1 - 1 — relatie is» 
Er kàn van alles aan elkaar worden toegevoegd. Bij het 
tekenen van grafieken vèegen wij een punt toe aan een 
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getallenpaar (x, y). Bij het praten voegen wij een stel 
wóórden toe aan een "beleving van de werkelijkheid, misschien 
wel aan de werkelijkheid zelf» 
Wät is nu wetensohap? Het is de kunst, op zodanige wijze 
"beweringen (dus woorden) toe te voegen aan de werkelijkheid, 
dat er een 1 - 1 - relatie ontstaat. 
Dat deze kunst moeilijk is, "blijkt -Wel hieruit, dat 
er tussen de woorden van de verschillende talen nog niet eens 
een zodanige relatie is ontstaan.. Het Russische woord prawda 
"betekent iets anders dan ons woord waarheid s het Hebreeuwse 
woord ben iets anders dan ons woord zoon. De vraag, welke 
elementaire eisen de wetenschap aan de taal moet stellen om 
1 - 1 - relaties te kunnen krijgen is nog maar zelden. u 
opgeworpen. Wij willen het ook nu niet doen. 
De middelen van de taal zijn steeds verder uitgebreid, 
Malve de woorden zijn nu grafieken, foto's, kaarten en 
modellen geliefde middelen. De modellen spelen maar een 
ondergeschikte rol en de rest is aan te duiden als drukwerk. 
Al deze middelen met elkaar zullen ons waarschijnlijk 
nooit in staat stellen de 1 — 1 — relatie te bereiken. 
Bepaalde aspecten blijven ongenoemd. 
1.8. Het ordenen van ervaringen . 
iedere waarneming is een ervaring. Wanneer wij van 
een dorp of een bedrijf allerlei eigenschappen weergeven, 
dan wordt hiermee een ervaring vastgelegd» De taal is doel­
matig wanneer al deze ervaringen met een paar woorden en 
een paar grammaticaregels voldoende kunnen worden beschreven. 
Wanneer wij onze ervaringen kunnen vastleggen in 
cijfers, dan willen wij ze samenvatten door een paar getallen 
en een paar rekenvoorschriften of grafieken. 
Iedere vorm van taal schiet te kort5 de cijfertaal even­
zeer als een woordentaal. Terwille van de eenvoudigheid van 
onze manier van zeggen, zullen wij evenwel een zekere onnauw­
keurigheid. aanvaarden. Waar zijn de grenzen, die toelaatbaar 
zijn en hoe dicht worden deze grenzen benaderd, ziedaar twee 
problemen, die met foutenwetten moeten worden opgelost. 
Waarom ordenen wij ervaringen in de taal? Omdat wij 
over die ervaringen willen denken? Meestal, omdat wij plannen 
willen makenj omdat wij "toekomstige ervaringen" zelf willen 
beheersen. Iedere ordening is gebrekkig. Het is de vraag, 
hoe groot een gebrek mag zijn, voor het hinderlijk wordt ; 
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dit is een vraag, die de statistiek moet "beoordelen asm de 
hand van de fouten-theorie'én, 
II. Kansverdelingen 
2.1«' Frequentieverdelingen m «*•.«• • m i' ' m" "• '"'i' li m«* 
Vraag eens aan een boer hoeveel varkens hij heeft. Hij 
zal een "bepaald aantal noejmen, Vraag het aan een andere "boer, 
die zal misschien iets anders zeggen, vraag,het aan heel 
veel, dan zijn er een ongrijpbaar aantal antwoorden. Dit 
geheel moet overziohtelijk worden gemaakt* Daarom tellen 
wij hoeveel "boeren geen varkens hebben, hoeveel een, hoeveel 
twee enz. Noem die aantallen Ng, enz. Wij'kunnen dan de 
volgende tabel maken. 





'Totaal' ' H 
Da aantallen én ^ ete'. fcorden vaak absolute 
frequenties genoemd, omdat het Engels geen duidelijke ver­
taling, voor ons woord aa'h'tal heeft,. Wij kunnen natuurlek 
ook gewoon .het woord aantài blijven- gebruiken. 
Meestal is het "handiger te. werken met relatieve 
frequenties f^ berekend mét de -formule 
- ,§=• ' (2.1.1.)' 
> De versohillende getallen f^ heten samen de frequentie­
verdeling. Sommige frequentieverdelingen zijn erg eenvoudig, 
ik denk aan een .verdeling, " die het aantal mannen en vrouwen 
in een provincie aangeeft. 
'• •• Andere. verdelingen zijn" moeilijker te onthoud en 5 een 
boer. kan 2. varkens hebben,- maar ook 49». wanneer wij voor f 
iedere hoeveelheid varkens 'de frequentie van de boeren 
noteren* .dan.moeten wij nog vóel getallen in onderlinge 
samenhang zien. Het is nodig dit.'aantal te reduoeren en 
daartoe persen wij de gegevens in een eenvoudig schema. 
. Zo een schema heet 'eên kansverdeling. Het voordeel van 
een kansverdeling isr d'àt :zij vaak met;twee getallen en een 
naam .voldoende kan wórden, besohrevem. Belangrijker is echter, 




Hoe ontstaat een frequentieverdeling over het aantal 
varkens? Er is enige malen een oorzaak, namelijk, dat men 1 
een "boer een vraag stelt. Deze oorzaak kan vér schillende 
gevolgen hebben. De ene boer zegt 11 varkens te hebben, de 
ander meldt 19. Om de mogelijke uitwerking van de oorzaak 
volledig weer te geven, moeten wij alle mogelijke gevolgen 
vermelden, bij iedere mogelijkheid vermelden wij de kans. 
Het begrip kans lijkt op relatieve frequentie, maar is toch 
niet hetzelfde* Relatieve frequentie is een afgeleid begrip, 
het is dé verhouding tussen twee waargenomen aantallen. 
Kans is een grondbegrip, het is onherleidbaar, evenals 
rechtvaardigheid, of tijd. Het woord kan niet worden 
gedefinieerd maar krijgt zijn inhoud door het gebruik. 
Wanneer spreken wij nu van kansen? Steeds wanneer een 
oorzaak of aanleiding verschillende gevolgen kan hebben. De 
versoheidenheid van gevolgen kan allerlei oorzaak hebben, 
In het geval van de varkenstelling ligt het hieraan, dat de 
oorzaken niet voldoende zijn omschreven. Wanneer wij aan boer 
Jansen van de Achterweg vragen hoeveel varkens hij heeft, dan 
is het aantal mogelijke antwoorden al aardig beperkt. En 
wanneer wij dag en uur ook nog voorschrijven, dan is het 
aantal mógelijkheden al ongeveer tot een beperkt. Wij hebben 
hier een geval, dat er maar een antwoord mogelijk is, wanneer 
het oorzakencomplex volledig is beschreven. Een kansverdeling 
vindt soms haar herkomst in onvolledigheid. 
In andere gevallen sohijnt een volledige opsomming van 
het oorzakencomplex niet voldoende. Een standaardvoorbeeld-
is hier het uiteenvallen van een radium-atoom.Dit schijnt 
inderdaad door het toeval te worden beheerst, evenals de 
uitslag bij het werpen met een dobbelsteen. 
Het is niet overeenkomstig het traditionele denken, 
dat een volledig omschreven oorzakencomplex meer dan een 
gevolg kan hebben. Onze taal maakt het oorzakencomplex 
vollediger, door als beslissende oorzaak het toeval in te 
voeren. Wij zeggen, dat het toeval iets doet, als wij willen 
zeggen, dat een verschijnsel geen'oorzaak heeft. In wezen 
is toeval slechts vulling van een hiaat in ons denkschema. 
De eenvoudigste voorbeelden, waarmee het kansbegrip 
kan worden gevortod, zijn kaartspelen,het opwerpen van munten 




Éven elementair en even ondefinieerbaar als kans is het 
begrip gelijkheid van kans. Het is vaak gemakkelijk te zeggen, 
dat twee mensen een ongelijke prestatie lever en 5 gelijkheid 
van prestatie is zelden aan te tonen. Tooh werken wij met 
het begrip in de werkclassificatie» Zo praten wij ook over 
gelijkheid van kans zonder haar ooit gezien te hebben. Het 
is een onherleidbaar grondbegrip. 
Met behulp van dit begrip kunnen wij kansen in getallen 
uitdrukken. Bij een dobbelsteen zijn er zes mogelijkheden. 
Deze zes kansen willen wij als gelijk beschouwen. Als wij 
nu bovendien afspreken, dat de som van de kansen 1 is, dan 
h e e f t  i e d e r e  u i t s l a g  e e n  k a n s  v a n  I j / 6 ,  
Dit kan nog iets nauwkeuriger worden gezegd. De mogelijke 
uitslagen, die wij onderscheiden,heten klassen. Bij een 
'dobbelsteen kunnen wij zes klassen onderscheiden. Hu is de 
kans een kengetal, dat wordt toegevoegd aan de klasse. Iedere 
klasse heeft een kans, dat een uitslag er in valt» 
Onze eis, dat de som van alle kansen.1 moet zijn, houdt in, 
dat kansen kunnen worden opgeteld, ids wij klassen samenvoegen, 
dan is de kans van de nieuwe klasse gelijk aan de som van de 
kansen van de samengevoegde klassen. 
Bij dit alles moeten wij op twee dingen letten. Natuurlijk 
moeten de grenzen tussen de klassen duidelijk zijn, er mogen 
geen overkappingen zijn. 
Een tweede eis is, dat de klassen uitputtend moeten zijn. 
Indien wij "een" gemeente kiezen., dan mqeten wij zoveel 
klassen beschikbaar stellen, dat iedere gemeente een plaats 
vindt, Br zijn in Nederland gemeenten-, die half op zand 
liggen en half op veen, Is zo iets. een zandgemeente?, is het 
een veengemeente?, moeten zij een eigen klasse hebben?? 
sómmigen laten ze liever buiten beschouwing. 
Dus kort geformuleerd5. klassen moeten elkaar uitsluiten 
en uitputtend zijn. Onder deze voorwaarde is het zinvol de 
som van alle kansen op 1 te stellen^ onder deze voorwaarde 
kan men kansen optellen op de aangegeven manier. 
Vaak kan men volgens, meer dan. een gezichtspunt klasseren. 
Wanneer wij een boer vragen hoeveel varkens hij heeft, dan 
komt ér een. getal ails antwoord. Vragen wij. hem een hele lijst 
in te vullen, dan is het gevolg van deze vraag een lijst met 
veel cijfers en opmerkingen. Zoln lijst is de uitslag van de 
vraag. Het is duidelijk, dat deze uitslag op allerlei wijzen 
in een klasse kan worden.geplaatst. Wij kunnen klasseren 
volgens aantal varkens en volgens de kleur van dj koeien 
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en nog op vele andere wijzen. 
Soms zijn de klasseringen van elkaar afhankelijk, 
soms onafhankelijk. Wij kunnen het gemakkelijkst zeggen, 
wat het betekent, dat twee klasseringen onafhankelijk 
zijn. Stel dat wij een aantal formulieren klasseren volgens 
het aantal kinderen van de hoer en volgens de melkgift van 
zijn koeien. Er is een bepaalde kansverdeling, die de boeren 
volgens het kindertal over de klassen verdeelt, zo is er 
ook een kansverdeling die de boeren verdeelt volgens de 
melkgift van hun koeien. 
Bij boeren kunnen wij de kansverdelingen niet waarnemen, 
alleen de frequentieverdelingen, Ilaarom letten wij eerst op 
het trekken van kaarten uit een kaartspel. Bij een kaartspel 
is de frequentieverdeling moeilijker te vinden dan-de kans­
verdeling. Een getrokken kaayt kan worden ingedeeld volgens 
twee criteria, volgens de waarde en volgens de kleur. Een 
bepaalde kleur heeft een kans van 13/52, indien alle 52 
kaarten een gelijke kans hebben» Onder diezelfde voorwaarde 
heeft iedere waarde een kans van 4/52 = l/l3. 
Wanneer wij uit de kaarten van een kleur trekken, dan 
heeft ook iedere waarde een kans van l/l3N De kansen van de 
ene klassering worden niet anders, wanneer de uitslag van de 
andere klassering bekend is. In dit geval heten de klasseringen 
onafhankelijk. 
Wanneer wij de klassen volgens het ene kenmerk onder­
verdelen volgens de klassen van een andere klassering, dan 
krijgen wij sub-klassen. Indien de klasseringen onafhankelijk 
zijn,is de kans van een sub-klasse gelijk aan het product van 
de kansen van de desbetreffende klassen, die samen de sub­
k l a s s e  d e f i n i ë r e n .  . . .  
Het bovenstaande is' niet een eigenschap van kansen, 
maar een definitie van onafhankelijkheid. 
Onafhankelijkheid van kansverdelingen is erg belangrijk 
bij de theorie van steekproeven. Bij het nemen van een steek­
proef klasseert men de mogelijke gevallen (het universum) in 
twee klassen? wel in het monster en niet in het monster. 
Volgens de een of andere kansverdeling worden de mogelijke 
uitslagen over deze twee klassen verdeeld. Het gekozen monster 
is slechts dan representatief wanneer alle kansverdelingen 
in de steekproef gelijk zijn aan die 'in het universum. De 
kansverdeling, die het monster bepaalt,moet daarom onaf­
hankelijk zijn van alle andere kansverdelingen. 
Aangenomen wordt, dat zuiver toevallige kansverdelingen 




gebleken, dat deze aanname fout is. Dit is de reden waarom 
steekproeven zuiver toevallig moeten worden gekozen, als, 
men het universum wil leren kennen. 
Bij frequentieverdelingen is alles een beetje minder 
omlijnd. Wij zien bijna nooit, dat de frequentie van een 
sub-klasse het product is van de frequenties van de des­
betreffende klassen. Tooh spreken wij bij freqüentiever-
dölingen ook over onafhankelijkheids, wanneer wij de gevonden 
frequenties menen te mogen zien als uiting van een paar 
1 
onafhankelijke kansverdelingen. Dit wordt later verder uitge­
werkt, Eerst moeten wij een paar kansverdelingen bespreken, 
die wij op het k.B»!, vaak nodig hebben, 
.2*3. Het binomium • 1 1 IL- " ' * 'l 
Door het binomium te bespreken,kunnen wij zien, hoe 
wij een hele kansverdeling door een getal, kunnen vastleggen, 
,Wij kunnen tegelijk nagaan, hoe een statisticus gevoelens 
van zekerheid en onzekerheid aan een uitkomst toevoegt. 
Het komt vaak voor, dat wij iii twee klassen indelen, 
b.v, man of vrouw, agrarisch of industrieel. Maar ook andere 
klasseringen zijn vaak tweedelig te maken, b.v. boer met 
10 - 14 varkens, of met een ander aantal. Soms is het handig 
dit te doen. 
Het prototype van een tweedeling is het kruis en 
muntspel.f Hier kan de uitslag van een worp zijn kruis of 
niet-4cruis (dus munt), "Kruis" heet het gunstig geval, "niet-
kruis" het ongunstig geval. De kans op het gunstig geval 
wordt gewoonlijk aangeduid met p-, de kans op het ongunstig 
geval met q. Dus 
P + 4 « 1 (2,3.1,) 
Laten wij nu driema.al aohtereen gooien. Voor de over­
zichtelijkheid noemen wij de kansen bij de. eerste maal 
gooien p^ en q^, die bij de tweede maal pg en q^enz. De 
uitslag van de eerste worp'heeft geen invloed op de uitslag . 
van de tweede, de kansen zijn onafhankelijk. Wij mogen dus 
de kansen met elkaar vermenigvuldigen om de einduitslag te 
verkrijgen. Zo is p^ qg p^ de kans, dat de eerste en de 
laatste worp gunstig zijn en de tweede ongunstig. De aoht 
mogelijkheden vinden wij door de volgende vermenigvuldiging. 
(P^.^) (P2 + <12> (P3 + 43) - Pt P2 P3 + P1 P2 a3 + P1 q2 q3 
P1 q2 ?3 + 41 p2 p3 + 41 p2 + *i q2 p3 + 41 q2 q3 (2*3.2, ) 
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Zowel j>2 ^3 als P-| ^2 p3 een u^sla^ rae'fc ivtee 
gunstige gevallen. Tinden wij de volgorde van de worpen 
niet belangrijk, dan kunnen wij de indices weglaten eïi de 
gelijke uitslagen samenvoegen. Wij krijgen dan 
( p  +  q ) ^  =  +  3 p 2 q  +  3  p q 2  +  ( 2 , 3 * 3 * )  
De macht van p geeft tegelijk het aantal gunstige 
2 worpen aan, dus 3 P q is de kans op twee gunstige worpen. 
Wanneer er niet 3 worpen worden samengevoegd, maar N, dan 
is de formule 
•vT- ET I\T Î , T\r 1 
(P + q.)  -  H k! (ï - k)T' pk q ^~k _ y- ^ "(2.3.4.) 
k=o 
In deze formule is N! =1x2x3 x (N-1) x H. 
0! = 1 
Er is in het laatste lid gezegd, dat wij de kans op 
k gunstige gevallen s^ willen noemen» 
Hoe gebruiken wij nu deze formule? B.v, bij onderzoek 
over de samenstelling van gezinnen! 
Laten er H kinderen zijn, en laat de geboorte van een 
meisje het gunstige geval zijn met kans p. Dan geeft s^. uit 
formule (2.3.4.) de kans, dat een gezin k meisjes telt, In 
werkelijkheid is gebleken, dat deze formule niet bruikbaar 
isj er zijn te veel gezinnen met hoofdzakelijk jongens of 
hoofdzakelijk meisjes. Hier moet uit worden geconcludeerd, 
dat de kans op meisjes voor verschillende ouderparen ongelijk 
is. Sommige ouders hebben een speciale neiging dochters te 
krijgen, anderen krijgen krachtens hun aanleg zoons, 
Uit dit voorbeeld blijkt ook het voordeel van een 
theoretische opbouw van een kansformule, zoals wij hebben 
gegeven. De ingewikkelde formule van (2.3.4.) is in zoverre 
eenvoudig, dat zij uit zeer weinig veronderstellingen is 
opgebouwd. Hu kunnen wij nagaan of dit in practijkgevallen 
wel voldoende is$ dit blijkt bij de gezinsopbouw niet het 
geval te zijn. 
2,4. De verwachting 
Tot dusver hebben wij gesproken over frequentiever­
delingen en kansverdelingen. Deze twee begrippen lijken op 
elkaar, maar zijn niet hetzelfde. Een frequentieverdeling 
is gevonden in een bepaalde tijd op een bepaalde plaats. 
Een kansverdeling geldt voor alle tijden en alle plaatsen, 
mits bepaalde omstandigheden aanwezig zijn. 
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Als een frequentieverdeling gegeven is, kan men een 
gemiddelde berekenen indien de< klassen van de verdeling door 
getallen kunnen worden aangeduid. Opbrengsten van tarwe kan 
men middelen, rassen niet. Bij kansverdelingen spreekt men 
niet van gemiddelden, maar van de verwachting, In dit woord 
wordt aangegeven, dat men het oog niet op het verleden 
geridht hoüdt, op hét geconstateerde feit, dodh op de toe-' 
komst, 
Bij alle belangrijke vormen van kansverdeling kan een 
verwachting worden uitgerekend ; natuurlijk weer onder de 
voorwaarde, dat de klassen een getalswaarde hebben. Het doel 
is in vele gevallen de kansverdeling door éên getal zo goed 
mogelijk te typeren. Als wij de getalswaarde van de klasse 
k noemen en de bijbehorende kans s^, dan wordt de ver­
wachting E (k) berekend met de formule. 
X k E (k) f c  » Z k a  ( 2 , 4 . 1 . )  
r sk • -: 
Br wordt even aan herinnerd, dat £ \ äe som van 
kansen is, en dus gelijk aan 1, 
In de practijk wil men vaak een gemiddelde van een 
frequentieverdeling berekenen met dezelfde formulej soms 
lukt het, soms niet. Dit ligt dan aan de aanduiding van de 
klassegrenzeni 
. Het volgend voorbeeld is verzonneni 
Leeftijdsklasse boeren Aantallen 
..<.25 3. 20 
25 - 30 30 (Tabel (2,4.2.) 
30 - 40 50 
40-50 -45 
50 - 65 35 
> 65 25 
In deze gevallen kan men veronderstellen, dat de 
boeren van 25 - 30 jaar gemiddeld 27s5 jaar zijn, maar 
wat is de gemiddelde leeftijd van de groep boven 65 jaar? 
Hier ig het niet meer mogelijk een gemiddelde te berekenen. 
Een gemiddelde is vaak niet eens de meest voor de hand 







2  0 , 1 8  




7 Oj 02 
8 0,01 
Het gemiddelde is in dit geval precies 2. In 5'ivan 
de gevallen wordt evenwel een lagere waarde aangetroffen 
en in slechts 31$ een hogere. 
Indien tabel (2,4.3=) niet een frequentieverdeling was, 
dooh een kansverdeling, dan zou ik "verwachten" dat een 
enkele uitslag beneden 2 zou vallen, immers daar vallen de 
meeste uitslagen. Toch wordt de verwachting berekend 
volgens formule (2.4.1.)« Persoonlijk voel ik in vele 
gevallen meer voor de mediaan, dat is de waarde, waar-
beneden 50$ van de kans of de waarnemingen valt. Toch zijn 
er vaak theoretische redenen waarom de verwachting de 
voorkeur verdient. 
Bij het binomium (2.3.4.) willen wij dit laten zien. 
Volgens (2.4.I.) is de verwachting 
v V- kl! k CT-k -s- CT! k CT-k 
2. k sk =2_ k, P <1 (k-1 ) !(CT—k) ! P g 
Stel nu 
k - 1 = a 
CT - 1 = b 
CT - k = b-a 
Bovenstaande formule wordt dan 
V CT (IT—1 ) î k-1 CT-k ,T v~ b! a b-a 
(k-1)! (N-Jc)! P,P ^ ~ a! (b-a)! P q 
In het laatste lid staan achter het somteken weer de 
termen van het binomium, met andere letters geschreven. 
"b De som is dus 1, omdat p + q =1, dus ook (p + q) . Wij 
vinden dus als verwachting E (k) bij het binomium 
E(k) = CT p (2.4*4.) 
Wanneer p erg klein is, begint de kansverdeling iets 
te lijken op de verdeling in tabel (2.4.3.). Het komt dan 
vaker voor, dat k kleiner blijft dan de verwachting, dan 
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dat k de verwachting overtreft. Wanneer dit laatste evenwel 
gebeurt, dan kan k zodanig uitschieten, dat het gemiddeld 
weer goed komt» 
Het is wel goed er op te wijzen, dat een verwachting 
niet tegen transformatie bestand is» Met transformatie 
wordt bedoeld, dat wij k vervangen door een funotie van k, 
b.v. k^ ôf Vk, De verwachting van zo*n functie is gewoonlijk 
niet diezelfde functie Van de verwachting, In symbolen 
E (Vk) £ VI (k), Met de oijfers van tabel (2»4«3. ) 
willen wij het laten zien, Daar varvangen wij k door Vk. 











Tabel (2.4« 5») 
,De berekende verwachting is. nu 1,20? dit is 'aanzienlijk 
minder dan \[2, 
Wij staan hiei- voor een moeilijkheid, die in de 
pra.otijk steeds voorkomt. Vaàk immers is de schaal, waarin c(e 
eenheden worden uit ge drukt, vrij willekeurig. Moeten wij 
werken met koeien/ha of met ha/koe5 of missohien met de 
logaritipe van een van deze grootheden? Het gemiddeld aantal 
ha per koe is iets anders dan het omgekeerde, van het aantal 
koeien per ha. Met de logarithmen berekenen wij weer een 
ander gemiddelde, , 
De mediaan is vaak wel tegen transformatie bestand, 
de.middelste waarneming blijft dé middelste in de meeste 
gevallen. Een uitzondering op deze regel hebben wij b.v» 
met kwadrateren, wanneer.er negatieve uitslagen voorkomen. 
Maar dit spreekt vanzelf. Meestal kan men met een grootheid 
werken die het midden houdt tussen een gemiddelde en een' 
mediaan. Daar kunnen wij meer van zeggen, als wij de trans­
formaties vérder bespreken. 
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2.5. Het toetsen van hypothesen 
In de meeste landen worden meer jongens geboren dan 
meisjes. Laten wij eens veronderstellen, dat in alle 
gezinnen de kans op een meisje "bij een geboorte 0,4 is. 
Op grond van het binomium vinden wij dan de volgende kans­
verdeling van aantallen meisjes in gezinnen met 10 kinderen 
(nog in leven of gestorven). 
Aantal meisjes kans 
0 0,006 
1 o, 040 
2 0,121 
3 0,215 Tabel (2.5.1.) 
4 0,251 






Wij verwachten, dat 6 van de 1000 gezinnen geheel uit 
jongensafllen bestaan en 1 van de 1000 gezinnen geheel uit 
meisjes, 
ITu willen.wij nagaan of onze hypothese wel klopt, door 
1 gezin te bekijken. Eerst nemen wij een toevallig monster, 
d,w,z. wij zorgen een lijst te krijgen waarop allerlei 
gezinnen met 10 kinderen voorkomen. Hierbij moeten wij 
nog erg voorzichtig zijn. Wanneer de directrice van een 
meisjesschool de lijst verschaft, dan zullen er wel te weinig 
gezinnen zonder meisjes op staan. Maar neem nu aan, dat de 
lijst aanvaardbaar is. Dan moet er volgens toeval een gezin 
worden uitgekozen. Dit gezin gaan wij bekijken. Stel dat 
er 1 meisje is en 9 jongens. Dit is wel een beetje gek. 
Zullen wij op grond hiervan beweren, dat de kans van 0,4 
op een meisje niet in alle gezinnen geldt? 
Eerst proberen wij na te gaan hoeveel "gekke" gevallen 
er nog meer zijn. Het merkwaardigste is een gezin met alleen 
meisjes, de kans is sleohts 0,0001, dus te verwaarlozen bij 
de gebruikte afronding. Dan volgen gezinnen met 9 meisjes, 
de kans is 0,002f nu komen gezinnen met enkel jongens, de 
kans is 0,006, dan de gezinnen met 8 meisjes, kans 0,011 
en pas dan de gezinnen met 1 meisje, hier is de kans 0,040» 
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Boor de genoemde kansen óp te tellen vinden wij een kans 
van P?059> dat wij een gezin vinden met één meisje of een 
nog merkwaardiger gezin«, 
Wij willen nu even samenvatten wat wij gedaan hebben» 
Eerst hebben wij de hypothese gevormd? dat de kans op een 
meisje 0,4 is. Deze hypothese kan het resultaat zijn van 
diep nadenken, of zo r.aareen slag in de lucht® In ieder 
geval, de hypothese is er, Toen hebben wij "besloten speciaal 
te letten op gezinnen met 10 kinderen» (Deze "beperking vindi 
. haar oorzaak alleen de in de onhandelbaarheid van het 
binomium« ) Vervolgens hebben wij de kansverdeling C2®5» 1 « ) 
opgesteld en besloten onze hypothese te toetsen. Een hypothese, 
die wordt getoetst heet een nulhypo the se » Als regel wordt 
een nulhypothese zo eenvoudig mogelijk gemaakt,. Verwerpen 
wij een nulhypothese, dan moet er een ingewikkelder hypothese 
worden opgesteld. 
Hu dan, aüs onze nulhypothese goed is, dan is ér een 
kans van 0,059, dat wij een resultaat vinden even merkwaardig, 
of merkwaardiger dan het resultaat dat wij kregen. Het is 
traditie deze kans niet erg klein te vinden en dus de nul­
hypothese te handhaven. Bij kansen tussen 0,05 en 0,01 gaat 
men twijfelen, "bij kansen "beneden 0,01 vóelt men zich zeker. 
Het is duidelijk, dat dit alles -vrij primitief is. Momenteel 
wordt ook aan hetere methoden gewerkt, maar daarop kunnen 
wij niet 'ingaan. 
• Wel willen wij letten op het verschil tussen eenzijdige 
•en tweezijdige overschrijdingskans. Wij hebb.en een voorbeeld 
gegeven van een tweezijdige toets. Erg weinig meisjes vonden 
wij vreemd, maar erg veel meisjes nog vreemder. Met een 
kleine verandering maken wij er ©en eenzijdige toets van. 
Laat de nulhypothese zijn, dat de kans op een meisje 
minstens 0,4 is.» Bij deze hypothese is-een gezin met 10 
meisjes-niet gek. Immers de kans op een meisje kan best 0,9 
zijnj dit past bij onze nieuwe nulhypothese, Sleohts 
gezinnen met geen of een meisje blijven'merkwaardig. Hun 
kans is samen 0,046. Voor velen is. dit een reden de nul­
hypothese te verwerpen. Wij zien dus; ' dat de manier van 
toetsen invloed heeft óp de eindconcluait, 
2.6. Variantie en standaardafwijking 
.... .. hebben-aan een-voorbeeld latèn'zién hoe een 
hj^othese kan worde*! getoetst door raid del vàn het binomium. 






(H + 9) pq .9 (2.6.1.)' 
(zie Hagooâ en Price? Statistics for sociologists 1952» P 335)» 
Dan kunnen wij namelijk ge"bruik maken van de variantie. 
In ( 2 . 4 . 4 . )  hebben'wij de verwachting van k weergegeven. 
Wij kunnen de werkelijkheid een "beetje forceren door te 
zeggen, dat de verwachting het gevolg is van de qorzaak. De 
afwijking van de verwachting is dan een uiting van het 
toeval. 
Er is veel geëxperimenteerd met pogingen de grootte van 
de afwijkingen in een getal vast te leggen. De teste methode 
is nog steeds, dat men de afwijkingen kwadrateert en daarna 
middelt 1 hierbij weegt men weer met de kansen. Het ver­
kregen getal heet de variantie V^. van de variabele k, 
Natuurlijk kunnen wij weer onderscheid maken tussen de 
variantie, die uit een frequentieverdeling wordt berekend 
en de variantie zoals die uit een kansverdeling volgt, In 
het laatste geval kunnen wij spreken over de verwachting 
van een variantie, E (V^.). Wij hebben dus 
E (k - Np)2 «. ]T(k - \ f sfc - E (Vk) (2.6.2.) 
Zonder meer willen wij hier mededelen, dat bij het binomium 
E (Vk) = pq N (2.6.3.) 
1c lc In vele gevallen is ^ interessanter dan k| immers ^ 
is de verwachting van p. Om dezelfde reden zoeken wij vaak 
lc de variantie van Omdat de variantie een kwadraat is,moeten 
wij beide leden van (2.6.3.) door delen. Dus 
E < V k / H >  - f -  ( 2 - 6 - 4 - >  
Wat gebeurt er nu, als U steeds groter wordt? Dan wordt 
/ \ E (V ) steeds kleiner^ dan wordt dus ook ^ een steeds 
betere schatting van p. 
De variantie geeft aan hoeveel men misschat, als men 
èên waarneming verricht. Maar de vorm,waarin dit wordt 
meegedeeld, spreekt niet erg aan, omdat de variantie een 
kwadraat is. Vaak wordt daarom de wortel van de variantie 
genomenj deze heet de standaardafwijking. 
Als aan voorwaarde (2,6.1.) is voldaan, kunnen wij nu 
toetsen met de standaardafwijking . Indien wij de nulhypothese 
afwijzen als het verschil tussen waarneming en verwachting 
groter is dan tweemaal de standaardafwijking, dan toetsen 
wij praotisoh met een tweezijdige overschrijdingskans van 51°* 
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2 In dit geval is de waargenomen variantie (k - pBT) 9 
dus meer dan viermaal de verwachte variantie pqlï. 
Wij -willen deze regel toepassen bij tabel (2.5»1»)« 
Daar is p = 0,4 en I = 10, dus E (k) =» pH = 4» De standaard­
afwijking is de wortel van pqN = 1,55» Op een afstand van 
tweemaal de standaardafwijking liggen de betrouwbaarheids-
grenzen, dus bij 0,9 en 7»1. Beneden de eerste grens en 
boven de tweede moet nu ongeveer 2,5$ van de totale kans 
liggen. Strikt genomen klopt er niet veel van» Maar wanneer 
wij de kans op 1 meisje opvatten als de kans dut di> frequentie 
van de meisjes tussen 0,05 e*1 0,15 ligT^» dan kunnen wij de 
berekende 4f° kans over dit interval "uitsmeren". Beneden een 
frequentie van 0,09 meisjes valt dan ongeveer 0,4 x 4$ = 
1 ,6$. De kans op nul meisjes is 0,6$ . Dit is samen 2,2$. 
Dit gaat al e-.. 2,5$ lijken. 
In dit voorbeeld gaat het slecht, omdat aan de voorwaarde 
van (2.6.1.) niet is voldaan. 
Men zal het misschien vreemd vinden, dat wij bij onze 
voorbeelden steeds stelden, dat er maar 1 gezin werd 
bekeken. Het lijkt doelmatiger er meer te nemen. Dit is maar 
schijn. In feite is verondersteld, dat een gezin geen eenheid 
is, dat de sekse van een kind niets zegt over de sekse van 
een ander kind. De gezinsgrenzen zeggen hier niets. Wanneer 
wij 100 gezinnen onderzoeken, dan hebben wij misschien 586 
kinderen. Hier is H = 586 en p = 0,4. Het aantal waarnemingen 
is nog steeds 1, er is êén groep van 586 kinderen waargenomen. 
Voorwaarde is slechts, dat de seksen elkaar niet 
beïnvloeden. Indien iemand een representatief monster kiest, 
zal hij misschien eerst een gezin met veel meisjes treffen! 
om het evenwicht te bewaren zal hij er een gezin met over­
wegend jongens bij kiezen. De sekse van de tweede keuze is 
in dit geval afhankelijk van de eerste. Dit mag beslist niet. 
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