Abstract. The system that monitors the events occurring in a computer system or a network and analyzes the events for sign of intrusions is known as Intrusion Detection System (IDS). The IDS need to be accurate, adaptive, and extensible. Although many established techniques and commercial products exist, their effectiveness leaves room for improvement. A great deal of research has been carried out on intrusion detection in a distributed environment to palliate the drawbacks of centralized approaches. However, distributed IDS suffer from a number of drawbacks e.g., high rates of false positives, low efficiency, etc. In this paper, we propose a distributed IDS that integrates the desirable features provided by the multi-agent methodology with the high accuracy of data mining techniques. The proposed system relies on a set of intelligent agents that collect and analyze the network connections, and data mining techniques are shown to be useful to detect the intrusions. Carried out experiments showed superior performance of our distributed IDS compared to the centralized one.
Introduction
Since the cost of information processing and Internet accessibility is dropping, more and more organizations are becoming vulnerable to a wide variety of cyber threats. Therefore, it has become increasingly important to make our information systems, especially those used for critical functions such as military and commercial purpose, resistant to and tolerant of such attacks. Intrusion Detection Systems (IDS) are an integral part of any security package of a modern networked information system. An IDS detects intrusions by monitoring a network or system and analyzing an audit stream collected from the network or system to look for clues of malicious behavior.
Basically, two main IDS can be distinguished: anomaly detection and misuse detection [9] . Indeed, misuse detection systems [9] use patterns of well known attacks or weak spots of the system to match and identify known intrusions. However, misuse detection techniques, in general, are not effective against novel attacks that have no already matched rules or patterns [9] . On the contrary, the anomaly detection systems flag activities, that significantly deviate from the established normal usage profiles as abnormal or in other words as intrusions. Anomaly detection techniques have been shown to be effective against unknown or novel attacks since no prior knowledge about specific intrusions is required. Nevertheless, the main moan that can be addressed to the anomaly detection systems is that they tend to generate more false alarms than do misuse detection systems, i.e., an anomaly can be simply a new normal behavior [32] .
The conventional approaches to intrusion detection involving a central unit 1 to monitor an entire system have several drawbacks [14] . To palliate them, the dedicated research witnessed a wealthy number of works heading towards a distributed 2 framework of monitors that carry out local detection and provide information to perform global detection of intrusions [14] .
Nevertheless, current distributed IDS also suffer from some drawbacks [19] . In fact, most commercial IDS are built in a hierarchical architecture: a tree structure with a control system at the top; information aggregation units at the internal nodes; and sensor units at the leaf nodes. Within these systems, the local intrusion detection components look for local intrusions and transmit their analysis results to the upper levels of the hierarchy. The components at the upper levels scrutinize the refined data from multiple lower level components and seek to establish a global view of the system state. Such IDS are not truly distributed systems, because of the centralized data analysis performed at the higher levels of the hierarchy [14] . Moreover, these systems suffer from the problem of single point of failure. In addition, most IDS detect attacks by analyzing information from a single host, or a single network interface, at many locations throughout the network. Thus, the designed feature of communication and cooperation between an IDS components are badly missing. This fact hampers the capability to efficiently detect large-scale distributed attacks [14] .
In the past twenty years, two of most prominent, dynamic and exciting research areas: multi-agent systems [42] and data mining [12] have emerged and developed separately. On the one hand, IDS needed to be able to resist attacks on themselves, fault tolerant, highly adaptable and configurable [29] . Given these characteristics, the multi-agent technology seemed to be an appropriate alternative for developing IDS [18] . Indeed, a distributed IDS based on multi-agent technology can effectively improve the detection accuracy, the detection speed, and enhance the system's own security [19] . Several IDS based on the multi-agent 1 An IDS is considered as centralized whenever the analysis of data is performed at a fixed number of locations, independent of how many hosts are being monitored [39] . 2 An IDS is considered as distributed whenever the analysis of the data is performed in a number of locations proportional to the number of hosts that are being monitored [39] .
methodology were developed [4, 22, 19, 29, 39] . On the other hand, along with the increasing complexity of networks, protecting a system against new and complex attacks, while keeping an automatic and adaptive framework, is a thriving issue within the intrusion detection domain. One answer to the problem could rely on data mining techniques [6, 28] . Following this trend, a wide variety of data mining techniques have been successfully applied into the intrusion detection domain [3, 8, 20, 24, 37] . In this paper, we investigate another way of tackling the aforementioned problems. Thus, we introduce a new distributed IDS, called MAD-IDS (Multi-Agent using Data mining based Intrusion Detection System). MAD-IDS is based on the integration of the multi-agents technology and the data mining techniques. In this respect, our proposed system uses a set of agents that can be applied to a number of tasks, namely: data capturing, detecting the known and unknown attack categories, extracting the set of signatures-based rules and ultimately alerting the administrator. Moreover, MAD-IDS efficiently merge both anomaly and misuse detection strategies by exploiting the advantages of the one to palliate the limitations of the other and vice versa. The performance of the IDS can be improved by combing anomaly and misuse analysis [10, 17, 33] . The main thrust of our approach stands in the use of an unsupervised anomaly detection technique based on the clustering algorithm. Furthermore, given the very high volume of connections observed per unit time, the association rule mining technique is shown to be useful in enabling a security analyst to understand and characterize emerging threats. The obtained model is more effective since the integration of multi-agent technology and data mining techniques makes an IDS more autonomous and efficient. Through extensive carried out experiments on intrusion detection benchmark datasets and real life network traffic, we show the effectiveness of our proposal in terms of (i ) the detection delay; (ii ) the scalability-related criteria such as network bandwidth and system response time; and (iii ) the detection ability.
The remaining of the paper is organized as follows. Section 2 sheds light on the related work that focuses on the integration of the multi-agent systems with the data mining techniques. We introduce our new distributed intrusion detection system based on the multi-agent technology in Section 3. We also relate the encouraging results of the carried out experiments in Section 4. Finally, Section 5 concludes and points out avenues of future work.
Scrutiny of the related work
In recent years and within the intrusion detection domain, an increasingly evident trend has emerged. The trend stands within the crossroads of multi-agent systems and data mining. Its development has reached to the level as a new and promising research area. In this respect, various distributed intrusion detection architectures using the multi-agent design methodology and the data mining techniques have been developed.
One of the well known examples of applying a combination of multi-agents methodology and the data mining techniques is JAM (Java Agents for Metalearning) [40] . The original idea behind JAM was the use of data mining techniques to correlate knowledge to build better models for fraud and intrusion detection. Thus, JAM uses association rules and frequent episode mining algorithms to determine the relationships between the different fields in audit trails. Moreover, a meta-learning classifier learns the signatures of attacks. For instance, JAM seemed to be shared between multiple organizations. However, it suffers from serious shortcomings that include the increase demand for runtime system resources and the inability to combine multiple models computed over distributed datasets with different schemas.
With the aim to improve the JAM's approach, Helmer et al. introduced in [16] a distributed IDS that integrates the data mining techniques, as well as mobile and static agents. Indeed, static agents collect the information and transform it in a common format. Besides, the mobile agents travel between monitored systems in a network, to obtain the information from the static agents, classify, correlate and report it to a user interface and a database via mediators. Finally, data mining agents use machine learning approaches towards an automated discovery of concise rules from system logs and audit data, to facilitate building, monitoring, and analyzing intrusions on distributed systems. In contrary to JAM, the proposed IDS focuses on data mining within an organization. It uses a different data representation that provides a single signature for each process.
Motivated by the issue that most of the existing commercial network-based IDS products are signature-based but not adaptive, Lui et al. [25] proposed an adaptive system using various data mining techniques and agent architecture. The data mining approaches include: the clustering, association and sequential rule extraction algorithms. These algorithms are used to accurately capture the actual behavior of the network traffic, and the mined portfolio is useful for differentiating "normal" and "attack" traffics.
Zhang et al. [44] combined the advantages of agent-based distributed analysis and clustering-based intrusion detection technique. The proposed approach focuses on the use of the clustering algorithm: (i ) to select the candidate anomalies at the level of IDS agents; and (ii ) to choose the true attack at the central IDS. However, the results of the clustering algorithm depend on the choice of the values of the cluster width. Whenever the latter is an unappropriate value, then the algorithm might label some intrusions as "normal", and some normal ones as "intrusion".
Moreover, Rehák et al. [35] introduced a prototype of agent-based IDS designed for deployment on high-speed backbone networks. The main contribution of the system, called CAMNEP, is the integration of several anomaly detection techniques by means of collective trust modeling within a group of collaborative detection agents, each featuring a specific detection algorithm. These algorithms maintain a model of expected traffic on the network and compare it with real traffic to identify the discrepancies that are identified as possible attacks. How-ever, CAMNEP is not able to detect attacks that consist of few packets, e.g., Buffer Overflow attack.
Palomo et al. [30] proposed an approach that integrates the Self-Organization Map (SOM) clustering approach within a multi-agents system. Indeed, the approach describes a multi-agents system with capabilities to analyze and discover knowledge gathered from distributed agents. These enhanced capabilities are obtained through a dynamic SOM and a multi-agents based communication system. The central administrator agent dynamically obtains information about the intrusions from the distributed agents and maintains a knowledge pool using a proposed growing SOM.
Recently, Shyu and Sainani [38] proposed a data mining assisted multi-agentbased IDS, called DMAS-IDS. DMAS-IDS employs three layers, called Host, Classification and Manager layers. Each one of these layers comprises agents capable of communicating the obtained results with each other. The agents are facilitated with a supervised classification algorithm called the Collateral Representative Subspace Projection Modeling (C-RSPM). However, C-RSPM is an ineffective classification algorithm with datasets possessing a very high number of classes, especially when the classes' distributions are very similar. In addition, the results of C-RSPM rely on a labeled training data instances which is not suitable for an on-line IDS.
In this paper, we propose a new distributed IDS, called MAD-IDS, which integrates the data mining techniques and the multi-agent technology. Unlike most of the surveyed works, where only one strategy is used for the detection of various attacks; MAD-IDS exploits the advantages of both misuse and anomaly detection strategies by merging them to remedy the corresponding disadvantages. Particularly, MAD-IDS focuses on the use of: (i ) an unsupervised anomaly-based clustering technique to detect the unknown intrusions; and (ii ) an association rule mining algorithm to summarize the network connections that are classified as anomalous.
The MAD-IDS system
The distributed structure of MAD-IDS is composed of different cooperative, communicant and collaborative agents for collecting and analyzing massive amounts of network traffic, called respectively: Sniffer, Filter, Misuse Detection, Anomaly Detection, Rule Mining and Reporter Agent. Figure 1 sketches the overall architecture of MAD-IDS.
The processing steps of MAD-IDS can be summarized as follows:
1. The Sniffer Agent is the first agent that connects to the network and gathers the packets; 2. The gathered packets are send to the Filter Agent which filters them; 3. The Misuse Detection Agent analyzes the collected and filtered packets, to detect the network connections that correspond to attacks for which signatures are available, and then to remove them from further analysis; Each of these agents is individually described in the following subsections.
The Sniffer Agent (SA)
A sniffer is a device that is able to intercept and log traffic passing over a network. It allows the capture of each packet and, if needed, it analyzes its content. The traffic can be IP, IPX, or AppleTalk network packets. In general, the sniffing can be used to: i ) analyze network problems; ii ) detect network intrusion attempts; and iii ) documenting regulatory compliance through logging all perimeter and endpoint traffic; etc.
Firstly, the Sniffer Agent (SA) captures the incoming packets by reading them from the network card in the machine and caches them in the memory at the interval of every 5 seconds. The benefits of this kind of agents include: i ) the cloning and the distribution throughout the network; and ii ) the duplication in order to lighten the network charge. Finally, the captured packets will be the input of the next agent, i.e., the Filter Agent.
The Filter Agent (FA)
A distributed IDS must undertake to analyze a huge volumes of events collected from different sources around the network. Consequently, the FA filters the packets already captured by the SA. It will treat these crude packets by achieving the following tasks:
-Distinguish the various fields of the packets collected in crude such as destination address and the protocol;
-Sort the packets by the category of packets (TCP, UDP, ICMP, etc.) concerned by a specific kind of intrusion.
The FA performs its tasks as a pretreatment phase, which precedes the analysis phase carried out by the following agent.
The Misuse Detection Agent (MDA)
This kind of agents analyzes the packets captured by the Sniffer Agent and then pre-processed by the FA. In fact, MDA searches for attack signatures 3 in these packets. Hence, if there is a similarity between the filtered packets and attacks signatures, then the agent raises an alert to the Reporter Agent, and then removes these anomalous packets from further analysis.
Within MAD-IDS, the MDA detects known attacks in the network connections, using a rule set based on the intruder signatures as well as an efficient pattern-matching using the Rete algorithm [13] . Attack signatures are a specific rule set provided by the Rule Mining Agent. Thus, each rule has the following structure:
1. Rule antecedent part: Contains the basic information about the rule, including:
a Protocol: The protocol used by the packet being analyzed. b Source information: IP address and port of the source computer that originated the packet. It is also possible to ignore these addresses to apply the rule on all packets irrespective of the IP address or the port number;
c Destination information: IP address and port of the destination computer in the packet. 2. Rule conclusion part: Indicates the alert that will be generated whenever the rule antecedent conditions are met. Even thought, the known attacks are detected, it remains nevertheless the problem of the new attacks detection. In this respect, to protect a system against new and complex attacks, while building an automatic IDS, researchers are increasingly looking at using data mining techniques for anomaly detection [7, [32] [33] [34] . In particular, the clustering technique can be considered as one of the most important unsupervised learning algorithms [5, 7, 15, 45] .
Thus, we introduce an anomaly detection agent based on the clustering technique. The agent is described in the following.
The Anomaly Detection Agent (ADA)
The Anomaly Detection Agent provides the combination of distributed IDS with the anomaly-based clustering technique.
Clustering is a widely used data mining technique [11, 26] which groups similar items, to obtain meaningful groups/clusters of data items in a data set. These clusters represent the dominant modes of behavior of the data objects determined using a similarity measure. A data analyst can get a high level understanding of the characteristics of the data set by analyzing the clusters.
Clustering provides an effective solution to discover the expected and unexpected modes of behavior and to obtain a high level understanding of the network traffic [7] . The main advantage that clustering affords is the ability to learn and detect intrusions in the audit data, while not requiring the system administrator to provide explicit descriptions of various attack classes/types [32] . The idea behind this technique is that the amount of normal connection data is usually overwhelmingly larger than the number of intrusions [15, 32] . Whenever this assumption holds, the anomalies and attacks can be detected based on cluster sizes, i.e, large clusters correspond to normal data, and the rest of the data points, which are outliers, correspond to attacks [15, 32] .
Indeed, the ADA detects the abnormal packets using an unsupervised anomalybased clustering algorithm that we introduce, called AD-Clust (Anomaly Detectionbased Clustering) [5] . AD-Clust combines two prominent categories of clustering, namely: distance-based as well as density-based (e.g. K-means [26] and DBSCAN [11] , respectively). It exploits the advantages of one to palliate the limitations of the other and vice versa. On the one hand, K-means is fast, easy to implement and not memory greedy. However , it is easily affected by the noise drawbacks that hamper the use of K-means for anomaly detection [15] . On the other hand, while the density-based clustering can solve the problem of the number of clusters dependency and handles noise well, it is not suitable as a stand-alone tool for intrusion detection. Indeed, the density-based clustering produces the suboptimal partitions of the dataset and puts lots of instances into noises which are dropped out, which makes the detection rates and the false positif rates worse [45] . Thus, the AD-Clust algorithm enables DBSCAN to efficiently handle very large data and improves the quality of the K-means algorithm by removing the noisy data and solving the problem of the number of clusters dependency.
The processing steps of our algorithm AD-Clust can be summarized as follows [5] :
1. Extraction of the density-based clusters that are considered as candidate initial cluster centers. The density-based clustering is used as a preprocessing step for the AD-Clust algorithm; 2. Compute the Euclidean distance between the candidate cluster center and the instance that will be assigned to the closest cluster. For an instance x i and a cluster center z i , the Euclidean distance is defined as:
3. The size of a neighborhood of instances is specified by an input parameter. We use k parameter to distinguish it from the k parameter used by the K-means algorithm. Hence, k specifies the minimal number of instances in a neighborhood and controls the granularity of the final clusters of the clustering-based density. If k is set to a large value, then a few large clusters are found. To reduce the number of candidate clusters k to the expected number k, we can iteratively merge the two most similar clusters. Otherwise, if k is set too small, then many small clusters will be generated. The clusters will be split, new clusters will be created to replace the empty ones and the instances will be re-assigned to existing centers. This iteration will continue until there is no empty cluster. Consequently, the outliers 5 of clusters will be removed to form new clusters, in which instances are more similar to each other. In this way, the value of initial cluster centers k will be determined automatically by splitting or merging clusters; 4. Within the detecting phase, the AD-Clust algorithm performs the detection of intrusions. Thus, for each novel instance I the algorithm proceeds as follows: (a) Compute the Euclidean distance and find the cluster with the shortest distance to I.
(b) Classify I by the category of the closest cluster. Clearly, if the distance between I and the cluster of "normal" is the shortest one, then I will be a normal instance. Otherwise, I is an intrusion.
The pseudo-code is shown by Algorithm 1 and the used notations are summarized in Table 1 . Table 1 . List of used notations in the AD-Clust algorithm. D : The network dataset which contains n packets {p 1 , ..., p n }. ε : The Euclidean neighborhood radius. η : The minimum number of neighbors required in ε.neighborhood to form a cluster. N : The set of points in ε.neighborhood of pi C : The set of clusters that outputs the algorithm. Z : The final cluster centers. k : The number of clusters to be found. C' : The clusters initially found by density based clustering algorithm. Z : The initial cluster centers. k : The number of clusters initially found by density based clustering algorithm.
Firstly, the algorithm starts by the use of the density-based clustering algorithm to produce a set of initial candidate clusters (cf. lines 2-14). Thus, it determines the neighborhood of each instance. If the neighborhood of instances is smaller than η, then a new cluster is created. Otherwise, the current instance is assigned to noise. The resulted clusters are considered as candidate initial cluster centers. The algorithm calculates the distance between the instances and the centers of the candidate clusters. Next, each instance will be assigned to the closest cluster (cf. lines [15] [16] [17] . In addition, AD-Clust splits or merges the clusters to automatically determine the value of initial cluster centers k (cf. lines [18] [19] [20] [21] [22] [23] [24] [25] [26] . Finally, a new set of initial cluster centers is obtained and used in the kmeans algorithm to classify the instances into 'normal' clusters and 'abnormal' clusters. (cf. lines [27] [28] .
Once the anomaly network connections are selected, the Rule Mining Agent is ready to carry out its task, which is described in the following subsection.
The Rule Mining Agent (RMA)
Even thought improving the detection rate and reducing the false alarm rate for attacks is an objective of paramount importance for an IDS, this task alone is not sufficient if the rate of network traffic is very high. For example, suppose a security analyst examines the output of an anomaly detector every 10 minutes during which two million connections are established. Even if a hundred of these connections are reported as anomalous, it is unfeasible for the analyst to examine 
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// Now we obtain C' clusters based on density. them in 10 minutes. Thus, there is a need for an approach whereby anomalous connections can be summarized into patterns that capture the essence of the anomalous behavior. In addition to making the human analyst's task manageable, this also had the advantage of providing templates from which signatures of novel attacks can be built for augmenting the database of signature-based IDSs.
In this respect, the RMA uses the association rule mining to achieve summarization of detected attacks. The formalization of the association rule mining problem was initially introduced by Agrawal et al. [1] . Given a set of records, the objective of mining association rules is to extract all rules of the form X ⇒ Y that satisfy a user-specified minimum support and minimum confidence thresholds. In fact, X is the premise of the rule and Y is its conclusion.
In the intrusion detection context, the association rule mining have been found to be valuable for analyzing a network traffic data [24, 41, 43] . Often times, the number of anomalous connections flagged by an IDS can be very large, thus requiring analysts to spend a large amount of time interpreting and analyzing each connection. By applying the association rule mining techniques, analysts can obtain a high-level summary of anomalous connections [7] .
Generally, standard association rule mining technique relies on a user-specified minimum support threshold to eliminate patterns that occur infrequently in the data. For a network intrusion data, the proportion of network traffic that corresponds to an attack is considerably smaller than that of normal traffic [7] . As a result, we should set the minsupp 6 value to a very low value to detect patterns involving the attack class [23] . However, this fact will degrade the performance of the association rule mining algorithm considerably and produces an overwhelming large number of rules for the normal class.
Although the association rules can detect sets of features that occur frequently in the network traffic data, the number of mined rules can be quite large, depending on the value of minsupp, which affects the speed of IDS and hampers its whole performance [7] . Some of these rules are redundant since they contains patters that correspond to the subsets of other patterns.
Example 2. Given two association rules:
The first association rule is more descriptive than the second one. The premise of R 2 , Dst Port=8888, is a subset of the premise of R 1 . If the support of these two rules is close, then R 2 is considered as redundant.
As consequence, to generate association rules without redundancy, we apply the generic association rule basis, which provides a concise representation of association rules introduced in [31] . Particularly, we apply the Informative Generic Basis (IGB) [2] . In addition to the elimination of redundancy, the application of the IGB basis during an intrusion detection process provides the increase of the overall coverage of detectable attacks.
Thus, once the anomalous connections are detected by the ADA, then the RMA is ready to mine the generic association rule set using IGB. The benefit is the reduction of information overloading for the security analysts. The extracted rule set may be a candidate signature-based rule for addition to the signature basis used by the MDA. This means that the database of signatures is updated regularly in order to ensure an adequate protection.
The Reporter Agent (RA)
The MDA and the ADA report their findings to the RA which transmits them to the administrator. Whenever an intrusion is detected, it will send an alert to the system administrator. This alert can be a message on the screen or a message to a centralized machine or an alert file.
Experimental results
In order to assess the overall performance of MAD-IDS in a realistic scenario, a prototype of the proposed architecture was implemented using Sun's Java Development Kit 1.4.1, the well known platform JADE 3.7, the Eclipse and the JPCAP 0.7.
JADE (Java Agent DEvelopment Framework ) 7 is a software Framework, which simplifies the implementation of multi-agent systems. The agent platform can be distributed by moving agents from one machine to another one.
In addition, JPCAP (Java library for CAPturing and sending network Packets) 8 is an open source library for capturing and sending network packets. All experiments were carried out on equivalent machines equipped with a 3GHz Pentium IV and 2GB of main memory running under Linux Fedora Core 6.
Through the carried out experiments, we have a twofold aim: first, we focus on the assessment of the AD-Clust detection ability. Second, we have to stress on evaluating the overall performance of the MAD-IDS system.
AD-Clust performances assessment
To assess the performance of the AD-Clust algorithm, we choose to compare AD-Clust vs. K-means and DBSCAN algorithms respectively. During experiments, we partly use the common benchmark, namely, the KDD99 dataset 9 . The dataset provides a standard corpus for evaluating intrusion detection algorithms. It also introduced more insider attacks. The attacks can roughly split into four main categories: Generally, to evaluate the detection ability of the intrusion detection algorithms, two interesting metrics are usually of use [34] : the Detection Rate (DR) and the False Positive Rate (FR).
1. The DR equals the number of correctly detected intrusions divided by the total number of intrusions in the dataset; 2. The FR equals the total number of normal instances that were incorrectly considered as attacks divided by the total number of normal instances in the dataset.
The value of the DR is expected to be as large as possible, while the value of the FR is expected to be as small as possible. Table 3 sketches the DR and FR for the considered datasets, using, respectively the K-means, the DBSCAN and the AD-Clust algorithms. Indeed, we test K-means using different numbers of the initial cluster centers k. According to Table 3 , we remak that both DR and FR increase as far as the number of clusters increases. However, this relationship is not suitable, since within an effective anomaly detection algorithm the FR should decreases along with the increase of both number of clusters and DR [15] . In addition, whenever the values of k are equal to 5, 23 and 300, the DR value is low. Otherwise, when the value of k is equal to 600, the DR increases to 97%. The increase of DR is due to the partition optimal of K-means. Thus, within the K-means algorithm, we have to try different values of k in order to find the optimal one.
In addition, Table 3 shows that the DR of AD-Clust is 99.12% and is greeter than that of DBSCAN. The FR of AD-Clust is only 1.41% and is by far lower than that of DBSCAN. The bad results of DBSCAN can be explained by the suboptimal partitions of the dataset and the consideration of several instances as noises which are dropped out.
Finally, Table 3 shows that the AD-Clust algorithm automatically partitions the same data set into 621 clusters. Moreover, it allows the reduction of FR along with the increase of DR.
During the following experiments, we set the value of k of K-means at the optimal value, i.e. 621.
The rates DR and FR change in relation to each other. Whenever the DR is the highest, the FR is the lowest, and vice versa. Consequently, these two metrics can be of use to plot a ROC curve (Receiver Operating Characteristic) [27] . Figure 2 (Right) compares the ROC curve of AD-Clust vs. those of K-means and DBSCAN. The ROC curve assesses the accuracy of the intrusion detection algorithm [27] . Thus, we conclude that AD-Clust is more accurate than Kmeans and DBSCAN. In addition, we tested the scalability of AD-Clust, DBSCAN and K-means. Figure 2 (Left) plots the running time against different numbers of data points. These results show that the running time of the three algorithms linearly increases with the number of instances. Thus, we can conclude that AD-Clust is faster than both DBSCAN and K-means.
Overall Performance of the MAD-IDS System
In the following, the performance of the entire MAD-IDS architecture will be evaluated. In this respect, we used machines that were connected via a switch, thus forming a switched network. For a realistic testing environment, attacks needed to be interjected into a volume of network traffic. Consequently, we simulated attacks using the well known tool Metasploit 10 version 3.5.1. Metasploit is both a penetration testing system and a development platform for creating security tools. It is used by the security researchers world-wide to test an IDS. The description of the eight different attack types used in the evaluation is shown in Table 4 . A remote administration tool that allows almost complete control over a computer by the remote attacker.
attack3: SPYWARE-PUT Hijacker
The spyware Hijacker is a type of malware that can be installed on computers, and which collects small pieces of information about users without their knowledge.
attack4:
Nmap TCP Scan
Scans many ports to determine available services on a single host using UDP packets.
attack5: Finger User
Allows an attacker to disrupt a network using the redirection capability in the finger daemon.
attack6: RPC Linux Statd Overflow Buffer overflow vulnerability exists making it possible for malformed requests by an attacker to be devised giving root privileges.
attack7:
DNS Zone Transfer DNS server provides information for all DNS resource records registered with DNS server that can be used by attackers to better understand a network.
attack8: HTTP IIS Unicode
An attacker could send a specially crafted URL containing Unicode characters to access files and folders on the Web server with the privileges of the user account.
We have conducted evaluations in terms of (i ) the detection delay; (ii ) the scalability-related criteria such as network bandwidth and system response time; and (iii ) the detection ability. During the evaluations, we compare the results of the MAD-IDS system vs. that of Snort. Snort is an open source network IDS. It is able to perform the analysis of network traffic in a real-time using a rule-driven language, which combines the benefits of signature, protocol and anomaly based inspection methods [36] .
Multi-agents vs. centralized IDS Firstly, we answer to the question: why the realization of the multi-agents IDS is advantageous ? Indeed, Figure 3 (Right) plots the detection delay against the number of packets, using the MAD-IDS and Snort systems. Clearly, the results show that the detection delay of both systems linearly increases with the number of packets. Thus, the figure highlights that our proposed system MAD-IDS is faster than the system Snort. Moreover, we also implemented a centralized IDS with local sensor that forward filtered data to a central analysis node. Figure 3 (Left) shows the detection time needed, using the MAD-IDS system vs. that of need by a centralized one. Thus, our proposed distributed IDS is much faster than the centralized one. This can be explained by the fact that agents operate directly on the host, where an action has to be taken, their response is faster than systems where actions were taken by the central coordinator.
Bandwidth consumption and response time It is known that two of the most important elements of network performance are bandwidth and latency. On the one hand, the bandwidth is the transmission capacity of the network, usually measured in bits per second.
On the other hand, the network latency is the amount of time it takes for a packet to travel from the source to the destination. We use latency to describe the amount of time it takes once an attack takes place till it gets resolved.
As depicted in Figure 4 (Right), the maximum bandwidth consumed by MAD-IDS is 0.06 Mbits/sec, which is very low as well. This makes our proposed system low cost which is definitely a desirable feature for any distributed system. Figure 4 (Left) illustrates the network latency, i.e., the response times required by MAD-IDS with respect to the attack types. According to this figure, the detection of all attack types, on average, result in very similar and low response time. This is definitely a desirable feature.
In conclusion, it is clear from the obtained results that in our proposed architecture, the performance of the system will not deteriorate too much with the increase in the number of attacks, which is justified by its low bandwidth consumption and quick response time behavior. Also, in case of more machines are connected to the network, the MAD-IDS system still withstand the load and swiftly deliver the results.
Detection ability According to Figure 5 (Right), we can see that the false alarm rates of our adaptive system is significantly lower compared to that of Snort. For instance, adaptive mechanisms used by the agents can change normal profiles correspondingly, enabling MAD-IDS to better suit the environment. Consequently, false alarms can be reduced correspondingly. This result is confirmed by Figure 5 (Left) that shows that the detection rates of MAD-IDS is by far better than Snort configuration.
Knowing that a main challenge of existing IDSs is to decrease the false alarm rates, the main benefit of our adaptive system is to lower the false alarm rate, while maintaining a good detection rate.
Conclusion
In this paper, a novel distributed IDS, called MAD-IDS was introduced. MAD-IDS incorporates the desirable features of the multi-agents methodology with the highly accurate data mining techniques. On the one hand, the multi-agent system is efficient for enhancing security, flexibility and cooperative detective ability of distributed IDS. On the other hand, the MAD-IDS system uses the clustering and the association rules techniques to analyze large network packets more intelligently and automatically. In fact, the anomaly-based clustering technique, particularly the AD-Clust algorithm, will try to automatically determine which data instances fall into the normal class and which ones are intrusions. The AD-Clust algorithm was able to detect a large number of intrusions while keeping the false rate reasonably low. As consequence, our system addresses the specific limitations described by the central approaches and the monolithic systems. It performs a distributed search and analysis using multi-agent system, eliminating then the single point of failure drawbacks. In addition, MAD-IDS guarantees that the system can be extended in a straightforward manner. For example, new task agents can be added after the MAD-IDS is initially deployed, without requiring any changes to the existing set of agents. The experimental results showed that MAD-IDS is an efficient system that yields promising results, indicating a high accuracy, a good scalability and a low response time.
Future work include the following issues:
-First, the network data is temporal (i.e., streaming) in nature, and the development of algorithms for mining data streams is necessary for building real-time IDS;
-Second, the low frequency of computer attacks requires modification of standard data mining algorithms for their detection;
-Finally, new approaches have been suggested using ontologies as a way to represent and understand the attacks domain knowledge, expressing the IDS much more in terms of their domain and performing intelligent reasoning [21] . Thus, as future work, we need to integrate ontology within MAD-IDS. This fact can provide agents with a common interpretation of the environment signatures which are matched through the data structure based on the MDA.
