Abstract. Obtaining a well distributed non-dominated Pareto front is one of the key issues in multi-objective optimization algorithms. This paper proposes a new variant for the elitist selection operator to the NSGA-II algorithm, which promotes well distributed non-dominated fronts. The basic idea is to replace the crowding distance method by a maximin technique. The proposed technique is deployed in well known test functions and compared with the crowding distance method used in the NSGA-II algorithm. This comparison is performed in terms of achieved front solutions distribution by using distance performance indices.
Introduction
Multi-objective techniques using genetic algorithms (GAs) have been increasing in relevance as a research area. In 1989, Goldberg [1] suggested the use of a GA to solve multi-objective problems and since then other investigators have been developing new methods, such as multi-objective genetic algorithm (MOGA) [2] , non-dominated sorted genetic algorithm (NSGA) [3] and niched Pareto genetic algorithm (NPGA) [4] , among many other variants [5] .
Achieving a well-spread and well-diverse Pareto solution front can be a time consuming computational problem, associated with multi-objective evolutionary algorithms (MOEAs). A good background review about the use of bounded archive population in MOEAs can be found in [6] . The computational complexity is directly related with the level of diversity and distribution the MOEAs aims to obtain. The higher this level, the larger computational power will be required. Indeed, as it was stated in [7] "For example, NSGA-II uses a crowding approach which has a computational complexity of ¢ set is completed. The maximin sorting scheme is depicted in algorithm 1, assuming a minimization problem. Table 1 presents the notation used in algorithm 1. In each generation the new population is merged with the archive population, resulting in set T, from with the new archive is obtained by applying the proposed algorithm (lines 0-1). After that, the algorithm selects the best solutions for each objective (lines 2-4) into the ¢ set. Then the non-dominated front is removed from the non-selected population into ¢ set until the last allowed front being considered does not fit into the ¢ set (lines 5-9). Therefore, the square of the distance, " ! ( 1a), between each non-dominated solution and the set of solutions already selected, ¢ , is evaluated, selecting the solution whose distance to the set is greater (1b). Every time a solution enter to the set 
end for 19: end while
Genetic Settings
To compare the results a gray binary MOEA is used, with 24 bits by parameter, crossover probability
(f is the string length), niching parameter
, dominance pressure of 100%, population size of 100 strings. Moreover, the algorithm is executed in 1000 generations per test.
Functions used
The test bed is formed by a total of five functions. Three functions 
Performance indices
To study the solution diversity the following indices are used: the spacing index ( (7) and the minimal distance graph ( 2 1 4 3 ) (8) . In all indices is the average of index because it never uses the same distance more than once and relates all solutions together (see figure 2) . Moreover, the 2 1 U 3 index can be used in any dimensional space in spite of the ( ) index. 
Simulation results
To compare the maximin sorting scheme and the crowding distance technique several simulations were conducted involving
runs each. For the results analysis are considered the median, average, standard deviation, and the minimum and the maximal solutions obtained.
For the q and q ¡ optimizations both schemes obtain good diversity (figures 3 and 4). Nevertheless, the maximin sorting scheme achieved better performance indices (tables 2 and 3), reaching better results, even though, the worst results obtained with the maximin sorting scheme are in the same range of the best results with the crowding distance. Due to the proximity of achieved indices values, it is difficult to conclude about the superiority of any algorithm. Thus, this results were subjected to the Mann-Whitney test which shows that the proposed method is significantly better for For q ¢ the crowding distance method presents better performance indices (see table 4). However, the maximin sorting scheme reaches the best results in terms of the achieved distribution. The reason for this is due to the maximin algorithm has difficulty in converging for some tests to the entire non-dominate fronts (see figure 5) . the maximin scheme leads to much better results, as can be seen by figures 6 to 8 and tables 5 and 6. In these simulations the worst test case obtained by the maximin scheme is superior to the best case obtained by the crowding distance method.
Conclusions and further work
A maximin sorting algorithm to select non-dominated solutions which complete the new population was proposed. The new algorithm was integrated in a MOEA in order to test its capacity to generate well distributed non-dominated Pareto fronts. This technique was deployed in well known test functions and the results compared with the ones obtained by using the NSGA-II crowding distance method. The analysis was made considering some distance performance indices and points out that the algorithm reaches ( © optimization a set of non-dominated solutions, along the Pareto front, with a good spread, outperforming the crowding method in most of the test functions, particularly when involving three objectives. The proposed algorithm is more demanding in terms of computational load. However, the improvement gained in terms of diversity compensates this cost. In the nearby future the proposed method will be compared with other techniques such as the C-NSGAII, -MOEA, and SPEA. These tests will incorporate more performance criteria and access the execution computational time.
