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Abstract
We study the localization properties of a disordered tight-binding Hamilto-
nian on a generic bipartite lattice close to the band center. By means of a
fermionic replica trick method, we derive the effective non-linear σ-model de-
scribing the diffusive modes, which we analyse by using the Wilson–Polyakov
renormalization group. In addition to the standard parameters which define
the non-linear σ-model, namely the conductance and the external frequency,
a new parameter enters, which may be related to the fluctuations of the stag-
gered density of states. We find that, when both the regular hopping and the
disorder only couple one sublattice to the other, the quantum corrections to
the Kubo conductivity vanish at the band center, thus implying the existence
of delocalized states. In two dimensions, the RG equations predict that the
conductance flows to a finite value, while both the density of states and the
staggered density of states fluctuations diverge. In three dimensions, we find
that, sufficiently close to the band center, all states are extended, indepen-
dently of the disorder strength. We also discuss the role of various symmetry
breaking terms, as a regular hopping between same sublattices, or an on-site
disorder.
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I. INTRODUCTION
An interesting and still debated issue in the physics of the Anderson’s localization con-
cerns the existence of delocalized states in dimensions d ≤ 2, the conditions under which
they appear, and their properties. This problem, which is, for instance, of relevance in the
theory of the integer quantum Hall effect [1], got recently a renewed interest after evidences
of a metal–insulator transition in two dimensions have been discovered [2].
One of the cases in which localization does not occur in any dimension is at the band
center energy of a tight binding model on a bipartite lattice, when both the regular hopping
and the disorder only couple one sublattice to the other, i.e. in the so called two sublat-
tice model [4–6]. Although this is not a common physical situation, its consequences are
surprising, and seem to escape any quasi-classical interpretation, which, on the contrary,
provides simple physical explanations of other delocalization mechanisms [3]. Already in
1976, Theodorou and Cohen [4] realized that a one dimensional tight binding model with
nearest neighbor random hopping has a single delocalized state at the band center (see also
Ref. [5]). Afterwards, Wegner [6] and Oppermann and Wegner [7] showed that a delocalized
state indeed exists under the above conditions in any dimension, within a large–n expan-
sion, being n the number of orbitals per site. Later on, Wegner and Gade [8] argued that
these models correspond to a particular class of non-linear σ-models for matrices in the zero
replica limit. They were able to show that the quantum corrections to the β-function which
controls the scaling behavior of the conductance vanish at the band center at all orders in the
disorder strength. thus implying a metallic behavior at this value of the chemical potential.
Moreover, they showed that, contrary to the standard case, the β-function of the density of
states is finite. These results were based upon the non-linear σ-model derived by Gade [9]
by means of a boson-replica trick method, in a particular two sublattice Hamiltonian with
broken time reversal invariance.
More recently, the model without time reversal invariance has got a renewed interest
for its implications in different physical contexts, for instance models with non-Hermitean
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stochastic operators, or random flux models in two dimensions (see e.g. Refs. [10–12]).
In this paper, we present an analysis of a generic disordered tight-binding Hamiltonian
on a generic bipartite lattice. The starting model is therefore of quite general validity, also
describing systems with time reversal invariance, and reduces in particular cases to the
model discussed by Gade [9], or, in the honeycomb lattice, to models of Dirac fermions [12],
or, finally, to random flux models [10,11]. By means of a fermionic-replica trick method, we
derive the generic non-linear σ-model describing the diffusive modes, which we analyse by
the Renormalization Group (RG). Needless to say, the effective model belongs to the same
class of non-linear σ-models identified by Wegner and Gade, demonstrating once more the
universality of this description in the theory of Anderson localization [13].
Since the work is quite technical, we prefer to give in the following section a short
summary of the main results.
A. Summary of the main results
In this section we shortly present the main results, with particular emphasis to the
connections and differences with the standard theory of the Anderson’s localization.
We consider a generic bipartite lattice and work with a unit cell which contains two
sites from opposite sublattices. The Pauli matrices σ’s act on the two components of the
wavefunction, corresponding to the two sites within each unit cell. In this lattice, we study
a disordered tight-binding Hamiltonian which has the peculiar property of involving only
both Pauli matrices σ1 and σ2. In other words, H satisfies the conditions
{H, σ3} = 0, {H, σ1} 6= 0, {H, σ2} 6= 0, (1)
where {. . . , . . .} indicates the anticommutator. By means of a path-integral approach within
a fermionic replica trick method, we find that the low-energy diffusive modes at the band
center, E = 0, can be represented by the non-linear σ-model
S[U ] =
2πσxx
16
∫
dR Tr
[
~∇U(R)−2 · ~∇U(R)2
]
3
− 2π
32
Π
2
∫
dR
{
Tr
[
U(R)−2 ~∇U(R)2
]}2
, (2)
where U(R) is unitary and belongs to the coset space U(4m)/Sp(2m), being m the number
of replicas. At finite energy E 6= 0, the symmetry of U(R) gets reduced to Sp(2m)/Sp(m)×
Sp(m), as in the standard case [16]. The enlarged symmetry is accompanied by new diffusive
modes which appear in the retarded-retarded and advanced-advanced channels, which are
instead massive in the standard case. In (2), σxx is the Kubo conductivity (in units of e
2/h¯)
in the Drude approximation. We find that the new coupling constant, Π, is proportional to
the fluctuations of the staggered density of states, i.e. to the following correlation function
1
V
∑
RR′
e−iq(R−R
′)(〈ρs(E,R)〉〈ρs(E,R′)〉, (3)
where the bar indicates the impurity average, and ρs(E,R) is the staggered density of states
at energy E,
ρs(E,R) =
∑
n
φn(R)
†σ3φn(R)δ(E − ǫn),
being φn(R) the two-component eigenfunction of energy ǫn.
The structure of the above action was derived by Gade and Wegner [8] for a partic-
ular Hamiltonian. Here, we derive it for a generic bipartite lattice and random hopping.
Moreover, we provide a simple physical interpretation of Π.
Going back to (2), Gade and Wegner [8] gave a beautiful proof, based just on symmetry
considerations, that the quantum corrections to the β-function of σxx vanish in the zero
replica limit. In Appendix E, we outline how their proof works in our case, which is sligthly,
but not qualitatively, different from the U(N)/SO(N) case they have considered. Essentially,
one can show that the action (2) posseses an invariant coupling σxx + mΠ, which, in the
m→ 0 limit, implies that σxx is not renormalized, apart from its bare dimensions.
On the contrary, both the density of states and Π have non vanishing β-functions. In
d = 1, the system flows to strong coupling, hence we can not access the asymptotic infrared
behavior. Nevertheless, the starting flow of the running variables indicates that the density
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of states diverges. In d = 2, 3, the system flows to weak coupling, hence we can safely assume
that the infrared behavior is captured by the RG equations. Indeed, in two dimensions, the
density of states diverges at E = 0, while, in d = 3, it saturates to a finite value, although
exponentially increased in 1/σxx. Moreover, Π has an anomalous behavior in d = 2, where it
is predicted to diverge logarithmically. We explicitly estimate how these quantities behave
as E → 0, by means of a two-cutoff scaling approach, as discussed by Gade [9].
We have also analysed various symmetry breaking terms. The simplest ones are those
which spoil the particular symmetry Eq.(1) of the model at E = 0, i.e. an on-site disorder
or a same-sublattice regular hopping. These perturbations bring the symmetry of U(R)
down to Sp(2m)/Sp(m)× Sp(m), as in the standard localization problem. However, by
evaluating the anomalous dimensions of these terms, we can estimate the cross-over lengths
above which the symmetry reduction is effective. While in d = 1, 2 these terms always lead
to a localized behavior also at the band center, in d = 3 the vicinity to the band center leads
to an increase of the window in which delocalized states exist.
Finally, if the impurity potential breaks time-reversal symmetry, the matrix field U(R)
is shown to belong to the coset space U(2m), which indeed agrees with the analysis of Gade
[9].
The paper is organized as follows. In section II, we introduce the Hamiltonian. In section
III, we derive the path-integral representation of the model, by using Grassmann variables
within the replica trick method, and, in section IV, we study the symmetry properties of the
action. In section V, we evaluate the saddle point of the action, while in sections VI, VII,
VIII we derive the effective non-linear σ-model describing the long-wavelength fluctuations
around the saddle point. The Renormalization Group analysis is presented in section IX,
and the behavior in the presence of on-site disorder, of a same-sublattice regular hopping
or with broken time reversal invariance is studied in sections X, XI, and XII, respectively.
Finally, section XIV is devoted to a discussion of the results. We have also included several
appendices containing more technical parts.
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II. THE MODEL
We consider a tight binding Hamiltonian on a bipartite lattice, of the form
H =
∑
R∈A
∑
R′∈B
hRR′
(
c†RcR′ + c
†
R′cR
)
, (4)
where A and B label the two sublattices and the hopping matrix elements hRR′ are randomly
distributed. We take a unit cell which includes two sites from different sublattices. In some
cases, like the honeycomb lattice, this is indeed the primitive unit cell. In other cases, like
the square lattice, it is not.
In this representation, the Hamiltonian can be written as
H =
∑
RR′
h12RR′
(
c†1Rc2R′ +H.c.
)
(5)
where 1 and 2 label now the two sites in the unit cell, while R and R′ refer to the unit cells,
and h12RR′ = h
21
R′R. By introducing the two component operators
cR =

 c1R
c2R

 ,
we can also write the Hamiltonian as
H =
∑
R,R′
c†RHRR′ cR′
=
∑
R,R′
1
2
(
h12RR′ + h
21
RR′
)
c†Rσ1cR′ +
i
2
(
h12RR′ − h21RR′
)
c†Rσ2cR′ , (6)
where the σi’s (i = 1, 2, 3) are the Pauli matrices. We notice that, quite generally, the
Hamiltonian involves both σ1 and σ2, but neither σ3 nor σ0, so that it satisfies the conditions
in Eq. (1).
We can write h12RR′ = t
12
RR′ + τ
12
RR′ , where t
12
RR′ are the average values, which represent the
regular (translationally invariant) hopping matrix elements, while τ 12RR′ are random variables
with zero average, which we assume to be gaussian distributed with width
〈
(
τ 12RR′
)2〉 = u2 (t12RR′)2 .
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The dimensionless parameter u is a measure of the disorder strength in units of the regular
hopping. In this way, the Hamiltonian is written as the sum of a regular part, H(0), plus a
disordered part, Himp.
For the regular hopping, we define
tRR′ =
1
2
(
t12RR′ + t
21
RR′
)
, wRR′ =
1
2
(
t12RR′ − t21RR′
)
,
so that the non disorderd part, H(0), of the Hamiltonian is
H(0) =
∑
R,R′
c†RH
(0)
RR′ cR′ =
∑
R,R′
c†R (tRR′σ1 + iwRR′σ2) cR′ . (7)
Since, for any lattice vector R0, tRR′ = tR+R0 R′+R0 , as well as wRR′ = wR+R0R′+R0 , and,
moreover, tRR′ = tR′R while wRR′ = −wR′R, the Fourier transforms satisfy tk = t∗k (tk real)
and wk = −w∗k (wk imaginary). In momentum space, the Hamiltonian matrix, H(0)k =
tkσ1 + iwkσ2, is diagonalized by the unitary transformation ck = Ukdk, with
Uk = e
−ipi
4
σ2ei
θk
2
σ1 , (8)
where
tan θk =
iwk
tk
= −Imt
12
k
Re t12k
. (9)
Indeed, U †kH
(0)
k Uk = ǫkσ3, where ǫ
2
k = t
2
k − w2k = |tk|2 + |wk|2.
A. Current operator
The commutator of the density c†RcR with the non disordered Hamiltonian (7) is
∑
R′
c†R (tRR′σ1 + iwRR′σ2) cR′ − c†R′ (tR′Rσ1 + iwRR′σ2) cR,
or, in Fourier space,
∑
k
(tk+q − tk) c†kσ1ck+q + i (wk+q − wk) c†kσ2ck+q.
Therefore, in the long wavelength limit, the current operator in the absence of disorder is
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~J (0)q ≃
∑
k
~∇ktkc†kσ1ck+q + i~∇kwkc†kσ2ck+q
=
∑
k
~∇kǫk c†k ~Bk · ~σck + ǫk ~∇θkc†k ~B⊥,k · ~σck (10)
=
∑
k
~∇ǫk d†kσ3dk+q + ǫk ~∇θk d†kσ2dk+q, (11)
the last being the expression in the basis which diagonalizes the Hamiltonian H0. In (10),
~σ = (σ1, σ2, σ3), and the vectors
~Bk = (cos θk, sin θk, 0), ~B⊥,k = (− sin θk, cos θk, 0), (12)
describe intra and inter-band contributions to the current vertex. Notice that the regular
hopping Hamiltonian can be simply written as H(0) =
∑
k ǫkc
†
k
~Bk · ~σ ck.
Moreover, since also the impurity part of the whole Hamiltonian, (5), does not com-
mute with the density operator, in the disordered model the current operator acquires an
additional term proportional to the random hopping matrix elements, which we discuss later.
III. PATH INTEGRAL
The starting point of our analysis is a path-integral representation of the generating
functional, in terms of Grassmann variables, following the work by Efetov, Larkin and
Khmelnitskii [16]. To this end, we introduce, for each unit cell R, the Grassmann variables
cR;a,p,α and their complex conjugates cR;a,p,α, where a = 1, 2 is the sublattice index, p = ±
is the index of the advanced (+) and retarded (-) components, and the index α runs over
m identical copies of the model, as in the usual replica trick method. In what follows, by
convention, the Pauli matrices σ’s act in the two sublattice space, the τ ’s in the space of
the Grassmann fields c and c, and the s’s in the ± space.
In order to treat on equal footing both the particle-hole and the particle-particle diffusive
modes (diffusons and cooperons, respectively), as implied by time-reversal invariance, it is
convenient to introduce the Nambu spinors ΨR and ΨR defined through
ΨR =
1√
2

 cR
cR

 ,
8
where cR and cR are column vectors with components cR;a,p,α and cR;a,p,α, respectively, and
ΨR = [cΨ]
t ,
where c = −iτ2 is the charge conjugation operator. The action in terms of the spinors is
[see Eq.(6)]
S = −∑
RR′
ΨR
(
E + i
ω
2
s3 −HRR′
)
ΨR′
= −∑
RR′
ΨR
(
E + i
ω
2
s3 −H(0)RR′
)
ΨR′ +
∑
RR′
ΨRHimp,RR′ ΨR′
= S0 + Simp, (13)
where E ± iω/2 are the complex energies of the advanced/retarded components.
A. Disorder average
Before taking the disorder average, we notice that, in the spinor notation,
c†1Rc2R′ +H.c. → 2Ψ1RΨ2R′ = 2Ψ2R′Ψ1R.
Therefore, the impurity part of the action can be written as
Simp =
∑
R,R′
2τ 12RR′Ψ1RΨ2R′ .
The generating functional, within the replica method, is
Z =
∫
DΨDΨDτP [τ ]e−S0−Simp, (14)
where P [τ ] is the gaussian probability distribution of the random bonds τ 12RR′ . The average
over disorder changes the impurity action into
Simp = −
∑
R,R′
2u2
(
t12RR′
)2 (
Ψ1RΨ2R′
)2
= −∑
R,R′
2u2
(
t12RR′
)2 (
Ψ1RΨ2R′
) (
Ψ2R′Ψ1R
)
. (15)
We define
9
WRR′ = 2u
2
(
t12RR′
)2 ∈ Re,
so that W ∗q =W−q, and introduce
Xαβ1R = Ψ
α
1RΨ
β
1R,
where α is a multilabel for Nambu, advanced/retarded and replica components, and analo-
gously Xαβ2R , as well as their Fourier transforms. By these definitions,
Simp =
1
V
∑
q
∑
α,β
W−qX
αβ
1,qX
βα
2,−q. (16)
This form, as compared to (15), has the advantage to allow a simple Hubbard–Stratonovich
transformation. Notice that the use of Nambu spinors has the great advantage to involve
just a single Fourier component of WRR′ . If we write
Wq = ωqe
iφq ,
where ωq > 0 and φq = −φ−q, and define
Y1q = e
−iφq
2 X1q, Y2q = e
i
φq
2 X2q,
Simp takes the simple form
Simp =
1
V
∑
q
ωqY
αβ
1,q Y
βα
2,−q =
1
V
∑
q
ωq
2
Tr [Y1,qY2,−q + Y2,qY1,−q]
=
1
V
∑
q
ωq
4
Tr [Y0,qY0,−q − Y3,qY3,−q] , (17)
where we have introduced Y0 = Y1+ Y2 as well as Y3 = Y1− Y2. Moreover, our choice of the
impurity potential, which does not break, on average, the spatial symmetries of the lattice,
implies that φq = −θq, see Eq.(9).
We notice that, if a term is written as
λ
A2
4
∑
αβ
XαβXβα = λ
A2
4
Tr
(
X2
)
,
where X = X† and λ = ±1, one can always decouple it, by introducing an hermitean matrix
Q, by the following Hubbard–Stratonovich transformation
10
exp
[
λ
A2
4
Tr
(
X2
)]
= N
∫
DQ exp
[
−A−2Tr(Q2) +
√
λTr
(
QX t
)]
, (18)
where the normalization factor N−1 =
∫ DQ exp [−A−2Tr(Q2)]. In the specific example,
(17) can be transformed into
Simp =
1
V
∑
q
1
ωq
Tr [Q0qQ0−q +Q3qQ3−q]− i
V
∑
q
Tr
[
Q0qY
t
0−q + iQ3qY
t
3−q
]
=
1
V
∑
q
1
ωq
Tr [Q0qQ0−q +Q3qQ3−q]
− i
V
∑
q
Tr
[
Q0q
(
cos
φq
2
X t0−q + i sin
φq
2
X t3−q
)]
− i
V
∑
q
iT r
[
Q3q
(
cos
φq
2
X t3−q + i sin
φq
2
X t0−q
)]
. (19)
If we define Qq = Q0qσ0 + iQ3qσ3, we obtain
Simp =
1
V
∑
q
1
2ωq
Tr
[
QqQ
†
q
]
− i
V
∑
p,q
ΨpQ−qe
− i
2
φqσ3Ψp+q (20)
=
1
V
∑
q
1
2ωq
Tr
[
QqQ
†
q
]
− i∑
R
ΨRQRΨR +
i
V
∑
p,q
Ψp
(
1− e− i2φqσ3
)
Q−qΨp+q, (21)
where the last term vanishes at q = 0. Notice that the two-sublattice symmetry properties of
the Hamiltonian, see Eq. (1), are reflected in the particular form of the Q-matrix, which only
contains the Pauli matrices σ0 and σ3. In particular, since the tensor Q(R) ∼ Ψ(R)Ψ(R),
σ0 selects the uniform component while σ3 the staggered component of the product of the
two Grassmann fields. Notice that the electron-Q coupling in the ΨR basis can be written
as a local coupling but for the last term in (21). To simplify the notation of this term we
find it useful to define the operator Lˆ through
LˆQ(R) =
1
V
∑
q
eiqR
(
1− e i2φqσ3
)
Qq. (22)
If we now transform the spinors in Eq.(20) to the diagonal basis, the coupling to the
Qq matrix transforms as U
†
p+qQqe
i
2
φqσ3Up . The simplest consequence is that, in the diagonal
basis, Qk1,k2 = Q0,k1,k2σ0 + iQ1,k1,k2σ1 depends on two wavevectors. However, in the case of
cubic lattices, see Eq.(A1),
11
U †p+qQqe
i
2
φqσ3Up+q = e
− i
2
θp+qσ1 (Q0,q − iQ3,qσ1) e i2θpσ1e− i2φqσ1
= e−
i
2
(θq+φq)σ1 (Q0,q − iQ3,qσ1) = Q0,q − iQ3,qσ1,
since φq = −θq. Therefore, for cubic lattices, we can also write
Simp =
1
V
∑
q
1
2ωq
Tr
[
QqQ
†
q
]
− i∑
R
ΦRQ(R)ΦR, (23)
where now ΦR is the Grassmann field of the dR operators, and the matrix Q(R) = Q0(R)σ0+
iQ1(R)σ1, with Q1(R) = −Q3(R) defined above.
Finally, we notice that, in the case of the honeycomb lattice, at the wavevector q∗, con-
necting the two Dirac cones of the non-disordered dispersion band, ωq∗ = 0. This observation
will turn useful when discussing the long-wavelength behavior of the model.
IV. SYMMETRIES
The action (13), at E = ω = 0, i.e. at the band center with zero complex frequency, is
invariant under a transformation ΨR → T ΨR if
c T t ctHRR′ T = HRR′ .
Since the random matrix elements HRR′ involve both Pauli matrices σ1 and σ2, T has to
satisfy at the same time c T t ct σ1 T = σ1 and c T
t ct σ2 T = σ2. This implies that
c T t ct = σ1 T
−1 σ1 (24)
σ1 T
−1 σ1 = σ2 T
−1 σ2. (25)
The condition (25) can be fulfilled only by a transformation T = T0σ0 + T3σ3
Under such a transformation
Q → cT tctQT = σ1T−1σ1QT ≡ σ2T−1σ2QT
Since σ1Qσ1 = Q
†, then
12
T−1σ1QTσ1 = T
†Q†σ1
(
T−1
)†
σ1 = T
†σ1Q
(
T−1
)†
σ1.
Hence, the transformation is also unitary, T † = T−1. Moreover, such a transformation leaves
the Q-manifold invariant, which implies that our Hubbard-Stratonovich decoupling scheme,
which makes use of Q = Q0σ0 + iQ3σ3, is exhaustive.
The unitary transformation, T , can be written as
T = exp
[
W0
2
σ0 +
W3
2
σ3
]
, (26)
where
W †0 = −W0, W †3 = −W3.
In addition, we must impose the charge conjugacy invariance, which, through Eq.(24), im-
plies that
cW t0c
t = −W0 = W †0 ,
cW t3c
t = W3 = −W †3 .
The number of independent parameters turns out to be 16m2, which suggests that T is
related to a unitary group, specificaly U(4m), as argued by Gade and Wegner [8]. In fact,
we can alternatively write
T =

 e
W0+W3
2 0
0 e
W0−W3
2

 ≡

 U 0
0 c U † ct

 , (27)
where U is indeed a unitary transformation belonging to U(4m). The invariance of (13)
at finite frequency, ω 6= 0, implies the additional condition cT tcts3T = s3, which reduces
the number of independent parameters to 8m2 + 2m, lowering the symmetry of U down to
Sp(2m).
If E 6= 0, T has to satisfy also
cT tctT = σ1T
−1σ1T = 1.
This implies that, at finite energy, i.e. away from the band center, T does not contain
anymore a σ3-component. Indeed E lowers the symmetry of U down to Sp(2m), which is
further reduced to Sp(m)× Sp(m) by a finite frequency, as in the standard situation [16].
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V. SADDLE POINT
The full action
S = −∑
k,q
Ψk
(
Eδq0 + i
ω
2
s3δq0 −H(0)k δq0 +
i
V
Q−qe
− i
2
φqσ3
)
Ψk+q
+
1
V
∑
q
1
2ωq
Tr
[
QqQ
†
q
]
, (28)
by integrating over the Nambu spinors, transforms into
S[Q] =
1
V
∑
q
1
2ωq
Tr
[
QqQ
†
q
]
− 1
2
Tr ln
[
E + i
ω
2
s3 −H(0) + iQ− iLˆQ
]
. (29)
The saddle point equation for homogeneous solutions at E = 0 and ω = 0+ is
Q = i
ω0
4
∫
d2k
4π2
(
i0+s3 − ǫk + iQ
)−1
+
(
i0+s3 + ǫk + iQ
)−1
,
where ω0 =
∑
R−R′ 2u
2(t12R−R′)
2. The general solution is
Qsp =
π
4
ω0ρ(0)s3 ≡ Σs3, (30)
with ρ(0) being the density of states at E = 0. In order to distinguish transverse from
longitudinal modes, it is convenient to parametrize the Q-matrix in the following way
Q(R)P = σ1T (R)
−1σ1 [Qsp + P (R)]T (R) ≡ Q(R) + σ1T (R)−1σ1P (R)T (R). (31)
Here P (R) describes the longitudinal modes, which we discuss more in detail in section VII,
and T the transverse modes. Namely, T has the form given in Eq.(27),
T (R) = exp
(
W (R)
2
)
= exp
(
W0(R)
2
σ0 +
W3(R)
2
σ3
)
, (32)
with exp[(W0 +W3)/2] belonging now to the coset space U(4m)/Sp(2m). This amounts to
impose that
{W0, s} = 0, [W3, s] = 0,
by which it derives that
14
Q(R) = σ1T (R)
−1σ1QspT (R) = Qspe
W0(R)σ0+W3(R)σ3 . (33)
In the ± space, we can write
W0 =

 0 B
−B† 0

 , W3 =

 iA 0
0 iC

 , (34)
where A† = A, C† = C, and additionally, since cW tct = σ1W †σ1 = −σ1Wσ1, then cAtct =
A, cCtct = C and cBtct = B†. By writing
A = A0τ0 + i (A1τ1 + A2τ2 + A3τ3) , (35)
B = B0τ0 + i (B1τ1 +B2τ2 +B3τ3) , (36)
C = C0τ0 + i (C1τ1 + C2τ2 + C3τ3) , (37)
we find that the above conditions imply that, for i = 0, . . . , 3,
Bi, Ai, Ci ∈ Re, (38)
and
A0 = A
t
0, C0 = C
t
0, (39)
while, for j = 1, 2, 3,
Aj = −Atj , Cj = −Ctj . (40)
VI. EFFECTIVE ACTION
In this section, we derive the effective field theory describing the long wavelength trans-
verse fluctuations of Q(R) around the saddle point. In the case of honeycomb lattices, we
should worry about the momentum component of Q which couples the two Dirac cones.
However, one can see that the free action of Q diverges at this wavevector, so that we are
allowed to ignore the fluctuations around this momentum.
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A. Integration over the Grassmann fields
As we said, by integrating (28) over the Grassmann variables, we obtain the following
action of Q:
− S[Q] = − 1
V
∑
q
1
2ωq
Tr
[
QqQ
†
q
]
+
1
2
Tr ln
[
E + i
ω
2
s3 −H(0) + iQ− iLˆQ
]
. (41)
We start by neglecting the longitudinal fluctuations. Then, since Q = T˜ †QspT , where we
define T˜ = σ1Tσ1 ≡ σ2Tσ2, we can rewrite the second term of S[Q] as
1
2
Tr ln
(
ET˜T † + i
ω
2
T˜ s3T
† − T˜H(0)T † + iQsp − V
)
, (42)
where we define
V = iT˜ LˆQT †.
Since H
(0)
RR′ involves either σ1 and σ2, while T involves σ0 and σ3, then
H
(0)
RR′T (R
′)† = T˜ (R′)†H(0)RR′ = T˜ (R)
†H(0)RR′ +
(
T˜ (R′)† − T˜ (R)†
)
H
(0)
RR′
= T˜ (R)†H(0)RR′ − ~∇T˜ (R)† ·
(
~R− ~R′
)
H
(0)
RR′
+
1
2
∂ijT˜ (R)
† (Ri − R′i)
(
Rj − R′j
)
H
(0)
RR′ .
Therefore the term T˜H(0)T † which appears in (42) can be written at long wavelengths as
T˜ (R)H
(0)
RR′T (R
′)† = H(0)RR′ − iT˜ (R)~∇T˜−1(R) · ~J (0)(R′)RR′
+
1
2
T˜ (R)∂ijT˜ (R)
−1 (Ri − R′i)
(
Rj − R′j
)
H
(0)
RR′
≡ H(0)RR′ + URR′ , (43)
where we used the fact that the long-wavelength part of the current operator in real space
is, see (B3),
~J(R′) = −i∑
R
(
~R − ~R′
)
c†RHRR′cR′ .
Notice that in (43) only the current vertex which derives from the regular hopping appears,
which is not the full current operator.
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Moreover, a further current-like coupling will arise from the expansion in V (see below).
To this end, in the long-wavelength limit, the operator Lˆ, see (22), can be approximately
written as
LˆQ(R) ≃ −~β · ~∇Q(R)σ3 − 1
2
(
~β · ~∇
)2
Q(R), (44)
where ~β = ~∇φ(q = 0)/2.
Having defined U , (42) can be written as
1
2
Tr ln
(
ET˜T † + i
ω
2
T˜ s3T
† − U − V −H(0) + iQsp
)
= −1
2
Tr lnG+
1
2
Tr ln
(
1 +GET˜T † +G i
ω
2
T˜ s3T
† −GU −GV
)
, (45)
where G = (−H(0)+iQsp)−1 is the Green’s function in the absence of transverse fluctuations.
The effective field theory is then derived by expanding S[Q] up to second order in U and
V , and first order in E and ω. In this way we get the following terms.
B. Expansion in the Q free action
The free part of the action
S0[Q] =
1
V
∑
q
1
2ωq
Tr
[
QqQ
†
q
]
,
can be expanded at small q. Since ωq = ω−q, then
ωq ≃ ω0(1 − γq2),
leading to
S0[Q] ≃ 1
2ω0
∫
dRTr
[
Q(R)Q(R)†
]
+
γ
2V ω0
∑
q
q2Tr
[
QqQ
†
q
]
=
1
2ω0
∫
dRTr
[
Q2sp
]
+
γ
2ω0
∫
dRTr
[
~∇Q(R) · ~∇Q(R)†
]
. (46)
The second term is a contribution to the current-current correlation function of the part of
the current vertices proportional to the random hopping.
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C. Expansion in E
Expansion of (45) in E gives
E
2
Tr
(
G T˜T †
)
= −i E
ω0
Tr
(
QspT˜ T
†) = −i E
ω0
TrQ. (47)
D. Expansion in ω
Expansion in ω gives
i
ω
4
Tr
(
G T˜ sˆT †
)
=
ω
2ω0
Tr (s3Q) . (48)
E. Expansion in U
The second order expansion in U contains the following terms:
− 1
2
Tr (GU) , (49)
and
− 1
4
Tr (GU GU) , (50)
Taking in (49), the component of U containing second derivatives, we get
−1
4
Tr
{
T˜ (R)∂ijT˜ (R)
−1 (Ri − R′i)
(
Rj − R′j
)
H
(0)
RR′G(R
′, R)
}
.
By means of the Ward identity (B6), the above expression turns out to be
− χ
++
ij
8
Tr
{
T˜ (R)∂ijT˜ (R)
−1} , (51)
which, integrating by part, is also equal to
− χ
++
ij
8
Tr
{
T˜ (R)∂iT˜ (R)
−1T˜ (R)∂jT˜ (R)
−1}
= − 1
16
χ++ij Tr [DiDj −Dis3σ1Djs3σ1] (52)
− 1
16
χ++ij Tr [DiDj +Dis3σ1Djs3σ1] . (53)
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Here we have introduced a matrix ~D(R) with the i-th component
Di(R) = D0,i(R)σ0 +D3,i(R)σ3 ≡ T˜ (R)∂iT˜ (R)−1. (54)
The part of (49) which contains first derivatives gives rise to a boundary term
[
1
V
∑
k
~∇θk ǫ
2
k
ǫ2k + Σ
2
] ∫
dRTr
[
~∇W (R)σ3
]
, (55)
where Σ has been defined by Eq.(30), which we discard by taking appropriate boundary
conditions.
Let us now analyse the term (50), where we have to keep of U only the part containing
first derivatives. By making use of (43), this term is, in momentum space,
1
4
∑
kq
Tr
{[
T˜ ~∇T˜−1
]
q
· ~J (0)k+qG(k + q)
[
T˜ ~∇T˜−1
]
−q · ~J
(0)
k G(k)
}
≃ 1
4
∑
kq
Tr
{[
T˜ ~∇T˜−1
]
q
· ~J (0)k G(k)
[
T˜ ~∇T˜−1
]
−q · ~J
(0)
k G(k)
}
=
1
4
∑
k
∑
R
Tr
{
~D(R) · ~J (0)k G(k) ~D(R) · ~J (0)k G(k)
}
,
(56)
valid for small q. Here the matrix ~J
(0)
k =
~∇ktkσ1 + i~∇kwkσ2. The non vanishing terms in
(56) have both ~D’s either ~D0σ0 or ~D3σ3 [see (54)].
In the diagonal basis, upon defining, as we did in Eq.(30), Qsp = Σ s3, with Σ =
πω0ρ(0)/4, the Green’s function is
G(k) = 1−ǫkσ3 + iπ4ω0ρ(0)s3
= −i Σ
ǫ2k + Σ
2
σ0s3 − ǫk
ǫ2k + Σ
2
σ3s0
≡ G0(k)σ0s3 +G3(k)σ3s0. (57)
Going back to the original basis,
G(k) = UkG(k)U †k = G0(k)σ0s3 +G3(k) ~Bk · ~σs0, (58)
where ~Bk has been defined in (12). Therefore,
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σ3G(k)σ3 = G0(k)σ0s3 −G3(k) ~Bk · ~σs0 = −s1G(k)s1. (59)
By means of (59), we find that
σ3 ~J
(0)
k G(k)
+σ3 = − ~J (0)k σ3G(k)+σ3 = ~J (0)k G(k)−, (60)
from which it derives that (56) can be written as the sum of two different terms
1
16
χ+−ij Tr [DiDj −Dis3σ1Djs3σ1] (61)
+
1
16
χ++ij Tr [DiDj +Dis3σ1Djs3σ1] . (62)
By summing (61), (62), (52) and (53), we get
1
16
(
χ+−ij − χ++ij
)
Tr [DiDj −Dis3σ1Djs3σ1] ,
which is equal to
− 2π
32Σ2
σ
(0)
ij
∫
dRTr
(
∂iQ(R)∂jQ(R)
†) , (63)
where
σ
(0)
ij =
1
2π
(
χ+−ij − χ++ij
)
is the Kubo conductivity with the current vertices which involve only the regular hopping
[cf. Eq.(B4].
F. Expansion in V
The expansion in V up to second order, gives two terms
− 1
2
Tr (GV ) , (64)
and
− 1
4
Tr (GV GV ) , (65)
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In addition, we must also consider the mixed term
− 1
2
Tr (GU GV ) . (66)
The first order term (64) is
−1
2
Tr (GV ) =
i
ω0
Tr (QspV )
=
1
ω0
∫
dRTr
(
Q(R)†~β · ~∇Q(R)σ3
)
(67)
− 1
2ω0
∫
dRTr
(
~β · ~∇Q(R)†~β · ~∇Q(R)
)
. (68)
The first term (67) is another boundary term, which we neglect. The second order term,
Eq.(65), gives
− 1
4V
∑
k
(
G0(k)
2 +G3(k)
2
) ∫
dRTr
[
~β · ~∇Q(R)†~β · ~∇Q(R)
]
. (69)
Notice that the saddle point equation implies that
1
V
∑
k
G3(k)
2 − G0(k)2 = 2
ω0
.
By using the above equation in (68), we find that (69) plus (68) give
− 1
2V
∑
k
G3(k)
2
∫
dRTr
[
~β · ~∇Q(R)†~β · ~∇Q(R)
]
= − 1
2V
∑
k
ǫ2k
ǫ2k + Σ
2
∫
dRTr
[
~β · ~∇Q(R)†~β · ~∇Q(R)
]
(70)
The contribution of the mixing term, (66), can be evaluated in a similar way, giving
1
2V
∑
k
ǫ2k
ǫ2k + Σ
2
∫
dRTr
[
~∇θk · ~∇Q(R)†~β · ~∇Q(R)
]
. (71)
We notice that, since φq = −θq, then (70) and (71) can be included in (63) if the following
redefinition of the current vertex is assumed:
~J
(0)
k =
~∇ǫk ~Bk · ~σ + ǫk
(
~∇θk − ~∇θ0
)
~B⊥,k · ~σ. (72)
Therefore the Kubo conductivity which appears in (63) has to be calculated with the above
expression of the regular current vertex. This has notable consequences. First of all, for
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cubic lattices, the interband contribution vanishes, hence the Kubo conductivity coincides
with the true one, since the enlargment of the unit cell was artificial. This is compatible
with (23), where we showed that the impurity action is local in the basis which diagonalizes
the regular hopping, implying that the regular current vertex contains only the intraband
operator.
To conclude, the effective action so far derived is therefore
S[Q] =
1
2ω0
∫
dRTr
[
Q(R)Q(R)†
]
+
γ
2V ω0
∑
q
q2Tr
[
QqQ
†
q
]
+
2π
32Σ2
σ
(0)
ij
∫
dRTr
(
∂iQ(R)∂jQ(R)
†)
+
∫
dR i
E
ω0
Tr (Q(R))− ω
2ω0
Tr (s3Q(R)) . (73)
VII. LONGITUDINAL FLUCTUATIONS
The full expression of the Q-matrix we must indeed consider is the one given by (31),
Q(R)P = T˜ (R)
−1 [Qsp + P (R)]T (R) ≡ Q(R) + T˜ (R)−1P (R)T (R)
≡ Q(R) + S(R), (74)
where T (R) involves transverse fluctuations and
P (R) = (P00s0 + P03s3) σ0 + i (P31s1 + P32s2)σ3, (75)
being all P ’s hermitean. Charge conjugation implies that cP tct = P . The field P (R) takes
into account longitudinal fluctuations which are massive. Let us define Γ(R−R′) the Fourier
transform of ω−1q . Then, the free action of the QP field is
S[QP ] =
1
2
∫
dRdR′ Γ(R−R′)Tr
[
QP (R)QP (R
′)†
]
=
1
2ω0
∫
dRTr
[
QP (R)QP (R)
†] (76)
−1
4
∫
dR dR′ Γ(R− R′) Tr
[(
QP (R) −QP (R′)
) (
QP (R)
† −QP (R′)†
)]
. (77)
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Since QQ† = Q2sp, (76) gives
1
2ω0
∫
dRTr
[
P (R)P (R)† + 2QspP (R) +Q
2
sp
]
.
The second term cancels with the first order expansion of Tr lnGP , since Qsp is the saddle
point solution. What is left, i.e.
1
2ω0
∫
dRTr
[
P (R)P (R)†
]
, (78)
is actually the mass term of the longitudinal modes, since the second order expansion in P
of Tr lnGP is zero. The other term, (77), can be analysed within a gradient expansion of
QP (R) − QP (R′) = ~∇QP (R) ·
(
~R− ~R′
)
+ . . .. The details of the calculations are given in
Appendix C1, so that, in this section, we just present the final results.
The free action of the longitudinal fields is found to be
S0[P ] =
1
V
∑
q
1
2ωq
Tr(PqP
†
q ). (79)
Here, we neglect the the contribution of the invariant measure, which, in the zero replica
limit, gives rise to fluctuations smaller by a factor u2 than Eq.(79). The integration over P
with the above action has several important consequences for the action of the transverse
modes (see Appendix C1).
First of all, all the terms of the Kubo conductivity with the random current vertices are
recovered. In addition, we find a new operator
− 2π
8 · 32Σ4Π
∫
dRTr
[
Q†(R)~∇Q(R)σ3
]
· Tr
[
Q†(R)~∇Q(R)σ3
]
, (80)
which has contributions from two different terms. The first one is obtained by expanding
each Green’s function in (50) at first order, GP = G0 − iG0PG0, and the second is derived
by (77). They are analogous to the components of the Kubo conductivity with regular and
with random current vertices, respectively.
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VIII. EFFECTIVE NON–LINEAR σ-MODEL
In conclusion the final expression of the action of the transverse modes in the long-
wavelength limit is
S[Q] =
2π
32Σ2
σxx
∫
dRTr
(
~∇Q(R) · ~∇Q(R)†
)
+
∫
dR i
E
ω0
Tr (Q(R))− ω
2ω0
Tr (s3Q(R))
− 2π
8 · 32Σ4Π
∫
dRTr
[
Q†(R)~∇Q(R)σ3
]
· Tr
[
Q†(R)~∇Q(R)σ3
]
, (81)
where we make use of the fact that, in the models we consider, σij = δijσxx. Since Q(R) =
QspT (R)
2, see Eq.(33), expressing T (R) by means of U(R) as in Eq.(27), the action at
E = ω = 0 can also be written as
S[U ] =
2πσxx
16
∫
dR Tr
[
~∇U(R)−2 · ~∇U(R)2
]
− 2π
32
Π
2
∫
dR
{
Tr
[
U(R)−2 ~∇U(R)2
]}2
, (82)
as anticipated in the section IA. As compared to the non-linear σ-model which is obtained
in the absence of the particle-hole symmetry [16], the above action differs first of all because
of the symmetry properties of the matrix field U(R), which describes now the Goldstone
modes within the coset space U(4m)/Sp(2m). Moreover, it also differs for the last term
of (81), which, in the general case, even if present, is not related to massless modes. An
analogous term was originally obtained by Gade [9] in a two sublattice model described by
two on-site levels with a regular hopping of the formHRR′ = tRR′σ1, and a local time-reversal
symmetry breaking random potential Himp,R = w1Rσ1 + w2Rσ2, which we discuss in section
XII.
Although the action may be parametrized by a simple unitary field U(R) as in (82), we
prefer to work with the matrix Q(R) which has the more transparent physical interpretation
Q(R) ∼ Ψ(R)Ψ(R).
Finally, it is important to notice that either σxx and Π have contributions from both
the regular and the random current vertices. This implies that, even in the limit of strong
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disorder, in which the average hopping is negligible with respect to its fluctuations, these
constants are finite and become of order unity [7,11].
A. Gaussian Propagators
At second order in W , the dispersion term
2πσxx
32Σ2
∫
dR Tr
(
~∇Q†~∇Q
)
≃ −2πσxx
32
∫
dR Tr
(
~∇W ~∇W
)
=
2πσxx
32
∫
dR 4Tr
(
~∇B~∇B†
)
+ 2Tr
(
~∇A~∇A + ~∇C~∇C
)
,
where A, B and C are defined through Eqs.(35), (36) and (37). For the B’s we find the
quadratic action
πσxx
2
4∑
i=0
∑
k
∑
ab
k2Bi,ab(k)Bi,ab(−k),
so that
〈Bi,ab(k)Bj,cd(−k)〉 = δijδacδbdD(k), (83)
where
D(k) =
1
πσxx
1
k2
. (84)
For the A’s we have to take into account also the disconnected term:
− 2πΠ
32 · 8Σ4
∫
dRTr
[
Q†(R)~∇Q(R)σ3
]
· Tr
[
Q†(R)~∇Q(R)σ3
]
≃ −2πΠ
64
∫
dRTr
[
~∇W3
]
· Tr
[
~∇W3
]
=
2πΠ
64
∫
dRTr
[
~∇A+ ~∇C
]
· Tr
[
~∇A+ ~∇C
]
=
2πΠ
16
∫
dRTr
[
~∇A0 + ~∇C0
]
· Tr
[
~∇A0 + ~∇C0
]
.
The non vanishing propagators are
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〈A0,ab(k)A0,cd(−k)〉 = D(k) (δacδbd + δadδbc)
− D(k) Π
σxx +Πm
δabδcd, (85)
〈C0,ab(k)C0,cd(−k)〉 = D(k) (δacδbd + δadδbc)
− D(k) Π
σxx +Πm
δabδcd, (86)
〈A0,ab(k)C0,cd(−k)〉 = −D(k) Π
σxx +Πm
δabδcd, (87)
where m is the number of replicas, while for i = 1, 2, 3
〈Ai,ab(k)Ai,cd(−k)〉 = D(k) (δacδbd − δadδbc) (88)
〈Ci,ab(k)Ci,cd(−k)〉 = D(k) (δacδbd − δadδbc) . (89)
Notice that the particular symmetry of the two-sublattice model leads to additional
diffusive modes in the retarded-retarded and advanced-advanced channels, which are not
massless in the standard case [16].
B. Physical Meaning of Π
Let us introduce an external source which couples to the staggered density of states,
which is accomplished by adding to the action a term
∫
dRΨRs3σ3λˆ(R)ΨR,
where, in the replica space, the source λˆα,β = λαδα,β. The fluctuations of the staggered
density of states is obtained by the derivative of the partition function with respect, for
instance, to λα and λβ, with α 6= β. Inserting the source term in the action, and integrating
over the Grassmann fields after introducing the matrix Q, leads to the following expression
of the staggered density of states fluctuation in terms of Q:
F (R,R′) =
1
π2ω20
〈Tr [Qαα(R)s3σ3]Tr [Qββ(R′)s3σ3]〉. (90)
The gaussian estimate of the above correlation function at momentum k is given by
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F (k) = −16 Σ
2
π2ω20
〈[A0,αα(k) + C0,αα(k)] [A0,ββ(−k) + C0,ββ(−k)]〉 = 64Σ
2
π2ω20
D(k)
Π
σxx +Πm
.
(91)
Therefore, Π is directly related to the singular behavior of the staggered density of states
fluctuations.
IX. RENORMALIZATION GROUP
In this section, we will apply the Wilson–Polyakov Renormalization Group (RG) proce-
dure [14,16] to analyse the scaling behavior of the action. Indeed, some of the calculations
which we present are redumdant, given the proof by Gade and Wegner that the β-function
is zero [8] (see Appendix E). Nevertheless, other results besides the conductance β-function
are important, so that we describe the whole RG procedure.
A. RG equations
In the spirit of Wilson–Polyakov RG approach [16,14], we assume that
T (R) = Tf (R)Ts(R),
where Tf involves fast modes with momentum q ∈ [Λ/s,Λ], while Ts involves slow modes
with q ∈ [0,Λ/s], being Λ the higher momentum cut-off, and the rescaling factor s > 1.
Within an ǫ–expansion, where ǫ = d− 2, we define
∫ Λ
Λ/s
d~k
(2π)d
D(k) ≡ L = 1
4π2σxx
ln s + O(ǫ).
It is straightforward to show the following result
Tr
[
~∇Q†~∇Q
]
= Tr
[
~∇Q†f · ~∇Qf
]
+2Tr
[
~Dsσ1Qf ~DsQ
†
fσ1
]
− 2Σ2Tr
[
~Ds ~Ds
]
+4Tr
[
~DsQ
†
f
~∇Qf
]
, (92)
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where Qf = T˜
†
fQspTf and
~Ds = Ts~∇T †s . Moreover,
1
Σ4
Tr
[
Q†~∇Qσ3
]
· Tr
[
Q†~∇Qσ3
]
= Tr
[(
~∇Ws + ~∇Wf
)
σ3
]
· Tr
[(
~∇Ws + ~∇Wf
)
σ3
]
. (93)
Since the fast and slow modes live in disconnected regions of momentum space, only the
stiffness term (92) generates corrections. By expanding the terms coupling slow and fast
modes up to second order in Wf , the stiffness generates an action term for the slow modes
which, after averaging over the fast ones, is
2πσxx
32Σ2
∫
dRTr
[
~∇Q†s~∇Qs
]
+ 〈F1〉f − 1
2
〈F 22 〉f , (94)
where
F1 =
2πσxx
32Σ2
∫
dR − 2Tr
[
~Dσ1QspWf ~DWfQspσ1
]
+2Tr
[
~Dσ1Qsp ~DQspW˜
2
f σ1
]
, (95)
and
F2 = 4
2πσxx
32
∫
dRTr
[
~DWf ~∇Wf
]
. (96)
The explicit evaluation of these terms is outlined in Appendix D. Here we just give the final
results. The Kubo conductivity is renormalized according to
σxx → (1− 4Lm) σxx, (97)
while the Π factor
Π→ Π+ 4Lσxx. (98)
For what it regards the renormalization of E and ω, we notice that
Q = QspTsT
2
f Ts
≃ QspT 2s +QspTsWfTs +
1
2
QspTsW
2
f Ts.
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Since the slow and fast degrees of freedom are defined in different regions of momentum
space, only the second term is relevant. By means of Eq.(D15), we find that
Q→ Qs
{
1 +
1
2
(
2− 8m+ Π
σxx +mΠ
)
L
}
(99)
This leads to similar corrections to E and ω, which will have the same scaling behavior.
Finally, to describe the cross-over behavior in the presence of symmetry breaking terms,
we also need the scaling behavior of the operator Tr [Q(R)2]. We find that
〈TrQ2〉f = 〈Tr
[
QspTsT
2
f TsQspTsT
2
f Ts
]
〉f
=
[
1 + 2
(
2− 4m+ Π
σxx +mΠ
)
L
]
TrQ2s − L (TrQs)2 . (100)
To implement the RG, we have to rescale the momenta in order to recover the original
range [0,Λ]. This is accomplished by the transformation k → k/s, or, equivalently, R→ Rs.
Therefore, the stiffness as well as the fluctuation terms acquire a scaling factor sǫ ≃ 1+ǫ ln s,
while the E and ω terms a factor sd. Hence, after defining t = 1/(4π2σxx), c = 1/(4π
2Π),
and λ the coupling constant of the operator TrQ2, we get the following β-functions
βt = −ǫt + 4mt2, (101)
βc = −ǫc− 4c2, (102)
βE = dE + E
t
2
(
2 +
t
c+mt
)
, (103)
βλ = dλ+ 2λt
(
2 +
t
c+mt
)
. (104)
(105)
At finite energy, E 6= 0, we may use a two-cutoff scaling approach [9]. Namely, we can
follow the previous RG equations up to a cross-over scale, scross = s(E), at which the energy
has flowed to a value E0 of order Σ, which plays the role of the high-energy cut-off in the
theory. Above this scale, we must neglect all contributions coming from the W3 modes,
which acquire a mass. That is, we must abandon the RG equations (101)–(104), and let the
coupling constants flow in accordance with the standard RG equations, which amount only
to a renormalization of t according to
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βt = −ǫt + t2. (106)
If, by integrating (106), the inverse conductance t(s) flows to infinity, signalling an insulating
behavior, then we can define a localization length ξloc(E) as the scale at which t has grown
to a value of order unity.
B. RG in d = 2
In d = 2, the solution of the RG equations for t, c, and E is
t(s) = t(1) = t0,
1
c(s)
=
1
c(1)
+ 4 ln s =
1
c0
+ 4 ln s,
ln
E(s)
E
=
[
2 +
t0
2
(
2 +
t0
c0
)]
ln s+
1
2
t20 ln
2 s
At finite energy, the crossover length, s(E), to the standard, non particle-hole symmetric,
model, which, as previously discussed, is defined through E[s(E)] = E0 ∼ Σ, is given by
s(E) = exp

 12A


√
B2 + 4A ln
E0
E
−B



 , (107)
being
A =
1
2
t20, B = 2 +
t0
2
(
2 +
t0
c0
)
.
Above s(E), t flows according to Eq.(106) with ǫ = 0, hence it grows to infinity, implying
that the wavefunctions are localized for any E 6= 0. The localization length ξloc(E) ∼ s(E),
apart from a multiplicative factor which is ∼ exp[(1− t0)/t0] if t0 ≪ 1. We see that, for
E ≫ E0 exp
{
− 1
2t20
[
2 +
t0
2
(
2 +
t0
c0
)]2}
,
the localization length has a power law behavior, namely
ξloc(E) ∝
(
E0
E
) 1
B
,
otherwise, at very small energy, it diverges slower,
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ξloc(E) ∝ exp
√
ln(E0/E)
A
.
The density of states renormalizes like
ln
ρ(s)
ρ0
=
t0
2
(
2 +
t0
c0
)
ln s +
1
2
t20 ln
2 s.
At finite energy, the density of states flows until s < S(E), after which it stays constant.
This implies that the renormalized value is obtained by
ln
ρ(E)
ρ0
= ln
ρ(s(E))
ρ0
= ln
E0
E
− 2 ln s(E),
leading to
ρ(E) = ρ0
(
E0
E
)
1
s(E)2
≃ ρ0
(
E0
E
)
exp

−
√
4 ln(E0/E)
A

 , (108)
the last equality valid at small energy.
C. RG in d = 3
In d = 3,
t(s) = t0s
−1,
c(s) =
c0s
−1
1 + 4c0 − 4c0s−1 ,
ln
E(s)
E
= 3 ln s+
t0
2
(
2 +
t0
c0
+ 4t0
)(
1− 1
s
)
− t20
(
1− 1
s2
)
,
hence both t and c running variables vanish for s →∞. The cross-over length diverges, as
we approach E = 0, approximately like
s(E) ≃
(
E0
E
) 1
3
e
− t0
6
(
2+
t0
c0
+t0
)
. (109)
Hence, the density of states
ρ(E) = ρ0
(
E0
E
)
1
s(E)3
≃ ρ0e
t0
2
(
2+
t0
c0
+t0
)
, (110)
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saturates at E = 0 to a value exponentially increased in t0 with respect to the bare ρ0.
At E 6= 0, the inverse conductance above scross = s(E) flows according to (106) with
ǫ = 1 and boundary condition t(scross) = t0/scross. We find that, if
t0 < scross,
the system is metallic, otherwise it is insulating, with a localization length
ξloc(E) ∼ s(E)
t0 − s(E) .
This results implies that, for any amount of disorder, sufficiently close to E = 0, all eigen-
functions are delocalized, in agreement with recent numerical results [15]. However, if the
disorder is gaussian, as we assumed, the random hopping model with zero regular hopping
seems to be characterized by an inverse Drude conductance, t0, which is an increasing func-
tion of |E|, being smaller than the critical value ǫ at E = 0 (see also Ref. [7]). In this case,
the presence of a finite mobility edge in d = 3, even for zero regular hopping, would not
depend crucially upon the intermediate RG flow in the vicinity to the band center. Never-
theless, we expect that t0 at E = 0 varies for different kinds of disorder, and eventually it
may become greater than unity. In this case, it is just the vicinity to the band center which
makes it possible a finite mobility edge.
X. ON SITE DISORDER
In this and in the following section, we analyse various symmetry breaking terms, which,
in the two sublattice representation, contain σ0 and σ3, hence spoiling Eq.(1).
We start by adding an onsite disorder
δSimp =
∑
R
u1,R c
†
1,Rc1,R + u2,R c
†
2,Rc2,R =
∑
R
c†R
(
u1,R + u2,R
2
σ0 +
u1,R − u2,R
2
σ3
)
cR,
where 〈ui,R〉 = 0 and 〈ui,Ruj,R′〉 = δijδRR′v2. Within the path integral, this term becomes,
once average over disorder is performed,
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δSimp =
v2
2V
∑
q
Y αβ1,q Y
βα
1,−q + Y
αβ
2,q Y
βα
2,−q
=
v2
4V
∑
q
Y αβ0,q Y
βα
0,−q + Y
αβ
3,q Y
βα
3,−q.
By adding this term to (17), we get
Simp + δSimp =
1
4V
∑
q
(ωq + v
2)Tr (Y0,qY0,−q)
−(ωq − v2)Tr (Y3,qY3,−q) . (111)
If we assume that the onsite disorder is weak, i.e. ωq > v
2 at small q, the consequence is
that the Q free action becomes
S0imp =
1
V
∑
q
1
ωq + v2
Tr [Q0,qQ0,−q] +
1
ωq − v2Tr [Q3,qQ3,−q]
=
1
V
∑
q
1
2(ωq + v2)
Tr
[
QqQ
†
q
]
+
2v2
ω2q − v4
Tr [Q3,qQ3,−q] . (112)
Therefore, the on site disorder introduces a mass in the Q3 propagators. Specifically, since
2iQ3σ3 = Q−Q†, the mass term can be written as
− v
2
4(ω2q − v4)
Tr
[(
Qq −Q†q
) (
Qq −Q†q
)]
.
Close to the saddle point, QQ† = Q2sp, and, for small q, we get
− v
2
4(ω20 − v4)
∫
dR Tr
[
Q(R)Q(R) +Q(R)†Q(R)†
]
,
which, at second order in W , reads
− v
2Σ2
2(ω20 − v4)
∫
dR Tr [W (R)W (R) +W (R)s3W (R)s3]
= − 2v
2Σ2
ω20 − v4
∫
dR Tr [W3(R)W3(R)] . (113)
In the presence of this term, we could proceed, as before, in the framework of two cutoff
scaling theory. That is, we apply the previous RG equations until the above term becomes
of the order Σρ0, i.e. up to the scale which, by Eq.(104), is
scross = exp
{
1
2A
(√
B2 + 4A lnλ− B
)}
, (114)
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in d = 2, where A = 2t20 and B = 2 + t0(2 + t0/c0), while scross ≃ λ1/d in d > 2, where
λ ∝ ω0
v2
,
in the limit of small v. Above this scale, theW3 propagator gets fully massive, and the inverse
conductivity flows with the RG equation (106). In d = 2, this implies that, ultimately, the
system gets localized, although the density of states has increased in the first stage of the
RG.
XI. SAME–SUBLATTICE REGULAR HOPPING
We can also introduce a particle–hole symmetry breaking term, by adding to the Hamil-
tonian a regular term connecting same sublattices, e.g.
δHRR′ = t
(0)
RR′σ0 + t
(3)
RR′σ3 → δHk = t(0)k σ0 + t(3)k σ3.
Expanding the action in δH , after integrating over the Nambu spinors, we get an additional
term
δS[Q] =
1
2
Tr
[
T˜ δH T †G
]
. (115)
We define
4
ω0
λ0Qsp ≡ i 1
V
∑
k
t
(0)
k G(k),
4
ω0
λ3Qsp ≡ −i 1
V
∑
k
t
(3)
k G(k),
so that (115) becomes
− i 4
ω0
Tr [Q (λ0σ0 + λ3σ3)] . (116)
The λ0-term acts like an energy term. This implies that, if we just shift the chemical
potential, we do recover the same scenario as in the absence of this term and at E = 0. On
the contrary, the λ3-term is always a relevant perturbation, whose strength increases under
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RG iteration as the energy E. We can define a crossover scale scross, which has the same
expression as s(E) in (107) and (109), for d = 2 and d = 3, respectively, provided E → λ3.
Above this scale, the W3 modes get fully massive and their contribution to the RG flow
drops out.
Sometimes t
(3)
RR′ = 0, as, for instance, for next-nearest neighbor hopping in a square
lattice. In this case, λ3 = 0 and we need to evaluate the second order term
δS[Q] =
1
4
Tr
[
T˜ δH T †G T˜ δH T †G
]
.
If we define F (R) = T˜ (R)T (R)†, which contains either σ0 and σ3, this term can be written,
at long wavelengths, as
δS[Q] =
1
4
∑
k
(
t
(0)
k
)2
Tr [FqG(k)F−qG(k)] .
By introducing,
Σpqi =
1
V
∑
k
(
t
(0)
k
)2
Tr [σiG
pσiG
q] ,
where p, q = ±, the following results hold
Σpq0 =
1
2
(1 − pq)4C
ω0
, Σpq3 = −
1
2
(1 + pq)
4C
ω0
,
where C is a constant of dimension energy square, with order of magnitude given by the
typical value of
(
t
(0)
k
)2
close to the surface corresponding to E = 0. Therefore we can write,
δS[Q] =
C
2ω0
∫
dRTr
[
F (R)F˜ (R)− F (R)s3σ1F˜ (R)s3σ1
]
= const. +
C
2ω0Σ2
∫
dRTr
[
Q(R)2
]
, (117)
which is a mass term for the W3 propagators, similar to (113). Therefore, a same-sublattice
hopping introduces a cross-over length analogous to (114), with
λ ∝ Σ
2
C
.
Above this scale, the contribution of the W3 modes to the RG flow has to be dropped out.
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XII. TIME-REVERSAL SYMMETRY BREAKING
If the random hopping breaks time-reversal symmetry, i.e.
Himp =
∑
RR′
τ 12RR′c
†
RcR′ +H.c.,
with both real and imaginary part of τ 12RR′ gaussian distributed, after averaging, the impurity
action can be written as
Simp =
1
V
∑
q
W−qTr [X1,0,qX2,0,−q +X1,3,qX2,3,−q] , (118)
where
Xαβ1,0,R = Ψ
α
1Rτ0Ψ
β
1R, X
αβ
1,3,R = Ψ
α
1Rτ3Ψ
β
1R,
with the indices α and β running only over the replicas and the advanced/retarded compo-
nents. This implies that the manifold in which Q varies contains in this case only τ0 and
τ3 components. Indeed, as in the time reversal invariant case we are able to parametrize
the 8m × 8m matrix T in terms of a 4m × 4m matrix U ∈ U(4m)/Sp(2m) [see Eq.(27)],
similarly, without time-reversal symmetry, T can be parametrized by means of a 2m× 2m
matrix U ∈ U(2m), in agreement with Gade [9]. The effective non-linear σ-model is not
modified, but the expressions (D1), (D2), (D3), (D4), and (D5) have to be substituted by
〈BabPbcB†cd〉 = 2D(k)δadTr (P0) , (119)
〈BabPbcBcd〉 = 0, (120)
〈AabPbcAcd〉 = 2D(K)δadTr (P0)−D(k) Π
σxx +Πm
Pad, (121)
〈CabPbcCcd〉 = 2D(K)δadTr (P0)−D(k) Π
σxx +Πm
Pad, (122)
〈AabPbcCcd〉 = −D(k) Π
σxx +Πm
Pad. (123)
where P = P0 + iP3τ3. Hence, the RG equations at m = 0 are, in this case,
βt = −ǫt, (124)
βc = −ǫc− 2c2, (125)
βE = dE +
Et2
2c
, (126)
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which coincide with those obtained by Gade [9].
XIII. DISCUSSION AND COMPARISON WITH THE STANDARD
LOCALIZATION THEORY
In this section, we summarize the main differences between the model (2) and the stan-
dard non-linear σ-model which is derived in the theory of Anderson localization [13,16],
placing particular emphasis on the properties of the Q-matrix. The specific form of the
off-diagonal disorder we consider, which only couples one sublattice to the other, leads, via
the Hubbard-Stratonovich decoupling, to the introduction of a space-varying 8m×8m com-
plex Q-matrix, Q = Q0σ0 + iQ3σ3. Here, Q0 and Q3 are 4m × 4m hermitean matrices,
of which matricial structure refers to the retarded/advanced, spinor particle/hole and m
replica components. Contrary to the standard case, Q is not hermitean.
The evaluation of the saddle point, Qsp = σ0τ0s3 (sectionV), as well as the derivation of
the efective action (section VI) are analogous to the standard case [13,16]. (We recall that
σi, si and τi indicate the Pauli matrices, including the unit matrix, acting on sublattice,
advanced/retarded and spinor components, respectively.) The non-linear σ-model, Eq.(81),
is obtained by integrating out the longitudinal massive Q-fluctuations and only keeping the
transverse soft modes. The real novelty with respect to localization theory is not in the
structure of the effective action. Indeed, the new term in (81), namely
Π
∫
dR
[
Tr
(
Q(R)†~∇Q(R)σ3
)]2
,
even if present, would be irrelevant in the standard case. On the contrary, the essential
difference, as expected, lies in the ensamble spanned by the soft modes at the particle-hole
symmetry point E = 0. We get QSoft = T˜
−1QspT , where the unitary matrix T only contains
σ0 and σ3,
T = exp
[
W0σ0 +W3σ3
2
]
,
and
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T˜ = σ1Tσ1 = σ2Tσ2 = exp
[
W0σ0 −W3σ3
2
]
.
These expressions derive by the conditions (1), which fully specify the model, as shown in
section IV. In that section, we also showed that the ensamble can be expressed in terms of
unitary 4m× 4m matrices
U = exp
[
W0 +W3
2
]
,
as argued by Gade and Wegner [8]. Selecting the subset which leaves the saddle point
invariant gives Eq.(2) with U ∈ U(4m)/Sp(2m). In terms of T , the condition T˜−1QspT 6=
Qsp, leads to the requirements [W0, s3] 6= 0 and {W3, s3} 6= 0, which implies that W0 is
off-diagonal in the energy retarded/advanced space (as in the standard localization theory),
while W3 is diagonal. In other words, the omogeneous and staggered modes, W0 and W3,
respectively, have different structure in the energy space. The energy diagonal W3-modes
betray the presence, at E = 0, of diffusive poles in the disorder averaged products of retarded
and advanced Green’s functions, GRGR and GAGA, with GR,A = (−H ± i0+)−1. In the
localization theory [13,16], only the mixed products GRGA have a singular behavior. This
explains why singular corrections to the density of states (which involves connected diagrams
with same energy Green’s functions) are present in the two-sublattice model, while they are
absent in the localization theory.
In a square lattice, the energy diagonal modes have the transparent meaning of density
fluctations with wave-vector q nearby the nesting vector G = (π, π, . . .), see Appendix A.
Indeed
Q3(q) ∼
∑
R∈A
e−iqR
(
Ψ1RΨ1R −Ψ2RΨ2R
)
=
∑
R∈A,B
e−i(q+G)RΨRΨR = Q(q +G),
where A and B label the two sublattice, and, for R ∈ A, we have taken by definition
Ψ1R = ΨR and Ψ2R = ΨR+axˆ, being a the lattice spacing and xˆ the unit vector in the
x-direction. As soon as E 6= 0, nesting is not more important and indeed Q3 becomes
massive.
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Finally, because of GRGR and GAGA, also the conductance acquires other corrections
with respect to standard localization theory. Indeed, these corrections add to give a vanishing
β-function for σxx, as first indicated by Gade and Wegner [8]. We have explained in the
Introduction section (see also Appendix E) that this is a consequence of a simple abelian
gauge symmetry generated by Eq.(1) at the particle-hole symmetry point E = 0. Similarly
to the results for the density of states, this behavior of the β-function is at odds with the
standard theory.
XIV. CONCLUSIONS
In this work, we have derived the effective non-linear σ-model of a disordered electronic
system on a generic bipartite lattice. This model, if the hopping matrix elements as well as
the disorder only couple one sublattice with the other, shows an interesting behavior close
to the band center, i.e. to the particle-hole symmetry point. Namely, the wave-functions
are always delocalized at the band center, in any dimension. By a Renormalization Group
(RG) analysis, in the framework of an ǫ-expansion, ǫ = d − 2, we have found that the
quantum corrections to the conductivity vanish if the chemical potential is exactly at the
band center, thus implying a metallic behavior. In two dimensions, in particular, the Kubo
conductivity flows to a fixed value by iterating the RG. On the contrary, we have found
that the staggered density of states fluctuations, which are controlled by a new parameter
in the non-linear σ-model, are singular. This result is reminiscent of what it is found
in equivalent one-dimensional models. In fact, models of disordered spinless fermions in
one-dimension can be mapped, by a Jordan-Wigner transformation, onto disordered spin
chains. In many cases, it is known that, in spite of the presence of disorder, these spin chain
models display critical behavior, as shown in great detail by D. Fisher for random Heisenberg
antiferromagnets and random transverse-field Ising chains [17]. Indeed, as pointed out by
Fisher, the staggered spin fluctuations, in a random antiferromagnetic chain, also display
critical behavior in the form of a power law decay, (−1)R〈S(R)〉〈S(0)〉 ∼ R−2, where the bar
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indicates impurity average. Since the staggered spin-density corresponds to the staggered
density of the spinless fermions, this result is consistent with the outcome of our analysis,
which further suggests that a similar scenario generally holds in such models. Moreover,
as in one-dimension [4,5,17], we find that the density of states is strongly modified by the
disorder at the band center, and it actually diverges in d = 2. In reality, a random Heisenberg
chain, away from the XXZ limit, maps onto a spinless fermion random hopping model
in the presence of a random nearest-neighbor interaction. However, even in the presence
of this additional interaction, the Hamiltonian has still the abelian gauge-like symmetry
described in Appendix E, which is at the origin of the delocalization of the band center
state. This observation is also compatible with Fisher’s result that the physical behavior
does not qualitatively change upon moving away from the XXZ limit towards the isotropic
XXX Heisenberg point.
Many of the results which we have derived were already known. The existence of de-
localized states at the band center of a two-sublattice model was argued already in 1979
by Wegner [6,7]. The effective non-linear σ-model when the disorder breaks time-reversal
invariance, as well as the RG equations, have earlier been derived by Gade [9], although in
a particular two-sublattice model. The extension to disordered systems with time-reversal
symmetry was later on argued by Gade and Wegner [8]. Finally, random flux models and
disordered Dirac fermion models have recently been the subject of an intensive theoretical
study [10–12], for their implications to a variety of different physical problems.
In spite of that, our analysis has several novelties with respect to earlier studies. First
of all, the two-sublattice model which we study is quite general. Secondly, the physical
interpretation of the parameters which appear in the non-linear σ-model is quite transpar-
ent. Thirdly, the explicit derivation of the RG equations with time-reversal invariance is
presented.
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APPENDIX A: SPECIFIC EXAMPLES
As an example, we consider a tight binding model with only nearest neighbor hopping
on a square and honeycomb lattice.
In the case of square lattice, the enlarged unit cell is the
√
2×√2 one. The new reciprocal
lattice vectors are ~G1 = 2π(1,−1)/a, ~G2 = 2π(1, 1)/a, and the angle θk of Eq.(9) is
θk =
a
2
(k1 + k2) = kxa. (A1)
In the case of the honeycomb lattice, the unit cell contains already two lattice sites. The
energy is given by
ǫ2k =
[
1 + 2 cos
(
3
2
kxa
)
cos
(√
3
2
kya
)]2
+
[
2 sin
(
3
2
kxa
)
cos
(√
3
2
kya
)]2
,
and
θk = tan
−1

 2 sin
(
3
2
kxa
)
cos
(√
3
2
kya
)
1 + 2 cos
(
3
2
kxa
)
cos
(√
3
2
kya
)

 .
The Brillouin zone is still honeycomb, with the y-axis one of its axes, and side equal to
4π/(3
√
3a).
APPENDIX B: WARD IDENTITY
Let us consider a generic Hamiltonian in the two sublattice representation
H =
∑
R1,R2
c†R1HR1,R2cR2 , (B1)
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where HR1,R2 is a 2× 2 Hermitean matrix. The current operator
~J(R) =
∑
R1,R2
c†R1
~JR1,R2(R)cR2 ,
can be obtained by the continuity equation, leading to
~∇ · ~J(R) = i∑
R1
c†RHR,R1cR1 − c†R1HR1,RcR, (B2)
being ~∇ the discrete version of the differential operator. The long-wavelength expression for
~J(R) can be obtained by Fourier transformation, namely, through
i
∑
R
~q · ~J(R)e−i~q·~R = i ∑
R,R1
(
c†RHR,R1cR1 − c†R1HR1,RcR
)
e−i~q·
~R,
and expanding both sides in q, we get, for the linear term,
i
∑
R
~q · ~J(R) = ∑
R,R1
~q · ~R
(
c†RHR,R1cR1 − c†R1HR1,RcR
)
=
∑
R,R1
~q ·
(
~R1 − ~R
)
c†R1HR1,RcR,
hence
~J(R) = −i∑
R1
(
~R1 − ~R
)
c†R1HR1,RcR. (B3)
Let us define the correlation functions
χµ,i(R,R
′; t, t1, t2) = 〈T
[
c†R1(t)J
µ
R1,R2(R)cR2(t)c
†
R3(t1)J
i
R3,R4
(R′)cR4(t2)
]
〉, (B4)
where µ = 0, 1, 2, 3, J0R1,R2(R) = δRR1δRR2 are the density matrix elements, and J
i, for
i = 1, 2, 3, are the matrix element components of the current. By the continuity equation,
we find that
∂tχ0,i + ∂jχj,i = i
∑
R1
−δ(t− t1)Tr
[
G(R1, R; t2 − t)J iR,R1(R′)
]
+δ(t− t2)Tr
[
G(R,R1; t− t1)J iR1,R(R′)
]
.
If we integrate both sides by
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∫
dt dt1 dt2, e
i(E+ω)(t−t1)eiE(t2−t),
at ω = 0 we find
∂jχj,i(R,R
′;E) = i
∑
R1
Tr
[
G(R,R1;E)J
i
R1,R
(R′)
]
− Tr
[
G(R1, R;E)J
i
R,R1
(R′)
]
. (B5)
Using once more the continuity equation (B2), we find
∂j∂
′
iχj,i(R,R
′;E) = −Tr [G(R,R′;E)HR′,R +G(R′, R;E)HR,R′ ]
+δRR′
∑
R1
Tr [G(R,R1;E)HR1,R] + Tr [G(R1, R;E)HR,R1] .
By Fourier transform,
∑
RR′
∂j∂
′
iχj,i(R,R
′;E)e−i~q·(
~R− ~R′) =
∑
RR′
qiqjχj,i(R,R
′;E)e−i~q·(
~R− ~R′)
∑
RR′
(
1− e−i~q·(~R− ~R′)
)
Tr [G(R,R′;E)HR′,R +G(R
′, R;E)HR,R′] .
At small q, the above expression is
∑
RR′
qiqjχj,i(R,R
′;E)
=
1
2
∑
RR′
qiqj (Ri −R′i)
(
Rj −R′j
)
Tr [G(R,R′;E)HR′,R +G(R
′, R;E)HR,R′] ,
leading to
∑
RR′
χj,i(R,R
′;E) =
∑
RR′
(Ri − R′i)
(
Rj −R′j
)
Tr [G(R,R′;E)HR′,R] . (B6)
APPENDIX C: LONGITUDINAL MODES
As discussed in Section VII, the expression of the Q-matrix which includes also the
longitudinal modes is QP (R) = Q(R) + S(R), where Q(R) and S(R) have been defined
through (74). The free action for these fields contains a local term, Eq.(76), and a non local
one, Eq.(77). The latter is
−1
4
∫
dRdR′ Γ(R− R′) Tr
[
∆RQ(R
′)∆RQ(R
′)†
+ ∆RS(R
′)∆RS(R
′)† + 2∆RQ(R
′)∆RS(R
′)†
]
, (C1)
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where we have defined the operator
∆Rf(R
′) = f(R)− f(R′) =
∞∑
n=1
1
n!
(
~R− ~R′
)n · ~∇nf(R′).
Let us apply this operator to Q(R) and S(R), keeping all terms which contains at most two
derivatives which act to the transverse matrices T . We obtain
∆RQ(R
′) ≃ ~∇Q(R′) ·
(
~R− ~R′
)
, (C2)
∆RS(R
′) ≃ T˜ (R′)†∆RP (R′)T (R′) (C3)
+
[(
~∇T˜ (R′)†
)
P (R)T (R′) + T˜ (R′)†P (R)
(
~∇T (R′)
)]
·
(
~R− ~R′
)
(C4)
+
1
2
[(
~∇2T˜ (R′)†
)
P (R)T (R′) + 2
(
~∇T˜ (R′)†
)
P (R)
(
~∇T (R′)
)
+ T˜ (R′)†P (R)
(
~∇2T (R′)
)]
·
(
~R − ~R′
)2
. (C5)
The term which is obtained by (C3) times its hermitean conjugate, together with the local
piece (76) give the free action of the longitudinal modes
S0[P ] =
1
V
∑
q
1
2ωq
Tr
[
PqP
†
q
]
. (C6)
The mixed terms, after defining ~D = T ~∇T †, give rise to the coupling between transverse
and longitudinal modes
S[Q,P ] = −1
2
∫
dR dR′ Γ(R− R′)
(
~R − ~R′
)
Tr
[
~D(R′)
(
P †(R′)P (R)− P (R)†P (R′)
)]
(C7)
− 1
4
∫
dRdR′ Γ(R−R′)
(
~R− ~R′
)2 ·
Tr
[
σ1 ~D(R
′)σ1P (R) ~D(R
′)P †(R′) + σ1 ~D(R
′)σ1P (R
′) ~D(R′)P †(R) (C8)
−~D(R′) ~D(R′)
(
P †(R)P (R′) + P †(R′)P (R)
)]
(C9)
− 1
4
∫
dRdR′ Γ(R−R′)
(
~R− ~R′
)
· Tr
[
~∇Q(R′)∆RP (R′)† +H.c.
]
. (C10)
The last term, (C10), gives rise to higher gradient contributions, hence can be neglected.
1. Longitudinal propagators
Before averaging over the longitudinal modes, we have to evaluate the longitudinal prop-
agators. The matrix
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P = (P0,0s0 + P0,3s3) σ0 + i (P3,1s1 + P3,2s2)σ3,
has to satisfy cP tct = P , and, in addition, all Pα = P
†
α. For α = (0, 0), (0, 3), (3, 1), by
writing
Pα = P
(0)
α τ0 + i
~Pα · ~τ ,
we find that
P (0)α ,
~Pα ∈ Re, P (0)α =
(
P (0)α
)t
, ~Pα = −
(
~Pα
)t
.
For α = (3, 2), by writing
P3,2 = iP
(0)
3,2 τ0 + ~P3,2 · ~τ,
we must impose
P
(0)
3,2 , ~P3,2 ∈ Re, P (0)3,2 = −
(
P
(0)
3,2
)t
, ~P3,2 =
(
~P3,2
)t
.
If P (i)α is a symmetric real matrix, its propagator is
〈P (i)α,abP (i)α,cd〉 =
G
2
(δadδbc + δacδbd) , (C11)
while if it is antisymmetric
〈P (i)α,abP (i)α,cd〉 = −
G
2
(δadδbc − δacδbd) , (C12)
where Gk = ωk/8V , and (a, b, c, d) are replica indices. By means of these propagators, we
readily find that, if M =M
(0)
i + i ~Mi · ~τ , where M (i) are matrices in the replica space, then,
for α = (0, 0), (0, 3), (3, 1), the following results hold
〈PαMPα〉 = −GcM tct + 2GTr
(
M (0)
)
= −GcM tct +GTr (M) , (C13)
while, for α = (3, 2),
〈P3,2MP3,2〉 = GcM tct + 2GTr
(
M (0)
)
= GcM tct +GTr (M) . (C14)
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More generally,
〈PMsiσjP †〉 = −GcM tct (siσj + s3siσjs3 + σ3s1siσjs1σ3 − σ3s2siσjs2σ3)
+ GTr (M) (siσj + s3siσjs3 + σ3s1siσjs1σ3 + σ3s2siσjs2σ3) , (C15)
〈PMsiσjP 〉 = −GcM tct (siσj + s3siσjs3 − σ3s1siσjs1σ3 + σ3s2siσjs2σ3)
+ GTr (M) (siσj + s3siσjs3 − σ3s1siσjs1σ3 − σ3s2siσjs2σ3) . (C16)
For j = 0, 3 the above expression simplifies to
〈PMsiσjP †〉 = −2Gc (Msiσj)t ct + 2GσjTr (Msis0) , (C17)
〈PMsiσjP 〉 = −2Gs3c (Msiσj)t cts3 + 2GσjTr (Msis3) , (C18)
while for j = 1, 2
〈PMsiσjP †〉 = −2Gs3c (Msiσj)t cts3 + 2GσjTr (Msis3) , (C19)
〈PMsiσjP 〉 = −2Gc (Msiσj)t ct + 2GσjTr (Msis0) . (C20)
2. Averaging S[Q,P ]
We have now all what it is needed to proceed in the averaging over P . Here we just sketch
the calculation, which is quite involved and requires the matrix properties of ~D which are
determined in Appendix D. We just remark that (C8) and (C9) do not reproduce the
correct stiffness term. Indeed, it is (C7), which contributes at second order, which cancels
the additional terms and allows to express everything in terms of the matrix Q.
By means of the previously calculated propagators of the longitudinal modes, we find
that
〈S[Q,P ]〉P = Y
4dΣ2
∫
dRTr
[
~∇Q(R)†~∇Q(R)
]
+
1
8Σ2
[
Tr
(
Q(R)†~∇Q(R)σ3
)]2
, (C21)
where
Y =
∫
dRΓ(R)Γ(R)−1R2. (C22)
46
We notice that the first term is a contribution to the Kubo conductivity and the second
to the staggered density of states fluctuations of the diagrams where the current vertices are
those proportional to the random hopping.
3. Additional terms
The last class of corrections which generate new operators is obtained by expanding each
Green’s function in (50) at first order, GP = G0 − iG0PG0, leading to the term
1
4
〈Tr (GPGUGPGU)〉P . (C23)
For the sake of clarity, we will analyse this term only in the case of a cubic lattice, where the
derivation is more straightforward. We will postpone a discussion about the general case at
the end of the section.
In the cubic lattice, according to Eq.(23), the electron-Q coupling can be brought to a
local one also in the diagonal basis. In this basis, Q = Q0 + iQ1σ1,
P (R) = (P00s0 + P03s3)σ0 + i (P11s1 + P12s2) σ1, (C24)
the unitary matrix
T (R) = exp
[
W0(R)
2
σ0 +
W1(R)
2
σ1
]
, (C25)
where W1 has the same form as W3 defined by Eq.(34), and T˜ = σ3Tσ3. Moreover, since
HRR′ = ǫR−R′σ3 in the diagonal basis, being ǫR−R′ the Fourier transfom of ǫk, the current
operator which appears in the definition of URR′ , Eq.(43), has only matrix elements ~Jk =
~∇ǫk σ3.
Once averaged over P , (C23) gives, among other terms which correct the Kubo conduc-
tivity, a new term [see Eq.(Greenfunctiond)]
1
2
∑
a,b=1,2
∑
h=±
∑
pkq
ωp−kTr
(
U b,h;a,hq Ga,hp+qGb,hp
)
Tr
(
Ua,h;b,h−q Gb,hk Ga,hk+q
)
−Tr
(
U b,h;a,hGa,hp+qGb,hp
)
Tr
(
U−a,−h;−b,−hG−b,−hk G−a,−hk+q
)
,
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where the first piece derives from P0 and the second from P1. The structure in the en-
ergy/sublattice indices can be shortly represented by
∑
i=1,...,4
Λi ⊗ Λi = 1
4
(σ2 ⊗ σ2 + s3σ1 ⊗ s3σ1 + σ3 ⊗ σ3 + s3 ⊗ s3) ,
so that the above term can be written, at small q, as
1
2
∑
i=1,...,4
∑
pkq
ωp−kTr (UqGpΛiGp) Tr (U−qGkΛiGk) (C26)
We remind that
GpUqGp = −iGp ~Dq · ~JpGp,
where ~Dq is the Fourier transform of T˜ (R)~∇T˜ (R)−1. We notice that only the diagonal
component in energy of ~D enters. Moreover, for the diagonal matrices sj = s0, s3, since
~D = ~D0σ0 + ~D1σ1, it derives that, for i = 0, 1, the following equality holds Tr ~Dsjσi =
−Tr
(
~∇W˜ sjσi/2
)
. Therefore, just W1σ1 contributes. By means of (57), for any Λ’s we have
−iT r
(
~D1,qσ1 · ~JpG(p)ΛiG(p)
)
= +~∇ǫp · Tr
(
~D1,qs1G(p)s1σ2ΛiG(p)
)
= ~∇ǫp · Tr
[
~D1,q
(
G23σ3σ2Λiσ3 −G20s3σ2Λis3 +G3G0s3[σ3, σ2Λi]
)]
. (C27)
Only for Λ1 = σ2/4 the trace over the σ’s is finite, leading to
2
(
G23 −G20
)
~∇ǫp · Tr
(
~D1,q
)
. (C28)
In conclusion, going back to the original sublattice representation, and defining
Π(0) =
1
4πV 2d
∑
pk
~∇ǫk · ~∇ǫp ωp−kTr
(
σ3G
+
p σ3G
+
p
)
Tr
(
σ3G
+
k σ3G
+
k
)
, (C29)
we obtain the following explicit expression of (C23) [notice that Q = Q0σ0 + iQ1σ1 →
Q0σ0 + iQ3σ3 in the sublattice basis]
2π
8 · 32Σ4Π
(0)
∫
dRTr
[
Q†(R)~∇Q(R)σ3
]
· Tr
[
Q†(R)~∇Q(R)σ3
]
. (C30)
This term, which derives from the regular current vertices, has the same form as the second
term in (C21), which, on the contrary, is due to the random current vertices. Therefore, the
coupling constant Π which appears in the final expression (80) is the sum of both terms.
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The symmetry of the operator (C30), which, due to the trace, involves the Nambu,
energy and sublattice components τ0, s0 and σ3, respectively, suggests that the prefactor
Π represents the fluctuations of the staggered density of states, as discussed in section
VIIIB. In the case of a generic bipartite lattice, we do expect an analogous term to appear,
because the staggered-density of states fluctuations still acquire singular contributions, and
the operator is not forbidden by the symmetry properties of the Q-matrix. The reason
why we decided to show only the case of cubic lattices is that the distinction between the
longitudinal from the transverse modes is a bit ambiguous at large momenta, where the
both are in a sense massive. This is not a problem for cubic lattices, where one can show
that the large momentum components of the transverse modes do not contribute, hence
(C30) exhausts the whole contribution. On the contrary, in other cases, we do have to keep
into account the contribution of the small-wavelength transverse modes to recover the full
expression. This makes the calculations more involved than in the case of cubic lattices.
APPENDIX D: EXPLICIT DERIVATION OF THE RG EQUATIONS
In this Appendix we outline the derivation of the RG equations. Before that, it is
convenient to list some useful results.
1. Averages
Besides the propagators, we will also need the explicit expression of particular averages
which enter in the derivation of the RG equations. The following results hold:
〈BabPbcB†cd〉 = 4D(k)δadTr (P0) , (D1)
〈BabPbcBcd〉 = −2D(k)P †ad, (D2)
where P = P0 + i ~P · ~τ is a quaternion real matrix.
In addition,
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〈AabPbcAcd〉 = −2D(k)P †ad + 4D(K)δadTr (P0)
− D(k) Π
σxx +Πm
Pad, (D3)
〈CabPbcCcd〉 = −2D(k)P †ad + 4D(K)δadTr (P0)
− D(k) Π
σxx +Πm
Pad, (D4)
〈AabPbcCcd〉 = −D(k) Π
σxx +Πm
Pad. (D5)
For instance, if P = Iˆ, then
〈BB†〉 = 4D(k)mIˆ (D6)
〈BB〉 = −2D(k)Iˆ (D7)
〈AA〉 =
[
−2D(k) + 4D(k)m−D(k) Π
σxx +Πm
]
Iˆ (D8)
〈CC〉 =
[
−2D(k) + 4D(k)m−D(k) Π
σxx +Πm
]
Iˆ (D9)
〈AC〉 = −D(k) Π
σxx +Πm
Iˆ. (D10)
2. RG equations
First of all, we need to know the quaternion structure of the matrix D = T∇T †. Since
D = −D†, cDtct = −σ1Dσ1,
we can write D = D0σ0 +D3σ3, where in the ±-space
D0 =

 A0 B0
−B†0 C0

 , (D11)
and
D3 = i

 A3 B3
B†3 C3

 . (D12)
We can write each of the above matrices in quaternion form, P = P (0)τ0 + i ~P · ~τ , where
P (0), ~P ∈ Re, but, in addition, we must impose that
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(
A
(0)
0
)t
= −A(0)0 ~At0 = ~A0
(
C
(0)
0
)t
= −C(0)0 ~Ct0 = ~C0(
A
(0)
3
)t
= A
(0)
3
~At3 = − ~A3
(
C
(0)
3
)t
= C
(0)
3
~Ct3 = −~C3
By making use of the above properties, and by means of the Eqs.(D2), (D1), (D3), (D4) and
(D5), after defining
L =
∫ Λ
Λ/s
d2k
(2π)2
D(k),
we get the following results
〈WfD0Wf 〉f = LAΓD0
+2LB

 0 B0
−B†0 0

− 2LA

 A0 0
0 C0

 , (D13)
where Γ = Π/(σxx +mΠ), and
〈WfD3Wf 〉f = LAΓD3
+2LAi

 A3 0
0 C3

− 2LBi

 0 B3
B†3 0


−4LIˆTr
(
iA
(0)
3 + iC
(0)
3
)
. (D14)
For further convenience, when useful, we have labelled LB the propagator of Bf , and LA the
ones of Af and Cf . The next useful result is
〈WfWf〉f = (−4LBm− 4LAm+ 2LA + LAΓ) Iˆ . (D15)
Through (D13) and (D14) we therefore get
〈F1〉f = = 2πσxx
32Σ2
∫
dR − 2〈Tr
[
~Dσ1QspWf ~DWfQspσ1
]
〉f
+2〈Tr
[
~Dσ1Qsp ~DQspW˜
2
f σ1
]
〉f
=
2πσxx
32
∫
dR 4 (LB − LA + 2LAm+ 2LBm) Tr

 0 B0
−B†0 0


2
(D16)
+ 4 (2LAm+ 2LBm)

 iA3 0
0 iC3


2
(D17)
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− 2L [Tr (Dσ3)]2 (D18)
− 4 (2LAm+ 2LBm+ 2LA)

 A0 0
0 C0


2
(D19)
− 4 (2LAm+ 2LBm+ LA + LB)

 0 iB3
iB†3 0


2
. (D20)
The calculation of 〈F 22 〉f is more involved, since one needs the average of four Wf ’s. For
sake of lengthy, we just quote the final result that such a term cancels (D19) and (D20). We
next notice that
1
Σ2
Tr
[
∇Q†∇Q
]
= 2Tr [Ds3σ1Ds3σ1 −DD]
= −4Tr

 0 B0
−B†0 0


2
− 4Tr

 iA3 0
0 iC3


2
,
and that
Tr
[
Q†∇Qσ3
]
= 2Σ2Tr (Dσ3) .
Therefore, for LA = LB,
〈F1 − 1
2
F 22 〉f
= −4Lm2πσxx
32Σ2
∫
dRTr
[
∇Q†∇Q
]
−1
2
L
2πσxx
32Σ4
[
Tr
(
Q†∇Qσ3
)]2
. (D21)
In the cases in which the A and C modes are gaped (LA = 0, and no D3), we obtain the
standard result
〈F1 − 1
2
F 22 〉f = − (2Lm+ L)
2πσxx
32Σ2
∫
dRTr
[
∇Q†∇Q
]
. (D22)
APPENDIX E: GADE AND WEGNER’S PROOF OF THE VANISHING
β-FUNCTION
The equations from (34) to (40) imply that W3 is not a traceless matrix. Indeed, we can
alternatively write W as
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W = W ′ +
1
4m
Tr (W3) σ3 ≡W ′ + iφσ3, (E1)
with W ′ = W0σ0 +W ′3σ3, now being W
′
3 a traceless matrix. Since σ3 commutes with W
′,
this means that
T (R)2 = eW (R) = eiφ(R)σ3eW
′(R) ≡ eiφ(R)σ3V (R), (E2)
which also defines the matrix field V (R). By means of this parametrization, the non-linear
σ-model (2) can also be written as
S[T ] = S[V, φ] =
2πσxx
32
∫
dR Tr
[
~∇V (R)−1 · ~∇V (R)
]
+
mπ
2
(σxx +mΠ)
∫
dR ~∇φ(R) · ~∇φ(R). (E3)
Therefore the action of V is distinct from that of φ, and the latter, being a phase, is gaussian.
This implies that the combination σxx + mΠ is not renormalized and scales with its bare
dimension ǫ, for any number of replicas. In turns, it means that, in the zero replica limit,
it is σxx which is not renormalized! This is completely equivalent to the nice proof given by
Gade and Wegner [8] that the quantum corrections to the β-function of the conductance of
a U(N)/SO(N) model vanish at all orders in the N → 0 limit.
The other important result concerns the renormalization of an operator
T 2q = eiqφσ3V q.
Within RG,
eiqφσ3 → t
2
q2 ln s
(
t
c+mt
− 1
m
)
eiqφσ3 . (E4)
The second term, which is singular in the m→ 0 limit, has to be canceled by the one-loop
renormalization of V q. Gade and Wegner showed that this cancellation holds for any q.
Furthermore, they argued that, apart from the one-loop correction, the renormalization of
V q does not contain any other singular term in the m→ 0 limit. This, as they pointed out,
has very important consequences. In 2d, t does not scale, while c goes to zero. Therefore
53
the term which dominates the renormalization of T 2q for m = 0 is just the first term in the
right hand side of (E4). This argument implies that the one-loop correction, which we have
derived for the density of states (q = 1 case), is sufficient to identify the correct asymptotic
behavior.
To conclude, let us discuss more in detail the origin of this gaussian field φ. In the
Grassmann variable path-integral representation, the action for the particle-hole symmetric
model at E = ω = 0
S =
∑
RR′
ΨRHRR′ΨR′ ,
posseses a simple abelian gauge-like symmetry
Ψ→ eiφσ3Ψ, (E5)
because {σ3, HRR′} = 0. It is just this symmetry which causes the appearance of the gaussian
part of the non-linear σ-model. Notice that this symmetry implies a particle-hole symmetric
Hamiltonian, which is invariant under the transformation c1,R → c†1,R but c2,R → −c†2,R. In
fact, {σ3, HRR′} = 0 also means that {τ1σ3, HRR′} = 0, being HRR′ ∝ τ0. The interesting fact
is that (E5) is not a symmetry of the fermion operators. Indeed, under this transformation,
cR → eiφσ3cR, but cR → eiφσ3cR, and not cR → e−iφσ3cR as we would expect if cR and cR
had to be identified with the operators cR and c
†
R. Finally, we notice that if, besides σ3, the
Hamiltonian commutes with another Pauli matrix (as it can be the case for specifically built
particle-hole symmetric models), the above gauge symmetry would be non abelian, hence
spoiling all peculiar properties which we have shown to occur. Indeed, in the last case,
the system can be mapped into a standard localization model with an additional sublattice
index.
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