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Abstract
We introduce a new ADI-based low rank solver for AX −XB = F , where F
has rapidly decaying singular values. Our approach results in both theoretical
and practical gains, including (1) the derivation of new bounds on singular
values for classes of matrices with high displacement rank, (2) a practical
algorithm for solving certain Lyapunov and Sylvester matrix equations with
high rank right-hand sides, and (3) a collection of low rank Poisson solvers
that achieve spectral accuracy and optimal computational complexity.
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Poisson solver, alternating direction implicit method, singular values,
displacement structure
MSC: 65F30, 65N35, 15A18, 15A24
1. Introduction
Matrices with rapidly decaying singular values appear with extraordinary
frequency in computational mathematics. Such matrices are said to have
low numerical rank, and a collection of low rank approximation methods
used in particle simulation [1], reduced-order modeling [2, 3] and matrix
completion [4] has developed around exploiting them. An explicit bound on
the numerical rank of a matrix requires bounding its singular values, and this
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is generally difficult. However, bounds can be derived for families of matrices
that have displacement structure [5, 6, 7]. In this paper, we derive explicit
bounds on the singular values of matrices with displacement structure in cases
where known bounds fail to be informative. Our method is constructive and
leads to an efficient low rank approximation scheme that we call the factored-
independent alternating direction implicit (FI-ADI) method. It can be used,
among other things, to develop fast and spectrally-accurate low rank solvers
for certain elliptic partial differential equations (PDEs).
The matrix X ∈ Cm×n satisfying the Sylvester matrix equation
AX −XB = F, A ∈ Cm×m, B ∈ Cn×n, (1)
is said to possess displacement structure, with an (A,B)-displacement rank of
ρ = rank(F ). Explicit bounds on the singular values of structured matrices,
such as Cauchy, Lo¨wner, real positive definite Hankel and real Vandermonde
matrices, can be derived by observing that these matrices satisfy (1) for
some specific triple (A,B, F ), with F of rank 1 or 2 [5]. Other work has
focused primarily on the case where (1) is a Lyapunov matrix equation (i.e.,
B = −A∗, F = F ∗, with M∗ denoting the Hermitian transpose of M) and
rank(F ) = 1. Closed-form solutions, approximation by exponential sums,
Cholesky factorizations, and the convergence properties of iterative methods
have been used to derive bounds on the singular values of X [8, 9, 7, 10, 11].
Rapidly decaying singular values imply that X is well approximated by
a low rank matrix.
Definition 1. Let X ∈ Cm×n, m ≥ n, and 0 <  < 1 be given. The -rank
of X, denoted by rank(X), is the smallest integer k such that
σk+1(X) ≤  ‖X‖2,
where σj(X) denotes the jth singular value of X, σ1(X) = ‖X‖2, and σj(X) = 0
for j > n.
In this paper, we relax the assumption that rank(F ) is small and assume
instead that the singular values of F decay rapidly, so that rank(F ) is small.
Such scenarios occur in numerical computing [12, 13, 14], where (1) arises
from the discretization of certain PDEs and F is associated with a smooth
2D function (see Section 6). Current methods only bound singular values of
X with indices that are multiples of ρ (see Section 2), and therefore provide
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little to no information in this setting. To overcome this issue, we derive
bounds on the singular values of X that depend on the singular values of F
directly. Our results are rooted in two fundamental observations:
• Splitting property: Equation (1) can be split into ρ matrix equations,
each with a rank 1 right-hand side. Specifically, X =
∑ρ
i=1Xi, and each
Xi satisfies
AXi −XiB = σi(F )uiv∗i , (2)
where
∑ρ
i=1 σi(F )uiv
∗
i is the singular value decomposition (SVD) of F .
• Bounding property: Bounds on the singular values of Xi exist that
depend on the size of σi(F ) (see Section 3.1.1).
Since the majority of bounds in the literature are useful when F is of
rank 1 [5, 7, 6], one can apply them to each of the equations in (2), and then
use the bounding property to exploit the decay of the singular values of F
(see Theorem 2). Our underlying proof technique applies a modification of
the alternating direction implicit (ADI) method to (1) using the above two
observations. In a worst-case example, this method constructs a near-best
low rank approximation (see Appendix A).
This paper is organized as follows: In Section 2, we use the factored ADI
(fADI) method [15] to derive known bounds when rank(F ) ≤ 2. In Section 3,
we develop a new method for bounding singular values when F has rapidly
decaying singular values. We discuss three examples in Section 4. Section 5
describes a practical method for solving (1) in low rank form, and we apply
this method to develop fast low rank Poisson solvers in Section 6.
2. Explicit bounds on the singular values of matrices with displace-
ment structure
Let X satisfy (1) with m ≥ n, and suppose that A and B have no
eigenvalues in common so that X is the unique solution to (1) [16]. Also,
assume that A and B are normal matrices.3 Here, we show how the ADI and
fADI methods can be used to derive bounds on the singular values of X.
3Results for nonnormal matrices A and B are discussed in Section 5.1.
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2.1. The ADI method
The ADI algorithm is an iterative method that numerically solves (1)
by alternately updating the column and row spaces of an approximate solu-
tion [17, 18]. One ADI iteration consists of the following two steps:
1. Solve for X(j+1/2), where(
A− βj+1I
)
X(j+1/2) = X(j)
(
B − βj+1I
)
+ F. (3)
2. Solve for X(j+1), where
X(j+1)
(
B − αj+1I
)
=
(
A− αj+1I
)
X(j+1/2) − F. (4)
An initial guess, X(0) = 0, is required to begin the iterations. The con-
struction of X(k) requires selecting a set of k 2-tuples, {(αj, βj)}kj=1, referred
to as shift parameters. These parameters strongly affect the approximation
error ‖X −X(k)‖2 (see Section 2.3).
2.2. The fADI method
The fADI method [15] is equivalent to ADI, but computesX(k) in low rank
form. The fADI iteration is derived by expressing X(j) in terms of X(j−1) us-
ing (3) and (4), and then substituting the factorizations X(j) = W (j)D(j)Y (j)
∗
and F = MN∗, where M ∈ Cm×ρ and N ∈ Cn×ρ, into the resulting equation.
After k iterations, the following block matrices are constructed:
W (k)=
[
Wˆ (1) Wˆ (2) · · · Wˆ (k) ] , {Wˆ (1) = (A− β1I)−1M,
Wˆ (j+1) = (A− αjI)(A− βj+1I)−1Wˆ (j),
(5)
Y (k)=
[
Yˆ (1) Yˆ (2) · · · Yˆ (k) ] , {Yˆ (1) = (B∗ − α1I)−1N,
Yˆ (j+1) = (B∗ − βjI)(B∗ − αj+1I)−1Yˆ (j),
(6)
D(k) = diag
(
(β1 − α1)Iρ, . . . , (βk − αk)Iρ
)
, (7)
where Iρ is the ρ× ρ identity matrix. This method is only computationally
competitive when shifted linear solves involving A and B are cheap to per-
form, so that the total cost of the 2kρ solves does not exceed the O(m3 + n3)
cost of solving (1) directly via the Bartels–Stewart algorithm [19, Ch. 7.6].
4
Using fADI, one clearly sees that after k iterations, the rank of the ap-
proximant X(k) is at most kρ. By definition of σj(X), we conclude that
σkρ+1(X) ≤ ‖X −X(k)‖2, 0 ≤ kρ < n. (8)
The triples (A,B, F ) in (1) satisfied by Cauchy, real-valued Vandermonde
and positive definite Hankel matrices, among others, admit explicit bounds
on ‖X −X(k)‖2 [5]. Since ρ ≤ 2 for these matrices, meaningful bounds on
their singular values are supplied by (8). However, if F is full rank (ρ = n),
no useful bound on the singular values of X can be obtained from (8).
2.3. Bounding the ADI approximation error
To find explicit bounds on the quantity ‖X −X(k)‖2 in (8), we examine
the ADI error equation. It is given in [15] as
X −X(k) = rk(A)(X −X(0))rk(B)−1, rk(z) =
k∏
j=1
(z − αj)
(z − βj)
, k ≥ 1.
Assuming that X(0) is chosen as the zero matrix, it follows that
‖X −X(k)‖2 ≤ ‖rk(A)‖2 ‖rk(B)−1‖2‖X‖2. (9)
We seek ADI shift parameters {(αj, βj)}kj=1 that minimize ‖rk(A)‖2‖rk(B)−1‖2.
Since A and B are normal matrices, we have that
‖rk(A)‖2 ‖rk(B)−1‖2 ≤ sup
z∈λ(A)
|rk(z)| sup
z∈λ(B)
1
|rk(z)|
, (10)
where λ(A) and λ(B) denote the spectra of A and B, respectively. We replace
the discrete sets λ(A) and λ(B) with closed regions E and G in the complex
plane, where λ(A) ⊂ E and λ(B) ⊂ G. The optimal shift parameters are
then described by the rational function that attains the following infimum:
Zk(E,G) := inf
r∈Rk
supz∈E |r(z)|
infz∈G |r(z)|
. (11)
Here, Rk is the set of rational functions of the form rk(z) = pk(z)/qk(z), with
polynomials pk and qk of degree at most k.
4 By (10), we have that Zk(E,G)
4For all choices E and G considered in this paper, there is an extremal rational function
r˜k = pk/qk that attains Zk with pk and qk of degree exactly k [20, 21, 22].
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Figure 1: The value of Zk(E,−E) is known [21] when E = {z ∈ C : |z − z0| ≤ η}, with
0 < η < z0. These results are used in Theorem 2 to bound the singular values of X
satisfying AX −XB = F , where λ(A) ⊂ E and λ(B) ⊂ −E.
bounds the ADI error as follows:
‖X −X(k)‖2 ≤ Zk(E,G)‖X‖2. (12)
Solutions to (11) and estimates on Zk(E,G) are known for certain choices
of E and G [23, 24, 21, 25, 22]. In some cases, Zk(E,G) can be expressed
explicitly [5] and ‖X −X(k)‖2 is bounded outright.
2.4. Explicit bounds on singular values
We now illustrate how to explicitly bound the singular values of matrices
using the fADI method. Let C ∈ Cm×n be a Cauchy matrix, m ≥ n, with
entries Cij = 1/(zi − wj), where {zi}mi=1 and {wj}nj=1 are distinct collections
of complex numbers, with {zi}mi=1 contained in E := {z ∈ C : |z − z0| ≤ η},
0 < η < z0, z0, η ∈ R, and {wj}nj=1 ⊂ −E. The matrix C satisfies
DzC − CDw = 1, (13)
where Dz = diag(z1, . . . , zm), Dw = diag(w1, . . . , wn), and 1 is the rank 1 m×
n matrix of all ones. The eigenvalues of Dz and Dw lie in the disks E and −E,
respectively (see Figure 1). Since C has a displacement rank of rank(1) = 1,
we have from (8) and (12) that
σk+1(C) ≤ Zk(E,−E)‖C‖2, 0 ≤ k < n. (14)
To bound Zk(E,−E), we apply the following result from [21, Sec. 2]:
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Theorem 1. Let E = {z ∈ C : |z − z0| ≤ η}, 0 < η < z0, z0, η ∈ R. Then,
the infimum in (11) is attained by the rational function
r˜k(z) =
(
z − φ
z + φ
)k
, φ =
√
z20 − η2, (15)
and Zk(E,−E) is given by
Zk(E,−E) = µ−k1 , µ1 =
z0 + φ
z0 − φ
. (16)
Proof. For a proof, see Theorem 3.1 in [21] and the related discussion.
Using Theorem 1, we have that for C in (13),
σk+1(C) ≤ µ−k1 ‖C‖2, 0 ≤ k < n. (17)
This shows that the singular values of C decay at least geometrically. A
consequence of (17) is that for 0 <  < 1, rank(C) ≤ dlog(1/)/ log(µ1)e. As
discussed in [5], this method can be used to find explicit bounds on singular
values for several classes of matrices with low (A,B)-displacement rank.
3. Explicit bounds on the singular values of matrices with high
displacement rank
The approach in Section 2.4 can be uninformative. To see this, consider
C˜ ∈ Cm×n, m ≥ n, with entries C˜ij = 1/|zi − wj|2. The matrix C˜ satisfies
DzC˜ − C˜Dw = C, (18)
where M denotes entrywise complex conjugation on M , and C, Dz and Dw
are as in (13). The singular values of C have rapid decay. However, the
displacement rank of C˜ is rank(C) = n, so the bound in (8) only applies
to σ1(C˜). This reveals nothing about whether C˜ has low numerical rank.
Figure 3 (left) shows that the singular values of C˜ decay rapidly, and we
require a new approach to bound them explicitly.
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3.1. Bounds via a modification of Smith’s method
The optimal ADI shift selection strategy for solving (18) uses the same
shift parameters, αj = φ and βj = −φ, where φ is given in (15), at every
iteration. When this happens, the fADI method is equivalent to Smith’s
method [26]. We first consider bounding singular values in this setting.
Eq. (18) is a special case of (1), with A = Dz and B = Dw satisfying the
assumptions in Theorem 1, and F = C. Applying k iterations of fADI to (18)
constructs an approximant X(k) = W (k)D(k)Y (k)
∗
, where the factors are given
by (5), (6), and (7). The dimensions of W (k) and Y (k) are m×kρ and n×kρ,
respectively. When ρ = n, it is often the case that these matrices have
linearly dependent columns, and this leads to an overestimation of rank(X).
However, in applying k iterations of fADI to (1), several potential low rank
approximants to X have been generated in addition to X(k). To see this,
write X(k) as a sum of kρ rank 1 terms,
X(k) =
ρ∑
i=1
k∑
j=1
dijwijy
∗
ij︸ ︷︷ ︸
=Tij
, (19)
where wij and yij are the ith columns of the blocks Wˆ
(j) and Yˆ (j), respec-
tively, in (5) and (6), and dij is the (i, i) entry of Dˆ
(j) in (7). The sum in (19)
exactly recovers the solution X in the limit as k →∞.
We now represent X by arranging the rank 1 terms in (19) in a ρ ×∞
rectangle R, so that each Tij is represented by the box in the ith row and jth
column of R (see Figure 2). An approximant can be constructed by choosing
any finite collection of boxes and summing together the terms that they
represent. For example, the fADI algorithm constructs X(k) by summing
together the terms represented in the first k columns of R, as shown in
Figure 2 (left). A natural question to ask is whether this is the best choice.
To answer this question, we examine the error associated with these ap-
proximants. If X˜t is constructed from a collection Kt of t boxes in R, then
‖X − X˜t‖2 is bounded above by
∑
{(i,j)∈R\Kt} ‖Tij‖2. To approximately min-
imize the error, we choose Kt by selecting terms in decreasing order of their
norms. Careful examination of the fADI method reveals that ‖Tij‖2 is in-
fluenced by Zj−1(E,−E) and σi(F ): In (5) and (6), F is written as MN∗.
Assign M = UΣ and N = V , where UΣV ∗ is the SVD of F . It follows that
‖Tij‖2 ≤
φ
2(z0 − η)2
σi(F )Zj−1(E,−E), (20)
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Figure 2: The box in the ith row and jth column represents the rank 1 term Tij from (19).
The terms reduce in norm as one applies successive ADI iterations (moving to the right),
but they also reduce in norm as the index of the singular values of F are increased (moving
down). In this illustration, we suppose that ‖Tij‖2 = O(µ−(i+j−2)1 ) and rank(F ) = 4.
Left: With k = 4, the fADI algorithm constructs X(k), where rank(X(k)) ≤ k2 = 16, by
summing terms represented by the first k columns of the rectangle. The numbering of the
boxes designates the order in which the rank 1 terms are constructed via fADI; decay in
the singular values of F is not exploited. Right: The boxes are numbered in decreasing
order with respect to their norms. Only the first t = k(k + 1)/2 terms (numbered in black)
are required to construct an approximant X˜t so that ‖X − X˜t‖2 ≈ ‖X −X(k)‖2.
where φ and r˜j−1(z) are given in (15).
Consider C˜ in (18). In this case, Zj−1(E,−E) = µ−(j−1)1 by Theorem 1.
The right-hand side of (18) is the matrix C in (13), so it follows from (17)
that ‖Tij‖2 ≤ φµ−(i+j−2)1 ‖C‖2/(2(z0 − η)2). This suggests that we construct
X˜t by selecting rank 1 terms along the antidiagonals of R (see Figure 2
(right)). This strategy leads to bounds on the singular values of C˜ with
indices that do not depend on ρ = n, since rank(X˜t) is at most k(k+1)/2, as
opposed to kρ, and σk(k+1)/2+1(C˜) ≤ ‖C˜ − X˜t‖2. The same reasoning applies
for any matrix X ∈ Cm×n satisfying (1), where A and B are as in Theorem 1
and σi(F ) ≤ µ−(i−1)1 ‖F‖2.
3.1.1. Explicit bounds on singular values
We now require explicit bounds on expressions of the form ‖X − X˜t‖2.
We find them using the splitting and bounding properties from Section 1.
• Applying the splitting property. The strategy depicted in Figure 2
(right) is equivalent to splitting (1) into ρ equations and applying a differ-
ent number of fADI iterations to each one. The ith row of R corresponds
to the ith equation in (2). Applying si iterations of fADI to (2) results
9
in X
(si)
i , where ‖
∑∞
j=si+1
Tij‖2 = ‖Xi −X(si)i ‖2. The sum of these errors
bounds the total error ‖X − X˜t‖2, where X˜t =
∑ρ
i=1X
(si)
i and t =
∑ρ
i=1 si.
• Applying the bounding property. For each Xi, we have a bound of the
form ‖Xi −X(si)i ‖2 ≤ Zsi(E,−E)‖Xi‖2. To find a bound that explicitly
involves the singular value σi(F ), we use the following result:
Lemma 1. Let X ∈ Cm×n satisfy AX − XB = F for normal matrices A
and B. Further, suppose that λ(A) ⊂ E and λ(B) ⊂ −E, where E is the
disk E := {z ∈ C : |z − z0| ≤ η}, with z0, η ∈ R and 0 < η < z0. Then,
‖X‖2 ≤
‖F‖2
2(z0 − η)
.
Proof. The lemma follows as a special case of [27, Thm. 2.1].
Applying Lemma 1 to (2), we find that ‖Xi‖2 ≤ σi(F )/(2(z0 − η)). Using
this result, we can now derive explicit bounds on the singular values of X.
We begin with the case where σk(F ) decays at the same rate as Zk(E,−E).
Theorem 2. Let X ∈ Cm×n, m ≥ n, satisfy AX − XB = F , with λ(A) ⊂
E and λ(B) ⊂ −E , where E = {z ∈ C : |z − z0| ≤ η}, with z0, η ∈ R and
0 < η < z0. Suppose that for 0 ≤ j < n, σj+1(F ) ≤ Kµ−j1 ‖F‖2, where µ1 is
given in (16) and K ≥ 1 is a constant. For the triangular numbers 1 ≤ t =
k(k + 1)/2 < n, the singular values of X are bounded in the following way:
σt+1(X) ≤ K
z0 + η
z0 − η
(3
2
√
t+ 1)µ
−(√8t+1−1)/2
1 ‖X‖2. (21)
Proof. Let rank(F ) = ρ. Consider the approximant X˜t =
∑k
i=1
∑k+1−i
j=1 Tij,
where Tij are given in (19). We allow the choice k > ρ with the convention
that for s > ρ, ‖Tsj‖2 = 0.5 This corresponds to selecting terms along the an-
tidiagonals of R in Figure 2. Since rank(X˜t) ≤ t = k(k + 1)/2, we have that
σt+1(X) ≤ ‖X − X˜t‖2. The proof proceeds by bounding the approximation
error ‖X − X˜t‖2. The error equation is given by
X − X˜t =
ρ∑
i=k+1
∞∑
j=1
Tij︸ ︷︷ ︸
=S1
+
k∑
i=1
∞∑
j=k+1−i
Tij︸ ︷︷ ︸
=S2
.
5 For expository reasons, when k > ρ, we do not account for the non-contribution of the
terms ‖Tsj‖2 = 0 in our bounds. This simple but notationally tedious task would improve
the bounds associated with k > ρ.
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Using the fact that
∑∞
j=1 Tij = Xi, where Xi is given in (2), we find that S1
satisfies AS1 − S1B =
∑ρ
i=k+1 σi(F )uiv
∗
i . It follows from Lemma 1 that
‖S1‖2 ≤
σk+1(F )
2(z0 − η)
≤ K‖F‖2µ
−k
1
2(z0 − η)
. (22)
To bound ‖S2‖2, observe that S2 =
∑k
i=1(Xi −X(si)i ), where X(si)i is con-
structed by applying si = k+1−i steps of fADI to (2). For each i, we have
‖Xi −X(si)i ‖2 ≤ Zsi(E,−E) ‖Xi‖2 ≤
σi(F )
2(z0 − η)
µ−si1 ,
where Lemma 1 has been used to bound ‖Xi‖2. This implies that
‖S2‖2 ≤
K‖F‖2
2(z0 − η)
k∑
i=1
µ
−(i−1)−si
1 ≤
K‖F‖2
2(z0 − η)
kµ−k1 , (23)
and (22) and (23) together give the bound
σt+1(X) ≤ ‖X − X˜t‖2 ≤
K‖F‖2
2(z0 − η)
(k + 1)µ−k1 . (24)
To get a relative bound, we must divide the expressions in (24) by ‖X‖2. Triv-
ially, the relationAX−XB = F implies that 1/‖X‖2 ≤ (‖A‖2 + ‖B‖2) /‖F‖2.
Due to the assumptions on E we have ‖A‖2 + ‖B‖2 ≤ 2(z0 + η). The theo-
rem follows from the fact that k = (
√
8t+ 1− 1)/2, and for t ≥ 1, k ≤ 3√t/2.
In Theorem 2, it is assumed for convenience that t is a triangular num-
ber. However, for any 1 ≤ t < n, a bound on σt+1(X) is found by bounding
the sum of the first t terms selected along the antidiagonals of R (see Fig-
ure 2 (right)). The constants in (21) are due to estimates on ‖X‖2, and are
therefore not necessarily tight. However, as shown in Appendix A, there
are A, B and F satisfying Theorem 2 so that for 1 ≤ t ≤ ρ(ρ + 1)/2,
‖X − X˜t‖2 ≈ σt+1(X). This implies that X˜t is a near-best low rank approx-
imation to X, and that the decay rate µ
−(√8t+1−1)/2
1 in (21) cannot be im-
proved without additional assumptions on A, B, and F (see Appendix A).
Applying Theorem 2 to C˜ shows that for triangular numbers t, 1 ≤ t < n,
σt+1(C˜) ≤
z0 + η
z0 − η
(3
2
√
t+ 1)µ
−(√8t+1−1)/2
1 ‖C˜‖2. (25)
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Figure 3: Left: The normalized singular values for matrices of the form C˜ij = 1/|zi − wj |2
are plotted for three different selections of sets {zi}100i=1 ⊂ Eγ and {wj}100j=1 ⊂ −Eγ for
γ = 15 (blue), 30 (red), and 60 (purple), where Eγ is a disk of radius 10 with center (γ, 0).
Rapid decay of the singular values is observed. Right: The error from constructing a rank
t approximant as described in Section 3.1 (red) bounds the normalized singular values
for C˜ of size 1000× 1000 (blue), and is bounded above by the decay rate (excluding the
polynomial factor) from the bound in Theorem 2 (black).
Figure 3 displays the decay rate from (25), as well as the error ‖C˜ − X˜t‖2/‖C˜‖2,
where X˜t is constructed as in Theorem 2. These results also give a bound on
rank(C˜). For 0 <  < 1, we have that
rank(C˜) ≤
k∗(k∗ + 1)
2
, k∗ =
⌈
log
(
(z0 + η)(
3
2
√
n+ 1)
(z0 − η)
)/
log µ1
⌉
,
(26)
where we have used the fact that
√
t ≤ √n. For fixed 0 <  < 1, the bound
in (26) only grows polylogarithmically with n, so that for very large n, stan-
dard operations, such as matrix-vector multiplication, can be performed to
an -accuracy in quasi-optimal computational complexity by using X˜t.
We need not require that the decay rate of σi(F ) matches the decay rate of
Zk(E,−E). As an example, suppose that σi(F ) decays with i at a geometric
rate twice that of Zk(E,−E), i.e., σi+1(F ) ≤ Kµ−2i1 ‖F‖2. It is no longer op-
timal to construct an approximant X˜t by selecting terms along antidiagonals
of R (see Figure 2 (right)). Instead, the number of fADI iterations applied
to each Xi in (2) (each row of R) must be modified. Specifically, for each Xi,
construct X
(si)
i with si = 2k − 2(i− 1) to form X˜t =
∑k
i=1X
(si). If, on the
other hand, σi+1(F ) ≤ Kµ−i/21 ‖F‖2, then X˜t is constructed by performing
si = k+1−i iterations of fADI on Xi and Xi+1 simultaneously. Generalizing
from these examples, we have the following corollary:
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Corollary 1. Suppose that the assumptions of Theorem 2 hold, except that
σi+1(F ) ≤ Kµ−iF ‖F‖2, with µF > 1. Let µ = min(µF , µ1), and define the in-
teger ` as ` = blog (max(µF , µ1)) / log µc. Then, for the numbers 1 ≤ t =
`k(k + 1)/2 < n, the singular values of X are bounded as
σt+1(X) ≤ K
z0 + η
z0 − η
(3
2
√
t+ 1)µ−`(
√
8t+1−1)/2 ‖X‖2.
Further generalizations of Theorem 2 hold whenever explicit bounds are
known for the singular values of F , even if the rate of decay is not geometric.
For example, with the same assumptions as Theorem 2 except that the sin-
gular values of F decay algebraically, the singular values of X can be shown
to decay at the same algebraic rate.
A generalization of Theorem 2 and Corollary 1 can be stated when E
and G are any two closed disks in the complex plane that are disjoint from
each other. This follows from Theorem 3.1 in [21], where Zk(E,G) and r˜k
are given for disks E and G that are each symmetric about the real axis, as
well as the observation that Zk(E,G) is invariant under rotation.
3.2. Bounds via a modification of fADI
We now consider AX −XB = F , with λ(A) ⊂ [−b,−a], λ(B) ⊂ [a, b] for
a, b ∈ R and 0 < a < b. This scenario arises, for example, in the discretization
of Poisson’s equation (see Section 6). The extremal rational function r˜k that
attains the infimum Zk([−b,−a], [a, b]) in (11) is known [20, 25, 22], and an
upper bound on Zk([−b,−a], [a, b]) is given in [5] as
Zk([−b,−a], [a, b]) ≤ 4µ−k2 , µ2 = exp
(
pi2
log(4b/a)
)
. (27)
The zeros and poles of r˜k(z) can be computed using elliptic integrals [17, 22],
and they form a set of k ADI shift parameters {(α`, β`)}k`=1. In contrast to
Section 3.1, one cannot expect that the extremal function r˜j(z) that attains
the infimum Zj([−b,−a], [a, b]) has any zeros or poles in common with r˜k(z)
when j 6= k. To use explicit bounds associated with Zj([−b,−a], [a, b]) for
1 ≤ j ≤ k, we must allow for the use of several sets of shift parameters when
constructing our ADI-based approximant X˜t. This is a natural generalization
of the approach used in Theorem 2, and it leads to the following theorem:
Theorem 3. Let X ∈ Cm×n, m ≥ n, satisfy AX − XB = F , and suppose
that the assumptions in Theorem 2 hold, except that λ(A) ⊂ [−b,−a] and
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λ(B) ⊂ [a, b], with a, b ∈ R and 0 < a < b. Then, for the triangular numbers
1 ≤ t = k(k + 1)/2 < n, we have
σt+1(X) ≤
Kb
a
(6
√
t+ 1)µ
−(√8t+1−1)/2
2 ‖X‖2.
Proof. Let X =
∑ρ
i=1Xi, where rank(F ) = ρ and each Xi satisfies (2). For
each i ≤ k, construct the approximant X˜t =
∑k
i=1X
(si)
i , si = k+1−i, where
X
(si)
i is constructed by applying si = k+1−i iterations of fADI to (2) using
optimal ADI shift parameters (these parameters are different for each i). It
follows that σt+1(X) ≤ ‖X − X˜t‖2, and the proof consists of bounding the
error ‖X − X˜t‖2. This can be done just as in Theorem 2 if one uses the fact
that [a, b] can be contained in a disk with radius η = (b − a)/2 and center
z0 = (b+ a)/2, so that Lemma 1 is applicable.
As before, we have the following corollary when the singular values of F and
Zk([−b,−a], [a, b]) decay at potentially different geometric rates:
Corollary 2. Suppose that the assumptions of Theorem 3 hold, except that
σi+1(F ) ≤ Kµ−iF ‖F‖2, with µF > 1. Let µ = min(µF , µ2), and define ` as
` = blog (max(µF , µ2)) / log µc. Then, for 1 ≤ t = `k(k + 1)/2 < n, we have
σt+1(X) ≤
Kb
a
(6
√
t+ 1)µ−`(
√
8t+1−1)/2‖X‖2. (28)
Proof. For a sketch of the proof, see the discussion preceding Corollary 1.
Related bounds can be stated when λ(A) ⊂ [a, b] and λ(B) ⊂ [c, d], with
a < b < c < d. In this case, with F as in Corollary 2, we find that
σt+1(X) ≤ K
max(|a|, |b|) + max(|c|, |d|)
|c− b| (6
√
t+ 1)µ−`(
√
8t+1−1)/2‖X‖2,
where t is as in Corollary 2, µ = min(µF , exp(pi
2/ log 16γ)), and γ is the
cross-ratio |c − a| |d − b|/(|c − b| |d − a|). This result is found by using a
Mo¨bius transformation that preserves Zk([a, b], [c, d]) to map [a, b] ∪ [c, d] to
symmetric intervals [−α,−1]∪ [1, α] (see [5]), and then applying Corollary 2.
4. Examples
The ideas and results in Section 3 are connected to and inform a variety
of other results. We give three examples that show how the splitting and
bounding properties can be used.
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4.1. The Hadamard product with a Cauchy matrix
Let A, B and F satisfy the assumptions of Theorem 2.6 Since A and
B are normal matrices, they have eigendecompositions A = Y ΛAY
∗ and
B = WΛBW
∗. Therefore, X in (1) can be written in closed form as
X = Y (C ◦ (Y ∗FW ))W ∗, (29)
where C is a Cauchy matrix with entries Cjk = 1/((ΛA)jj − (ΛB)kk), and ‘◦’
is the Hadamard matrix product. Bounds on the singular values of X can
be determined using (29), rather than the method in Section 3. First, we
split AX − XB = F into the ρ = rank(F ) equations in (2). By (29), each
Xi in (2) can be expressed as
Xi = σi(F )Y (C ◦ (Y ∗uiv∗iW ))W ∗. (30)
For each i ≤ k, we use fADI on (13) to construct a rank ≤ si = k+1−i
approximant C(si) to C. Substituting C(si) for C in (30) results in an ap-
proximant X
(si)
i , and the sum of the matrices X
(si)
i is an approximant to X.
This approach results in bounds of the form
σt+1(X) ≤ 2K‖C‖2(z0 + η)(32
√
t+ 1)µ
−(√8t+1−1)/2
1 ‖X‖2,
where 1 ≤ t = k(k + 1)/2 < n. This relates the singular values of X to prop-
erties of the Cauchy matrix C. Generically, we have ‖C‖2 ≤
√
mn/(2(z0 − η))
due to (13) and Lemma 1, but unfortunately, this does not result in bounds
with an improved polynomial term when compared to (21). However, a more
useful bound on ‖C‖2 may be available in specific cases.
This approach leads to an efficient algorithm for approximating X in low
rank form when fast matrix-vector products for Y and W are available (see
Section 6.1 and also [19, Ch. 4.8]).7
4.2. Families of structured matrices
Let C be a Cauchy matrix as in (13) and define the family Fm,n = {C◦p}∞p=1,
where (C◦p)ij = 1/(zi − wj)p and m ≥ n. For p ≥ 2, C◦p satisfies the
6Analogous results hold under the assumptions of Theorem 3, as well as the various
generalizations of these theorems.
7To compute this approximant in low rank form, one uses the fact that for vectors
ui = (u1i, . . . , umi) and vi, C ◦ uiv∗i = diag(u1i, . . . , umi)Cdiag(v1i, . . . , vni).
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Sylvester equation DzC
◦p − C◦pDw = C◦(p−1), and a recursive argument can
be used to bound the singular values of each matrix in Fm,n. As an exam-
ple, consider the matrix C◦3. For C◦2, Theorem 2 can be applied directly,
revealing that the singular values are bounded exactly as in (25). To bound
the singular values of C◦3, define each Xi so that it satisfies
DzXi −XiDw =
(i+1)(i+2)/2−1∑
j=i(i+1)/2
σj(C
◦2)ujv
∗
j , (31)
where uj and v
∗
j are the jth singular vectors of C
◦2. The approximant X˜t to
C◦3 is constructed by applying k+1−i fADI iterations to (31) for each i ≤ k,
and then summing the resulting matrices. This is a variation on Theorem 2
and results in a bound of the form
σt+1(C
◦3) ≤ K1µ−k1 ‖C◦3‖2, 1 ≤ t =
1
24
k(k + 1)(k + 2)(k + 3) < n, (32)
whereK1 = O(
√
n). It follows that as n→∞, rank(C◦3) = O((log(
√
n/))4).
As p is increased, the bounds on the singular values of C◦p become increas-
ingly weak, but the bound on rank(C
◦p) always grows polylogarithmically
with n. This implies that for large enough n, the matrices in Fm,n are well-
approximated by low rank matrices. The set of d-dimensional, real-valued
Vandermonde matrices satisfies a more complicated recursive relation that
leads to similar bounds, and related results hold for various matrix families
defined using the structured matrices in [5].
4.3. A comparison to exponential sums
Functions such as f(x) = 1/x and f(x) =
√
x, where x ∈ [a, b], and 0<
a <b<∞, are well approximated by exponential sums of the form
Sk(x) =
k∑
j=1
αje
−tjx, αj, tj ∈ R.
In [28], explicit bounds on the error ‖1/x− Uk(x)‖L∞([a,b]) are given, where Uk
is the best approximation to 1/x by an exponential sum of at most k terms.
These estimates can be used to bound the singular values of X ∈ Rn×n, where
X satisfies AX +XAT = BBT , λ(A) ⊂ [a, b], and A is a normal matrix [29].
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Let Aˆ = In ⊗ A+ A⊗ In, where ‘⊗’ denotes the Kronecker matrix prod-
uct. Then, vec(X) = Aˆ−1vec(BBT ), where vec(X) ∈ Cn2×1 is the column-
major vectorization of X. We can use the fact that Uk(Aˆ) ≈ Aˆ−1 to approx-
imate X. Results in [5] and [28] give that∥∥∥Aˆ−1 − Uk(Aˆ)∥∥∥
2
≤ Kγk
a
µ−k2 , (33)
where Kγ is a bounded constant dependent on γ = a/b, and µ2 is as in (27).
8
Let X˜ be the n × n matrix defined by vec(X˜) = Uk(Aˆ)vec(BBT ). The
property exp(In ⊗ A+ A⊗ In) = exp(A)⊗ exp(A) can be used to show that
rank(X˜) ≤ kρ, where rank(BBT ) = ρ. Since ‖X‖F = ‖vec(X)‖2, where ‖ · ‖F
is the Frobenius norm, it follows that
σkρ+1(X) ≤
∥∥∥Aˆ−1vec(BBT )− Uk(Aˆ)vec(BBT )∥∥∥
2
≤ Kγk
a
µ−k2 ‖BBT‖F .
To state a relative bound, we use the estimate 1/‖X‖2 ≤ 2b/‖BBT‖2, so that
σkρ+1(X) ≤ K˜γkµ−k2 ‖X‖2, K˜γ =
2Kγb
a
‖BBT‖F
‖BBT‖2
. (34)
The bound attained via fADI is given by [5, Cor. 4.1], and states that
σkρ+1(X) ≤ 4µ−k2 ‖X‖2. (35)
The bounds in (34) and (35) both achieve the same geometric decay rate,
with the ADI-based bound resulting in a cleaner constant that does not
include a factor of k. When ρ is large, both bounds become problematic.
However, the splitting and bounding properties can also be applied to
improve bounds based on exponential sums [29]. For 1 ≤ i ≤ ρ, let Xi
satisfy AXi +XiA
T = σi(B)uiu
T
i , and approximate each Xi by the best sum
of exponentials with at most si terms. If the singular values of BB
T decay
at the geometric rate µ2, then one should choose si = k+1− i. It is clear
from setting ρ = 1 in (34) and (35) that bounds on the singular values of
X derived from exponential sums achieve the same decay rate as those in
Theorem 3, but result in a larger algebraic factor involving k.
8In [28], the left-hand side of (33) is bounded by an expression involving the Gro¨tszch
ring function [30, (19.2.8)], which is associated with elliptic integrals. The more inter-
pretable bound we give here follows from Theorem 3.1 in [5].
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5. The FI-ADI method
The low rank approximations employed to bound singular values in Sec-
tion 3 can be automatically computed, resulting in an efficient method for
approximately solving AX − XB = F in low rank form whenever A and
B satisfy the assumptions in Theorem 2 or Theorem 3 (or their corollar-
ies and generalizations), and linear solves involving A and B can be per-
formed cheaply (see Section 6 for an application). We refer to this method
as factored-independent ADI (FI-ADI). An outline of the FI-ADI method is
given in the pseudocode below,9 where we assume the above conditions on
A and B are met (see Sec 5.1 for a generalization). Key details for efficient
implementation are described below.
The FI-ADI method
Input: ◦ A ∈ Cm×m, B ∈ Cn×n , and F satisfying AX −XB = F , with
F =
∑ρ
i=1 σi(F )uiv
∗
i
◦ A tolerance 0 <  < 1
◦ Disjoint sets E,G ⊂ C such that λ(A) ⊂ E and λ(B) ⊂ G
◦ A batch number d and batching parameters {`i}d+1i=1 , `d+1 = ρ+ 1.
Output: Factors W , D and Y satisfying ‖X −WDY ∗‖2 ≈ ‖X‖2
1. Split S := AX −XB = ∑ρi=1 σi(F )uiv∗i into d equations:
Si := AXi −XiB =
`i+1−1∑
j=`i
σj(F )ujv
∗
j , 1 ≤ i ≤ d. (36)
2. Find τ ≈ ‖X‖2
3. Set W = [ ], D = [ ], Y = [ ]
for i = 1, . . . , d
(i) Determine si so that for Zsi(E,G) in (11),
Zsi(E,G) ≤ ( τ dist(E,G)) /
(
d σ`i(F )
)
, dist(E,G) = min
z∈E,w∈G
|z − w|
(37)(ii) Compute the set {αi,j , βi,j}sij=1 of optimal ADI shift parameters associ-
ated with Zsi(E,G).
(iii) Apply si steps of fADI to Si to find Zi, Di and Yi
(iv) W =
[
W Wi
]
, Y =
[
Y Yi
]
, D = diag(D,Di)
(v) Compress W , D and Y
9An implementation of FI-ADI in MATLAB is available at https://github.com/
ajt60gaibb/freeLYAP.
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Error estimates. As described in the pseudocode, the FI-ADI method
constructs X˜ = WDY ∗. If τ ≤ ‖X‖2, then ‖X − X˜‖2 ≤ ‖X‖2: by (12),
Lemma 1, and the bound on Zsi(E,G) in (37), ‖Xi −X(si)i ‖2 ≤ (/d)‖X‖2.
A simple choice for τ is found using ‖F‖2 ≤ (‖A‖2 + ‖B‖2)‖X‖2, but this
is often overly pessimistic. Settling for ‖X − X˜‖2 ≈ ‖X‖2, it is often more
efficient to perform a few steps of FI-ADI and then estimate τ using this
approximant. We also find it effective in practice to choose the number of
fADI steps for each i as s∗i = max(Kmax, si), where si is computed as in Step
(i) in the pseudocode and Kmax satisfies ZKmax(E,G) ≤ .
Factorizations of F . In Section 3, we used the SVD factorization
F = USV ∗ to derive bounds. This is also depicted in the pseudocode. How-
ever, the FI-ADI method works with any “approximate SVD” of the form
F = U˜Σ˜V˜ ∗, where Σ˜ is diagonal with Σ˜1,1 ≥ · · · ≥ Σ˜n,n, and ‖U˜(:,i)V˜ ∗(:,i)‖2 = 1.
Computation of ADI shift parameters. If E and G are disks in
the complex plane, the required single shift parameter (α, β) is given by
Theorem 2, a rotation mapping, and the formula in [21]. When E and G are
closed real intervals, we refer the reader to the formulas in [17], as well as
the MATLAB code in [12, Appendix A]. For most other choices of E and G,
heuristic shift selection strategies must be employed (see Section 5.1).
Compression. The approximant X˜ is potentally a near-best low rank
approximant to X (see Appendix A), but in practice, X˜ can often be com-
pressed. For large problems where memory is restrictive, an interim compres-
sion strategy (Step (v) in the pseudocode) is essential, and various schemes
can be used (e.g., [31]). We apply the method from [32, Ch. 1.1.4], where
the skinny QR factorizations ZD = QzRz and Y = QyRy are used to find
the truncated SVD of the small matrix RzR
∗
y. The computational cost (in
flops) of the compression step grows with the number of columns of W as
O((m+ n)t2 + t3), where W has t columns. It is beneficial to apply com-
pression after each iteration i to keep the solution factors small.
Batching linear solves. Computational savings can be gained by group-
ing right-hand sides together when performing linear solves. For example,
when the same ADI shift parameter is used in every fADI iteration for all
Si in (36), the uncompressed factors WDY ∗ are efficiently constructed by
applying si fADI iterations to the equation
∑i
j=1 Sj at each iteration i, with
si−1 ≥ si. Even when the shift parameters differ, efficiency is potentially im-
proved by grouping right-hand sides together in Step 1. However, the cost
of the compression step is also influenced by the batch sizes, and there is no
simple choice of d and {`i}d+1i=1 that generically optimizes performance.
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FI-ADI versus fADI. The FI-ADI method can be seen as a general-
ization of fADI, where more freedom has been permitted in the order that
the rank 1 terms used to approximate X are constructed. Using an FI-ADI-
based method over fADI in theoretical settings results in improved bounds
on singular values of X (see Section 3). However, the practical performance
of either method depends greatly on implementation details, as well as the
properties of A, B and F . Vectorization and batched solves are efficient, and
fADI takes full advantage of this, whereas FI-ADI may not. The main prac-
tical benefit of FI-ADI is that re-ordering how rank 1 terms are constructed
leads to an effective interim compression strategy.10
5.1. Generalized FI-ADI
We briefly review how an FI-ADI-based method can be used when the
theorems and corollaries in Section 3 are not applicable.
Nonnormality. Let A andB be diagonalizable but non-normal matrices,
with eigendecompositions A = VAΛAV
−1
A and B = VBΛBV
−1
B . The ADI error
is bounded as ‖X −X(k)‖2 ≤ κ2(VA)κ2(VB)‖rk(ΛA)‖2 ‖rk(ΛB)‖2‖X‖2, where
κ2(M) = ‖M‖2‖M−1‖2. If bounds on κ2(VA) and κ2(VB) are known or can
be numerically estimated, then the influence of these terms on the number of
ADI steps can be estimated [13, Sec. 5]. Alternatively, any spectral set [33]
can be used to bound ‖rk(A)‖2 ‖rk(B)−1‖2 [5, Cor. 2.2].
Non-optimal shift selection. If the sets E and G do not allow for opti-
mal shift parameter selection, then one of many heuristic shift strategies may
be applied [7, Ch. 4.4]. The use of suboptimal shifts affects convergence [11],
and additional computational costs are incurred since either the ADI error
equation or the residual equation must be monitored to determine conver-
gence. We remark that only a few alternative schemes for solving AX−XB =
F when rank(F ) is large have been proposed in the literature [10, 34]. When
using FI-ADI, the residual error is given by ∆k(S) := ‖rk(A)Frk(B)−1‖F [35],
where ‖ · ‖F is the Frobenius norm. Using the submultiplicative property
for ∆k(Si), the influence of the singular values of F can be exploited.
10A related idea is found in [31], where a reordering of terms (motivated by memory
savings, not by the influence of the singular values of F ) and an interim compression
strategy results in an improved implementation of the low rank cyclic Smith method.
20
6. A collection of low rank Poisson solvers
In [12], spectral discretizations are developed so that the ADI method
can be used to solve Poisson’s equation on a variety of domains in optimal
computational complexity (up to polylogarithmic factors). Combining these
ideas with FI-ADI leads to highly efficient Poisson solvers that construct low
rank approximations to solutions.
6.1. An FI-ADI–based Poisson solver on a square
Let u be the solution to Poisson’s equation on the square, i.e.,
∂2u
∂x2
+
∂2u
∂y2
= f, x, y ∈ [−1, 1]2, u(±1, ·) = u(·,±1) = 0, (38)
where f is a smooth function on [−1, 1]2. A standard numerical approach for
finding u involves discretizing (38) using second-order finite differences.11 To
achieve spectral accuracy, we instead apply the method in [12], where (38) is
discretized in a way that leads to the matrix equation AXˆ − XˆB = D˜Fˆ D˜T .
Here, Xˆ and Fˆ contain scaled expansion coefficients for expressing u and f ,
respectively, in a particular ultraspherical polynomial basis, and D˜ is diago-
nal. We refer the reader to [12, Sec. 3] for further details. This discretization
is specifically designed for ADI-based approaches: A and B satisfy the as-
sumptions in Theorem 3 and they are banded, so that linear solves involving
them are cheap. For these reasons, FI-ADI is a highly efficient method for
approximating Xˆ in low rank form. Recurrence relations among ultraspheri-
cal polynomials ensure that a rank k approximation to Xˆ can be transformed
to a convenient Chebyshev basis in O(kn log n) operations [12, 36]. The in-
verse transform is also fast, so that if f is a smooth function, a low rank
factorization of the matrix Fˆ can be found efficiently using methods in [37].
The left panel of Figure 4 illustrates the computational savings gained
from using the FI-ADI method to exploit the numerical rank of Xˆ.12 In
11This leads to a Lyapunov equation D2X +XD2 = F that can be solved in only
O(n2 log n) operations using the closed form solution in (29) and the FFT [19, Ch. 4.8].
Applying the FI-ADI method or using (29) results in a fast low rank solver.
12 A faster implementation of both the FI-ADI and ADI-based solvers is achieved
by performing the required linear solves with a subroutine written in C (see https:
//github.com/danfortunato/fast-poisson-solvers), which is not used here.
The degrees of freedom in this experiment are increased artificially to demonstrate asymp-
totic complexity.
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Figure 4: Left: The wall clock time in seconds is plotted against the problem size n for
computing the Chebyshev coefficients of an approximate solution to (38), with a relative
tolerance of 1× 10−10. A low rank, FI-ADI–based solver with right-hand sides of varying
rank (colored lines), all with rapidly decaying singular values, is compared against an
optimal complexity solver that is unaffected by the rank of F and returns X in explicit
form (black). The FI-ADI–based solver returns a low rank approximation WDY ≈ X.
Timings include compression of the factors W , D, and Y . In both cases, F is provided in
low rank form (with approximate singular values). Right: The solution to (38), where f is
a smooth function with a 512× 512 Chebyshev coefficient matrix F of rank 206, computed
with Chebfun using the spectral method in [12] and FI-ADI.
this example, a matrix of bivariate Chebyshev coefficients for f is given in
low rank form for several choices of f . We use this to find Fˆ in low rank
form. A low rank approximation to Xˆ is then computed and transformed to
the Chebyshev basis. We compare this approach to the optimal complexity
solver in [12] that forms Fˆ explicitly, and then finds Xˆ in explicit form.
The right panel displays a solution u˜ to (38) computed in Chebfun [38]
using this approach, where f is smooth and its 512×512 Chebyshev coefficient
matrix is approximated by a rank 206 matrix. The exact solution is given by
u = (1−x2)(1−y2) sin(3pi(1+cos(pix2−piy2))(x−2y)(2x+y) cos(pix2+piy2)).
With the tolerance parameter set at  = 10−10, our approach results in an
error of ‖u− u˜‖2/‖u‖2 ≈ 7.01× 10−11.
6.2. An FI-ADI–based Poisson for other domains
This approach is not limited to a square domain: Combining FI-ADI
with the discretizations described in [12] and [14] leads to efficient low rank
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Poisson solvers for 2D functions on rectangles, disks, and on the surface of
a sphere, and for 3D functions on solid spheres, cylinders, and cubes. We
expect that similar solvers can be developed for many other elliptic PDEs.
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Appendix A. On the sharpness of FI-ADI-based error bounds
Here, we demonstrate that there is a Sylvester matrix equation AX −
XB = F satisfying Theorem 2 such that for all t ≤ ρ(ρ + 1)/2, where
rank(F ) = ρ, the rank ≤ t approximant X˜t constructed as in Section 3 sat-
isfies ‖X − X˜t‖2 ≈ σt+1(X).
Recall that in Section 3, an approximant X˜t is constructed in (20) as the
sum of rank 1 matrices of the form dijwijyij. If the sets {wij} and {yij}
each consist of mutually orthogonal vectors, then X˜t is not compressible. We
choose A, B and F carefully in the following example so that this condition
is satisfied. The solution X has a simple structure, and the tightness of the
bound can be verified by directly examining its entries.
Consider the equation AX +XAT = F , where A,F ∈ Rn×n and n = ρ2.
The matrix A is chosen to satisfy (A+ I)(A− I)−1 = Q, where Q is the
scaled circulant shift matrix
Q =
1
q

0 1
1
. . .
1 0
 ,
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with q =
√
2/c+ 1 and c > 1. The matrix A is normal, and its eigenvalues lie
on the circle centered at z0 = −(q2 + 1)/(q2 − 1) with radius η = 2q/(q2 − 1).
Applying ` iterations of fADI constructs X(`). By Theorem 1, the error
equation satisfies ‖X −X(`)‖2 ≤ q−2`, with optimal ADI shift parameters
given as αj = −1, βj = 1 for all j. From (5) and (6), X(`) is given by
X(`) = 2
`−1∑
j=0
Qj(A− I)−1F (A+ I)−T (QT )j, ` ≥ 1. (A.1)
Now choose F = [A− I]( : , 0:ρ:n−1)Λ
(
[A+ I]( : , 0:ρ:ρ(ρ−1))
)T
, where indexing
begins at 0, and Λ = diag(1, q−2, . . . , q−2(ρ−1)).
Appendix A.1. A closed form solution
The matrix X is diagonal, and one can verify that its entries are given
by
dρi+j =
2 + 2q−2
∑ρ−1
s=1 q
−2((n−1)−s(ρ−1))
1− q−2n + 2
i∑
s=1
q−2((ρ−1)(i−s)+j+i) ≈ 2q−2(j+i)
(A.2)
for 0 ≤ i ≤ ρ− 1 and 0 ≤ j ≤ ρ− 1. The singular values of X, plotted in Fig-
ure A.5, are the absolute values of its diagonal entries, sorted in nonincreasing
order. The rightmost estimate in (A.2) shows that when j + i ≤ ρ− 1, we
expect j+i+1 entries of d to be of magnitude approximately 2q−2(j+i). This
explains the step-like pattern observed in Figure A.5.
Appendix A.2. The approximant X˜t
We now consider the approximant X˜t constructed as in Section 3. For
0 ≤ i ≤ ρ− 1, let Xi satisfy
AXi +XiA
T = λi,i [A− I]( : , iρ) [A+ I]T( : , iρ)︸ ︷︷ ︸
Fi
, 0 ≤ i ≤ ρ− 1, (A.3)
where λi,i = q
−2i is the (i, i)th entry of Λ. Let t = k(k + 1)/2 with k ≤ ρ.
For i ≤ k − 1, construct the approximants X(si)i , si = k−i, by applying si
fADI iterations to (A.3), so that X˜t =
∑k−1
i=0 X
(si)
i . Using (A.1) and recalling
that Q is a circulant shift matrix, each X
(si)
i is given by
X
(si)
i = diag(0, . . . , 0, 2q
−2iDi, 0 . . . , 0), X
(si)
i ∈ Rn×n,
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Figure A.5: The magnitude of normalized singular values for X is plotted against the
indices (blue). The error ‖X − X˜t‖/‖X‖2, where X˜t is the rank t approximant constructed
with method used in Section 3.1 (orange) differs from the t+ 1 normalized singular value
of X only by a small constant factor (indistinguishable to the eye). The decay rate of the
bound in Theorem 2 (excluding the polynomial factor) is also shown (black).
where Di = diag(1, q
−2, . . . , q−2(k−i−1), 0, . . . , 0) ∈ Rρ×ρ, and the first nonzero
diagonal entry of X
(si)
i is the (iρ, iρ) entry of Di. Comparing these matrices
to X, we observe that the nonzero entries of Di in X
(si)
i satisfy (Di)j,j ≈ diρ+j.
It follows that for t = k(k+1)/2, the error Et := X − X˜t has the property
that ‖Et‖2 ≈ 2q−2k. Inspecting the entries in d reveals that σt+1(X) ≈ 2q−2k,
so that σt+1(X) ≈ ‖Et‖2 (see Figure A.5). As in Theorem 2, one can also
bound non-triangular numbers (see Section 3). When t > ρ(ρ + 1)/2, the
decay rate of the singular values of X becomes supergeometric, and the
approximation error ‖Et‖2 does not capture this behavior.
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