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Abstract 
To further extend study on celestial attitude determination with strapdown star sensor from static into dynamic field, one pre-
requisite is to generate precise dynamic simulating star maps. First a neat analytical solution of the smearing trajectory caused by 
spacecraft attitude maneuver is deduced successfully, whose parameters cover the geometric size of optics, three-axis angular 
velocities and CCD integral time. Then for the first time the mathematical law and method are discovered about how to synthe-
size the two formulae of smearing trajectory and the static Gaussian distribution function (GDF) model, the key of which is a 
line integral with regard to the static GDF attenuated by a factor 1/ Ls (Ls is the arc length of the smearing trajectory) along the 
smearing trajectory. The dynamic smearing model is then obtained, also in an analytical form. After that, three sets of typical 
simulating maps and data are simulated from this dynamic model manifesting the expected smearing effects, also compatible 
with the linear model as its special case of no boresight rotation. Finally, model validity tests on a rate turntable are carried out, 
which results in a mean correlation coefficient 0.920 0 between the camera images and the corresponding model simulated ones 
with the same parameters. The sufficient similarity verifies the validity of the dynamic smearing model. This model, after pa-
rameter calibration, can serve as a front-end loop of the ground semi-physical simulation system for celestial attitude determina-
tion with strapdown star sensor.  
Keywords: dynamic; Gaussian distribution; image smearing; star sensor; star map simulation 
1. Introduction1 
Star sensor is beyond dispute the most accurate in-
strument for spacecraft attitude determination even 
with accuracy better than 1″. Celestial attitude deter-
mination is usually referred to as star-sensor-based 
spacecraft attitude estimation, which utilizes one or 
two star sensors to detect star light to acquire direction 
vectors of all the stars in the field of view (FOV), 
through a series of algorithms outputting attitude data 
to the follow-up system. The airfree space is the most 
favorable application environment for a star sensor. 
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Because inertial navigation system (INS) generates 
attitude drift error accumulated with time while celes-
tial attitude determination does not have such error, star 
sensors are usually used to make data fusion with INS 
to correct its drift error. 
One shortcoming of star sensor is low frequency of 
data output, only about 10 Hz, and another constraint 
of its application is dynamic image smearing [1-2]. 
There are three solutions to this problem. The first op-
tion is to simply select new-type CCD or CMOS chip 
with much higher sensitivity [3]; the second option is to 
design a gyro-control platform to isolate angular move- 
ment of the spacecraft body; the third option is to 
lessen the smearing effects by a remedy algorithm. 
High sensitive imaging chip can reduce smearing radi-
cally because of its less integration time, yet in no way 
for anyone to surpass technical renewal of chip genera-Open access under CC BY-NC-ND license.
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tion. During the early years, a stabilized platform is 
necessary to isolate spacecraft angular movement from 
the star sensor, resulting in increased size, weight and 
complexity. At present such applications can still be 
found in large carriers such as warships, submarines, 
planes and satellites. Then with the development of 
strapdown mathematical platform technology, espe-
cially under the hard constraint of less weight and 
room in a missile, star sensor has to adopt the strap-
down style. A serious problem emerges. The star sensor 
shall suffer seriously from dynamic condition during 
attitude maneuver, under which celestial attitude de-
termination can hardly be carried out due to smearing. 
The stable functioning of star sensor requires the 
spacecraft angular movement to be controlled within a 
rather narrow range relative to an inertial frame, 
namely keeping nearly stationary [4]. At present more 
and more spacecraft models are expected to be in-
stalled star sensors for more accurate celestial attitude 
determination. Strapdown installation turns out to be 
the best choice due to limited space and weight load 
available onboard [5], meanwhile the attitude maneuver 
makes image smearing unavoidable, therefore we have 
no choice but to confront this trouble and seek for a 
solution [6-7]. Precise simulation of dynamic star maps 
is the front-end link within the algorithm chain and a 
prerequisite of celestial attitude determination research 
in a dynamic condition [8-9]. It is safe to say that without 
a precise smearing model there will be no following 
application study regarding dynamic condition, there-
fore study of dynamic celestial attitude determination 
has been an urgent task following the static research. 
This paper consists of five sections. Section 1 makes 
a brief introduction of the background and significance 
of the smearing model study with strapdown star sen-
sors. Section 2 presents the deduction steps of differen-
tial equations, which also prove the mathematical 
model of the smearing trajectory. Section 3 introduces 
a Gaussian gray diffusion model of static star image 
spot. Section 4 further discovers the mathematical law 
regarding dynamic smearing image. Section 5 shows 
dynamically simulated star maps which are generated 
by this model under several typical conditions. Section 
6 depicts the experimental equipment, the test proce-
dures, the judgment criterion and the test results. Sec-
tion 7 draws a conclusion and introduces how the 
model is applied.  
2. Smearing Trajectory Modeling 
Smearing trajectory is a section of an arc, the sym-
metrical centerline of a star image, or the trace of the 
star image center sweeping across the CCD array dur-
ing the integration time. The smearing trajectory used 
to be simply treated as a straight line [10-11], neglecting 
the influence of optical axis rotation. After observing 
the four-pixel-length smearing image in Fig. 5 in 
Ref. [7], a conclusion can be drawn that the ideal short 
smearing image was treated as linearity in spite of no 
detailed description about it in that paper. From engi-
neering perspective such a linear approximation will 
not bring about notable errors for a long-focus 1°-2° 
narrow FOV star sensor. However, this treatment is 
inexact theoretically, especially when it involves strap-
down star sensor with short focus and wide FOV. In 
such a case, optical rotation brings about smearing to a 
serious degree. Such a linear method about smearing 
trajectory modeling is far from correct. 
The imaging geometrical model of star sensor optics 
is drawn as shown in Fig. 1. 
 
Fig. 1  Imaging geometrical model of star sensor optics. 
M(x, y) (unit: pixel) is the imaging location of a cer-
tain star S on CCD array. A theoretical geometric func-
tion between focal length f and optics FOV can be eas-
ily obtained from the right triangle △POQ in Fig. 1 as 
follows [9]:  






         (1) 
where Nx×Ny is the total pixel number of the CCD chip, 
dx×dy the physical size of a single pixel, in the same 
unit as f, and the detecting angular scope FOVx and 
FOVy are in arc. The theoretical function just indicates 
the relation between f and FOV, yet the practical man-
ner to obtain the value of f is by calibration test.  
An important hypothesis is that the three-axis angu-
lar velocities of spacecraft are constants during a pe-
riod of CCD integration time, as short as 200 ms, 
100 ms or less. Because a star sensor is usually dis-
abled during the two phases of propelled flight and 
entry due to the body vibrations conducted from the 
engine and high speed spin of the vehicle, its only 
functioning period is the coast phase [6]. The above 
hypothesis is strictly valid for the case of mid-course of 
a missile in space, when the engine is shut down and 
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no control moment is exerted. In the case of non-con- 
stant angular velocities resulted from attitude maneuver, 
the angular velocities can also be sampled and taken as 
constants because of the integration period short 
enough. Therefore to begin with the simulating work, 
the three-axis attitude angle and angular velocity vec-
tors, treated as discrete constants, should be firstly 
generated from the ideal attitude data of a nominal bal-
listic trajectory.  
The dynamic variation of coordinate x is only related 
to the angular velocities ωy and ωz of the star sensor. 
One component of X axis line velocity is fωy and the 
other is −yωz, and then the synthesized X axis line ve-
locity function with respect to the time t can be de-
scribed as follows: 
 ( ) y zx t f yω ω′ = −  (2) 
In the same way, the dynamic variation of coordinate 
y is just related to the angular velocities ωx and ωz. An-
other differential expression with respect to the time t 
could also be obtained: 
 ( ) x zy t f xω ω′ = − +  (3) 
Continuing to evaluate the second-order derivative 
of Eq. (2), and combined with Eq. (3), differential 







′′ ′= −⎧⎨ ′ = − +⎩
 (4) 
A differential equation about x can be obtained: 
       
( )x z zx f xω ω ω′′ = −              (5)     
Here let ( ) ,x z zu f xω ω ω= − and Eq. (5) could be trans- 
nsformed to 
 
2 0zu uω′′ + =   
Through a series of deduction, the general solution 
of the constant coefficient linear homogeneous differ-
ential equation is 
1 2cos( ) sin( )z zu C t C tω ω= +  
where C1 and C2 are constant coefficients of real num-
ber. And ωx, ωy, ωz and focal length f are all constants, 
and function x can be expressed as  




x C t C t f
ωω ω ω= + +  (6) 
In the same way, we can obtain the analytical ex-
pression of function y, another coordinate of the star 
image centroid:  




y C t C t f
ωω ω ω= + +    (7) 
where C3 and C4, similar with C1 and C2, are constant 
coefficients of real number.  
Using initial conditions: when t =0, x(0)=x0, y(0)=y0, 
0 0(0) , (0) ,y z x zx f y y f xω ω ω ω′ ′= − = − + then constant 








C C x f





⎧ = = −⎪⎪⎨⎪ = − = −⎪⎩
 (8) 
Finally, the analytical solution of the trajectory ki-
netics equation set formed by Eqs. (2)-(3) can be 





cos( ) sin( )







x C t C t f
y C t C t f
ωω ω ω
ωω ω ω
⎧ = + +⎪⎪⎨⎪ = − + +⎪⎩
 (9) 
This is a very neat expression. 
3. Static Model of Gaussian Gray Diffusion 
Many subpixel algorithms can be chosen to obtain 
higher precision of edge positioning, whose common 
necessity is to get a most suitable edge of a star image. 
To satisfy this requirement, star sensor optics is de-
liberately designed in a defocus way, namely not fo-
cusing to some degree. Combined with the inherent 
aberration of optics itself, a star image spot can cover 
a circle area with 1.5 to 7.5 pixels radius, and its gray 
diffusion approximately follows 2D Gaussian distri-
bution. So a genuine star image spot is not just a 
lightened single pixel but a circle area covering many 
pixels with the brightest center and a dim brim. 
Therefore to vividly simulate a static star image spot, 
gray diffusion should also be conducted following 
Gaussian distribution [12]. 
According to the ideal attitude of a nominal ballis-
tic trajectory, a mapping formula can be used to 
transform the star coordinates from the second equa-
torial inertial coordinate system to the imaging plate 
coordinate system [9]. And after that an ideal precise 
mapping location (xm, ym), corresponding to the cen-
ter of star imaging spot, can be obtained in the imag-
ing plate coordinate system, retaining several signifi-
cant figures. It is easy to further identify at which 
pixel it is located just by a roundoff of the ideal map-
ping coordinate (xm, ym) and a pixel coordinate (xp, 
yp), and an integer value is obtained. Then the devia-
tion of the two kinds of coordinates is obtained: Δx = 
xm − xp, Δy = ym − yp. If there exists deviation and the 
static model covering frame is 3×3 pixels, the scope 
that needs to be treated should be extended to 4×4 pix-
els instead of 3×3 pixels due to the deviation, involving 
the initial letter “d” pixels shown in Fig. 2. 
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Fig. 2  Deviation of ideal mapping coordinates from pixel 
center coordinate. 
The gray value of star image spot should be kept to 
a 2D Gaussian distribution function (GDF) centered 
in the mapping coordinate (xm, ym), and the gray of 
each pixel (xi, yj) around location (xm, ym) can be cal-









x x y yAg σ σ
⎡ ⎤− + −= −⎢ ⎥⎢ ⎥⎣ ⎦
  (10) 
where A is an energy-gray coefficient, related to the 
luminance or apparent magnitude of the correspond-
ing star, which can be obtained through calibration 
test. σ is determined by the mixed effect of defocus-
ing and aberration. If σ < 0.671, more than 95% en-
ergy of the image spot is restricted within a 3×3 pix-
els area [13]. Applying the same manner to each of the 
navigation stars in the same sensor FOV, all the gray 
diffused star image spots are successively gotten, and 
a precise simulating static star map is thereby gener-
ated. 
A chosen star sensor has the following parameters: 
10°×10° FOV, 512×512 CCD pixels, and a specified 
optical orientation of 16 h 2 min 35 s right ascension 
(RA) and 25°4′36″ declination (Dec); the total number 
of navigation stars that fall into the FOV is 8, and the 
maximum apparent magnitude of them is 6 Mv, whose 
coordinates are listed in Table 1. 
Table 1  Eight stars mapped into FOV 

































According to the GDF method described above, a 
simulating static star map can be generated in Fig. 3. 
A static star image spot embedded in a 3×3 pixels 
frame is too small to be observed clearly. Figure 4 pre-
sents enlarged microscopic views of the corresponding 
star image spots in Fig. 3 nearby the star image spots, 
and the frame size of each is 4×4 pixels. 
 
Fig. 3  A simulating static star map. 
 
Fig. 4  Microscopic views of star image spots. 
4. Modeling for Smearing Star Image 
It must be pointed out that a smearing star image in 
one of successive sky photos should be bilaterally 
symmetrical along the smearing extension, and the 
description of fan-shaped smearing image [14] is cer-
ainly not correct. 
To keep stationary relative to the sphere, second 
equatorial inertial coordinate frame is actually difficult 
for an on-orbit spacecraft, even though its attitude is 
controlled. That is to say, the accompanying dynamic is 
bound to bring about some degree of smearing. There 
exists a big difference between the static and dynamic 
star images. So under dynamic conditions it is not 
suitable any more to utilize a static gray diffusion 
model. A dynamic model should be used here alterna-
tively.  
Based on the resolved solution of smearing trajec-
tory in Section 2 and the Gaussian static diffusion 
model introduced in Section 3, the next step is to syn-
thesize the above two into a dynamic model about the 
gray distribution of a smearing star image. 
The key of the synthetic method is the use of a math-
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mathematic tool, line integral with regard to arc length. 








=⎧⎨ =⎩         (11) 
where ϕ (t) and ψ (t) bear first-order continuous deriva-
tives respectively.  
When CCD integral time parameter t changes from 
t0 to t1 (t1 − t0 = T, the span of CCD integration time), 
the sweeping trail of the image center forms arc EF, a 
paragraph of curve C. Suppose that function g(x, y) is 
continuous on arc EF, an integral of Eq. (11) should 
exist, and it can be written as a definite-integral func-
tion expression as follows [15]:  
 
 ( ) ( )1
0
2 2( ( ), ( )) ( ) ( ) d
t
t
g t t t t tϕ ψ ϕ ψ′ ′+∫     (12) 
Eq. (10) can be simply rewritten to a continuous- 




( ) ( )




x x y yAg x y σ σ
⎡ ⎤− + −= −⎢ ⎥⎢ ⎥⎣ ⎦
 (13) 
The value of ( , )ijg x y  is the gray of any pixel (xi, yj) 
according to a 2D static GDF centered on (x, y), x and 
y are coordinates of smearing trajectory expressed by 
Eq. (9), and the energy-gray coefficient A only needs to 
be calibrated in static test conditions. Furthermore, if 
arc EF in Eq. (12) is substituted by the trajectory 
Eq. (9) and g(x, y) is substituted by gij(x, y)/Ls, a line 
integral function expression Gij can be written as 




1 ( , ) ( ) ( ) d
t
ij ijt
G g x y x t y t t
L
′ ′= +∫     (14) 
where Ls is the length of arc EF, defined as 
 ( ) ( )1
0
2 2
s ( ) ( ) d
t
t
L x t y t t′ ′= +∫  (15) 
But why is Ls introduced as a divisor of gij(x, y)? 
Here is an explanation. When a static star image spot 
turns into a dynamic smearing image, the peak gray 
value attenuates because the image distribution area 
enlarges while the total luminance energy keeps the 
same. It is obvious that the attenuation degree is pro-
portional to Ls, so the ratio is 1/Ls. For a specific pixel 
(xi, yj) within the range of a smearing image, its gray 
value Gij can be taken as a common contribution from 
infinite attenuated GDFs, queuing up along the smear-
ing trajectory, as shown in Fig. 5. 
In Fig. 5, among infinite GDFs, only three along the 
smearing trajectory are selected to show the result 
clearly. The 3D profile covering all the series of GDFs 
is the line integral result, characterizing the gray dis-
tribution of the ideal smearing star image. 
 
Fig. 5  Visual demonstration of line integral along smear-
ing trajectory. 
Conducting first-order derivative to Eq. (9) and we 
obtain the following expression: 
1 2
2 1
sin( ) cos( )
sin( ) cos( )
z z z z
z z z z
x C t C t
y C t C t
ω ω ω ω
ω ω ω ω
′ = − +⎧⎨ ′ = +⎩
     (16) 
Then,  
 ( ) ( )2 2 2 21 2( ) ( ) zx t y t C Cω′ ′+ = +       (17) 
Substituting Eq. (17) into Eq. (15), and arc length Ls 
can be simplified as 
 2 2 2 2s 1 2 1 0 1 2( )z zL C C t t T C Cω ω= + − = +   (18) 
Substituting Eqs. (17)-(18) into Eq. (14), the ulti-
mate dynamic smearing star image model can be ob-
tained as follows:  
 1
0
1 ( , )d
t
ij ijt
G g x y t
T
= ∫  (19) 
where the parameters C1 and C2 are involved and cal-
culated by Eq. (8). First, the gray values of all pixels 
within the smearing image coverage (rectangular or 
circle frame) need to be calculated with the above 
model Eq. (19), and a mimic image of gray diffusion 
resulted from dynamics is obtained for a certain star. 
Next, all of the star images in the FOV are treated in 
the same way. Finally, a piece of precise simulating 
dynamic star map is thereby generated.  
A large amount of integral calculation is required 
here, resulting in a lack of real-time property. However 
for a ground semi-physical experimental system, there 
is no need for in-the-field data generation, and the en-
tire image data may be simulated beforehand according 
to ideal attitude along a nominal ballistic trajectory. 
Here precision of the star image locations and their 
gray values carry greater weight than the real-time 
property. 
5. Dynamic Star Image Simulation 
The experimental process is basically as follows. 
The whole set of simulating conditions regarding Table 
1 in Section 3 is still utilized here, and the eight star 
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positions in Fig. 3 are regarded as the starting points at 
time t in the dynamic angular movement of the strap-
down star sensor. Set three typical sets of three-axis 
angular velocity at t, observe the resulting smearing 
state on the simulating dynamic star maps, compare 
them with the expected effects, and finally give the 
relative analysis and explanations. The dynamic star 
map simulation has been conducted based on Eq. (19) 
using the eight stars in Table 1 and Fig. 3 as raw data. 
Case 1  Simulation conditions: three-axis angular 
velocities of strapdown star sensor (ωx = 0.8 (°)/s, ωy = 
1.2 (°)/s, ωz = 2 (°)/s), FOV = 10°×10°, σ = 0.671, 
CCD integral time T = 100 ms. Then the former static 
star map shown in Fig. 3 becomes the following dy-
namic star map (Fig. 6). 
 
Fig. 6  Contrast enhanced smearing image by six times. 
Please note: Fig. 6 has got to be artificially treated 
with a contrast enhancement by six times. Otherwise 
dynamic smearing makes the already not-so-bright 
static Fig. 3 too dim to be seen. And it is meaningless 
to present a nearly black picture here. So one should 
keep in mind that brightness of the stars should be at-
tenuated by six times to revert to the original.  
The best way to demonstrate the smearing star image 
structure is by a table of gray data, as shown in Table 2 
and Table 3, smearing pixel distribution and gray val-
ues of the two selected star smearing images are pre-
sented as follows: “r” indicates the row, or X axis value 
and “c” the column, or Y axis value. 
Though the angular velocity for X axis and Y axis is 
only about 1 (°)/s, the gray values of smearing star 
image are also reduced drastically, resulting in a se-
verely decrease of signal-to-noise ratio (SNR). Fig-
ure 7 shows the locally magnified smearing image of 
the two selected stars. This has become one of the most 
troublesome factors obstructing star sensor’s applica-
tion. 
Case 2  When ωz = 0 (°)/s, ωx = 1.5 (°)/s, ωy = 1.5 
(°)/s, the smearing directions of all of the star images 
are strictly linear just because ωz = 0 (°)/s (namely, 
there is no rotating effect along the optical axis of a 
star sensor), and the smearing length for all of the star 
images is 10.83 pixels. In order to avoid ωz to be de-
nominator in program, another form of smearing tra-
jectory arc length formula might be derived from 
Eq. (8) and Eq. (18), expressed as 2 2s x yL f T ω ω= + . 
The simulating effect is shown in Fig. 8 with contrast 
magnified ninefold. 
Table 2  Gray data of No. 84240 star smearing image 
c 
r 
144 145 146 147 148 149 150 151
334 0 0 0 0 0 0 0 0 
335 0 0 0 0 0 1 2 0 
336 0 0 0 0 1 8 11 2 
337 0 0 0 0 5 20 14 2 
338 0 0 0 2 14 21 6 0 
339 0 0 0 7 22 13 1 0 
340 0 0 3 17 20 4 0 0 
341 0 1 9 22 10 1 0 0 
342 0 2 13 15 3 0 0 0 
343 0 1 5 4 0 0 0 0 
344 0 0 0 0 0 0 0 0 
Table 3  Gray data of No. 83958 star smearing image 
c 
r 
478 479 480 481 482 483 484 485 486
187 0 0 0 0 0 0 0 0 0 
188 0 0 0 0 0 1 1 0 0 
189 0 0 0 0 4 14 9 1 0 
190 0 0 0 3 21 40 15 1 0 
191 0 0 1 16 43 30 5 0 0 
192 0 1 11 39 36 9 1 0 0 
193 0 7 34 41 13 1 0 0 0 
194 2 20 41 18 2 0 0 0 0 
195 1 13 15 3 0 0 0 0 0 
196 0 1 1 0 0 0 0 0 0 
197 0 0 0 0 0 0 0 0 0 
 
Fig. 7  Locally magnified smearing star images. 
Case 3  When ωz = 15 (°)/s, ωx = 0 (°)/s, ωy = 0 
(°)/s, namely there is only rotating effect along the op-
tical axis of star sensor, the smearing direction of the 
eight star images is circumferentially extended. Fig-
ure 9 shows the smearing image with contrast magni-
fied fivefold. 
Figure 9 is just to show the influence of optical axis 
rotation ωz on star smearing images. As the distance 
from optical center increases, the smearing degree be-
comes greater. If it were a linear smearing model, 
nothing could be done about it. Another phenomenon 
is that the smearing direction of the eight images is 
circumferential in the case of ωz = 0 (°)/s. The reason 
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Fig. 8  Contrast magnified smearing image when ωz=0 (°)/s. 
 
Fig. 9  Circumferentially extended smearing image with 
only ωz. 
why such a large value (15 (°)/s) of ωz is given is that 
the focal length and the CCD array size are not of the 
same order of magnitude, with the former much larger 
than the latter. For example, given a 10°×10° FOV and 
a size of 512×512 pixels, according to Eq. (1) we can 
obtain f = 256/tan 5°= 2 926.1 pixels, in contrast with 
the half side length 256 pixels of the CCD array. 
Therefore, optical axis (Z axis) rotation has much less 
effect on smearing than X axis or Y axis, and only 
when the value of ωz is big enough can smearing effect 
be obvious. 
A simplified linear model [10-11] is not up to the simu- 
lation of nonlinear trajectory smearing image like 
Cases 1 and 3 of this section. It is a rough treatment to 
consider only ωx and ωy but ωz in the linear model. On 
the contrary, the new model of Eq. (19) covers all of 
the three angular velocities and geometrical parameters 
of the optics and integration time T. It is also compati-
ble with the linear model as its specific case when ωz is 
assigned zero in Case 2, where a linear extension with 
each image occurs. 
6. Model Validity Tests 
An industrial camera (Type FL2-1433M-C, Canada), 
a substitute of a star sensor, is fixed on a three-axis 
turntable with its boresight pointing to the negative 
direction of the middle axis. Then a parallel light tube 
is mounted in front of the camera, keeping an initial 
angle between the two boresights of them, as shown in 
Fig. 10. 
 
Fig. 10  Equipment of smearing imaging experiment. 
Many typical sets of three-axis angular velocities are 
arranged. Based on these presetted conditions, one 
after another, the corresponding tests are carried out by 
running the turntable, and a series of smearing images 
is stored to be studied. The next step is to conduct 
simulation according to the smearing model with the 
same realistic test parameters, three-axis angular ve-
locities mainly, and to compare the simulated smearing 
star image with the turntable obtained camera counter-
part. The value of correlation function serves as the 
criterion to determine the similarity of the above 
two [16], by which the correctness of the smearing 
model is further tested.  
The turntable test conditions are as follows: the 
camera focal length is 35 mm, CCD size 5.952 mm × 
4.464 mm, 640×480 pixels, FOV 9.72°×7.32°, integral 
time settled as 100.15 ms, frame output frequency 
9.15 Hz, gain 1.55 dB. The maximum gray value is set 
near to but not surpassing the saturate value 255 by 
adjusting the diaphragm. Through image processing of 
10 static frames, a mean value σ (= 0.85 pixel) is ob-
tained as the estimated standard deviation of static im-
age spot Gaussian model. One of the selected static 
image spots is shown in Fig. 11. 
 
Fig. 11  A static image spot cropped from a camera picture. 
One case of angular velocity of the turntable is set as  
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follows: the inner axis ωz is −2 (°)/s, the middle axis ωx 
−0.7 (°)/s, and the outer axis ωy 1.1 (°)/s. The optional 
three frames are picked out of the successive smearing 
images, the 23rd, 26th and 28th of one specific test 
recorded photos. Their tailored and enlarged smearing 
images are presented in Fig. 12. 
 
Fig. 12  Three cases of smearing images shot by camera. 
According to the above-mentioned parameters, the 
same number of simulated smearing star images whose 
starting points of smearing extension are precisely es-
timated, are generated from the Gaussian smearing star 
image model presented in Section 4. Then the correla-
tion function corr2(M, N) is adopted to process the two 
series of smeared images, originating respectively from 
the realistic test and the smearing model simulation. 
Based on the 23rd to 32nd dynamic star images re-
corded in the turntable test, the processing results are 
listed in Table 4. 







23 (254.4, 220.2) 0.905 0 
24 (246.4, 215.1) 0.907 7 
25 (238.3, 209.9) 0.921 6 
26 (230.6, 205.0) 0.912 3 
27 (222.0, 199.7) 0.916 4 
28 (214.1, 194.8) 0.915 3 
29 (205.8, 189.8) 0.907 0 
30 (197.5, 184.9) 0.954 6 
31 (189.5, 180.2) 0.937 7 
32 (181.2, 175.4) 0.922 2 
The background noise level of the 10 frames is cal-
culated with a σn of 0.740 2 gray value. Besides, there 
are bound to be such errors with focal length and bore-
sight projecting position. Considering these influencing 
factors, the mean value (0.920 0) of correlation coeffi-
cient is acceptable. The simulated dynamic smearing 
star image via mathematic model on PC bears suffi-
cient similarity to the real one. 
7. Conclusions 
Under dynamic situation, static model based on 
Gaussian gray diffusion is certainly not suitable for the 
imaging simulation of a strapdown star sensor. A linear 
smearing model is too rough to be applicable especially 
in a ωz rotation case. The new smearing model deduced 
by a mathematical analytical method is complete in 
volving all necessary parameters. 
First a neat analytical solution of the smearing tra-
jectory caused by spacecraft attitude maneuver is de-
duced successfully, whose parameters cover the geo-
metric size of optics, three-axis angular velocities and 
CCD integral time. Then the mathematical synthetic 
approach is set up, mainly by the tool of the line inte-
gral, to synthesize the two formulae of smearing tra-
jectory and the static GDF model, and the dynamic 
smearing model is built in an analytical form. After that, 
computer simulating results are in line with the ex-
pected effects, also compatible with the linear model. 
Finally, the model validity tests are done through cor-
relation function computation between the images of 
realistic camera fixed on a turntable and computer 
simulating ones based on the smearing model, both 
with exactly the same parameters, and the mean value 
(0.920 0) of correlation coefficient is obtained, though 
there are bound to be several kinds of noise in the real 
images. The sufficient similarity verifies the validity of 
the smearing model.  
This model, after parameter calibration, can be used 
to generate accurate dynamic simulated star maps 
serving as a front-end loop of the ground semi-physical 
simulation system for celestial attitude determination 
with star sensor, which is already used in our INS/CNS 
(celestial navigation system) simulating platform sys-
tem.  
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