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Cluster Analysis is an important data mining procedure for extracting data structure from 
real-world data sets, especially for those data sets without or a little prior structure 
information. Clustering Algorithms have been widely studied in the past twenty years, 
which include hierarchical algorithms, iterative partitioning algorithms, density search 
algorithms, factor analysis algorithms, clumping algorithms and graph theoretic 
algorithms. In this thesis, several effective and novel clustering algorithms based on 
genetic algorithms (GAs) are proposed in genetically guided clustering approaches.  
First, an adaptive GA is utilized in hard/fuzzy clustering schemes. The adaptive 
population size makes the proposed method good at balancing the trade-off of the 
computation resource and computation effectiveness. The varying crossover and mutation 
probabilities during the evolutionary process according to the fitness value improve the 
convergence speed and bring better optimization solution than simple GA. Another 
advantage of adaptive GA is that it can avoid multiple trials to find the best choices of GA 
parameters such as population size and crossover and mutation probabilities. It is shown 
that the usage of adaptive GA overcomes the disadvantages of simple GA and makes the 
optimization process more speedy and effective. 
Second, a micro-GA is presented with varying probabilities of crossover and mutation in 
hard c-means clustering. To overcome the drawbacks of slow convergence speed in 
conventional GA, micro-GA is applied instead of conventional GA. Micro-GA utilizes a 
small population, such as 5 members in one population pool, to speedy the convergence 
speed and shorten the computation time. It is shown by means of examples; the proposed 
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method can find global optimization solution for hard clustering problems in shorter 
running time than convention GA. 
Finally, two hybrid genetic algorithms MGA and GAS which are based on micro-GA with 
integrating simulated annealing (SA) and adaptive GA, respectively, into a genetically 
guided clustering algorithm in the optimization of clustering structure. MGA combines the 
conventional GA and micro-GA. The use of micro-GA is to overcome the drawbacks of 
high computation cost and long computation time of GA optimization. As described in 
chapter 5, Micro-GA which utilizes a small population pool with 5 members has fast 
convergence speed and low computation cost. However, the performance of micro-GA is 
not good in complex optimization problems which have many local optimum and large 
search space. GA is used to prevent the micro-GA from trapping into local optimum due 
to the use of small population size. Hence, the GA and micro-GA are combined for their 
short-term and long-term effectiveness. The cooperation of two algorithms makes better 
performance than that of any individual algorithm. The hybrid algorithm MGA improves 
the micro-GA by replacing the randomly initial population with conventional GA 
optimization when micro-GA convergence condition is met to ‘lead’ the micro-GA out of 
the local optimum. In the hybrid algorithm GSA, SA algorithm is applied to optimize the 
5 individuals in the current population pool when the convergence criterion of micro-GA 
is met during evolution process. SA algorithm is used to prevent micro-GA from trapping 
out of the local optimum and to prevent the premature convergence of the micro-GA. The 
use of SA not only introduces new members into the population of micro-GA, but also 
‘leads’ micro-GA to evolve to good development by systematic simulated annealing 
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process. The effectiveness of the genetic algorithm in optimizing the fuzzy and hard c-
means objective function is illustrated by means of simulation examples. 
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Cluster analysis has been widely developed and applied in many fields after Sokal and 
Sneath [1] proposed that “pattern represented process”. Cluster analysis is a structure-
seeking procedure [2] that partitions heterogeneous data sets into a number of 
homogeneous clusters. Clustering is also considered as an unsupervised auto-
classification process in data mining, machine learning and knowledge discovery. 
Compared with supervised data classification, clustering can deal with data sets without 
any prior knowledge and provide a useful and necessary guide to data analysis. Ball [3] 
listed seven possible uses of clustering techniques as follows: (1) finding a true typology; 
(2) model fitting; (3) prediction based on groups; (4) hypothesis testing; (5) data 
exploration; (6) hypothesis generating; (7) data reduction. Similarly, Aldenderfer and 
Blashfield [2] listed four principal goals of cluster analysis based on the multivariate 
statistical procedure: (1) development of a typology or classification; (2) investigation of 
useful conceptual schemes for grouping entities; (3) hypothesis generation through data 
exploration and (4) hypothesis testing, or the attempt to determine if types defined 
through other procedures are in fact present in a data set.  
As Johnson [4] mentioned, Clustering theory is complicated which based on matrix 
algebra, classical mathematical statistics, advanced geometry, set theory, information 
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theory, graph theory and computer techniques. Another problem with Clustering is the 
problem scale, Abramowitz and Stegun [5] pointed out that the number of ways of 




Anderberg [6] calculated that for even the relatively tiny problem of sorting 25 data units 
into 5 groups, the number of possibilities is a very large number,  
 
 
Further, Brucker [7] and Welch [8] proved that, for specific objective functions, 
clustering becomes a NP-hard problem when the number of clusters exceeds 3, thus no 
efficient and optimal algorithm exists to solve this problem [9]. 
During the past twenty years, many clustering algorithms have been developed. 
Aldenderfer and Blashfield [2] described seven families of clustering methods: (1) 
hierarchical agglomerative, (2) hierarchical divisive, (3) iterative partitioning, (4) density 
search, (5) factor analysis, (6) clumping and (7) graph theoretic. Everitt [10] also gave the 
classification of cluster algorithms into five types: (1) hierarchical techniques, (2) 
optimization or iterative partitioning techniques, (3) density or mode-seeking techniques, 
(4) clumping techniques and (5) others. Each of these algorithms represents a different 
perspective on the creation of groups, which are regarded as Conventional Clustering 
algorithms in this thesis. A review of these previous clustering methods can also be found 













= −∑S (1.1) 
(5)
25 2, 436,684,974,110,751=S     (1.2) 
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Another kind of clustering algorithms is developed based on the novel concept of 
fuzzy sets introduced by Zadeh [15] in 1965. Fuzzy sets give an imprecise description of 
real objects that appears to be relevant to the clustering problem [16]. A variety of fuzzy 
clustering algorithms can see [17-20], which are regarded as fuzzy methods in this thesis. 
If clustering problem is considered as the interval minimization in the clusters and the 
outer maximization between the clusters and give corresponding formula expression, 
clustering problem can be regarded as a general optimization problem. As Tabu search, 
Simulated Annealing, GA, GP, ES or other Evolutionary algorithms have been 
recognized as powerful approaches in solving optimization problems, there are many 
hybrid evolutionary clustering algorithms proposed in recent years [9, 21-28].  
In this thesis, focus will be put on the genetic clustering algorithms and hybrid 
genetic clustering algorithms. The Genetic algorithm (GA) found by J.H. Holland [29] is 
an artificial genetic system based on the principle of natural selection where stronger 
individuals are likely the winners in a competing environment. GA as a tool for search 
and optimization has reached a mature stage with the development of low cost and 
speedy computers. Recently, many researchers have made great efforts in genetic guided 
clustering algorithms. However, the main drawbacks for GAs are the high computation 
cost, slow convergence speed and high probability of trapping into local optimum, which 
prevent GAs to be applied in wide applications. Especially for clustering algorithms such 
as Fuzzy c-means clustering, they use calculus-based optimization methods, which are 
easy to be trapped by local extreme in the process of optimizing the clustering criterion. 
These drawbacks also degrade the performance of GAs in clustering applications. In this 
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thesis, several GA clustering algorithms are proposed, which utilize adaptive GA, micro-
GA or hybrid GA in the optimization of fuzzy c-mean clustering.  
In the adaptive GA hard/fuzzy clustering scheme, an adaptive GA is utilized in 
hard/fuzzy clustering scheme to improve the performance of traditional simple GA. 
Adaptive population size is used to balance the computation cost and computation 
effectiveness. Varying probabilities of crossover and mutation are applied in GA, where 
pc and pm are varied adaptively in response to the fitness values of the chromosomes. The 
pc and pm are increased when the population tends to get stuck at a local optimum and are 
decreased when the population is scattered in the search space.  
To speed the GA convergence speed and improve the computation efficiency, a 
micro-GA [30] is selected in hard clustering scheme. To decrease the number of 
evolution of fitness function, a micro-GA only utilizes a small population pool with 5 
members, which improves largely the performance of traditional simple GA by 
improving the convergence speed and shortens the computation time. Utilizing a small 
population makes micro-GA outperforms conventional GA with a speedy convergence 
process. The varying probabilities of crossover and mutation in different evolution stages 
presented in this thesis can prevent micro-GA from trapping into local optima and further 
improves the convergence speed in a GA.  
Although the adaptive GA with varying population size and varying genetic operator 
probabilities can find the global optimal solutions, the computation cost is relative high 
with long computation time and large computer memory. The micro-GA can improve the 
computation efficiency with lower computation cost by utilizing a small population pool, 
but it may only be effective for a general clustering problem instead of a complex 
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clustering problem. To overcome these drawbacks, this thesis also proposes two hybrid 
genetic algorithms MGA and GSA, which are based on micro-GA integrating with 
simulated annealing (SA) and adaptive GA, respectively, into a genetically guided 
clustering algorithm in the optimization of clustering structure.  
In the first hybrid algorithm MGA, micro-GA is integrated with conventional GA. The 
combination of GA and micro-GA bring better short-term and long-term effectiveness 
than the implementation of any individual algorithm. The evolution process is the same 
as conventional GA where the initial population proceed with basic genetic operators, i.e. 
reproduction, crossover and mutation. During the GA evolution process, once the GA-
condition is met, the best 5 individuals will proceed to the micro-GA process. In the 
proposed method, the micro-GA convergence condition is defined as the sum of the 
differences between the fittest individual and each of the remaining four individuals are 
less than 10% in terms of the number of bits in the chromosomes, i.e., the individuals in 
the whole population are moved towards the fittest individual. If the convergence 
condition is met, the micro-GA process will stop and the GA process will start with the 5 
individual obtained from micro-GA and the rest of individuals which do not take part in 
the micro-GA process in a population. The hybrid algorithm improves the micro-GA by 
replacing the random initial population with conventional GA optimization when the 
micro-GA convergence condition is met to ‘lead’ the micro-GA out of the local optima. 
In the second hybrid algorithm GSA, SA algorithm is applied to optimize all individuals 
in the current population pool when the convergence criterion of micro-GA is met in the 
evolution process. The SA algorithm is used to let micro-GA escape from the local 
optima and to prevent premature convergence of the micro-GA. In the two hybrid 
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algorithms of MGA and GSA hybrid fuzzy clustering scheme, the fuzzy functional Jm is 
used as the objective function. The usage of the proposed method will be examined in 
performing the fuzzy clustering of data using clustering sample data. The effectiveness of 
the genetic algorithm in optimizing the fuzzy and hard c-means objective function is 
illustrated by means of various examples. 
Compared with Evolutionary algorithms that can be used in any optimization problem, 
Neural Network algorithms have internal structure-matching property. The self-
Organizing Feature Maps (SOFM) algorithm proposed by Kohonen [31-32] is more 
internal consistent with clustering problem as the winner neuron has an internal 
agglomerative property. Other type of clustering algorithms includes Distributed 
Dynamic Clustering algorithms that are built on the model of parallel system [33-35]. 
However, distributed methods often use large pc clusters in order to attain its goal in a 
parallel system environment. The last type of clustering algorithms is based on the self-
organizing semantic maps. This type of algorithm is usually developed for document 
mining, especially for the application of Asian language [36-39]. This method is 
represented as Semantic Clustering algorithms. However, the semantic information is 
often only meaningful in some special applications like text or document mining. 
 
1.2 Structure of Thesis 
 
In this thesis, several effective and novel clustering algorithms are proposed, which is 
organised as follows: 
Chapter 2 gives a general review of Conventional clustering algorithms (hierarchical 
agglomerative algorithm, hierarchical divisive algorithm, iterative partitioning algorithm, 
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density search algorithm, factor analytic algorithm, clumping algorithm and graph 
theoretic algorithm). Besides, the limit and the major drawback of these algorithms are 
also studied and discussed. 
Chapter 3 presents Fuzzy Clustering algorithms by means of the concept of fuzzy sets 
approach. These include soft/hard fuzzy clustering algorithms. Fuzzy c-means algorithm 
and fuzzy k-means algorithm are discussed in this chapter. The algorithms are 
experimented and illustrated upon a specific dataset. 
Chapter 4 presents a genetically guided clustering approach using an adaptive genetic 
algorithm. An adaptive GA is utilized in hard/fuzzy clustering schemes. The adaptive 
population size makes the method good at balancing trade-off between the computation 
resource and computation effectiveness. The varying crossover and mutation probabilities 
during the evolutionary process according to the fitness value will improve the 
convergence speed and bring better optimization solution than simple GA. Another 
advantage of adaptive GA is that it can avoid the need of multiple trials to find the best 
choices of GA parameters such as population size and crossover and mutation 
probabilities. The adaptive GA algorithm was applied to small sample data sets.  The 
effectiveness is showed by means of examples, e.g., the usage of adaptive GA overcomes 
the disadvantages of simple GA and makes the optimization process more speedy and 
effective. 
Chapter 5 presents a micro-GA with varying probabilities of crossover and mutation 
in hard c-means clustering. To overcome the drawbacks of slow convergence speed in 
conventional GA, micro-GA is applied instead of conventional GA. Micro-GA utilizes a 
small population, such as 5 members in one population pool, to speedy the convergence 
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speed and shorten the computation time. It is shown by means of example; this method 
can find global optimization solution for hard clustering problems in shorter run time 
than convention GA. 
Chapter 6 presents two hybrid genetic algorithms MGA and GAS, which are based on 
micro-GA integrating with simulated annealing (SA) and adaptive GA, respectively, into 
a genetically guided clustering algorithm in the optimization of clustering structure. The 
MGA combines conventional GA and micro-GA to overcome the drawbacks of high 
computation cost and long computation time in GA optimization. As described in chapter 
5, Micro-GA utilizes a small population pool with 5 members witch has a fast 
convergence speed and low computation cost. However, the performance of micro-GA is 
not good in complex optimization problems that have many local optima and large search 
space. GA can be used to prevent the micro-GA from trapping into local optima due to 
the use of small population size. Hence, the GA and micro-GA are combined for their 
short-term and long-term effectiveness. The cooperation of these two algorithms makes 
better performance than that of any individual algorithm. The hybrid algorithm MGA 
improves the micro-GA by replacing the random initial population with conventional GA 
optimization when micro-GA convergence condition is met to ‘lead’ the micro-GA out of 
the local optima. In the hybrid algorithm GSA, SA algorithm is applied to optimize the 5 
individuals in the current population pool when the criterion of micro-GA is met in 
micro-GA evolution process. The SA algorithm is used to prevent micro-GA from 
trapping into local optimum and to prevent the premature convergence of the micro-GA. 
The use of SA not only introduces new members into the population of micro-GA, but 
also ‘leads’ micro-GA to evolve to good development by systematic simulated annealing 
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process. The effectiveness of the genetic algorithm in optimizing the fuzzy and hard c-
means objective function is illustrated by means of various examples. 
The seventh chapter consists of a summary of the thesis and the recommendation for 





Review of Conventional Clustering Algorithms 
 
The clustering problem can be formulated as follows [24]: Given m patterns in Rn, 
allocate each pattern to one of c clusters such that the sum of squared Euclidean distances 
between each pattern and the center of the cluster to which it is allocated is minimized.  
For the mathematically expression, the clustering problem can be described as follows: 
1 1
1
Min ( , ) || ||
subject to 1, 1,2,...,  








J w z w x z
w i m







∑                             (2.1) 
where c is the pre-specified number of clusters, m is the pre-specified number of 
available pattern, xi∈Rn, i∈[1,2,…,m] is the given location of the ith pattern, zj∈Rn, 
j∈[1,2,…,c] is the found jth cluster center, z is an n*c matrix whose column j is zj defined 
above, w=[wij] is an m*c matrix, ||xi-zj||2 is the squared Euclidean distance between 
pattern xi and center zj of cluster j and wij is the association weight of pattern xi with the 
found cluster j and can be expressed as:   
wij=1 if pattern is allocated to cluster j, ∀i=1,2,…, m, j=1,2,…,c 
wij=0 for other situations. 
Let C be a configuration whose ith element represents the cluster to which the ith 
pattern is allocated. Given C, wij can be defined as follows in hard clustering: 
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1  if 
0  if otherwise
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                         (2.2) 
If for a certain cluster j, give a solution (values for wij=1,2,3,…,m and j=1,2,3,…,c), 
cluster centers can be computed from the first-order optimality condition as the centroid 
of the patterns allocated to them as follows: 
1
1














          (2.3) 
When zj is substituted into the objective function J(w, z), the following objective 
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                           (2.4) 
Hence, to any configuration C, there corresponds a values of objective function 
computed from Eq. (2.4).  























     (2.5) 
 
2.1 Introduction 
Conventional clustering methods include: hierarchical agglomerative algorithm, 
hierarchical divisive algorithm, iterative partitioning algorithm, density search algorithm, 
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factor analytic algorithm, clumping algorithm and graph theoretic algorithm. These 
methods are widely developed and analysed in the 1980’s. Among these approaches, the 
three most popular methods are hierarchical agglomerative algorithm, iterative 
partitioning algorithm and factor analytic algorithm. 
  
2.2 Hierarchical Agglomerative Algorithm 
Generally speaking, hierarchical agglomerative methods are down-top-tree algorithms. 
Clusters are formed according to linkage rules between cases and clusters. Lance and 
Williams [40] developed a formula to describe linkage rules in a general form: 
 
(2.6) 
where d(h, k) is the dissimilarity of distance between cluster h and cluster k, cluster k is 
the result of combining clusters (or cases) i and j during an agglomerative step. While at 
least 12 different linkage forms have been proposed with the difference of defining 
distance, the four most popular methods are: single linkage (the nearest neighbor) [41], 
complete linkage (the furthest neighbor) [42], average linkage [42], and ward’s method 
[43]. 
Single linkage rule defines distance-in-cluster as the distance between the nearest 
members of clusters and clusters are fused with the smallest distance-between-cluster.  
Jardine and Sibson [44] presented its mathematical properties that it is invariant to 
monotonic transformations of the similarity matrix and it is unaffected by ties in the data. 
So the major advantage of single linkage method is that it will not be affected by any data 
transformation and retains the same relative ordering of values in the similarity matrix [2]. 
( , ) ( ) ( , ) ( ) ( , ) ( , ) ( ( , ) ( , ) )d h k A i d h i A j d h j B d i j C A B S d h i d h j= • + • + • + • −
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The major drawback of single linkage is its tendency to chain or form long clusters. 
Aldenderfer and Blashfield [2] concluded that single linkage did not generate a solution 
that accurately recovers the known structure of the data. 
Complete linkage rule is the logical opposite of the single linkage method, it defines 
the distance-in-cluster as the distance between the most remote members of clusters and 
clusters are fused with the largest distance-between-cluster. Complete linkage rule tends 
to find relatively compact, hyperspherical clusters, but does not show high concordance 
to the known structure [2]. 
Average linkage was developed as an antidote to the extremes of both single and 
complete linkage. The most commonly used average linkage uses the arithmetic average 
of similarities among the members. Ward’s method has been widely used which is 
designed to optimize the minimum variance within clusters. The objective function is 
known as the error sum of squares  
 
 
where Xi is the value of the ith case. This method tends to create clusters of relatively 
equal sizes and shapes as hyperspheres. 
    From the point of view of multivariate space, single linkage belongs to space-
contracting methods. Complete linkage and ward’s method belong to space-dilating 
method, while average linkage belongs to space-conserving methods. The major 











= −∑ ∑ (2.7) 
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2.3 Hierarchical Divisive Algorithm 
Hierarchical divisive methods are the logical opposites of hierarchical agglomerative 
methods, like top-down-tree algorithms. At the beginning of the procedure, there is only 
one cluster. Then this initial cluster is divided into successively smaller clusters. There 
are two kinds of hierarchical divisive methods: monothetic and polythetic methods based 
on the properties of the data attributes. 
Monothetic cluster is a group whose members have approximately the same value on 
one special variable. This special variable is usually in binary data. Two monothetic 
methods are developed based on the statistical and multivariate techniques. One is 
association analysis [10, 45] based on the chi-square statistic, the formula of chi-square 
coefficients of N members matrix is 
 
 
Where j and k are associated attributes, a, b, c, d are corresponding cell counts. The 
division criterion is to make ∑Xjk2 maximum.  
The other monothetic method is the automatic interaction detector method (A. I. D.) 
based on the multivariate technique to decide the independent variables as well as the 




2 2( ) /( )( )( )( )jkx ad bc N a b a c b d c d= − + + + + (2.8) 
2 2 2
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Where N12=N1+N2 is the size of parent group, N1 is size of first sub-group, N2 is size of 
second sub-group. Y1 is the mean of first sub-group, Y2 is mean of second sub-group, Y12 
is mean of parent group, k is predictor variable. 
 
2.4 Iterative Partitioning Algorithm 
Unlike hierarchical agglomerative methods, iterative partitioning methods need to know 
the required cluster numbers in advance. One of the iterative partitioning methods is the 
well-known K-means algorithm [46-47]. Briefly, it works in the following steps: (1) 
Begin with an initial partition of the data set into some specified number of clusters; 
computer the centroids of these clusters. (2) Allocate each data point to the cluster that 
has the nearest centroid. (3) Computer the new centroids of the clusters; clusters are not 
updated until there has been a complete pass through the data. (4) Alternate steps 2 and 3 
until no data points change clusters [6].  
While K-means algorithm simply reassigns cases to the cluster with the nearest 
centroid, hill-climbing partitioning algorithm reassigns the cases on the basis of 
multivariate analysis of variance (MANOVA): trW, trW-1B, detW, and the largest 
eigenvalue of W-1B, where W refers to the within-cluster covariance matrix and B is the 
between-cluster covariance matrix. Some discussions about these criteria present in [2, 
48]. 
The major advantage of iterative partitioning algorithms is that they work upon raw 
data so that they have the ability to handle large data sets. Moreover, they can 
compensate error a little through multi-pass the data and most iterative methods do not 
create overlapping clusters. 
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However, iterative partitioning algorithms have three main problems. 
 (1) The optimal cluster number specified in advance. From formula (1.1), all possible 
partitions of a data set are the sum of Stirling number, which is obviously large and 
computationally impossible. Hence, to try to find the optimal number one has to sample a 
small proportion of cluster numbers. However this causes the second problem.  
(2) The local optima problem. As only a small proportion of all possibilities are to be 
sampled, it is possible to meet with this problem.  
(3) The problem of initial partition. Milligan and other researcher’s studies [49-51] 
have shown that poor initial partition may cause the local optima problem and k-means 
algorithm is very sensitive to initial partitions. 
 
2.5 Density Search Algorithm 
This method assumed that the clusters located in the spherical space [10] and find high-
density regions of the data sets. Mode analysis [52] and mixtures methods [53-54] are 
two major groups of density search methods. Mode analysis is based on the hierarchical 
single linkage rules.  
Mixtures method is based on the statistical model that assumes that members of 
different groups or classes should have different probability distributions of variables and 
correspondingly give the estimated probability of membership of each member to every 
cluster instead of assigning member to clusters. A further assumption is that all 





2.6 Factor Analytic Algorithm 
This method is usually used in the psychology field. It is known as the Q-type factor 
analysis. Instead of operating on correlations between variables that is known as R-type 
factor analysis, Q-type factor analysis forms a correlation matrix between individuals or 
cases. The general Q-type steps are: (1) initial estimation of the types (2) replication of 
the types across multiple samples (3) testing the generality of the types on a new sample. 
The used of Q-type factor analysis has a lengthy and stormy history. The strongest recent 
proponents are Overall, Klett [55] and Skinner [56]. Criticisms of Q-type factor analysis 
clustering include the implausible use of a linear model across cases, the problem of 
multiple factor loadings and the double centering of the data.  This method emphasizes 
case profile shape rather than elevation. 
 
2.7 Clumping Algorithm 
Clumping method is unique in that it permits the creation of overlapping clusters. Unlike 
hierarchical methods, this method does not produce hierarchical classifications. Instead, 
cases are permitted to be members of more than one cluster. This method is most used in 
the linguistic research field as in this field words have multiple meanings. This method 
requires the calculation of a similarity matrix between the cases, then attempts to 
optimize the value of a statistical criterion “cohesion function”. Items are then iteratively 
reallocated until the function to be optimized is stable. However one problem is that the 
same groups are often repeatedly discovered, thus providing no new information. Jardine 
and Sibson [57] proposed a clumping method based on graph theory which limits the 




2.8 Graph Theoretic Algorithm 
The Graph theoretic algorithm is innovative. This method is based on the well developed 
graph theory. The theorems of graph theory have powerful deductive fertility so that it is 
possible that the theory may provide an alternative to the hierarchical agglomerative 
clustering method. Graph theory has also led to the creation of a null hypothesis that can 
be used to test for the presence of clusters in a similarity matrix. This is known as the 








































Fuzzy Clustering Algorithms 
 
3.1 Introduction 
Clustering means the task of dividing data points into homogeneous clusters (or classes) 
so that items in the same cluster are as similar as possible and items in different clusters 
are as dissimilar as possible. Clustering can also be considered as a form of data 
compression, where a large number of samples are converted into a small number of 
representative clusters (or prototypes). According to the data and the applications, 
different types of similarity measures, such as distance, connectivity and intensity, can be 
used to identify clusters, where the similarity measure controls how the clusters are 
formed.  
The clustering can be grouped into hard clustering and soft cluster. Hard clustering 
can also be named as non-fuzzy clustering, where data is divided into crisp clusters and 
each data point belongs to exactly one cluster. In soft clustering, also named as fuzzy 
clustering, there is no sharp boundary between clusters, which is usually the case in real 
applications. In most of applications, fuzzy clustering is often better suited for the data. 
Membership degrees between zero and one of the data are used in fuzzy clustering to 
clusters, where the data points can belong to more than one cluster, and associated with 
each of the points are membership grades which indicate the degree to which the data 
points belong to the different clusters. Such definition is more applicable to solve the 
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clustering problems in the real world. The hard and soft clustering methods will be 
introduced in detail in the next subsection. In this chapter, the fuzzy clustering technique 
will be demonstrated. It is shown using a specific dataset that these methods are effective 
in clustering applications.  
 
3.2 Soft/Hard Clustering Algorithm 
Cluster analysis is a large field, both within fuzzy sets and beyond it. Many algorithms 
have been developed to obtain hard clusters from a given data set. Among those, the c-
means algorithms and the ISODATA clustering methods are probably the most widely 
used. Both approaches are iterative. Hard c-means algorithms define that the center of a 
class C is known, whereas C is unknown in the case of the ISODATA algorithms. Hard 
c-means execute a sharp classification, in which each object is either assigned to a class 
or not. The membership to a class of objects therefore amounts to either 1 or 0. In soft 
clustering, also named as fuzzy clustering, there is no sharp boundary between clusters, 
which is usually the case in real applications. The usage of Fuzzy sets in a classification 
function causes this class membership to become a relative one and consequently an 
object can belong to several classes at the same time but with different degrees. The c-
means algorithms are prototype-based procedures, which minimize the total of the 
distances between the prototypes and the objects by the construction of a target function. 
Both methods, sharp and fuzzy classification, determine class centers and minimize, e.g., 
the sum of squared distances between these centers and the objects, which are 
characterized by their features. Thus classes have to be developed, which are as 
dissimilar as possible. 
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Fuzzy c-mean clustering is an easy and well improved tool, which has been applied in 
many medical fields. Like in all other optimization procedures, c-means algorithms look 
for the global minimum of a function and avoid trapping into local minima. Therefore the 
result of such a classification has to be regarded as an optimum solution with a 
determined degree of the accuracy.  
Many soft clustering algorithms have been developed and most of them are based on 
the Expectation-Maximization (EM) algorithm. They assume an underlying probability 
model with parameters that describe the probability that an object belongs to a certain 
cluster. Based on the specified data, the algorithms are utilized to find the best estimation 
of the parameters.  
3.3 Fuzzy clustering scheme 
3.3.1 Fuzzy C-Means Clustering  
The fuzzy C-Means clustering (FCM) algorithm is one of the most widely used fuzzy 
clustering algorithms. The FCM algorithm attempts to partition a finite collection of 
elements X= {Xi, i=1, 2, n} into a collection of c fuzzy clusters with respect to some 
given criterion. Given a finite set of data, the algorithm returns a list of c cluster centers V 
(V = Vi, i=1, 2 … c) and a partition matrix U (U = Uij, i =1 ... c, j =1... n), where Uij is a 
numerical value in [0, 1] that tells the degree to which the element Xi belongs to the i-th 
cluster.  




|| ||      ,                1
N C
m
m ij i j
i j
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= =
= − ≤ < ∞∑∑  (3.1) 
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where m is any real number greater than 1, uij is the degree of membership of xi in the 
cluster j, xi is the ith of d-dimensional measured data, cj is the d-dimension center of the 
cluster, and ||*|| is any norm expressing the similarity between any measured data and the 
center. 
     Fuzzy partitioning is carried out through an iterative optimization of the objective 
function shown above, with the update of membership uij and the cluster centers cj by: 





























     This iteration will stop when ( 1) ( )max {| |}k kij ij iju u σ+ − < , where σ  is a termination 
criterion between 0 and 1, whereas k is the iteration steps. This procedure converges to a 
local optimum or a saddle point of Jm. 
 The algorithm is composed of the following steps: 
1. Initialize U= [uij] matrix, U(0) 
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If ( 1) ( )max {| |}k kij ij iju u σ+ − <  then STOP; otherwise return to step 2. 
As discussed before, data are bound to each cluster by means of a Membership 
Function, which represents the fuzzy behavior of this algorithm. For this objective, an 
appropriate matrix should be built named U whose factors are numbers between 0 and 1, 
and represent the degree of membership between data and centers of clusters. 
For a mono-dimensional example, given a certain data set, suppose to represent it as 
distributed on an axis. The figure below shows this:  
 
Fig.3. 1 A certain data set represented as distributed on an axis 
From Fig. 3.1, two clusters in proximity of the two data concentrations can be identified, 
which can be referred as A cluster and B cluster.  
If the k-means algorithm is applied to this problem and each datum is associated to a 
specific centroid, the membership function can be shown in Fig. 3.2. 
 
 
Fig.3. 2 The membership function using k-means algorithm 
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In the FCM approach, the given datum does not belong exclusively to a well defined 
cluster, but it can be placed in a middle way. In this case, the membership function 
follows a smoother line to indicate that every datum may belong to several clusters with 
different values of the membership coefficient. 
 
Fig.3. 3 The membership function using FCM algorithm 
In Fig. 3.3, the datum shown as a red marked spot beside the arrowhead belongs more to 
the B cluster rather than the A cluster. The value 0.2 of ‘m’ indicates the degree of 
membership to A for such datum. Now, instead of using a graphical representation, a 
matrix U is introduced whose factors are the ones taken from the membership functions:  
 
1 0 0.8 0.2
0 1 0.3 0.7
1 0         (a)          0.6 0.4              (b)
.. .. ..     ..
0 1 0.9 0.1
k kN C N C
U U
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥= =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
  
The number of rows and columns depends on how many data and clusters are 
considered. More exactly, C = 2 columns (C = 2 clusters) and N rows, where C is the 
total number of clusters and N is the total number of data. 
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In the examples above, the k-means (a) and FCM (b) cases are considered. In the first 
case (a) the coefficients are always unitary. It is so to indicate the fact that each datum 
can belong only to one cluster. Other properties are shown below: 
1
1
[0,1]    ,
1    



















To implement the FCM algorithm, a set of programs are made.  
FCMClustering [data, partmat, mu, epsilon] – return a list of cluster centers, a 
partition matrix indicating the degree to which each data point belongs to a particular 
cluster center, and a list containing the progression of cluster centers found during the 
running process. 
Ini [deat, n] – return a random initial partition matrix for use with the FCMClustering 
function where n is the number of cluster centers desired. 
SHWCTR [graph, res] -- display a 2D plot showing a graph of a set of data point 
along with large dots indicating the cluster centers found by the FCMClustering function. 
SHWCTRP [graph, res] – display a 2D plot showing a graph of a set of data points 
along with a plot of how the cluster centers migrated during the application of the 
FCMClustering function. 
     To demonstrate the FCM clustering algorithm, a 2D Spiral data set (from open source 
UCI data: http://kdd.ics.uci.edu/) that consists of two groups of data is used. This Spiral 
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data set contains about 2000 2-dimension data. 1000 data is labeled as class 1 while 1000 
data is labeled as class 2. 
The Spiral data set is described as follows: 
Set No.= 2000 
Target Class1: red color, “+” 
Value=1, No=1000(50.00%) 
Target Class2: green color, “O” 
Value=0, No=1000(50.00%) 
Attribute1: Max=0.99602, Min=-0.99855, Mean=0.00513 
Attribute2: Max=0.97958, Min=-0.99206, Mean=-0.00617 
The data flow is shown in Fig. 3.4. 





















Fig.3. 4 The Spiral data 
FCMClustering [data, partmat, mu, epsilon] returns a list of cluster centers, a partition 
matrix indicating the degree to which each data point belongs to a particular cluster 
center, and a list containing the progression of cluster centers found during the run. The 
arguments to the function are the data set (data), an initial partition matrix (partmat), a 
value determining the degree of fuzziness of the clustering (mu), and a value which 
determines when the algorithm will terminate (epsilon). This function runs recursively 
until the terminating criteria is met. While it is running, the function prints a value that 
indicates the accuracy of the fuzzy clustering. When this value is less than the parameter 
epsilon, the function terminates. The parameter mu is called the exponential weight and 
controls the degree of fuzziness of the clusters. As mu approaches 1, the fuzzy clusters 
become crisp clusters, where each data point belongs to only one cluster. As mu 
approaches infinity, the clusters become completely fuzzy, and each point will belong to 
each cluster to the same degree (1/c) regardless of the data. Studies have been done on 
selecting the value for mu, and it appears that the best choice for mu is usually in the 
interval [1.5, 2.5], where the midpoint, mu = 2, is probably the most commonly used 
value for mu. 
The FCMClustering function is used to find clusters in the data set created earlier. In 
order to create the initial partition matrix that will be used by the FCMClustering function, 
the Ini function described below will be used. 
Ini[data, n] returns a random initial partition matrix for use with the FCMClustering 
function, where n is the number of cluster centers desired. The following is an example 
using the FCMClustering function to find two cluster centers in the data set created 
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earlier. Notice that the function runs until the terminating criteria goes under 0.01, which 
is the value specified for epsilon. 
The clustering function should work for data of any dimension, but it is hard to 
visualize the results for higher order data. There are two functions in Fuzzy Logic that are 
useful in visualizing the results of the FCMClustering algorithm, and they are described 
below. 
SHWCTR [graph, res] displays a 2D plot showing a graph of a set of data points 
along with large dots indicating the cluster centers found by the FCMClustering function. 
The variable graph is a plot of the data points and res is the result from the 
FCMClustering function. 
The following is an example showing the cluster centers found from the previous 
example. Notice that the cluster centers are located where one would expect near the 
centers of the two clusters of data. 
The cluster center trajectory is shown in Fig. 3. 5. 
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cluster center trajectory:green-initial point,red-processing point,blue-end point
  
Fig.3. 5 The trajectory of cluster centers. 
 
Final result is shown in Fig. 3. 6. 
 
Target Class1: red color, “+” 
Value=1, No=932(46.60%) 
Target Class2: green color, “O” 
Value=0, No=1068(53.40%) 
Attribute1: Max=0.99602, Min=-0.99855, Mean=0.00513 
























Fig.3. 6 The simulation results 
 
Analysis of the results is given below:  
Correct No =1022 
Accuracy =51.10% 
Iteration No =456 
 
3.3.2 Fuzzy k-Means with Extra-grades Program 
3.3.2.1. K-Means Clustering 
K-means introduced is one of the simplest unsupervised learning algorithms which can be 
utilized to solve the clustering problem. The K-means is a simple algorithm that has been 
adapted to many problem domains.  The algorithm follows a simple and easy way to 
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classify a given data set through a certain number of clusters (assume k clusters) fixed a 
priori. The main idea is to define k centroids for k clusters, one centroid corresponding to 
one cluster. Since different location causes different result, these centroids should be 
placed in a cunning way. The better choice is to place them as far away from each other 
as possible. The next step is to take each point belonging to a given data set and associate 
it to the nearest centroid. When no point is pending, the first step is completed and an 
early group age is done. At this point k new centroids should be re-calculated as bary 
centers of the clusters resulting from the previous step. After these k new centroids are 
ready, a new binding has to be done between the same data set points and the nearest new 
centroid. A loop has been generated. As a result of this loop, one may notice that the k 
centroids change their location step by step until no more changes are done. In other 
words centroids do not move any more. In the final step, this algorithm aims at 
minimizing an objective function, in this case a squared error function. The objective 










= −∑∑               (3.5) 
where ( ) 2|| ||ji jx c−  is a chosen distance measure between a data point ( )jix  and the cluster 
center jc , is an indicator of the distance of the n data points from their respective cluster 
centers. 
Here, the steps of the algorithm are given as follows:  
1. Place k points into the space represented by the objects that are being clustered. 
These points represent initial group centroids. 
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2. Assign each object to the group that has the closest centroid. 
3. When all objects have been assigned, recalculate the positions of the k centroids. 
Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation 
of the objects into groups from which the metric to be minimized can be calculated. 
Suppose that there is n sample feature vectors x1, x2, ..., xn all from the same class, 
and it is known that they fall into k compact clusters, k < n. Let mi be the mean of the 
vectors in cluster i. If the clusters are well separated, a minimum-distance classifier can 
be used to separate them. That is, it can be said that x is in cluster i if || x - mi || is the 
minimum of all the k distances. The following procedure can be used to find the k means: 
1. Make initial guesses for the means m1, m2, ..., mk 
2. Do where there is changes in any mean 
A. Use the estimated means to classify the samples into clusters  
B. For i from 1 to k  
 Replace mi with the mean of all of the samples for cluster i  
End  
End   
To show how the means m1 and m2 move into the centers of two clusters, an example 




Fig.3. 7 A simple example with two clusters  
 
     This is a simple version of the k-means procedure. It can be viewed as a greedy 
algorithm for partitioning the n samples into k clusters so as to minimize the sum of the 
squared distances to the cluster centers.  
     It has some weaknesses: 
• The main drawback of the k-means algorithm is that it cannot guarantee to find 
the most optimal configuration, corresponding to the global objective function 
minimum.  
• The algorithm is also significantly sensitive to the initial randomly selected 
cluster centers. The k-means algorithm can be run multiple times to reduce this 
effect.  
• The way to initialize the means was not specified. One popular way to start is to 
randomly choose k of the samples. 
• The results produced depend on the initial values of the means, and it frequently 
happens that suboptimal partitions are found. The standard solution is to try a 
number of different starting points.  
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• It can happen that the set of samples closest to mi is empty, so that mi cannot be 
updated. This is an annoyance that must be handled in an implementation. 
• The results depend on the metric used to measure || x - mi ||. A popular solution is 
to normalize each variable by its standard deviation, although this is not always 
desirable.  
• The results depend on the value of k.  
This last problem is particularly troublesome, since it is impossible to know how 
many clusters exist. There is no general theoretical solution to find the optimal number of 
clusters for any given data set. A simple approach is to compare the results of multiple 
runs with different k classes and choose the best one according to a given criterion, but 
the process must be conducted carefully because increasing k results in smaller error 
function values by definition, but also an increasing risk of over fitting. 
 
3.3.2.2. Fuzzy k-means  
Fuzzy k-means minimizes the within-class sum square errors functional under the 
following conditions:  
1
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where n is the number of data, c is the number of classes, ck is the vector representing the 
centroid of class k, xi is the vector representing individual data i and d2(xi,ck) is the 
squared distance between xi and ck according to a chosen definition of distance, which for 
simplicity further denoted by d2ik and φ is the fuzzy exponent and ranges from (1, …). It 
determines the degree of fuzziness of the final solution, which is the degree of overlap 
between groups. The solution is a hard partition when φ equal to one. As φ approaches 
infinity the solution approaches its highest degree of fuzziness.  
The minimization of the objective function J provides the solution for the 





































       (3.8) 
The fuzzy k-means algorithm is as follows:  
Initialize membership (U)  
iter = 0  
Repeat {Picard iteration}  
    iter = iter+1  
    Calculate class center (C)  
    Calculate distance of data to centroid ||X-C||  
    Update membership U'  
    U=U'  




3.3.2.3. Fuzzy k-means with extra-grades  
By their nature, continuous classes should provide better representations of outliers or 
atypical individuals than discontinuous classes. This is especially the case with outliers 
located between clusters in property space. This type of individuals can be referred as 
intragrades. Fuzzy k-means can give intermediate memberships to intragrades. However, 
outliers outside the main body of data points, referred to as extragrades, are still not 
suitably represented by fuzzy k-means.  
The objective function J is modified to account for extragrades. This improvement 
makes the memberships directly depend upon the distances to the class centroids as:  
2 2
1 1 1 1
(1 )
n c n c
ik ik ik
i k i k
J a m d a m dϕ ϕ− −
= = = =
= + +∑∑ ∑ ∑     (3.9)  
where m* denotes the membership to a fuzzy class of outliers and a is a parameter that 
determines the mean value of m*. The aim is to accommodate the outlier entia in a 
special class to decrease the effect of them on classification. The members of this 
particular class are not concentrated in a fuzzy hypersphere around a defined class center, 
as with regular classes. Instead, they are spread across and over regions of larger 
distances between an individual and the class centers. Minimization of this objective is 
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The algorithm for solving the above equations is given below: 
Define 0< a <1  
Initialize a  
Calculate required mean extragrades membership:   
   u*req = 1 /(k+1)  
iter_alfa = 0  
Repeat {Root Finding Loop}  
    Iter_alfa = Iter_alfa + 1  
    Brent's algorithm [59] 
    Update a  
    Initialize membership (U)  
    iter = 0  
    Repeat {Fuzzy k-means iteration}  
        iter = iter+1  
        Calculate class center (C)  
        Calculate distance ||X-C||  
        Update membership U'  
        U=U'  
    Until ||U-U'|| <= tol_crit  .or. iter = Max_iter  
    Calculate mean extragrades membership u*  
    Calculate F(a) = |u*-u*req|  
Until F(a) <= dif_tol .or. iter_alfa = Max_alfaiter 
 
The Spiral data used in the previous sub-section is also used here to test the algorithm. 
The cluster center trajectory is as follows: 
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cluster center trajectory:green-initial point,red-processing point,blue-end point
 
Fig.3. 8 The trajectory of cluster centers. 
The final result is as follows: 
 
Target Class1: red color, “+” 
Value=1, No=1271 (63.55%) 
Target Class2: green color, “O” 
Value=0, No=729(36.45%) 
Attribute1: Max=0.99602, Min=-0.99855, Mean=0.00513 
























Fig.3. 9 The simulation results 
Analysis of the results is given below: 
Correct No =1083 
Accuracy =54.15% 
Iteration No =13 
 
3.4 Conclusion 
This chapter presents fuzzy clustering algorithms by means of the concept of fuzzy sets 
approach. The soft/hard clustering algorithms are introduced. Fuzzy c-means clustering 
and fuzzy k-means clustering with extragrades program are presented. In fuzzy clustering, 
there is no sharp boundary between clusters, which is usually the case in real applications. 
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The usage of Fuzzy sets in a classification function causes this class membership to 
become a relative one and consequently an object can belong to several classes at the 
same time but with different degrees. These properties make fuzzy clustering algorithms 
more powerful than hard clustering algorithms in many clustering applications. The 
algorithms are experimented and illustrated upon a specific dataset. It is shown that these 





Adaptive Genetic Algorithm Fuzzy Clustering Scheme 
with Varying Population Size and Probabilities of 
Crossover and Mutation  
 
4.1 Introduction 
Clustering is the task of partitioning heterogeneous data sets into groups of more 
homogeneous characteristics. It is central to data analysis that has origins in statistics as 
learning mixture models. Clustering has long been considered in machine learning where 
it is more commonly known as unsupervised learning. Clustering is a central task in 
knowledge discovery and data mining. It has also emerged in vector quantization, 
because clustering is a summarization (or generalization) operation that reduces a vast 
amount of information to well delimited classes.  
The effectiveness of fuzzy clustering scheme has been discussed in the previous 
chapter. In this chapter, the cluster problems using evolutionary algorithms will be 
covered. Recently, genetic algorithms (GAs) have been proposed as alternatives to carry 
out optimization search due to its prosperities of multi-objective, coded variables and 
global optimization.  
The Genetic algorithm (GA) found by J.H. Holland [29] is an artificial genetic system 
based on the principle of natural selection where stronger individuals are likely the 
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winners in a competing environment. GA as a tool for search and optimization has 
reached a mature stage with the development of low cost and speedy computers. 
However, the main drawbacks for the GAs are the high computation cost, slow 
convergence speed and high probability of trapping into local optimum, which prevent 
GAs from wide applications. Especially for clustering algorithms such as Fuzzy c-means 
clustering, they use calculus-based optimization methods and easy to be trapped by local 
extreme in the process of optimizing the clustering criterion. These drawbacks also 
degrade the performance of GAs in hybrid fuzzy clustering. In this chapter, a novel 
algorithm based on hybrid fuzzy clustering schemes which utilize an adaptive GA in the 
optimization of fuzzy c-mean clustering will be proposed. This approach can be directly 
applied to any clustering model which can be represented as a functional dependent upon 
a set of cluster centers (or point prototypes). The approach can be further generalized for 
models that require parameters other than the cluster centers.  
     An adaptive GA is utilized to improve the performance of conventional GA. Adaptive 
population size is used to balance the computation cost and computation effectiveness. 
Adaptive probabilities of crossover and mutation are applied to GA where the 
probabilities of crossover and mutation pc and pm are varied adaptively in response to the 
fitness values of the chromosomes. pc and pm are increased when the population tends to 
get stuck at local optima and are decreased when the population is scattered in the search 
space. 
In the adaptive genetic algorithm fuzzy clustering scheme, the fuzzy and hard c-
means (FCM and HCM, respectively) functional Jm and J1 are used as fitness functions. 
This allows one to compare performance of our proposed algorithm with the conventional 
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FCM and HCM algorithms. The usage of the proposed method will be examined in 
performing fuzzy clustering of data using clustering sample data. The effectiveness of the 
genetic algorithm in optimizing the fuzzy and hard c-means objective function is 
illustrated by means of an example. 
 
4.2 Mathematical Model  
Assume that there is a set of n vectors X={x1, x2 … xn} to be clustered into c groups of 
data. Each xi∈Rs is a feature vector consisting of s real-valued measurements describing 
the features of the object represented by xi. The features could be length, width, color etc. 
Hard and fuzzy clusterings of the objects can be represented by a hard and fuzzy 
membership matrix called a hard and fuzzy partition, respectively. The set of all c*n non-
degenerate hard partition matrices is denoted by Mtrcn and expressed as: 
*
1 1
{ | 1,0 , {0,1};1 ;1 }
c n
c n
cn ik ik ik
i k
Mtr U R U u n U i c k n
= =
= ∈ = < < ∈ ≤ ≤ ≤ ≤∑ ∑  (4.1) 
The set of all c*n non-degenerate constrained fuzzy partition matrices is denoted by 
Mtrfcn and shown as: 
*
1 1
{ | 1,0 , [0,1];1 ;1 }
c n
c n
fcn ik ik ik
i k
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= =
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J U V U D v x
= =
=∑∑   (4.3) 
where U∈Mtrcn is a hard partition matrix; V={v1, v2 … vc} 
is a matrix of prototype parameters (cluster centers) vi∈Rs, ∀I and Dik(vi, xk) is a measure 
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of the distance from xk to the ith cluster prototype. The Euclidean distance metric or all 
HCM results are used in this chapter. Good cluster structure in X is taken as a (U,V) 
minimizer of Eq. (4.1). 
For fuzzy c-means partitions the clustering criterion used to define good clusters is 
the FCM function which can be shown below: 
2
1 1
( , ) ( ) ( , )
c n
m
m ik ik i k
i k
J U V U D v x
= =
=∑∑  (4.4) 
where Mtrfcn is a fuzzy partition matrix, m∈[1,∞] is the weighting exponent on each fuzzy 
membership, V=[v1,v2…vc] is a matrix of prototype parameters (cluster centers), vi∈Rs∀I; 
and Dik(vi,xk) is a measure of the distance from xk to the ith cluster prototype. The 
Euclidean distance metric are used for FCM clustering with m=2. Noted that the larger m 
is, the fuzzier the partition. Good cluster structure in X is taken as a (U,V) minimizer of 
Eq. (4.2).  
In any generation, element i of the population is Vi, a c*s matrix of cluster centers in 
FCM/HCM notation. The initial population of size P is constructed by random 
assignment of real numbers to each of the s features of the c cluster centers. The initial 
values are constrained to be in the range (determined from the data set) of the feature to 
which they are assigned, but are otherwise random.  
Since only the V’s will be used within the GA, it is necessary to reformulate the 
objective function (4.3) and (4.4) for optimization. For HCM each data vector is assigned 
to the nearest cluster via Euclidean distance metric. Given the way assignments to 
clusters are made, it is easy to see that there is an equivalent reformulation of J1 which 
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In order to work only with V’s in FCM, equation (4.4) can be reformed by 
substitution for U using the first order necessary condition for U. For m > 1 as long as Djk 
(vj, xk)>0 ∀j, k, FCM functional can be reformulated as: 
 1/(1 ) 1
1 1
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The approach here is to optimize Rm with the adaptive algorithm. The reformulation 
theorem provides a theoretical justification for this technique.  
 
4.3 Genetic Algorithms (GAs) 
The Genetic algorithm (GA) proposed by J.H. Holland (1975) [29] is an artificial system 
based on the principle of natural selection. As a stochastic algorithm, GA is a robust and 
powerful optimization method for solving problems with a large search space which are 
not easily solved by exhaustive methods. With the development of low cost and speedy 
computers, GA has reached a mature stage.  
In GA, the potential solution for the optimization problem is represented by a set of 
variables. All variables are concatenated as the genes of a chromosome which can be 
expressed in binary form. For each problem, there is unique fitness function to provide 
the mechanism for evaluating the performance of each chromosome. The fitter 
chromosome with higher fitness value has a tendency to produce good quality offspring 
which means a better solution to the optimization problem. By mimicking the process of 
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natural selection and genetics, GA finds an optimum solution which is represented by the 
final winner for the given problem. 
GA begins with a collection of chromosomes, named population pool. In each 
evolving process, the fitter chromosomes are selected, mixed and recombined to produce 
offspring. By this way, a subsequent generation is created from the chromosomes in the 
previous population. Through this evolution process, the fitter chromosome has a higher 
chance of surviving and produces a larger number of offspring. Since the new generation 
is possible to have better characteristics than the old one, an optimum solution for the 
given problem can be obtained. 
Usually, a basic GA consists of three operators: reproduction, crossover, and mutation 
[60]. 
1. Reproduction  
In reproduction operator, fitter chromosomes are selected from the current population 
for further genetic operation according to a given parent selection scheme.  A 
chromosome has a higher fitness value means it has better characteristic and have more 
chance to be chosen and allowed to mate. Roulette Wheel Selection is one of the most 
commonly used techniques for selection mechanism.  
2. Crossover 
Chosen chromosomes are collected to form mating pool and sent to the next operator, 
crossover. In this stage, a certain binary strings of two parent chromosomes are 
exchanged to yield two children chromosomes with specific crossover probability which 




Mutation is applied to the offspring produced by crossover. It examines and randomly 
alters every bit contained in the offspring with a specific probability which is typically 
less than 0.1, such as 0.001 for large population size and 0.01 for small population size. 
Comparing to crossover, mutation is an operator that introduces extra variability into the 
population. 
The basic genetic algorithm structure can be formulated as follows:  
Genetic Algorithm () 
{ 
   // start with an initial time 
   t :=0; 
   // initialize a usually random population of individuals 
   init_population P(t); 
   // evaluate fitness of all initial individuals of population 
evaluate P(t); 
// evolution cycle 
while not terminated do  
 // increase the time counter 
 t :=t+1; 
 // select a sub-population for offspring production 
 P’ :=select_parents P(t); 
 // recombine the “genes” of selected parents 
 recombine P’ (t); 
 // perturb the mated population stochastically 
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 mutate P’(t); 
            // evaluate its new fitness 
 evaluate P’(t); 
 // select the survivors from actual fitness 
 P :=survive P, P’(t); 
} 
The major weakness of genetically guided clustering is the CPU time it requires. 
Clustering is generally slow and the GA and GP guided clustering approach is even 
slower. The dominant cost is the calculation of the fitness value for each population 
member for each generation. This cost is made up of the number of features in a data set, 
the number of objects or feature vectors in a data set and the number of classes to cluster 
the data into. The number of bits needed to represent features has a lesser effect on the 
time per generation. The GA approach to clustering requires time proportional to the 
number of bits per feature, population size, number of features, number of feature vectors 
and number of clusters. An increase in any of these parameters results in a linear increase 
in time per generation for the GA clustering approach. The situation is especially serious 
for large population size since the iteration computation of fitness function for all 
population members has very high computation cost. In this chapter, a novel adaptive 
genetic algorithm for fuzzy c-mean and hard c-mean clustering is proposed. 
The most attractive features of GAs are their simplicity and robustness. In spite of the 
simple processing, the GAs are known to be good in solving some problems that are 
known to be hard. The simplicity, flexibility, parallelism, and the good problem, solving 
capability were the most important facts that make GAs increasingly popular in 
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engineering and science. However, the performance of GAs is largely decided by the 
suitable choices of the GAs’ parameters (ie. population size, crossover and mutation 
probabilities). Although there are a number of guidelines exist in the literature for 
choosing pc and pm, these generalized guidelines are inadequate as the choice of the 
optimal pc and pm becomes specific to the problem under consideration. In this chapter, 
an adaptive genetic algorithm where the population size and the crossover and mutation 
probabilities can be varying adaptively according to the performance of optimization 
algorithm during the evolutionary process without users guide will be proposed. The 
implementation details about how the adaptive GA is applied into fuzzy c-mean 
clustering will be shown in next subsection.  
 
4.4 The implementation of Adaptive Genetic algorithm (AGA) 
4.4.1 Object function and fitness function 
The objective function is used to evaluate the status of each chromosome, which is an 
important link between GA and the optimization problem. Chromosomes are taken as 
input and objective values are calculated as measurement to the chromosomes’ 
performance. The fitness value calculated from fitness function which is related with its 
objective function is used to reflect the degree of excellence of the chromosome. Since 
the clustering goal is to minimize the objective function, the above heuristic penalizes 
degenerate partitions by increasing their objective function value. This makes them less 
likely to be chosen for reproduction and less likely to survive to the next generation in 
any form. Eq. (4.2) and Eq. (4.3) are objective functions for HCM and FCM clustering. 
The approach will be to optimize R1 and Rm defined in Eq. (4.5) and Eq. (4.6), 
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= −             (4.7) 
 
 
4.4.2 Replacement Strategies 
There are mainly two types of replacement strategies used in reproduction process, i.e. 
generation-replacement reproduction and strategy-steady-state reproduction. In the 
generation-replacement strategy each population generates the same number of new 
chromosomes to form the next population that replaces all previous generations, while in  
the strategy- steady-state reproduction only a few worst chromosomes of old generation 
are replaced to produce the next generation. Compared with the strategy- steady-state 
reproduction the generation-replacement has higher fitness value and convergence speed 
and results in better optimization performance. The simulation results show in Fig. 4.1 
and 4.2. To further improve the performance of GA, the elitist strategy is combined with 
the Generation-Replacement where several best chromosomes in old generation are 
copied into the succeeding one to replace the worst ones in new generation.  
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Fig.4. 1 Best Chromosomes & Generation by using Generation-Replacement  
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4.4.3 Selection mechanism  
A reproduction operator combines the relative fitness of a generation’s chromosomes 
with some randomness in order to determine parents of the following generation. The 
genetic algorithm consists of selecting parents for reproduction, performing crossover 
with the parents and applying mutation to the bit string of the offspring. There are three 
Genetic operators including selection, crossover, and mutation.  
The widely used selection mechanism is roulette wheel strategy. This method 
calculates the ratio fi/Σifi for each chromosome i, which is considered as its probability of 
survival into the next generation. This approach gives strings with higher fitness values fi 
a greater probability of survival. In addition, since the number of strings in a population 
is held constant over time, the reproduction operator will generate a new population of 
the same size. This implies that chromosomes with higher fitness values will eventually 
dominate the population. The basic implementation of a roulette wheel selection assigns 
each string a “slot” on a wheel, with the slot size proportional to the fitness value of the 
string. To select a chromosome for reproduction, the roulette wheel is “spun,” and the 
string corresponding to the slot that the wheel stops on is chosen.  
 
4.4.4 Adaptive population size 
The size of population is one of the most important choices faced by any user of GAs, 
which may be critical in many applications and greatly affect the effectiveness and 
efficiency of the optimization performance [61-65]. If the population size is too small, the 
genetic algorithm may converge too quickly into local optimum; if it is too large, the 
genetic algorithms may take too long time to find the optimal solution and waste 
computational resources, which make the waiting time for an improvement to be too long. 
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The population size is dependent on the chromosome size and the search space size. 
Many researchers [62, 65-67] have presented various methods for determining an optimal 
population size from different perspectives. It is known that a small population size 
improves initial performance while large population size improves long-term 
performance. It means that small population size brings high convergence speed but high 
probability of trapping in local optimum and large population size brings low 
convergence speed but high probability of finding global optimum. In the proposed 
approach, the population size is varied adaptively according to the change of the best 
fitness values of two consecutive generations. At the beginning of GA process, the 
population size is relatively small. As the evolution process continues the population size 
increases (increase the randomly initialized population) or decreases (decrease the worst 
members from current population) according to the improvement of the best fitness 
between two consecutive generations. The change of population size can be expressed as: 
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      (4.8) 
where Porg is the population size of the parent generation, ∆fb is the difference of the best 
fitness values between parent generation and children generation, which can be expressed 
as:  
 b bchild bparentf f f= −+  (4.9) 
where fbchild and fbparent are the best fitness values of children and parents generations, 
respectively. To keep the computation efficiency, the fitness values is checked and the 
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population size is varied according to Eq. (4.8) once during a specified number of 
populations. 
An upper bound and lower bound are also set for the population size. If the change of 
population size according to the above equations make the current population size larger 
than the upper bound or smaller than the lower bound, the current population size is set to 
the upper bound or lower bound, respectively, which ensures the population size will 
always in a reasonable range.  
 
4.4.5 Adaptive crossover and mutation operators 
Crossover and mutation are two basic and important operators in GAs. The power of GAs 
arises from crossover. Crossover causes a structured and randomized exchange of genetic 
material between solutions with the possibility that ‘good’ solutions can generate ‘better’ 
ones. If the solutions are not subjected to crossover, they remain unmodified. The 
mutation involves the modification of the value of each ‘gene’ of a solution with a 
mutation probability. The role of mutation on GAs has been that of restoring lost or 
unexplored genetic material into the population to prevent the premature convergence of 
the GA to suboptimal solutions.  
Each feature vij of a cluster center is a real number. In order to perform crossover, the 
feature value is converted into an integer which captures three decimal places of 
precision. The integer is then represented as a binary bit string. For example, if the largest 
value for a feature is 7.999, then it will be converted to 7999 which may be represented 
by a 13 bit binary number. The binary representation of a V matrix with c clusters and s 
features each represented by 13 bits requires c*s*13 bits (for this example). Crossover is 
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performed using 2 point crossover. Each binary string is viewed as a ring. Then 2 cut 
points are chosen and the bits between the cut points are interchanged to form the two 
children. This crossover operation is done on each of the c cluster centers of the mating 
parents. Crossover produces two children for the next generation, which are created by 
concatenating the results of the c crossovers. It is necessary to do c crossovers to enable 
each cluster center to move independent of the others. Allowing each cluster center to be 
adjusted during a generation is important to minimize the number of generations, because 
each generation requires significant time in the calculation of the Rm value of each 
population member. After every crossover, each bit of the children is considered for 
mutation with a mutation probability pm. The mutation consists of flipping the value of 
the chosen bit from 1 to 0 or vice versa.   
Crossover and mutation occur according to probabilities pc and pm, respectively. The 
choice of the two probabilities is known to critically affect the behavior and performance 
of the GAs [66, 68-70]. The crossover probability controls the rate at which solutions are 
subjected to crossover. The higher the value of pc, the quicker the new solutions are 
introduced into the population. However, as pc increases, solutions can be disrupted faster 
than selection can exploit them. Typical values of pc are in the range 0.5-1.0. Large 
values of pm tend to transform the GA optimization process into a random search, but it 
also helps to prevent the premature convergence of the GA. Typically pm is chosen in the 
range 0.005-0.05.  
To achieve the trade-off between exploration and exploitation and avoid searching for 
good GA parameters, adaptively varying probabilities of crossover and mutation pc and 
pm are introduced in the implementation of GAs. In [68], an adaptive GA is proposed, 
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where pc and pm are varied adaptively in response to the fitness values of the 
chromosomes. Srinivas and Patnaik [68] suggest that pc and pm are increased when the 
population tends to get stuck at a local optimum and are decreased when the population is 
scattered in the search space: 
       1 max max( ') /( ),    'c avg avgp k f f f f f f−= − ≥                       (4.10)  
3,    'c avgp k f f= ≤        (4.11) 
2 max max( ) /( ),    m avg avgp k f f f f f f−= − ≥                 (4.12) 
4 ,    m avgp k f f= ≤                                (4.13) 
where fmax and favg are the maximum and average fitness value of the population, 
respectively, f’ is the larger of the fitness values of the chromosomes to be crossed and f 
is the fitness value of the mutated chromosome, and k1,k2, k3 and k4 are weighting 
parameters and k1,k2, k3 , k4 ≤  1.0. In [68], they give the choice of the four parameters 
with 1.0 for k1 and k3 and 0.5 for k2, and k4. It is shown that adaptive GA with varying 
probabilities of crossover and mutation performs relatively better than the GA with fixed 
probabilities when the number of local optima in the search space is large. 
The above setting can bring better solution for GA optimization. However, the 
evolution speed will be slow due to the evaluation of fitness function before crossover 
and mutation operators, and due to the computation of the two probabilities. To solve this 
problem, the computation cost is reduced via the following calculation of probabilities. 
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where ∆P is the change in population size. 
The upper and lower bounds of pc are set as 1.0 and 0.5, respectively, and the upper 
and lower bounds of pm are 0.5 and 0, respectively. If the varying of two probabilities 
exceeds the specified range, it will be set to the extreme values of 1.0 or 0.5 for crossover 
probability and 0.5 or 0 for mutation probability. Eq. (4.14) avoids the need of evaluation 
of fitness function before crossover and mutation operators, which consequently improve 
the evolution speed. According to Eq. (4.14), the varying of two probabilities only have 
relationship with the varying of population size according to the general rule that the 
crossover and mutation probabilities are relatively small for large population size and are 
relatively large for small population size.  
 
4.5 Simulation Study 
4.5.1 Algorithm parameter setup 
In the experiment, selection mechanism is based on roulette wheel strategy as described 
in a section earlier. The Generation-Replacement combined with the elitist strategy is 
used as Replacement Strategies. The population pool size and the mating pool size are the 
same value. The initial population size is set as 10. The upper and lower bound of the 
population size are 5 and 200, respectively. The population pool size is varied according 
to the computation of Eq. (4.8) after 20 generations of evolution process. The initial 
crossover and mutation probabilities are set to be 0.95 and 0.001, respectively. The cycle 
of evolution is repeated until the fitness value of the population remains unchanged for 




4.5.2 Computation results 
The Spiral data set (from open source UCI data: http://kdd.ics.uci.edu/) containing about 
2000 2-dimension data are used in the example. 1000 data is labeled as class 1 while 
1000 data is labeled as class 2. 
The Spiral data set is described as follows: 
Set No=2000 
Target Class1: red color, “+” 
Value=1, No=1000(50.00%) 
Target Class2: green color, “O” 
Value=0, No=1000(50.00%) 
Attribute1: Max=0.99602, Min=-0.99855, Mean=0.00513 
Attribute2: Max=0.97958, Min=-0.99206, Mean=-0.00617 
 























Fig.4. 3 The data flow of the example 




Fig.4. 4 The trajectory of the cluster centers. 
The final result is given in Fig. 4.5: 
 
Target Class1: red color, “+” 
Value=1, No=1002 (50.10%) 
Target Class2: green color, “O” 
Value=0, No=998(49.90%) 
Attribute1: Max=0.99602, Min=-0.99855, Mean=0.00513 























Fig.4. 5 The final clustering results using hybrid genetic algorithms 
The analysis of the results is given below: 
Correct No =1008 
Accuracy =50.40% 
Iteration No =1910 
 
4.5.3 Simulation Time as compared to conventional GA 
All computations in this chapter were performed using a Pentium 2.6 GHz PC with 
1.00GB of RAM. To show the advantages of the proposed adaptive algorithm, the same 
computation is made by using the conventional GA. The population pool size and the 
mating pool size are both 100. The Generation-Replacement combined with the elitist 
strategy is used as the Replacement Strategies. The selection mechanism used is Roulette 
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Wheel Selection. The crossover and mutation probabilities are set to be 0.8 and 0.01, 
respectively, which is suitable to the population size of 100 while in adaptive GA the 
initial crossover probability is set to be 0.95 which is corresponding to the small initial 
population size of 10. It is known that crossover probability is relatively large for small 
population size and relatively small for large population size. When the crossover 
probability in conventional GA is set to be 0.95 for population size of 100, the algorithm 
is observed to converge in a local optimal very quickly, while when the initial crossover 
probably in adaptive GA is chosen to be 0.8 for population size of 10, the optimization 
speed is low at the beginning of evolution process. Hence, 0.8 is used as crossover 
probability in conventional GA and 0.95 is used as initial crossover probability in 
adaptive GA. The cycle of evolution is repeated until the fitness value of the population 
remains unchanged for 100 generations. Table 4.1 lists the running time for the two 
algorithms in the computation of adaptive GA in HCM (AGAHCM) and 
FCM(AGAFCM) and conventional GA in HCM (CGAHCM) and FCM (CGAFCM). It is 
shown in Table 4.1 that the adaptive GA improves the convergence speed largely. The 
solutions found by adaptive GA are up to 7.21% accuracy more than those found by 
conventional GA. 
Table.4. 1 Comparisons on the computation time (in seconds) and quality between 
adaptive GA and conventional GA in HCM and FCM clustering 
 AGAHCM AGAFCM GAHCM GAFCM 
Time  0.0152 0.0212 0.0297 0.0371 






In this chapter, a genetically guided clustering approach using an adaptive genetic 
algorithm has been proposed. An adaptive GA is utilized to realize the clustering 
application. The adaptive population size makes the method good at balancing trade-off 
between the computation resource and computation effectiveness. The varying crossover 
and mutation probabilities during the evolutionary process according to the fitness value 
improve the convergence speed and bring better optimization solution than simple GA. 
Another advantage of adaptive GA is that it can avoid multiple trials to find the best 
choices of GA parameters such as population size and crossover and mutation 
probabilities. The adaptive GA algorithm was applied to small sample data sets.  The 
effectiveness of the proposed method has been shown by means of example. It is shown 
that the usage of adaptive GA overcomes the disadvantages of simple GA and makes the 







Chapter 5  
Micro-Genetic Algorithm with varying probabilities of 
crossover and mutation for Hard Clustering Problem  
 
5.1 Introduction 
In this chapter, the similarity function is considered to be the distance between points 
within a cluster and its center and the objective is to minimize that function. Genetic 
algorithms are applied in clustering problems. However, the GA approach to clustering 
requires time proportional to the number of bits per feature, population size, number of 
features, number of feature vectors and number of clusters. Any increase in any of these 
parameters results in a linear increase in time per generation for the GA clustering 
approach. The dominant cost is in the calculation of the fitness values for each population 
member of each generation. To decrease the number of evolution of fitness function, a 
micro-GA [30] is utilized to improve the performance of traditional simple GA, which 
utilizes a small population pool with 5 members. Since micro-GA utilizes a small 
population, it improves the convergence speed and shortens the computation time. 
Utilizing a small population also makes micro-GA outperform conventional GA by 
speedy convergence process. Varying probabilities of crossover and mutation in different 
evolution stages proposed in the method prevent micro-GA from trapping into local 
optimum and further improve the convergence speed.  
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5.2 Micro-genetic algorithm 
The micro-Genetic Algorithm (micro-GA) is a “small population” Genetic Algorithm 
(GA) that operates on the principles of natural selection or “survival of the fittest” to 
evolve the best potential solution (i.e., design) over a number of generations to the most-
fit, or optimal, solution. In contrast to classical conventional genetic algorithms which 
requires a large number of individuals in each population (i.e., 30 – 200), the micro-GA 
uses a µ−population of 5 individuals. Krishnakumar [30] has shown that the micro-GA 
requires a fewer number of total function evaluations compared to conventional GAs for 
their test problems.  
As explained above, the micro-GA operates on a family, or population, of designs 
similar to the conventional simple GA. However, unlike the conventional GA, the 
mechanism of the micro-GA allow for a very small population size.  
The micro-GA can be outlined in the following way:  
1. A micro-population of five designs is generated randomly.  
2. The fitness of each design is determined and the fittest individual is carried to the 
next generation (elitist strategy).  
3. The parents of the remaining four individuals are determined using a tournament 
selection strategy. In this strategy, individuals are paired randomly and adjacent pairs 
compete to become parents of the remaining four individuals in the following generation 
(Krishnakumar 1989).  
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4. Convergence of the µ-population is checked. If the population is converged, go to 
step 1, keeping the best individual and generating the other four randomly. If the 
population has not converged, go to step 2, where the previous generation is used to 
produce the subsequent generation by conventional GA operators. 
Fig. 5.1 shows the flowchart of the micro-GA [30]. 
 
Start 
Specify the necessary parameters 
and initial micro-GA variables 
Generate randomly the initial 
population of micro-GA 




Update the new generation and let 
it be the current generation 







Fig.5. 1 The flowchart of a micro-GA 
In the micro-GA, the crossover probability is set to 1.0 and the mutation probability is 
0. The mutation operation is not employed since enough diversity is introduced by 
generating the new individuals after convergence of a population. The optimization 
process of the micro-GA is different from that of the conventional GA. The convergence 
speed of the small population is very high with the crossover probabilities 1.0 and 
mutation probabilities zero. The introduction of the new population after convergence 
and the retention of the previous fittest individual make it possible to find better solution 
for the problem under optimization.  
5.3 Implementation Details 
5.3.1 Objective and fitness function  
The objective function is used to evaluate the status of each chromosome, which is an 
important link between GA and the optimization problem. Chromosomes are taken as 
input and objective values are calculated as measurement to the chromosomes’ 
performance. The fitness value calculated from fitness function which is related with its 
objective function is used to reflect the degree of excellence of the chromosome.  
In the micro-GA, the objective function and fitness function are Eq. (2.4) and Eq. 
(2.5), respectively. The objective of the optimization is to maximize Eq. (2.5), 
consequently, minimize Eq. (2.4). The clustering goal is to minimize the objective 
function Eq. (2.4) for hard clustering problems. The micro-genetic algorithm will be used 




5.3.2 Selection mechanism  
A reproduction operator combines the relative fitness of a generation’s chromosomes 
with some randomness in order to determine parents of the following generation. The 
genetic algorithm consists of selecting parents for reproduction, performing crossover 
with the parents and applying mutation to the bit string of the offspring.  
In the approach the selection mechanism is based on k-fold tournament selection, 
where randomly selected pairs of strings “fight” to become parents in the mating pool 
through their fitness function value (Goldberg 1989). It was found by Goldberg and Deb 
(1991) that tournament selection is generally an improved selection technique as 
compared to roulette wheel selection. This approach is thus used in the implementation of 
micro-GA. The tournament selection can be summarized as follows:  
1. The present generation is first “mixed up” such that the order of individuals is 
completely random.  
2. The fitness of individual 1 is compared with the fitness of individual 2. The 
individual with the higher fitness is chosen as “parent 1.”  
3. The fitness of individual 3 is compared with the fitness of individual 4. The 
individual with the higher fitness is chosen as “parent 2.”  
4. Parents 1 and 2 are used in the crossover operation described below.  
This above process is repeated with the two competitors again chosen from the entire 
population to find the second parent. The two population members selected are then used 




5.3.3 Convergence criteria 
In micro-GA, there are two kinds of convergence criteria.  
The first one controls how often new population are generated. In the method, the 
convergence condition is defined as the sum of the differences between the fittest 
individual and each of the rest four individuals are less than 10% in terms of number of 
bits in the chromosomes, i.e., the individuals in the whole population are moved towards 
the fittest individual. If the convergence condition is met, a new population is generated 
by randomly initiating four new individuals and the fittest individual from the previous 
generation.  
Another convergence criterion is used to control the stopping time of the whole 
evolution process. In the program, the micro-GA process is terminated if there is no 
improvement on the fitness values for 300 generations.  
 
5.3.4 Varying crossover and mutation probabilities 
In most applications, the micro-GA is only suitable for short individual chromosomes. 
The performance of the micro-GA will be affected when the lengths of chromosomes are 
very long. It is because micro-GA with a small population size and the probabilities of 
crossover and mutation 1.0 and 0 can become premature and converges to local optima. 
To address this problem, the micro-GA is modified to avoid from trapping into local 
optima and to improve the convergence speed by varying the probabilities of crossover 
and mutation in different convergence stage. The probabilities of crossover and mutation 
will be changed according to the degree that the convergence criterion is met. The 
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crossover probability is set to be 0.95 and the mutation probability is 0.0015 when the 
difference between the best individuals and the rest is less than 80%. The crossover 
probabilities is set to be 0.9 and mutation probabilities is 0.005 when the difference is 
less than 60%. The probabilities of crossover and mutation are changed to 0.8 and 0.01, 
respectively, when the difference is less than 40%. The two probabilities are changed to 
0.7 and 0.015, respectively, when the differences between the fittest individual and each 
of the rest 4 individuals are less than 20%. The different probabilities in different 
evolution stages can prevent premature convergence of the micro-GA and improve the 
convergence speed for long chromosomes optimization cases. With the varying 
probabilities of crossover and mutation, the micro-GA can efficiently deal with the 
optimization problems with long chromosomes. 
 
5.4 Simulation Study 
The Spiral data set (from open source UCI data: http://kdd.ics.uci.edu/) contains about 
2000 2-dimension data. 1000 data is labeled as class 1 while 1000 data is labeled as class 
2. The Spiral data set is described as follows: 
Set No=2000 
Target Class1: red color, “+” 
Value=1, No=1000(50.00%) 
Target Class2: green color, “O” 
Value=0, No=1000(50.00%) 
Attribute1: Max=0.99602, Min=-0.99855, Mean=0.00513 
Attribute2: Max=0.97958, Min=-0.99206, Mean=-0.00617 
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The data flow is given in Fig. 5.2: 



















Fig.5. 2 The data flow of the example 















cluster center trajectory:green-initial point,red-processing point,blue-end point
 
Fig.5. 3 The trajectory of the cluster centers. 
 
The final result is given in Fig. 5.4:  
Target Class1: red color, “+” 
Value=1, No=819 (40.95%) 
Target Class2: green color, “O” 
Value=0, No=1181(59.05%) 
Attribute1: Max=0.99602, Min=-0.99855, Mean=0.00513 

























Fig.5. 4 The final results of Micro-GA 
Analysis of the results is given as follows: 
Correct No =1071 
Accuracy =53.55% 
Iteration No =43 
 
5.5 Conclusion  
In this chapter, the problem of clustering m objects in c clusters is considered. The 
objects are represented by points in n-dimensional Euclidean space and the objective is to 
classify these m points into c clusters such that the distance between points within a 
cluster and its center is minimized. This chapter presents a micro-GA with varying 
probabilities of crossover and mutation in hard c-means clustering to overcome the 
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drawbacks of slow convergence speed in conventional GAs. In the method, micro-GA is 
applied in the above problem instead of conventional GAs. The micro-GA utilizes a small 
population, such as 5 members in one population pool, to speed up the convergence speed 
and shorten the computation time. It is shown by means of example, that the method can 






Hybrid Genetic fuzzy c-means Clustering Scheme 
 
6.1 Introduction 
The main drawbacks of GAs are the high computation cost, slow convergence speed and 
high probability of trapping into local optima, which prevent GAs from wide applications. 
For clustering algorithms such as fuzzy c-means clustering algorithm, calculus-based 
optimization methods are used, which can be easily trapped by local extreme in the 
process of optimizing the clustering criterion. These drawbacks also degrade the 
performance of GAs in hybrid fuzzy clustering. Although the adaptive GA with varying 
population size and varying genetic operator probabilities presented in Chapter 4 can find 
global optimal solutions, the computation cost is relative high with long computation 
time and large computer memory. The micro-GA presented in Chapter 5 improves the 
computation efficiency with lower computation cost by utilizing a small population pool, 
but it may only be effective for general clustering problem and not for complex clustering 
problem which have many local optima and large search space.  In this chapter, two 
hybrid genetic algorithms are proposed, which are based on micro-GA with integrating 
simulated annealing (SA) and adaptive GA, respectively.   
In the first hybrid algorithm MGA, micro-GA is integrated with conventional GA. It 
is well known that GA with small population pool and high crossover probability, like 
micro-GA, has better performance with fast convergence speed in short term than the one 
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with large population pool. Hence, GA and micro-GA can be combined for their short-
term and long-term effectiveness. The evolution process is the same as conventional GA 
where the initial population proceeds to basic genetic operators, i.e. reproduction, 
crossover and mutation. During the GA evolution process, once the GA-condition is met, 
the best 5 individuals will proceed to the micro-GA process. In the proposed method, the 
micro-GA convergence condition is defined as the sum of the differences between the 
fittest individual and each of the remaining four individuals are less than 10% in terms of 
number of bits in the chromosomes, i.e., the individuals in the whole population are 
moved towards the fittest individual. If the convergence condition is met, the micro-GA 
process will stop and the GA process will start with the 5 individual obtained from micro-
GA and the rest of the individuals which do not take part in the micro-GA process in the 
GA population. The hybrid algorithm improves the micro-GA by replacing the random 
initial population with conventional GA optimization when micro-GA convergence 
condition is met to ‘lead’ the micro-GA out of the local optima. In the second hybrid 
algorithm GSA, the SA algorithm is applied to optimize all individuals in the current 
population pool when the micro-GA convergence criterion is met. The SA algorithm is 
used to let micro-GA escape from local optima and to prevent the premature convergence 
of the micro-GA.  
In MGA and GSA hybrid fuzzy clustering schemes, the fuzzy functional Jm are used 
as the objective function. The usage of the proposed method will be examined in 
performing fuzzy clustering of data using clustering sample data. The effectiveness of the 
genetic algorithm in optimizing the fuzzy and hard c-means objective function is 
illustrated by means of simulation examples. 
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6.2 Mathematical Model 
Here briefly recall the mathematical model for fuzzy c-means clustering. Assume that 
there is a set of n vectors X={x1, x2 … xn} to be clustered into c groups of data. Each 
xi∈Rs is a feature vector consisting of s real-valued measurements describing the features 
of the object represented by xi. Fuzzy clustering of the objects can be represented by a 
fuzzy membership matrix called fuzzy partition.  
The set of all c*n non-degenerate constrained fuzzy partition matrices is denoted by 
Mtr and shown as: 
*
1 1
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The clustering criterion for fuzzy c-means partitions used to define good clusters can 
be expressed as below: 
2
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where Mtr is a fuzzy partition matrix, m∈[1,∞] is the weighting exponent on each fuzzy 
membership, V=[v1,v2…vc] is a matrix of prototype parameters (cluster centers), vi∈Rs∀I; 
and Dik(vi,xk) is a me of the distance from xk to the ith cluster prototype. The Euclidean 
distance metric is used for fuzzy c-means clustering with m=2. Noted that the larger m is, 
the fuzzier the partition. In the two hybrid algorithm MGA and GSA for fuzzy c-means 




6.3 MGA Hybrid Algorithm 
6.3.1 Flow chart of MGA 
The major steps of the proposed algorithm are summarized as follows:  
I. Create an initial population by randomly generating population size of 
chromosomes. 
II. Calculate the fitness values for the current population. 
III. Apply GA operators, i.e. reproduction, crossover and mutation, to generate new 
populations and evaluate the fitness values for the new population. 
IV. Check if the GA-condition is met. If the condition is met, go to Step V, otherwise 
the GA process continues (Step VI).  
V. (Micro-GA) Choose the best 5 individuals with the highest fitness values to micro-
genetic evolution process with crossover probability 1.0 and mutation probability 
0.0. Check if the micro-GA convergence condition is met. If the condition is met, 
take the evolution results of 5 individual in the last generation and the rest 
individual in the last GA process to start GA process again.  
VI. Copy two best chromosomes from the current population to replace two worst 
chromosomes in the new population. 
VII. Check the stop-condition to decide if the optimization process continues or stops.  
       




Fig.6. 1 The flow chart of MGA algorithm  
Start
Specify the algorithms parameters and initial the GA and micro-GA variables 
Generate randomly the initial population of the GA and let it be the current 
Is the stop-condition 
satisfied? 
Apply Roulette Wheel Selection in the 
current population 
Calculate fitness value for each chromosome in the current population 
Apply mutation operation to the 
members of the new population 
Copy the best two chromosomes in the 
current population to replace the worst 




Update the new generation and let it be the 
current generation 
Choose the best 5 individuals with the 
highest fitness values  
Is the GA-condition 
satisfied? 
No
Apply crossover to the selected 
members of current population 
Yes 












Micro-GA process with crossover 




6.3.2 GA-condition and Convergence Criteria  
In the hybrid MGA algorithm, a relatively large population pool is initialed and the 
conventional GA is applied at the beginning of the whole process. The GA and micro-GA 
process are applied in an interleaved way during the optimization process. It is important 
to find the suitable points to stop one process and switch to another process. The 
performance of MGA is largely dependent on the suitable choice of the criteria.  
GA-condition is used to determine the time that the GA process is converted to the 
micro-GA process. The scatter of the fitness values is used as the judge criterion.  
max max( ) /avgC f f f= −                                              (6.4) 
where fmax and favg are the maximum and average fitness value of the population, 
respectively. If C is less than 0.5, micro-GA will start with the best 5 individuals.  
The micro-GA convergence criterion is used to judge if the micro-GA has reached a 
convergence point. In the proposed method, the micro-GA convergence criterion is 
defined as the sum of the differences between the fittest individual and each of the rest 
four individuals are less than 10% in terms of the number of bits in the chromosomes, i.e., 
the individuals in the whole population are moved towards the fittest individual.  
Another convergence criterion is used to control when the whole evolution process 
stops, called as stop-convergence criterion. In the program, the GA process is terminated 
if there is no improvement on the fitness values for 300 generations.  
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6.3.3 Simulation Study 
The Spiral data set (from open source UCI data: http://kdd.ics.uci.edu/) contains about 
2000 2-dimension data. 1000 data is labeled as class 1 while 1000 data is labeled as class 
2 as shown in Fig. 5.2. 
The cluster center trajectory is given in Fig. 6.2: 
 
 
Fig.6. 2 The trajectory of cluster centers 
The final result is given in Fig. 6.3. 
Target Class1: red color, “+” 
Value=1, No=395 (19.75%) 
Target Class2: green color, “O” 
Value=0, No=1605(80.25%) 
Attribute1: Max=0.99602, Min=-0.99855, Mean=0.00513 
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Attribute2: Max=0.97958, Min=-0.99206, Mean=-0.00617 
 



















Fig.6. 3 The simulation results of MGA. 
Analysis of the results is given below: 
Correct No =1133 
Accuracy =56.65% 
Iteration No =2000 
To illustrate the algorithms, the Iris Data (from open source UCI data: 
http://kdd.ics.uci.edu/) is used as test data set. This Iris data set contains about 150 3-
dimension data. These data are divided into 3 classes while 50 data for each class.  




Target Class1: Value=0, No=50(33.33%) 
Target Class2: Value=1, No=50(33.33%) 
Target Class3: Value=2, No=50(33.33%) 
Attribute1: Min=4.30000      Max=7.90000      Mean=5.84333      
Attribute2: Min=2.00000      Max=4.40000      Mean=3.05400      
Attribute3: Min=1.00000      Max=6.90000      Mean=3.75867      
Attribute 4: Min=0.10000      Max=2.50000      Mean=1.19867 
Analysis the results: 
Iteration 10: Best solution has 89.3333% correct (The best so far was 89.3333% correct). 
Iteration 20: Best solution has 89.3333% correct (The best so far was 89.3333% correct). 
Iteration 30: Best solution has 89.3333% correct (The best so far was 89.3333% correct). 
Iteration 40: Best solution has 89.3333% correct (The best so far was 89.3333% correct). 
Iteration 50: Best solution has 89.3333% correct (The best so far was 89.3333% correct). 
Iteration 60: Best solution has 89.3333% correct (The best so far was 89.3333% correct). 
Iteration 70: Best solution has 89.3333% correct (The best so far was 89.3333% correct). 
Iteration 80: Best solution has 89.3333% correct (The best so far was 89.3333% correct). 
Iteration 90: Best solution has 89.3333% correct (The best so far was 89.3333% correct). 
Iteration 100: Best solution has 89.3333% correct (The best so far was 89.3333% correct). 
The solution with 89.3333% correct is used. 
The evolution process cannot find better solution after 10 iterations, which means 
MGA has converged to an optimal or near optimal solution. Although the best solution is 
found in the first 10 iterations in this example, more iteration must be observed to decide 
if the algorithm has converged. 10 iterations may not be enough to find the best solution 
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for other applications. Hence, the criterion used to terminate the MGA process is that 
there is no improvement on the fitness values during a specified number of generations.   
 
6.4 GSA Hybrid Algorithms  
6.4.1 Overall of the algorithm 
In this chapter, another hybrid algorithm which integrates micro-GA and simulated 
annealing (SA) into a genetically guided algorithm in the optimization of certain 
clustering models is proposed. Micro-GA is utilized to improve the convergence speed. 
SA algorithm is applied to optimize the individuals in micro-GA population when the 
micro-GA convergence criterion is met. In the proposed technique, the use of SA 
algorithm helps the algorithm escaping from the local optima and to prevent the 
premature convergence of the GA.  
 
6.4.2 The flowchart of the GSA  
The major steps of the algorithm are summarized as follows:  
I. Create an initial population by randomly generating 5 chromosomes. 
II. Calculate the fitness values for the current population. 
III. Apply micro-GA operators, i.e. reproduction, crossover to generate new populations.  
IV. Copy one best chromosome from the current population to replace one worst 
chromosome in the new population. 
V. Check micro-GA convergence criterion. If the condition is satisfied, apply SA to all 




VI. Check the stop-convergence criterion to decide if the optimization process 
continues or stops.  
 




Fig.6. 4 The flow chart of GSA algorithm  
 
Start
Specify the algorithms parameters and initial the micro-GA and SA variables 
Generate randomly the initial population of the micro-GA and let it be the current population
Is the stop level 
criterion satisfied? 
Apply Tournament Selection in the current population 
Calculate fitness value for each chromosome in the current population 
Apply mutation operation to the members of the new population 
Copy the best chromosome in the current population to 
replace the worst chromosome in the new population 
Yes 
No
Update the new generation and let it be the current generation  
Apply SA to the population one 
by one to produce new 
population members to replace 












6.4.3 Simulated annealing (SA) implementation 
Simulated annealing [60] drives its name from analogy with an annealing process in 
physics/chemistry, e.g., it starts the process at high temperature and then lowers the 
temperature slowly while maintaining thermal equilibrium. This technique utilizes 
stochastic methods via computer-generated pseudorandom numbers to find the optimum 
values of the cost function that characterizes large-scale and complex system. It is 
especially suited for solving combinatorial optimization problems. In simulated annealing, 
the energy Ei is interpreted as a numerical cost and the temperature T as a control 
parameter. The numerical cost assigns to each configuration in the combinatorial 
optimization problem a scalar value that describes how desirable that particular 
configuration is to the solution. The temperature T plays the role of a control parameter. 
The simulated annealing process will converge to a configuration of minimal energy 
provided that the temperature is decreased no faster than logarithmically. However, such 
an annealing schedule is too slow to be of practical use. In practice, one must resort to a 
finite-time approximation of the asymptotic convergence of the algorithm. The price paid 
for the approximation is that the algorithm is no longer guaranteed to find a global 
minimum, but it can always produce near optimum for most practical application. In the 
proposed GSA algorithm, when there is no improvement in the best fitness value for a 
pre-specified number of generations in micro-GA optimization process or the sum of the 
differences between the fittest individual and each of the rest four individuals are less 
than 10% in terms of number of bits in the chromosomes, i.e., the individuals in the 
whole population are moved towards the fittest individual., SA algorithm is applied to 
bring new members into the current population by optimizing the 5 individuals one by 
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one in the current population to find the optimal configurations for these chromosomes. 
Although the numbers of individual bit in one string are the same for all configurations, 
the change of their locations will also make different values. With the help of SA, new 
members with larger objective values, consequently, better fitness values can be brought 
to the current population and lead the micro-GA optimization process out of the local 
optima.  
In the proposed technique, the energy E is defined using the objective function of 
micro-GA. The chromosome obtained from current population is used as the initial 
solution. The initial energy is calculated from the corresponding chromosome. As 
discussed, in SA besides the energy E there is another important parameter-- temperature 
T which acts as a control parameter. In the program, the initial values of temperature T 
are set to be equal to the energy value. Begin with these initial parameters, the reordering 
iterations are repeated where the same method as used in the first part is applied to 
reorder the selected chromosome. Reordering process is performed in an iterative manner, 
where a random length subsequence is chosen from a random position in the current zero 
sequence; either is replaced with the same subsequence in reversed order or is shifted to 
another random position between two genes in the chromosome with equal probability 
[71-72]. The energy value of the reordered chromosome is calculated. In each reordering 
iteration process, only when the energy value is smaller than the currently best value or 
when a generated random number which is uniformly distributed on (0, 1) is less than the 
value of exp (-∆E/T), where ∆E denotes the change of the energy value, the 
corresponding chromosome configuration are recorded as new best results to replace the 
current ones (such iteration process is called as successful one). The aim of the second 
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condition is to prevent SA from trapping into local optima, consequently to achieve the 
global optimal solution. For each successful iteration process the temperature T decreases 
by a specified factor. In program, to make the temperature decrease gradually and avoid 
from trapping in a local optimal result, the factor is set to be 0.9. The reordering process 
will repeat until there is no more improvement in the energy value for a pre-specified 
number of continuous iteration processes or the temperature is smaller than a pre-
specified ending temperature. 
 
6.4.4 Simulation Study 
The Spiral data (from open source UCI data: http://kdd.ics.uci.edu/) is again used as the 
data set in the simulation study. 




Fig.6. 5 The trajectory of the cluster centers. 
The final result is given in Fig. 6.6: 
 
Target Class1: red color, “+” 
Value=1, No=1081 (54.05%) 
Target Class2: green color, “O” 
Value=0, No=919(45.95%) 
Attribute1: Max=0.99602, Min=-0.99855, Mean=0.00513 
Attribute2: Max=0.97958, Min=-0.99206, Mean=-0.00617 
 




















Fig.6. 6 The simulation results of GSA. 
Analysis of the results is given below: 
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Correct No =1811 
Accuracy =90.55% 
For the Iris data set (from open source UCI data: http://kdd.ics.uci.edu/), the clustering 
results are shown as follows: 
Iteration 10: Best solution has 92.6667% correct (The best so far was 92.6667% correct). 
Iteration 20: Best solution has 92.6667% correct (The best so far was 92.6667% correct). 
Iteration 30: Best solution has 92.6667% correct (The best so far was 92.6667% correct). 
Iteration 40: Best solution has 92.6667% correct (The best so far was 92.6667% correct). 
Iteration 50: Best solution has 92.6667% correct (The best so far was 92.6667% correct). 
Iteration 60: Best solution has 92.6667% correct (The best so far was 92.6667% correct). 
Iteration 70: Best solution has 92.6667% correct (The best so far was 92.6667% correct). 
Iteration 80: Best solution has 92.6667% correct (The best so far was 92.6667% correct). 
Iteration 90: Best solution has 92.6667% correct (The best so far was 92.6667% correct). 
Iteration 100: Best solution has 92.6667% correct (The best so far was 92.6667% correct). 
The solution with 92.6667% correct is used. 
     In the first 10 iterations, a solution with 92.6667% correct has been found. To find if 
there is further improvement on the solution, additional 90 iterations are observed. Since 
no better solution can be found in the following iterations, GAS converges to an optimal 
solution in the first 10 iterations in this example.   
 
6.5 Conclusion  
In this chapter, two hybrid genetic algorithms MGA and GAS have been proposed, which 
are based on micro-GA with integrating simulated annealing (SA) and adaptive GA, 
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respectively, into a genetically guided clustering algorithm in the optimization of 
clustering structure. MGA combines the conventional GA and micro-GA. The use of 
micro-GA is to overcome the drawbacks of high computation cost and long computation 
time in GA optimization. As described in chapter 5, Micro-GA utilizes a small population 
pool with 5 members, has fast convergence speed and low computation cost. However, 
the performance of micro-GA is not good in complex optimization problems which have 
many local optima and large search space. GA is used to prevent the micro-GA from 
trapping into local optima due to the use of small population size. Hence, the GA and 
micro-GA are combined for their short-term and long-term effectiveness. The 
cooperation of the two algorithms brings better performance than that of any individual 
algorithm. The hybrid algorithm MGA improves the micro-GA by replacing the random 
initial population with conventional GA optimization when micro-GA convergence 
condition is met to ‘lead’ the micro-GA out of the local optima.  
In the second hybrid algorithm GSA, the SA algorithm is applied to optimize the 5 
individuals in the current population pool when the convergence criterion of micro-GA is 
met. The SA algorithm is used to prevent micro-GA from trapping into the local optima 
and to prevent the premature convergence of the micro-GA. The use of SA not only 
introduces new members into the population of micro-GA, but also ‘leads’ micro-GA to 
evolve to good development by systematic simulated annealing process. The 





Summary and Future Work 
7.1 Summary 
In this thesis, several effective clustering algorithms have been presented. 
Firstly, a general review of the conventional clustering algorithms is introduced, 
including the hierarchical agglomerative algorithm, hierarchical divisive algorithm, 
iterative partitioning algorithm, density search algorithm, factor analytic algorithm, 
clumping algorithm and graph theoretic algorithm. Besides, the limit and major 
drawbacks of these algorithms are studied and discussed. 
Secondly, the fuzzy Clustering algorithms by means of the concept of fuzzy sets are 
presented. These include the soft/hard fuzzy clustering algorithms. The fuzzy c-means 
algorithm and fuzzy k-means algorithm are discussed in this chapter. The algorithms are 
experimented and illustrated upon a specific dataset. 
Thirdly, a genetically guided clustering approach using an adaptive genetic algorithm 
is proposed. An adaptive GA is utilized in the hard/fuzzy clustering schemes. The 
adaptive population size makes the method good at balancing the trade-off between the 
computation resource and computation effectiveness. The varying crossover and mutation 
probabilities during the evolutionary process according to the fitness value improves the 
convergence speed and produces better optimization solution than simple GA. Another 
advantage of adaptive GA is that it can avoid multiple trials to find the best choices of 
GA parameters such as the population size or crossover and mutation probabilities. The 
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adaptive GA algorithm was applied to small sample data sets.  The effectiveness of the 
proposed method has been illustrated by means of simulation examples. It has been 
shown that the usage of adaptive GA overcomes the disadvantages of simple GA and 
makes the optimization process more speedy and effective. 
Fourthly, an effective micro-GA with varying probabilities of crossover and mutation 
is utilized in hard c-means clustering. To overcome the drawbacks of slow convergence 
speed in conventional GA, micro-GA is applied instead of conventional GA. Micro-GA 
utilizes a small population, such as 5 members in one population pool, to speed up the 
convergence speed and shorten the computation time. It has been shown that the method 
can find the global optimization solution for hard clustering problems in shorter running 
time than conventional GA. 
Fifthly, two hybrid genetic algorithms MGA and GAS, which are based on micro-GA 
with integrating simulated annealing (SA) and adaptive GA, respectively, are proposed to 
optimize the clustering structure. The MGA combines the conventional GA and micro-
GA. The use of micro-GA is to overcome the drawbacks of high computation cost and 
long computation time in GA optimization. As described in chapter 5, the Micro-GA 
which utilizes a small population pool with 5 members, which has fast convergence speed 
and low computation cost. However, the performance of micro-GA is not good in 
complex optimization problems which have many local optima and large search space. 
GA is used to prevent the micro-GA from trapping into local optima due to the use of 
small population size. Hence, the GA and micro-GA are combined for their short-term 
and long-term effectiveness. The cooperation of two algorithms makes better 
performance than that of any individual algorithm. The hybrid algorithm MGA improves 
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the micro-GA by replacing the random initial population with conventional GA 
optimization when micro-GA convergence condition is met to ‘lead’ the micro-GA out of 
the local optima. In the hybrid algorithm GSA, the SA algorithm is applied to optimize 
the 5 individuals in the current population pool when the convergence criterion is met in 
micro-GA evolution process. The SA algorithm is used to prevent micro-GA from 
trapping in the local optima and to prevent the premature convergence of the micro-GA. 
The use of SA not only introduces new members into the population of micro-GA, but 
also ‘leads’ micro-GA to evolve to good development by systematic simulated annealing 
process. The effectiveness of the algorithms in optimizing the fuzzy and hard c-means 
objective function is illustrated by means of an example. 
   
7.2 Future works 
To solve the clustering problem effectively, it is useful to focus on the research of various 
effective algorithms. Several effective clustering algorithms have been presented based 
on genetic algorithms. There are several research issues that remain to be solved in GA-
based guided clustering optimization. 
1. The mathematical analysis on the convergence properties of these algorithms. 
2. Advanced GA features such as adaptive-point crossover, restricted mating and other 
genetic operators such as logical AND / OR, inversion, reordering and epistasis.  
3. Further improvement of the performance of the hybrid genetic algorithms in 
convergence speed and global optimization ability by integrating a dynamic 
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