As quoted in the Large Scale Computer Vision Systems NIPS workshop, computer vision is a mature field with a long tradition of research, but recent advances in machine learning, deep learning, representation learning and optimization have provided models with new capabilities to better understand visual content. The presentation will go through these new developments in machine learning covering basic motivations, ideas, models and optimization in deep learning for computer vision, identifying challenges and opportunities. It will focus on issues related with large scale learning that is: high dimensional features, large variety of visual classes, and large number of examples. Williamson. He has published over 100 contriburtions in refereed conference proceedings and 25 papers in journals in the areas of theory, algorithms and applications using kernel machines learning algorithm, and deep learning. His research interests includes kernels machines, deep learning, regularization, model selection, optimization for machine learning and factorization for recommander systems.
