Specimens from split Hopkinson pressure bar experiments, at strain rates between~1000-9000 s −1 at room temperature and 500°C, have been studied using electron backscatter diffraction. No significant differences in the microstructures were observed at different strain rates, but were observed for different strains and temperatures. Size distribution for subgrains with boundary misorientations N 2°can be described as a bimodal lognormal area distribution. The distributions were found to change due to deformation. Part of the distribution describing the large subgrains decreased while the distribution for the small subgrains increased. This is in accordance with deformation being heterogeneous and successively spreading into the undeformed part of individual grains. The variation of the average size for the small subgrain distribution varies with strain but not with strain rate in the tested interval. The mean free distance for dislocation slip, interpreted here as the average size of the distribution of small subgrains, displays a variation with plastic strain which is in accordance with the different stages in the stress-strain curves. The rate of deformation hardening in the linear hardening range is accurately calculated using the variation of the small subgrain size with strain.
Introduction
Understanding the relation between the mechanical properties and the microstructure is a cornerstone for most of the process steps in the metal manufacturing industry [1] [2] [3] . One of the more challenging areas is to understand the microstructural development for high velocity and high temperature processes such as metal cutting and rolling. For machining simulations this knowledge is important to be able to model the mechanical behavior. During machining the strain rate is in the range of 10 3 to 10 6 s −1 and the homologous temperature is in the range 0.16-0.9 [4] . To simulate high strain rate processes, a commonly used approach is split Hopkinson pressure bar (SHPB) tests [5] . The development in the research field of modeling plastic deformation has been intimately related to development of analytic tools such as X-ray diffraction, scanning and transmission electron microscopy (SEM and TEM, respectively), and electron backscatter diffraction (EBSD) [6] [7] [8] [9] [10] [11] [12] . When modeling the flow stress, σ, during plastic deformation by dislocation slip the following equation is commonly used [13] [14] [15] [16] :
where σ ath is the contribution of all athermal hardening mechanisms (except deformation hardening) and σ th is all contributions from thermally activated deformation mechanisms (except cross slip), e.g. bypassing solute atoms [16] , to the flow stress, m is the Taylor factor, α is a proportionality factor, G is the shear modulus, b is Burgers vector and ρ is the dislocation density. According to Bergström [15] , the variation of ρ with plastic strain, ε pl, can be described by:
where L is the mean free distance for dislocation slip and Ω is a parameter for remobilization and/or annihilation of dislocations. Ω increases with increasing temperature and decreasing strain rate. The first term in Eq. (2) describes generation of dislocations and the second the recovery of dislocations. Recovery involves cross slip and dislocation climb. The inverted value of L is a function of ρ and grain size d g [14] :
L is proportional to the grain diameter at low values of ρ. At higher levels of ρ, L is proportional to 1= ffiffiffi ρ p , and thus to the subgrain size, d sub . 
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where L i and L f is the initial and final mean free distance for dislocation slip respectively, and κ is a rate constant determining the rate at which
Bergström, Granbom and Sterkenburg [17] later proposed a dislocation based theory for deformation hardening behavior of DP steels. This theory states that the plastic deformation process in the ferritic grains is inhomogeneous, starting near the grain boundaries and propagating towards the center of the grains with increasing strain. Furthermore, the martensitic phase is only assumed to deform elastically while the total fraction of ferrite, f 0 , is divided into one active fraction, f active , and one inactive fraction, f in-active . The active fraction deforms both elastically and plastically whilst the inactive fraction only deforms elastically. Initially f active is much smaller than f o but increases towards f o with increasing strain. A relationship between the active fraction of ferrite and the strain was proposed:
where f i is the initial active volume fraction of ferrite taking part in the deformation process and r is a material parameter which controls the formation rate of f active . The grain size distribution is also important for the mechanical properties of polycrystalline materials [18] . Assuming that the grain areas, A, in a planar section are lognormal distributed [19] [20] [21] , the distribution function (DF) y, and the cumulative distribution function (CDF) Y, are:
where erf(x) is the error function, c is a fitting parameter (equals one for the normalized distribution), s g 2 the variance of ln(A) and A g the geometric mean grain area. 
By using high angle boundaries (HABs) during grain detection d g can be determined from the CDFs and by using low angle grain boundaries (LABs) d sub and L can be determined.
In this article, we focus on the microstructure development dependence on strain and strain rate and its relation to mechanical properties. The study covers samples deformed during compression tests conducted at room temperature (RT; in this study measured to 22°C) and 500°C at different strain rates in the range 1000-9000 s −1 performed by Wedberg and Lindgren [22] . The microstructure of stainless steel 316L samples deformed using SHPB test was characterized and compared to the undeformed microstructure using EBSD technique. The characterization includes determination of values for d g and d sub using standard methods and also by analyzing the size distributions and calculation of the Taylor factor. The aim of this study is to improve the understanding of the deformation mechanisms during high strain rate processes and to aid in the modeling of the mechanical properties by determining valuable material parameters and relating these to the stressstrain curves.
Materials and Experimental Methods

SHPB Experiment
A detailed description of the SHPB experiments is given in [22] and the equipment is described in [23] . The starting material was a solution annealed ASTM 316L alloy supplied by Sandvik AB. The chemical composition are provided in Table 1 . Each sample had a cylindrical form with the dimensions adjusted to give the desired strain and strain rate.
ASTM 316L contains a small fraction of ferrite and the original steel contained about 0.25% as determined by magnetic balance measurements. Samples deformed at RT contained some extra deformation martensite and a level of around 1-1.2% was measured. At higher temperatures the ferritic levels are the same as for the annealed starting material (around 0.25%) [22] .
During the experiment the sample was heated using a furnace located beside the bars. The sample was extracted from the furnace a couple of microseconds before the stroke. During deformation, part of the mechanical energy was transferred to heat causing the temperature of the sample to further increase. After the stroke the sample was air cooled.
In order to improve the readability of the paper a shorthand notation is used for the experimental parameters in the SHPB experiment, with the symbol S(ε, r, T), where S stands for sample, ε for true strain, r for true strain rate ( _ ε) and T for the temperature in degrees Celsius before the stroke. A summary of the parameters together with the shorthand notation is given in Table 2 .
The T max in Table 2 was calculated by assuming adiabatic heating conditions using the following relation:
where D is the density, C p the specific heat, ε pl the plastic strain, η the heat transformation efficiency (i.e. the part of the mechanical energy which was transferred to heat and this value was set to 0.9), and σ the true stress. C p was calculated using ThermoCalc with the TCFE5 database down to 400°C. C p data for lower temperatures were obtained by extrapolation using a second degree polynomial which was fitted to the high temperature data. The integration was carried out over the compression curves presented below. The temperature increase is highest at low temperatures.
Sample Preparation and EBSD Data Acquisition
The EBSD samples were prepared in such a way that a longitudinal section through the center of the sample, in the load direction, was mechanically grinded and oxide polished. The microstructure was characterized using a Zeiss Ultra 55 FEG-SEM equipped with an Oxford Instrument HKL Nordlys F EBSD detector. The EBSD data was acquired using the Flamenco software included in the Channel 5 software or the AZtec software, both from Oxford Instruments. The SEM-and EBSD settings, see Table 3 , were all optimized concerning spatial resolution and signal strength for examination of heavily deformed microstructures.
Analytical Procedures for Data Cleaning, Boundary Definitions and Size Measurements
For most post-processing of the EBSD data, generation of maps and an inverse pole figure, the programs Tango and Mambo included in Table 1 Chemical composition of 316L (weight-%). the Channel 5 software were used. The grain size distribution calculations were performed using Matlab.
Data Cleaning
A careful noise reduction of the EBSD data was performed prior to the EBSD analysis. Wild spikes, i.e. isolated points which have been incorrectly indexed, were replaced with copies of neighboring points. Zero solutions were also replaced by using copies of neighboring points if the requirement of a minimum of 5 indexed nearest neighbors was met. This replacement of zero solutions was conducted not more than three times and the reduction was not allowed to exceed 10% of the analyzed data points.
Grain and Subgrain Detection
Grain detection was performed using the grain area determination routine in Tango. No border grains were included. Boundaries with a misorientation of N 10°were used for measurements of grain size d g and boundaries with a misorientation of N2°were used when the size of subgrains d sub were measured. The option to trace incomplete boundaries was used down to 5°for grains and down to 0°for subgrains. This means that boundaries which do not extend completely to meet each other, due to changes in the measured misorientation along the boundary length to below the defined grain boundary angle misorientation, are extrapolated using a reduced misorientation angle.
Grain and Subgrain Size Distribution
By using the equation:
the experimental CDFs were obtained from the measured frequencies, y (number per μm 2 ), for grains and subgrains with size d g and d sub respectively.
Grain and Subgrain Size Evaluation
Two different approaches to determine the size, evaluated as the equivalent circle diameter, were compared. First, by using the grain area detection routine in Tango with grains, d g(10pix), or subgrains d sub(10pix) smaller than 10 pixels excluded during size calculations [24] . Second, by fitting the experimental area distributions to two log-normal distributions, representing small and large grains or subgrains respectively, and then combining these to a total bimodal distribution. The separate distributions give the average size for small, d (small) , and large, d (large) , grains or subgrains and the total bimodal distribution gives the total average value d (tot) . The grain and subgrain size was determined with twin boundaries (TBs) included during grain detection. TBs were included for two reasons. First, the former annealing twins in the deformed samples were partly too distorted by deformation to meet the twin definition (a misorientation of 60°about a 〈111〉 direction with an allowed deviation of 5°). Second, even if coherent TBs are not as effective for obstructing dislocation movements as HABs [25] , they are expected to offer substantial obstacles due to changes in the resolved shear stress and loss of coherency [26] . To include TBs thus improves the estimation of the mean free distance for dislocation slip, L, both at low strains where L is proportional to d g(tot) and also at higher strains where L is proportional to the d sub(small) .
Taylor Factor
Calculation of the Taylor factor for every pixel was performed using the Open component in Tango.
Results and Discussion
Overview of the Microstructures
Maps of the microstructure of the undeformed sample are shown in Fig. 1 . A few representative deformed samples selected to show general trends occurring during the process are shown in Figs. 2 and 3 . In all EBSD maps shown in this paper the load direction is parallel to the vertical axis of the maps (the horizontal axis is in the sample radial direction). The load direction is also used to display orientation in the inverse pole figure (IPF) colored maps. The black areas in the maps represent regions where it is impossible to collect useful electron backscatter patterns (EBSP) mainly due to the severity of the plastic deformation.
The microstructure for the undeformed sample in Fig. 1 shows grains with slightly bent HABs and straight annealing TBs. A slight dominance for the texture component 〈112〉 parallel to the rolling direction, which equals the compression direction, is noticed in the undeformed sample when analyzing a larger map area. The microstructures for all samples strained to ε N0.5 have a fiber texture with the component 〈101〉 parallel to the compression direction. The four samples strained to ε N 0.5 at RT show deformation twins for all tested strain rates but the former annealing TBs are too distorted to be detected. Despite an almost 8-fold difference in the strain rate between S(ε0.65r1167,T22) and S(ε0.69,r9102,T22), see Fig. 2a and b, there is no apparent difference in the microstructure; the grains are heavily deformed and some have partly been fragmented and the larger grains are horizontally elongated perpendicular to the compression direction.
Nor is there any distinguishable difference between the microstructures for the three samples strained to ε N0.5 at 500°C at different strain rates; the grain size and shape and the substructures are very similar, see Fig. 2c and d. In comparison with the sample deformed at RT, the samples deformed at 500°C have a lower content of twins and a lower degree of fragmentation for all tested strain rates.
All samples show a fiber texture with the component 〈101〉 parallel to the compression direction. The texture component 〈111〉 dominates over 〈001〉 at RT but at 500°C 〈001〉 dominates over 〈111〉.
The LABs in the deformed samples tend to form planar arrays in many of the larger grains, see Fig. 3 . The direction of the arrays coincides with the direction for the deformation TBs i.e. along the shear direction. In some of the larger grains the LABs are mostly distributed around the grain boundaries indicating that most of the plastic deformation is concentrated to the vicinity of the grain boundaries, leaving the interior of the grains undistorted. In other large grains the LABs form a dense, more evenly distributed network. 
Grain Size Evaluation Using HABs N 10°A
bimodal lognormal distribution function was found to give a good fit to the experimental distribution for the undeformed sample when using HABs N 10°during grain detection. In Fig. 4 the experimental CDF is shown together with the fitted lognormal CDFs for large and small grains separately and the total bimodal distribution. The CDFs are presented as (Y max -Y) plotted versus the grain size. Y max is defined as:
The advantage with representing the CDF in term of (Y max -Y) accentuates the fraction of large grains in the plot. When fitting the two functions to the experimental data, first the data for large grain diameters, above 10 μm for the undeformed case, was used. The fitting parameter c, in Eqs. (6) and (7), was then fixed for this distribution and c for the second distribution was set so that the sum of the two c values, for the large and the small grain size distributions, equals Y max . Then s g and A g were optimized for both distributions omitting values for grain sizes smaller than 10 pixels. Despite omitting grains smaller than 10 pixels the fitted distribution function closely follows the experimental distribution curve for grain smaller than 10 pixels, see Fig. 4 where the limit for 10 pixels (~0.7 μm) is shown by a dash dotted line.
The grain size evaluated using 10 pixels as a lower cut off in Tango, d g(10pix) , is close to the size of the fraction of large grains, d g(large) , evaluated from the CDFs; 12 μm compared to 15 μm. However, the grain size evaluated from the total bimodal distribution is only 3.8 μm due to the impact of the large fraction of small grains with d sub(small) equal to 1.0 μm. To use 10 pixels as a limit for the smallest grain to be included during size calculation thus leads to an overestimation of the average grain size. When using Eqs. (2) and (3) for samples with low dislocation densities d g(tot) can be used to estimate L.
Subgrain Size Evaluation Using LABs N2°S
ubgrains are assumed to play a significant role during deformation and the evaluation of the size d sub is therefore important since it can be used to estimate the value of L when the dislocation density ρ is high, see Eq. (3). By using LABs with a misorientation N2°during "subgrain" detection, a bimodal lognormal area distribution was also found to give a good fit for the subgrains in the deformed samples. Fig. 5 illustrates the bimodal shape of the lognormal distribution by showing the fitted distribution functions for the subgrain area for all samples deformed at RT. The distribution functions for the large subgrains is based on a statistically very small number of subgrains for the deformed samples, see right axis in Fig. 5 , and are therefore less statistically significant. The distributions for small subgrains, left axis, are however statistically significant.
The distribution function for the undeformed samples is included as a reference. The influence of both strain rate and strain can be linked to the increase of the numbers of small subgrains. The effect of strain can be seen by comparing the curves for the sample strained to 0.17 and 0.65 both at a strain rate of~1000 s − 1 : where the latter has a much higher number of small subgrains. The importance of strain compared to strain rate for controlling the deformation process is also illustrated by comparing the peak heights for the samples strained to ε N 0.5 at 1167 s −1 and 3001 s −1 respectively: where the latter has a been deformed to a lower strain and thereby has a smaller number of small subgrains. If the requirement, routinely used for recrystallized grains [24] , of a minimum grain size area of 10 pixels during grain size calculation is used for deformed samples, important information for understanding the deformation process is lost, i.e. the information from the distribution function on the left side of the 10 pixel line in Fig. 5 would be omitted. Fig. 6a and b show the experimental and fitted CDFs for the subgrains for samples deformed with different strain rates at RT and 500°C respectively. For the sample deformed at RT the sizes of the largest subgrains decrease with increasing strain rate and strain at the same time as the number of smaller subgrains increase. For the samples deformed to a strain ε N0.5 at 500°C no differences can be seen between the subgrain distribution curves for different strain rates.
The number and average size of the subgrains evaluated in Tango with the requirement of at least 10 pixels per subgrain (d sub(10pix) ) and the size calculated from the CDFs for the total distribution (d sub(tot) ) and for the fraction of small (d sub(small) ) and large (d sub(large) ) subgrains are summarized in Table 4 .
The strain dependence of the mean free distance for dislocation slip can be illustrated by using Eq. (4). The size for L i and L(ε) is taken to be equivalent to the d sub(small) in the undeformed and deformed samples respectively. By setting L f to 0.27 μm and 0.42 μm in the samples at RT and at 500°C respectively, a good fit to the experimental values is obtained, see Fig. 7 . The corresponding value for κ in Eq. (4) is then 5.5 and 8.0 respectively. A difference in L f and κ due to different strain rates as well as temperature is also expected. In the experiments a higher strain rate is however counteracted by a higher temperature due to adiabatic heating.
If we assume that 1/L is equal to √ρ/k and that dislocation cross slip and climb does not occur, the second term in Eq. (2) can be omitted. It then follows that 1/L depends linearly upon the plastic strain according to:
In Fig. 7 we have indicated the linear parts with straight lines. The slope of the lines corresponds to m/(2bk 2 ) and with m = 3 and b = 0.25 nm we obtain k = 35.7 at RT and k = 45.0 at 500°C. At low strains the dislocation density is low and thus the term describing the generation of dislocations is considerably larger than the term due to recovery. This justifies the use of Eq. (13) also for the data at 500°C. As is shown in Fig. 6 , deformation gives an increase in the number of small subgrains while concurrently the number of large grains decrease. This is in line with observations that slip is heterogeneous and starts from the grain boundaries and successively expands into the interior of the grains [17, 27] . The growing fraction of small subgrains and the continuously decreasing fraction of large subgrains can be viewed as the f active and f inactive respectively during the deformation process. The f active and f i in Eq. (5) are then accordingly taken as the fraction of small subgrains in the deformed and undeformed samples respectively. Fig. 7 . Illustration of the strain dependence of the mean free distance for dislocation slip, L, using the average size from the CDF for the fraction of small subgrains as a measure of L.
The f inactive can be calculated as (1 − f active ) since this is a single phase alloy. Eq. (5) can then be rewritten as:
In Fig. 8 the area fraction of large subgrains evaluated at RT and 500°C is compared to the relation given by Eq. (14) . The evaluated area fractions at large strain are based on a statistically very small amount of grains and the uncertainty of the values is large and thus more experiments at lower strains are needed to get a better test of the validity of the proposed relation.
Taylor Factor
The Taylor factor, m, relates the minimum value of the resolved shear stress, τ c, needed to initiate slip, to the yield stress, σ γ, according to σ γ = m τ c [28] . The Taylor factor increases with increasing strain as shown in Fig. 9 . Both at RT and 500°C the main fiber texture component is 〈101〉 parallel to the compression direction and minor components are 〈111〉 and 〈001〉. At RT 〈111〉 dominates over 〈001〉 while the opposite is observed at 500°C. This gives a stronger variation of m with strain at RT in comparison to 500°C.
Flow Stress
The stress-strain curves in Fig. 10 shows the influence of strain rate on the stress-strain curve from the SHPB tests performed at RT and at 500°C [22] . The behavior at RT can be described in terms of three stages: a transition between elastic and plastic deformation, followed by linear work hardening up to ε~0.25, and finally a region with decreasing rate of work hardening. The transition between the second and third region marks the onset of cross slip [29] . The exact onset of cross slip is however obscured by the softening caused by adiabatic heating. In the linear work hardening stage the flow stress curves are shifted to higher values with increasing strain rate while maintaining a constant hardening rate. One possible explanation is that dislocation slip over short range barriers, such as solute atoms, is facilitated by thermal activation [16] ; the available time to pass the barrier shortens due to increased strain rate which in turn causes the flow stress to increase.
The stress-strain curves for samples deformed at 500°C do not show regions of linear work hardening after the initial transient, but rather a continuously decreasing rate of hardening. This can be explained as a consequence of an earlier development of a constant and larger subgrain size, L, with strain as seen in Fig. 7 , cf. Eqs. (1) and (2) . This is due to easier cross slip at the higher temperature owing to a higher SFE [30] and as cross slip is a thermally activated process [31, 32] .
The increase in flow stress with increasing strain rate is not reflected by changes in the microstructure at RT and 500°C.
The extent of the linear work hardening region is in good agreement with the linear regions obtained for 1/L as was shown in Fig. 7 . Again assuming 1/L proportional to √ρ, neglecting the second right hand term in Eq. (2) and using Eq. (13) . The influence of strain on the average Taylor factor at RT and 500°C. Fig. 10 . Stress-strain curves from the SHPB tests performed on 316L by Wedberg and Lindgren [22] . The legends describe the strain (ε), strain rate (r), and temperature (T) for the test samples (S). The straight black lines show the hardening rates as obtained from Eqs. (13) and (15), dashed line for RT and solid line for 500°C.
The slope, m 2 αG/2k, can be calculated using the k values given from Fig. 7 , putting α to 0.2 [33] and calculating the shear modulus according to Frost and Ashby [34] :
The slopes corresponds to 2048 MPa at RT and 1260 MPa at 500°C. In Fig. 10 we have included lines with these slopes and as is seen they match the flow stress curves very well in the linear parts.
The observed difference of the Taylor factor at RT and 500°C, see Fig.  9 above, gives only a minor contribution to the difference in flow stress, cf. Eqs. (1) and (2).
Conclusions
• No changes due to strain rate, at constant temperature, have been observed in the microstructure. Only changes in strain gave significant differences.
• A bimodal lognormal size distribution was found to describe the size distribution for both grains in an undeformed sample and for subgrains in all samples.
• The increase of the fraction of small subgrains with strain while the fraction and size of large subgrains decrease with strain is in accordance with proposed models for heterogeneous slip within the grains. The average size of the small subgrains was found to vary with strain and temperature in a way which conforms very well to the shape of the stress-strain curves.
• The hardening rate in linear parts of the stress strain curves was accurately described using values obtained from the variation of 1/L with strain.
