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Influence of stochastic sea ice
parametrization on climate
and the role of
atmosphere–sea ice–ocean
interaction
Stephan Juricke and Thomas Jung
Alfred Wegener Institute, Helmholtz Centre for Polar and Marine
Research, Bremerhaven, Germany
The influence of a stochastic sea ice strength
parametrization on the mean climate is investigated
in a coupled atmosphere–sea ice–ocean model. The
results are compared with an uncoupled simulation
with a prescribed atmosphere. It is found that the
stochastic sea ice parametrization causes an effective
weakening of the sea ice. In the uncoupled model
this leads to an Arctic sea ice volume increase
of about 10–20% after an accumulation period of
approximately 20–30 years. In the coupled model,
no such increase is found. Rather, the stochastic
perturbations lead to a spatial redistribution of the
Arctic sea ice thickness field. A mechanism involving
a slightly negative atmospheric feedback is proposed
that can explain the different responses in the
coupled and uncoupled system. Changes in integrated
Antarctic sea ice quantities caused by the stochastic
parametrization are generally small, as memory is
lost during the melting season because of an almost
complete loss of sea ice. However, stochastic sea ice
perturbations affect regional sea ice characteristics in
the Southern Hemisphere, both in the uncoupled and
coupled model. Remote impacts of the stochastic sea
ice parametrization on the mean climate of non-polar
regions were found to be small.
1. Introduction
Accurately simulating sea ice is an essential part of
coupled Earth system modelling. Sea ice has a strong
impact on the heat and momentum exchange between
2014 The Authors. Published by the Royal Society under the terms of the
Creative Commons Attribution License http://creativecommons.org/licenses/
by/3.0/, which permits unrestricted use, provided the original author and
source are credited.




the atmosphere and ocean. As an insulating layer, sea ice can partially decouple the atmosphere
from the ocean, and through the albedo feedback, it influences the radiation balance at the surface.
Sea ice also alters the freshwater content of the upper ocean and hence ocean deep convection;
therefore, sea ice is an important driver of changes in the global overturning circulation of the
ocean. Sea ice is also considered to be a main factor for the Arctic amplification of anthropogenic
climate change.
Sea ice is known to show changes on a wide range of temporal scales. There is evidence, for
example, for high interannual variability, both locally [1] and Arctic wide [2]. Furthermore, recent
years have shown a strong decrease in Arctic sea ice volume [3,4] and area, which is only partly
captured by models [5–7]. Potential predictability studies for the Arctic reveal the importance of
an accurate simulation of the prevailing sea ice thickness conditions to allow for skilful seasonal
and interannual predictions of Arctic sea ice [8,9].
To simulate sea ice thickness and concentration fields realistically, it is crucial to adequately
capture the drift of the sea ice [10]. Sea ice drift is strongly influenced by the sea ice dynamics
which, in turn, hinges on the formulation of the sea ice rheology that describes the deformation
behaviour in the presence of convergent flow. Most climate models use the widely used viscous-
plastic rheology by Hibler [11] or the modified elastic-viscous-plastic rheology [12]; other
formulations are being tested [13], and different ways of solving the highly nonlinear equations
are emerging from the viscous-plastic formulation [14,15]. Still, all existing parametrizations
have certain shortcomings when it comes to the representation of sea ice deformation and the
resulting sea ice drift. Therefore, the sea ice rheology has to be considered as a significant source
of uncertainty in coupled climate models.
In the past two decades or so, the representation of model uncertainty in models has
become a major area of research. Studies with simplified models such as the Lorenz ’96
system [16] emphasize the importance of developing and analysing stochastic parametrizations
as a promising alternative to determinstic schemes [17,18]. A lot of progress in this field has
been made in atmospheric modelling and especially weather forecasting. Different studies
have shown the importance of stochastic approaches when it comes to accounting for model
uncertainty and for accurately representing subgrid scale processes. Approaches range from
estimating the accumulated physical tendency uncertainty in the formulations of the discretized
prognostic equations [19,20] to a stochastic kinetic energy backscatter scheme which simulates the
backscatter of dissipated energy from unresolved to resolved scales [21–23]. Moreover, stochastic
parametrizations have been developed for non-orographic gravity waves [24], convection [25]
and deep convection [26]. In addition, stochastic perturbations have been applied to a variety of
parameters within determinstic parametrizations [27–29].
While the emphasis of previous research has been on the atmosphere, more recently stochastic
approaches have also been developed for other parts of the Earth system. Examples include the
stochastic representation of the ice strength parameter in sea ice–ocean models [30], the use of
stochastic perturbations for oceanic temperature and salinity fields in the computation of the
horizontal density field [31] and the stochastic representation of turbulent surface fluxes at the
atmosphere–ocean interface in a coupled model [32]. Those studies demonstrate that the explicit
representation of model uncertainty in models has not only the benefit of improved ensemble
prediction capabilities, but that stochastic parametrizations also have the potential to change
the climate of models. It has been argued, therefore, that stochastic parametrizations should be
incorporated in the next generation of climate models [33].
In this study, the influence of using stochastic dynamical formulations in sea ice models will be
further explored building on the work of Juricke et al. [30], in which stochastic perturbations have
been applied to the sea ice strength parametrization of the sea ice rheology formulation in a sea
ice–ocean model. Here, a slightly modified stochastic parametrization is tested. Furthermore, it is
investigated whether the substantial changes in the mean climate state caused by the stochastic
sea ice parametrizations in a sea ice–ocean model found by Juricke et al. [30] also translate to
fully coupled climate models. It is of importance, also for future ensemble simulations, to be
aware of any impact on the mean climate owing to uncertainty estimates in parametrizations




and in this context to understand effects of perturbations in highly nonlinear systems. This
study also aims at detecting the possibly differing impacts in the more complex coupled system
compared with uncoupled models. To this end, the coupled atmosphere–ocean–sea ice–land
surface system ECHAM6-FESOM is used in a configuration with relatively high resolution in
the Arctic ocean [34]. More specifically, single climate simulations are conducted to analyse the
impact of the stochastic parametrization on the mean state of the system. The atmospheric fluxes
generated by a coupled reference simulation are then used to carry out experiments with the
uncoupled sea ice–ocean model with stochastic sea ice strength parametrization. In this way, it
is possible to explore the role of atmospheric feedback processes in determining the response
of the climate system to stochastic sea ice perturbations. As only one single parametrization is
affected by perturbations, it is still feasible to find some detailed physical explanations for the
workings and effects of the perturbations on sea ice variables in the uncoupled as well as the
coupled system.
The structure of this paper is as follows: §2 gives a short summary of the model and the
stochastic parametrization, including a description of the modification of the spatial correlation
procedure for the stochastic perturbations originally developed by Juricke et al. [30]. Furthermore,
the experimental set-up is explained. In §3, the impact of the stochastic parametrization on the
global mean climate is analysed and discussed. Detailed explanations of the differing effects in
the coupled and uncoupled simulations are given. Finally, §4 gives a summary, some concluding
remarks and an outlook for future work.
2. Experimental set-up
In this study, the coupled model ECHAM6-FESOM is used. ECHAM6 is the spectral atmospheric
climate model of the Max Planck Institute for Metereology in Hamburg [35]. It is coupled through
the OASIS3-MCT coupler [36] to the finite-element sea ice ocean model (FESOM) of the Alfred
Wegener Institute in Bremerhaven [37–41]. While ECHAM6 uses a T63L47 grid with a resolution
of about 1.85◦ and 47 vertical levels, FESOM uses an unstructured triangular finite-element grid
for the ocean surface and the sea ice model, with resolutions ranging from over 150 km in the open
oceans to about 25–10 km in the Arctic and near the coasts. In addition, there is a gradual increase
in resolution along the equatorial belt in the tropics to about 25 km (see fig. 1 in [34]). The three-
dimensional ocean model uses a tetrahedral grid of 46 unevenly spaced z-levels. The timestep
of FESOM is 30 min, whereas ECHAM6 uses a timestep of 10 min. Coupling takes place every
6 h. Further details on ECHAM6-FESOM, its set-up and mean-state performance are discussed by
Sidorenko et al. [34]. The climate variability of the model is described in Rackow et al. [42].
The prognostic variables of the sea ice model are the effective (mean) sea ice thickness, hice, the
lateral sea ice velocities, uice and vice, and the sea ice concentration, A, as well as the mean snow
layer thickness, hs. The evolution of hice, hs and A is described by equations for advection as well
as freezing and melting processes. Changes in sea ice velocities are calculated using the equation
of momentum balance.
(a) Stochastic sea ice strength parametrization
The stochastic parametrization used in this study is described in detail by Juricke et al. [30]. In the
following, therefore, only a brief explanation is given, and differences to the original formulation
are highlighted.




= τ air + τocean −mfk× ui −mg∇ηo + Fint. (2.1)
In (2.1), m is the mass per unit area, ui is the horizontal sea ice velocity vector, τ air and τocean are
the atmospheric and oceanic stress, respectively, f is the Coriolis parameter, k= (0, 0, 1), g is the
gravitational acceleration and ηo is the sea surface height of the ocean.




The internal forces Fint = (F1,F2) are parametrized using the highly nonlinear elastic–viscous–
plastic rheology [12] which is based on the viscous–plastic rheology by Hibler [11]. Some further
adjustments have been made by Harder [43]. Within this parametrization, the so-called internal
ice strength P can be interpreted as a regularization factor for the yield curve which describes all
possible combinations of stresses that lead to the yielding of the sea ice. Therefore, large values
of P lead to an increased resistance of the ice when it comes to convergent motion, whereas small
values of P produce weaker sea ice and an earlier onset of plastic deformation. This, by changes
in the sea ice velocities, leads to a piling up of sea ice and an increase of sea ice thickness. P itself
depends linearly on the factor Pp given by
Pp = P∗ hiceA · exp(−C(1 − A)), (2.2)
where P∗ and C are dynamic ice strength parameters.
To account for uncertainties in the choice of the empirical parameter P∗, including temporal
and spatial variability, Juricke et al. [30] have applied a symmetric Markov process time and space
correlated perturbation (MTSP) to P∗. Adjustments to the spatial correlation of the perturbations
are outlined in the following.
For each timestep j and node i of the ice covered triangular surface mesh, a new value,
P∗(i, j) = (1 + x(i, j)) · P∗ref, (2.3)
is calculated. P∗ref = 30 000 N m−2 is the reference value of the regular deterministic
parametrization and x(i, j) is a random number from a symmetric distribution with zero mean.
In addition, x(i, j) ∈ (−0.75, 0.75) and therefore P∗(i, j) ∈ (7500 N m−2, 52 500 N m−2). Note that the
value for P∗ref in the three simulations of this study differs from the value of 20 000 N m
−2 used in
MTSP by Juricke et al. [30]. As P∗ is one of the tuning parameters of the sea ice model, it was used
to adjust sea ice extent and volume in the coupled set-up.
In summary, equation (2.3) describes a random perturbation of a previously fixed parameter.
To create spatially and temporally correlated perturbations x(i, j) with a bounded distribution,
transformations of Gaussian random numbers are used. First, time correlation is generated by
y(i, j) = αy(i, j− 1) + z(i, j), (2.4)
with autocorrelation α = 0.994 and z(i, j) an uncorrelated Gaussian-distributed random number
with zero mean and standard deviation σ = 0.375. The timestep of the ocean and sea ice model is
t= 30 min. These values are within the range of values tested in Juricke et al. [30] even though
they differ slightly from their preferred parameter choice, implying a slightly larger maximum
variance σ 2lim (for j→ ∞) for the autoregressive process in (2.4).
The values y(i, j) are then spatially correlated using two correlation matrices CNH and CSH,
one for the nodes above 45◦ and one for below −45◦, respectively, to ensure that the Northern
Hemisphere (NH) and Southern Hemisphere (SH) sea ice are uncorrelated. The entries of each
matrix are given by CnmX = e−dnm/dcorr , X= {NH,SH}, where dnm is the distance between node n
and m, from the respective hemisphere, and dcorr = 1000 km for both matrices. For this new spatial
correlation scheme, dcorr = 1000 km was chosen to produce large-scale patterns in the variations
of P∗ and possibly maximize the impact of the perturbations.
Using the Cholesky decompositions of CNH and CSH, spatially correlated yˆ(i, j) can now
be generated for both hemispheres from the temporally correlated y(i, j), by simple matrix–
vector multiplication. As the resulting random numbers are still Gaussian distributed, the
transformation
x(i, j) = −a+ 2a
1 + e(−βyˆ(i,j)) (2.5)
transforms the numbers into the limited range (−a, a) with a= 0.75 and β = 1/σlim with σlim =√
σ 2/(1 − α2) [30]. For the initialization of the random numbers, equation (2.4) is solved
successively a couple of thousand times at the beginning of each climate simulation to reach this
maximum standard deviation of the autoregressive process.




Table 1. Summary of the experiments used in this study.
name stochastic coupled years
REF no yes 201
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
STOCH_UNCPL yes no 102
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
STOCH_CPL yes yes 201
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(b) Simulations
To investigate the impact of the stochastic parametrization several multi-decadal integrations
have been carried out. A simulation with the coupled ECHAM6-FESOM model without stochastic
sea ice parametrization serves as the reference integration (REF hereafter). The surface flux
fields from REF, saved for every 6 hourly coupling timestep, were used to drive FESOM in
uncoupled mode with the stochastic sea ice parametrization switched on (STOCH_UNCPL
hereafter). This integration allows for a direct evaluation of the impact of stochastic sea ice
parametrization on sea ice distribution and ocean currents without an interactive atmosphere.
To analyse the impact of atmospheric feedbacks another experiment with the coupled model
ECHAM6-FESOM has been carried out in which the stochastic sea ice strength parametrization
has been switched on (STOCH_CPL). The uncoupled experiment STOCH_UNCPL was run for
a period of 102 years; the two coupled integrations were extended to 201 years in order to
account for the larger uncertainty generated by having two completely different realizations of the
atmospheric trajectory (table 1). Note that all parameter values and parametrizations in FESOM
for STOCH_UNCPL and STOCH_CPL are exactly the same, except for the sequences of random
numbers that are used. In addition, initial conditions for all three simulations are the same.
3. Results
In the following, the impact of the stochastic sea ice strength perturbations are described
separately for Arctic and Antarctic sea ice. Effects on integrated quantities such as sea ice volume
as well as regional impacts on variables such as sea ice thickness are analysed. Some explanations
on how the stochastic sea ice strength perturbation affect Arctic and Antarctic sea ice will be
proposed, focusing on the differing impacts of the stochastic parametrization in the uncoupled
compared with the coupled simulation. Furthermore, the remote influence of the stochastic
scheme on the climate in non-polar regions is explored.
(a) Arctic sea ice
(i) Volume
Figure 1, a(i,ii) shows the Northern Hemisphere sea ice volume and area of the two stochastic
simulations and the reference simulation REF for March and September. Evidently, ECHAM6-
FESOM simulates substantial Arctic sea ice variability throughout the year across a wide range
of timescales. This appears to be rather consistent with observations and is discussed in more
detail in Sidorenko et al. [34] and especially by Rackow et al. [42]. The Arctic sea ice volume in
the uncoupled set-up STOCH_UNCPL is highly correlated to that of REF owing to the fact that
the sea ice has experienced effectively the same atmospheric forcing. However, STOCH_UNCPL
shows a clear increase in Arctic sea ice volume when compared to REF (figure 1, (i)). The first 20–
30 years can be seen as a transient phase during which Arctic sea ice volume builds up slowly. It is
worth pointing out that the year-to-year increase in the sea ice volume is rather small during the
transient phase; the fact that the quasi-equilibrium response in the Arctic owing to the stochastic
sea ice scheme amounts to 10–20% after the first three decades of the integration can be explained
through accumulation.
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Figure 1. (a) Northern Hemisphere total (i) sea ice volume (103 km3) and (ii) sea ice area (106 km2) for REF (red), STOCH_CPL
(blue) and STOCH_UNCPL (green); results are shown forMarch (upper curves) and September (lower curves). (b) Monthlymean
difference inNorthernHemisphere (i) sea ice volume (103 km3) and (ii) sea ice area (106 km2) betweenSTOCH_CPLandREF (blue)
as well as STOCH_UNCPL and REF (green). Coloured horizontal lines show respective mean values. 95% confidence intervals—
using a t-test with consideration of the reduction of effective sample size owing to a lag-1 autocorrelation [44]—are given as
vertical bars.
A possible explanation for the increase in sea ice volume with the stochastic sea ice strength
parametrization has been given by Juricke et al. [30]. In summary, the symmetric stochastic
perturbations of the sea ice strength effectively lead to a weakening of the ice cover owing to the
highly nonlinear formulation of the internal forces of the sea ice. Low P∗ values are more effective
at reducing sea ice strength and increasing plastic deformation under convergent drift than the
high P∗ values are at preventing sea ice from piling up. Newly created areas of open water owing
to the increased drift then enable increased sea ice production. After the transient phase, during
which the sea ice volume has increased, a new mean state is established in which increased sea ice
volume counteracts the effective reduction of sea ice strength. The sea ice thickness distribution
function of STOCH_UNCPL is shifted towards higher ice thicknesses (not shown). Because sea
ice thickness as well as the P∗ value act linearly on the value of the sea ice strength, larger ice
thicknesses can compensate for low P∗ values.
In contrast to the uncoupled experiment, the mean sea ice volume in STOCH_CPL shows a
slight decrease compared with REF. The 95% CIs included in figure 1b(i) for the difference between
STOCH_UNCPL and REF as well as STOCH_CPL and REF do not overlap. This indicates that the
response of the Arctic sea ice volume to the stochastic sea ice parametrization in the coupled
model is significantly different from that in the uncoupled set-up. This, in turn, suggests that
a negative feedback involving the atmosphere is operating in the coupled system that prevents
the Arctic sea ice volume from accumulating as observed in the uncoupled system. Given that
the accumulation of sea ice in the uncoupled system is rather slow, a relatively weak negative
atmospheric feedback would be sufficient to prevent the ice from accumulating in the coupled
model. As a variety of strong feedback mechanisms are known to be present in the Arctic, it is
difficult to provide a conclusive answer as to which negative feedback mechanism is crucial to




explain the above results. Nevertheless, at the end of this section, a possible negative feedback is
proposed that could serve as an explanation for the above-mentioned results.
(ii) Area
Time series of Arctic sea ice area and changes therein owing to the use of the stochastic scheme
are shown in figure 1a(ii),b(ii). STOCH_UNCPL shows a slight increase in area at the end of the
transient phase whereas sea ice area does not show a discernable trend for STOCH_CPL. The
strong seasonal dependence of the impact of the stochastic perturbations on sea ice area has
been described in Juricke et al. [30] although the sign of the changes is different in this study.
Juricke et al. [30] explained the sea ice area decrease by an increased drift, away from areas of low
concentration and divergence, towards coastlines and generally the western Arctic. This leads
to reduced sea ice concentrations along the ice edge and in the eastern Arctic. Basically, this
explanation also holds for STOCH_UNCPL during the first few years, when the stochastic sea
ice parametrization also reduced the sea ice area. It should be noted, though, that the length of
the integration in Juricke et al. [30] is considerably shorter (17 years) and was forced by common
ocean ice reference experiments (CORE) version 2 atmospheric forcing [45] which accounts for
changes in atmospheric conditions owing to rising CO2 concentrations.
(iii) Regional impacts
Figure 2 highlights the regional changes in Arctic sea ice thickness and concentration. The left
column shows the annual mean sea ice thickness and concentration distribution of the Arctic for
REF, years 1–201. The middle and right columns illustrate the differences in the two distributions
between STOCH_UNCPL and REF for years 1–102 and between STOCH_CPL and REF for
years 1–201, respectively. Sea ice thickness shows a uniform increase throughout the entire
Arctic in STOCH_UNCPL when stochastic sea ice perturbations are used. The increase in sea
ice concentration occurs primarily in areas where the ice edge can be found during the melting
and freezing seasons.
For the coupled stochastic simulation, a completely different picture emerges. For
STOCH_CPL, sea ice thickness increase is limited to an area along the north coast of Greenland
and the Canadian Arctic Archipelago area. The central and eastern Arctic, on the other hand, show
reduced sea ice thicknesses. A somewhat similar pattern is found for sea ice concentration changes
in STOCH_CPL. These patterns point towards a redistribution of sea ice cover and thickness from
the east to the west as discussed above. Owing to the weakened ice, sea ice drift is increased. But
while in the uncoupled case STOCH_UNCPL, this redistribution seems to lead to an increase
in sea ice production during the freezing season, which compensates for the drift and opening
of leads, some atmospheric feedback mechanism appears to counteract this increased sea ice
production in STOCH_CPL. As a consequence, sea ice is redistributed without any build-up in
sea ice volume.
This hypothesis is further substantiated by figure 3, which shows sea ice drift along with
its changes owing to the stochastic scheme. While in STOCH_UNCPL, sea ice velocities are
slightly decreased in the central Arctic (anticlockwise arrows), they are increased in STOCH_CPL
(clockwise arrows). The differences between the simulations can be explained as follows: during
the transient phase of the integration, STOCH_UNCPL experiences a slight increase in sea ice
velocities (not shown). The increased sea ice thickness distribution is still accumulating and
increased sea ice thicknesses do not yet balance the influence from the effective weakening of
the sea ice strength owing to the stochastic perturbations. After this transient phase, though, sea
ice drift tends to be reduced, because thicker sea ice is capable of balancing the direct impact of
the P∗ perturbations.
The velocity changes in STOCH_CPL are quite different. Most of the drift in the central
Arctic is increased or slightly redirected towards the north coasts of Canada, the Canadian Arctic
Archipelago and Greenland. Due to the fact that there is no accumulation in Arctic sea ice, the











































































































































Figure2. (a) Annualmean (i) sea ice thickness (m) and (ii) sea ice concentration (%) for REF, years 1–201. (b) Difference in annual
mean (i) sea ice thickness (m) and (ii) sea ice concentration (%) between STOCH_UNCPL and REF, years 1–102. (c) Same as (b),
but for the difference between STOCH_CPL and REF, years 1–201. Hatched areas indicate differences statistically significant at
the 5% level, using a Wilcoxon signed-rank test for the paired samples of STOCH_UNCPL-REF and a Wilcoxon–Mann–Whitney
rank-sum test for the independent samples of STOCH_CPL-REF [44]. Note the different contour intervals.
effective decrease in sea ice strength is not balanced. Therefore, the changes in the sea ice velocity
field resemble more the transient phase of STOCH_UNCPL.
(iv) Annual cycle
Figure 4 illustrates the annual cycle of monthly mean sea ice volume, sea ice area and the
thermodynamic growth rate for REF for the Northern as well as for the Southern Hemisphere (a(i–
iii)); also shown are their changes when the stochastic sea ice parametrization is used (b(i–iii)). Sea
ice volume in the Southern Hemisphere is only a fraction of that in the Arctic. This is especially
true when the respective summer months are compared. For sea ice area, a similar behaviour is
found with the exception that wintertime sea ice extent in the Antarctic exceeds that in the Arctic.
The annual cycle of thermodynamic growth rates is very similar in the two hemispheres.
The influence of the stochastic sea ice parametrization on the annual cycle of Arctic sea ice
volume in the coupled model follows that of the sea ice volume in REF (figure 4, bottom row)
with the largest (smallest) absolute differences found in winter (summer). The influence of the
stochastic parametrization in the uncoupled integration mostly lacks any seasonality and is much
larger in magnitude. The response in STOCH_UNCPL, however, took several decades to fully
develop. A comparison for the first few years of the STOCH_UNCPL integration yields much
more similar results in the magnitude of changes for the coupled and uncoupled model (not
shown). The seasonality of the response for sea ice area in both models is more similar than that
for the volume. However, the response is shifted by about 0.3–0.4 106 km2.
(v) Growth rates and atmospheric feedback
Changes in the thermodynamic growth rates in the bottom right panel of figure 4 hint at a negative
atmospheric feedback mechanism in STOCH_CPL. While for STOCH_CPL melting is reduced in
spring and summer and freezing is reduced in autumn and winter, the opposite changes are found



































































Figure 3. (a) Annual mean sea ice velocity (m s−1) for REF, years 1–201. (b) Difference in annual mean sea ice velocity
(m s−1) between STOCH_UNCPL and REF, years 1–102. (c) Same as (b), but for the difference between STOCH_CPL and
REF, years 1–201. Arrows are normalized and white contour lines enclose areas where the zonal and/or meridional velocity
component is significantly different from zero at the 5% level, using the same tests as in figure 2. Note the different contour
intervals.
for STOCH_UNCPL. The behaviour of the response for STOCH_UNCPL can be explained as
follows: shifting of sea ice during the freezing season opens up leads and creates open water areas.
As fluxes are fixed and the atmosphere is seen as an infinite source or sink of heat in the uncoupled
set-up, open water can freeze over and quickly produce more ice. This newly created ice then
drifts away, and the process is repeated. On the other hand, sea ice thickness and concentration
is increased in the areas of convergent motion, which leads to decreased growth rates in those
regions. Still, the enhanced production of sea ice in areas of open water is stronger than the
reduction of growth rates owing to increased plastic deformation. As a result mean growth rates
and therefore sea ice volume are increased compared with the reference simulation. In the annual
mean, the increase in sea ice growth rates during freezing seasons has a larger impact than the
increase in melt during spring and summer, especially during the first 20–30 years of the transient
phase.
For STOCH_CPL, the response to the stochastic sea ice parametrization is different. The
atmosphere is no longer an infinite source or sink of energy, because it can respond to the sea
ice changes. A feedback mechanism that explains the differences in the coupled and uncoupled
set-up is connected to the sea ice thickness and opening of leads during autumn and winter. At
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Figure 5. (a) Southern Hemisphere total sea ice volume (103 km3) for REF (red), STOCH_CPL (blue) and STOCH_UNCPL (green);
results are shown forMarch (lower curves) and September (upper curves). (b)Monthlymean difference in SouthernHemisphere
sea ice volume (103 km3) between STOCH_CPL and REF (blue) as well as STOCH_UNCPL and REF (green). Coloured horizontal
lines show respective mean values.
the beginning of the freezing season production of sea ice is increased in the areas of open water
created in the east by enhanced sea ice drift. But because the atmosphere in STOCH_CPL is now
heated from the ocean, it reacts in the coupled system and becomes warmer over open water. This
will reduce the heat loss of the ocean and hence freezing rates in open water; sea ice production
in open water areas, consequently, is no longer sufficiently strong to compensate for the effect of
reduced ice growth owing to piled up ice further to the west. Therefore, the mean growth rate
is reduced in STOCH_CPL when compared with REF. Further support for the existence of such
a negative feedback mechanisms comes from a slight increase in near-surface atmospheric air
temperatures in January and February over the eastern Arctic, slightly increased (reduced) ocean
temperatures in most of the eastern (western) Arctic and slightly reduced mixed layer depth in the
central Arctic owing to reduced growth rates (not shown). In STOCH_UNCPL, these changes are
very different, with generally slightly decreased ocean temperatures and increased mixed layer
depth owing to an increase in growth rates and lower water temperatures (not shown).
In summary, it is argued that in the coupled model the slight decrease in sea ice growth during
winter owing to the stochastic sea ice scheme is sufficient to prevent a gradual build-up of sea ice
volume in the Arctic that is observed in the uncoupled model.
(b) Antarctic sea ice
(i) Volume
The difference in effects between Northern and Southern Hemisphere sea ice is especially
pronounced when the impact of the stochastic sea ice parametrization is considered in the
uncoupled simulation (figure 4). While the volume increase in the Arctic is able to accumulate
over time this is not possible in the Antarctic owing to the almost complete loss of sea ice in
austral summer. Figure 5 shows the time series of monthly mean sea ice volume for the Southern
Hemisphere, for March and September and all three simulations. The Antarctic sea ice volume
strongly increases from its minimum in March to its maximum in September (see also figure 4,
a(i–iii)). Antarctic sea ice volume shows substantial interannual to decadal variability. Compared
with the Arctic (figure 1), however, there is much less multi-decadal variability which again is
consistent with a relative lack of memory owing to Antarctic sea ice loss in summer.
The right panel of figure 5 illustrates the differences in sea ice volume between the integration
with and without the stochastic ice strength scheme for the uncoupled and coupled model. It is
confirmed that in contrast to the Arctic there is no change in the mean Southern Hemisphere sea
ice volume, neither for STOCH_UNCPL nor for STOCH_CPL. As sea ice area and volume are
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Figure 6. (a) Annual mean sea ice thickness (m) for REF, years 1–201. (b) Difference in annual mean sea ice thickness (m)
between STOCH_UNCPL and REF, years 1–102. (c) Same as (b), but for the difference between STOCH_CPL and REF, years 1–201.
Hatched areas indicate differences statistically significant at the 5% level, using the same tests as in figure 2. Note the different
contour intervals.
strongly reduced during the summer months changes in sea ice thickness can hardly accumulate
over time.
(ii) Regional impacts
The annual mean sea ice thickness distribution of REF and its changes resulting from the use of
the stochastic parametrization are shown in figure 6. Sea ice is about two to three times thinner
in the Southern Hemisphere than it is in the Northern Hemisphere. As a result, changes in
thickness owing to the stochastic perturbations are also smaller than in the Northern Hemisphere.
In addition, the distribution of landmasses is very different in the Northern Hemisphere; whereas
the coastlines of the Canadian Arctic Archipelago present ideal conditions for a stochastic sea
ice strength parametrization to have an impact on the mean state, such confining topographic
structures are largely absent in the Southern Hemisphere high latitudes. Interestingly, the largest
thickness changes in STOCH_UNCPL are located along the coast of Antarctica, where the
stochastic scheme leads to increased sea ice thickness. Those are areas of convergent or shear
drift where sea ice might also survive the melting season.
For STOCH_CPL, the changes are again somewhat different. Instead of sea ice piling up
near the east coast of the Antarctic Peninsula, sea ice is drifted eastward. This leads to a shift
of ice from the west to the east. In addition, the changes are larger in amplitude and in scale
than in STOCH_UNCPL. One reason might be the stronger increase in eastward sea ice drift
and the change in vertically integrated barotropic streamfunction of the ocean (not shown).
The latter shows an enhanced eastward flow and enhanced gyre strength. Even though this is
also observable in STOCH_UNCPL, the impact in STOCH_CPL is larger, with an annual mean
increase of about 0.5–1 Sv compared with about 2 Sv for the Weddell Gyre, respectively.
(c) Remote impacts
Figure 7 shows the time series of the annual mean Atlantic meridional overturning circulation
(AMOC) at about 45◦ N and 1 km depth for all three simulations. As has been the case for the
Arctic sea ice volume and area, the AMOC is highly variable with large variations from year to
year. It should also be noted that the AMOC is correlated to the Arctic sea ice volume and area, as
it transports heat to the north and is driven by the North Atlantic Deep Water formation which,
in turn, influences or is influenced, respectively, by sea ice cover and growth rates [46,47].
When looking at the differences between the stochastic simulations and REF in the figure 7b
no large change in the AMOC can be observed for STOCH_UNCPL. This is probably due to the
fact that changes in sea ice thickness are mostly occurring in the central Arctic and are quite small
from year to year. The increase in AMOC in STOCH_CPL is presumably just a result of sampling
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Figure 7. (a) Time series of the annualmean AMOC (Sv) at 45◦N and a depth of approx. 1000 m for REF (red), STOCH_CPL (blue)
and STOCH_UNCPL (green). (b) Corresponding time series of the difference in AMOC (Sv) between STOCH_CPL and REF (blue)
as well as STOCH_UNCPL and REF (green). Coloured horizontal lines show respective mean values.
variability caused by the multidecadal variability of the AMOC. Similar results were found for
other oceanic and atmospheric parameters in non-polar regions of the globe (not shown). In
summary, it turns out that significant changes in the mean climate caused by the stochastic
perturbations are very much confined to high latitudes.
4. Conclusion
A symmetric stochastic perturbation of the sea ice strength parameter based on Juricke et al. [30]
has been implemented in the coupled climate model ECHAM6-FESOM. A set of coupled and
uncoupled multi-decadal experiments has been carried out in order to explore the impact that
the stochastic sea ice parametrization has on the mean climate in coupled compared with
uncoupled models.
In the Arctic, including a stochastic sea ice parametrization in an uncoupled sea ice–ocean
model results in an increase in sea ice thickness and volume by some 10–20% (depending on
the season). This increase can be explained by the fact that the stochastic perturbations of the
sea ice strength lead to an effective weakening of the sea ice, because small stochastic values
of the ice strength are more influential than large ones. As a result, convergent sea ice drift is
enhanced, which leads to an accumulation of sea ice thickness in the central Arctic and especially
along the coastlines in the western Arctic. The first 20–30 years of uncoupled integration with the
stochastic scheme can be seen as a transient phase. During this phase, sea ice thickness increase
accumulates and increased sea ice production in areas of newly opened water leads to an increase
in sea ice volume. After the transient phase, the sea ice–ocean system reaches a new quasi-
equilibrium state in which the increased sea ice thickness counteracts the effective weakening
of the sea ice caused by the ice strength perturbations. Sea ice volume is no longer increased. In
contrast to the Arctic, the influence of the stochastic sea ice parametrization on the mean climate
of the Antarctic is relatively small in the uncoupled model. This can be explained by the fact
that Antarctic sea ice almost completely vanishes during austral summer which inhibits the small
temporal accumulation of stochastic effects.
The impact of the stochastic sea ice parametrization on the mean climate of the coupled model
ECHAM6-FESOM turns out to be very different. The mean sea ice volume in the Arctic and
Antarctic remains largely unchanged with the stochastic scheme switched on. In the Arctic, this
can be explained by the fact that in an integrated sense the increase of sea ice thickness north of
Greenland and the Canadian Arctic Archipelago is accompanied by a loss of sea ice in the central
and eastern Arctic. This reflects the increased transport of sea ice from the eastern to the western
Arctic which is also reflected in increased sea ice velocities. The same argument holds for the





Antarctic. However, in the Southern Hemisphere, sea ice shows evidence of being increasingly
transported eastward and changes in thicknesses are smaller than in the north.
The fact that the coupled system responds differently to a stochastic sea ice parametrization
compared with an uncoupled model highlights the fact that care has to be taken when results from
uncoupled experiments are extrapolated to the coupled climate system. The results suggest that
by incorporating the atmosphere a negative feedback is introduced that prevents the stochastic
effect in the coupled model from accumulating. Given the slowness of the accumulation process
in the uncoupled model (figure 1), it is likely that even a relatively weak negative atmospheric
feedback would be sufficient to prevent the stochastic sea ice parametrization from influencing
the mean climate of the coupled system. Given the strong variability of sea ice on a wide range of
timescales, therefore, pinning down the exact negative mechanisms is challenging.
However, one reason for the discrepancies between the coupled and the uncoupled simulation
might have to do with the atmospheric response (or lack thereof) to an increased amount of
open water during the freezing season owing to the stochastic sea ice parametrization. In the
uncoupled stochastic simulation, the fluxes are fixed, and therefore the atmosphere is prevented
from adjusting and hence reducing the amount of sea ice production in open water areas. This
unrealistically large productivity outweighs the effect of reduced sea ice growth in the western
Arctic owing to increased sea ice thickness. In the coupled model, the incorporation of the
stochastic scheme also leads to increased sea ice production in open waters; the magnitude of
this ice growth, however, is much reduced owing to the adjustment of the overlying atmosphere.
The adjustment of the atmosphere helps to reduce the sea ice production increase and, hence, the
reduction of growth rates in the western Arctic owing to thicker sea ice becomes comparable or
even larger than the increase in growth rates owing to the generation of open water through the
stochastic sea ice parametrization.
The remote response of the climate system in non-polar regions to the incorporation of the
stochastic sea ice strength scheme turns out to be rather weak. This may be a result of the fact
that the mean response in the polar regions to the stochastic sea ice parametrization is relatively
low and that the level of natural variability is high. However, it is also possible that the mean
influence on the Atlantic overturning circulation is relatively weak, because the coupled model
ECHAM6-FESOM is relatively insensitive to buoyancy anomalies in the Labrador Sea region [42].
Given that Labrador Sea convection is believed to be strongly affected by freshwater anomalies
of Arctic origin [48] a stronger response of the overturning might be found in other more
sensitive models.
While the impact of the stochastic sea ice strength parametrization on the mean climate of the
coupled model seems to be somewhat reduced when compared to the impact in the uncoupled
model, it should be pointed out that tests in an ensemble prediction framework suggest that
the stochastic sea ice parametrization does lead to additional spread during the early part of
the integration [49]. Hence, the stochastic parametrization described here might become useful
when it comes to coupled data assimilation and uncertainty estimation in monthly and seasonal
polar prediction. Another promising direction of future research will be to look at stochastic
formulations of other sea ice aspects. Given the climate relevance of the sea ice-albedo feedback
the development of a stochastic sea ice albedo scheme appears to be a promising way forward.
In addition, the P∗ perturbations presented here might again show quite different effects on the
mean climate when combined with other stochastic parametrizations of the sea ice model and/or
using a different configuration of the parametrization, for example yet another more sophisticated
spatial correlation scheme.
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