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Abstract 
The thesis begins with a summary of the classical theory of Banach function 
spaces, including the notions of saturation and associate norms along with the 
various well—known ideas of completeness. We then go on to establish some 
rather more "practical" results. In particular we look at the problem of establish-
ing when certain subspaces, such as the simple or continuous functions, are dense 
in a Banach function space L. We shall see that our intuition fails us slightly 
when considering continuous functions, requiring us to approach that idea of sat-
uration from a slightly different angle. This interplay between topology, measure 
and norm is studied in more depth when we look at function norms over locally 
compact abelian groups, and results will be illuminated by reviewing well—known 
function spaces such as Lorentz spaces and weighted L' spaces. The chapter 
finishes with the idea of vector—valued function spaces. 
In the second chapter we motivate and develop the idea of mixed (or iterated) 
norms, as introduced for LP spaces by Benedek and Panzone, before going on 
to identify dense subspaces and some other elementary results. We shall see 
that there are certain interesting measurability problems to address here which 
are not evident when considering I)' spaces. One rather technical highlight of 
this measure theory will be to make rigorous the canonical identification between 
most mixed norm spaces and vector—valued Banach function spaces. Motivated 
by a trivial application of Fubini's theorem which allows us to interchange two 
L" norms, i.e. lIf(x,y)IILP(d)ILP(d) = lIIf(x,y)IlLp(&)MLp(dy), we then consider 
when interchanging two general mixed norms is bounded. Although there are 
some positive results we shall see that this idea fails in many cases. In particular 
we shall show that two iterated Lorentz Lpq norms can be interchanged if and 
only if p =q. 
In chapter three we study how the classical transference theorem of Coifman and 
Weiss can be generalised from L" spaces to arbitrary rearrangement invariant 
spaces. The failure of Fubini's theorem requires us to take a rather novel approach 
to the problem, which results in a rather different, but still useful, transference 
theorem with a corresponding theorem for transferring maximal operators. 
The fourth chapter introduces the Hubert transform operator H on Banach func-
tion spaces over T1, giving some simple necessary conditions on the L space in 
order that H be bounded. We then demonstrate how the r.i. transference the-
orem of chapter three, along with Boyd's theorem characterising the r.i. spaces 
L(1l) on which H is bounded, gives us a new proof of the boundedness of H 
on L(T), where T denotes the circle group. Similar results are obtained for the 
Hardy—Littlewood operator. 
In the final chapter we generalise the vector—valued transference theorems of 
Berkson, Gillespie and Torrea to arbitrary function norms. This allows us to 
prove a transference theorem for so—called pointwise maximal operators. This 
result, along with a theorem of Rubio de Francia allows us to show that if L(R) 
is a UMD Banach function space with uniformly bounded translations, then the 
Hilbert transform H is bounded on L (IR). Once again a similar result is obtained 
for the Hardy—Littlewood operator. 
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Preface 
In this thesis we will study the following three topics: 
Banach Function Spaces 
Transference 
The Hubert Transform Operator 
Though at first these may seem rather disparate subjects to consider, we will 
be particularly interested in marrying these concepts to obtain new results and 
generalisations of previous ideas. However, we begin with the first topic alone, 
describing and developing the theory of function norms and Banach function 
spaces. These are simply generalisations of the familiar norms applied to functions 
(such as the Lebesgue L 1' norms, so—called "weak type" norms and weighted L 
norms) in most branches of analysis. However, it is easy to be lead astray by these 
motivating examples when working with arbitrary function norms so we shall 
provide a fairly long and relaxed introduction to the theory, covering everything 
we will need for later results whilst remaining fairly self—contained. 
The chapter begins with a literature review of the main aspects of function norm 
theory, covering the standard ideas of saturation, associate norms and complete-
ness. We will then take a slightly less abstract approach by investigating, for 
example, when standard subspaces from traditional LP theory (such as the sim-
ple, and continuous functions) are dense. While this may seem initially rather 
uninspiring, such results will be essential for later developments and indeed, there 
are a few quite surprising examples to be seen in this area which demonstrate how 
our intuition often fails us slightly when we try to extend simple ideas to unusual 
settings. The study of continuous functions will also introduce an interesting in-
terplay between topology, measure and function norms, motivating some related 
results and examples on ideas such as translation operators, which will play a 
significant role in later work. Interspersed with this will be a review of the main 
classes of function norms, along with a collection of examples and counterexam-
ples to illuminate the subject. We will also extend the theory to cover functions 
lv 
taking values in Banach spaces, which will be another recurring topic in the the-
sis. While our first chapter contains little more a than fairly long exercise in 
simple measure theory, it contains essential background material for the rest of 
the thesis. 
One natural development of the function norm theory is given in the second 
chapter, where we consider taking iterated norms of functions of two (or more) 
variables. As we will see from simple examples, this immediately motivates a 
study of how these so—called mixed norms relate to the "vector norms" of chapter 
one. While these ideas may seem little more than trivial extensions of our previous 
work, we will find that a rigorous treatment requires some careful and rather 
interesting measurability issues to be investigated, and indeed, these intricacies 
will occupy us for much of the chapter. We will then turn our attention to finding 
examples of when these iterated norms can be interchanged continuously, in the 
same way that a simple application of Fubini's theorem always allows us to change 
the order in which pairs of L" norms are taken. Unfortunately, we will find that 
this interchange operation is not bounded for most types of spaces considered in 
the first chapter, other than the obvious Lebesgue I? spaces. By the end of the 
chapter, we will have covered all of the function norm theory we will need. 
In Chapter 3 we begin to address the second main topic of the thesis, namely 
that of transference. In vastly over—simplified terms, transference is a technique 
which allows us to gain information about the boundedness of an operator in one 
setting from knowledge of how a related operator works in some other setting. 
While there are many results known for Lebesgue LP spaces, most notably the 
classical transference theorem of Coifman and Weiss, there are no such results for 
the more general rearrangement invariant spaces introduced in the first chapter. 
We will spend the first part of the chapter looking at the ideas behind the classical 
theorem, and discussing how they can be extended to more general spaces. As we 
will see, one of the key "tricks" required here is the boundedness of the interchange 
operator introduced in Chapter 2, prompting us to take an alternative approach 
motivated by the relationship between the real line Tl, the circle group T and the 
integers Z. After formulating and proving a transference theorem, we finish with 
some further examples and applications. 
In the fourth chapter we introduce the last of our three topics by discussing the 
Hilbert transform operator H. This short chapter will review the main bounded- 
ness results for H on certain classes of spaces, demonstrating that this operator is 
v 
far from being easily understood in general situations. We will then give a short 
series of simple general results which, though perhaps not very powerful, at least 
make the study of H much simpler by demonstrating, for example, that H cannot 
be bounded on spaces which fail to have certain saturation properties. We then 
consider briefly the analogue of H for functions defined on the circle group T, 
and when this operator is bounded on rearrangement invariant spaces. This will 
give us a nice opportunity to use the transference results of Chapter 3 to obtain a 
new approach to inferring the boundedness in some cases not covered by previous 
results. We will also consider the related, but much simpler Hardy—Littlewood 
maximal operator, giving a similar but more concise treatment. 
In the final chapter, we combine the themes of the previous four chapters by 
reconsidering transference and the Hilbert transform in the context of vector—
valued functions. We look at transference first, giving a brief account of the 
main results in the vector setting before generalising them to obtain a new, but 
relatively simple theorem which exploits the geometry of the underlying function 
spaces in a way which is not evident in the classical setting. We then review the 
main results about the vector—valued Hilbert transform 7 - and the associated idea 
of UMD spaces, before concentrating on the special case of UMD Banach function 
spaces. Using the results of Chapter 2, 7 -( can be visualised as a type of scalar 
Hilbert transform on a mixed norm space, motivating the definition of a so—called 
"pointwise" maximal Hilbert transform. After formulating a transference theorem 
for these types of operators, we obtain a rather nice theorem demonstrating that 
the Hubert transform is bounded on every UMD Banach function space which 
has uniformly bounded translations. 
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Chapter 1 
Banach Function Spaces 
1.1 Introduction 
We begin the thesis with a rather leisurely introduction to the theory of function 
norms and function spaces, starting with a review of the main concepts and no-
tation from the literature, along with some very simple examples. In Section 1.3 
we spend some time discussing how certain classical tools apply in this more gen-
eral setting. In particular, we establish some simple results about dense subspaces 
akin to those we take for granted in Lebesgue II space theory. This interesting in-
teraction between measure and topology will eventually lead to some unexpected 
results, motivating us to introduce some new concepts. 
We then discuss a very special class of function spaces known as rearrangement 
invariant spaces, albeit from a slightly more general viewpoint than usual, before 
reviewing some well—known examples of such spaces. These not only serve to 
illuminate the ideas of this chapter, but will be extremely useful in future results. 
The topology ideas are revisited in more detail in Section 1.5, where we will 
study function norms over locally compact abelian groups, obtaining some rather 
technical results which will again prove very useful in future chapters. We also 
investigate the interplay between the boundedness of translation operators and 
the idea of saturation, obtaining more results for future chapters. These ideas 
naturally lead us to studying the class of weighted Lebesgue spaces, which will 
provide a useful source of examples, as well as settling some of the rather intrigu-
ing density problems we met in Section 1.3. 
Finally, in Section 1.7 we extend the theory of function norms in a standard way 
to vector—valued functions, a subject which will form an essential part of the next 
chapter. 
1 
1.2 Function Norms 
We begin by reviewing the fundamental ideas and results about function norms 
and function spaces. Throughout this chapter we will assume that (Il, E, p)  is 
a a-finite complete measure space, and we will denote by M() the space of 
measurable complex—valued functions on Q, and by M+(1) the cone of non—
negative functions in M(). 
Definition 1.2.1. A [0, oo]—valued function p defined on the functions in M() 
is called a function norm if it satisfies the following four properties: 
p(f + g) :5 p(f) + p(g) for all f, g e 
p(af) = ajp(f) for each f e M(1) and each a > 0; 
p(f) = 0 if and only if f = 0 almost everywhere; 
o(f) < p(g) if If 1 < Lc'I almost everywhere, 
where in (ii), and indeed throughout this thesis, we adopt the convention that 
0oo = 0. 
Our definition is taken from [40, p.  442], which collects together the essential 
results from the series of papers by Luxemburg and Zaanen in [27], which form 
the first and arguably definitive account of function norms presented in this way. 
It should be noted, however, that the above definition of a function norm is the 
'minimal' one possible, and in the literature extra properties are often added to 
the four we have stated. We shall mention some of these in due course. On the 
other hand, accounts of function spaces often remove property (iii), resulting in 
so—called function seminorms, though these will generally not concern us. Note 
however that for function seminorms, the "if" part of (iii) still holds as it follows 
trivially from (ii). As usual, we shall call condition (i) the triangle inequality. 
Given a function norm p defined for functions f E M+(l), we can always extend 
the domain of p  so that it applies to all functions in f E M () by simply defining 
p(f) = p(f). It is then easy to check that conditions (i) through (iv) of Definition 
1.2.1 hold for all such functions, with condition (ii) now generalised so as to apply 
to all complex numbers a. Indeed, in practice whenever we refer to function norms 
we will usually assume that they have been extended in this manner so as to apply 
to all functions f E M(Q) in this way. Any exceptions to this should be clear 
from the context. 
Vd 
We denote by L(1l) all those functions f e M(Z) with p(f) <00, where almost 
everywhere equal functions are identified in the standard way. Then by properties 
(i), (ii) and (iii) we see immediately that L(1l) is a normed vector space, and we 
call such spaces normed Köthe spaces. Property (iv) introduces an ordering 
structure on L() which makes it into a vector lattice, as studied in great depth 
in [22]. We shall generally not be interested in the theory of vector lattices, 
though we will use some standard results from this theory briefly in Chapter 2. 
Simple examples of function norms are provided by the familiar Lebesgue LP(1l, d) 
norms (for 1 <p < oo), along with their sequence space analogues £. We will 
look at two very general classes of function norms in detail in Sections 1.4 and 1.6 
respectively and, as will see, while both of these classes are in some ways direct 
generalisations of our basic LP spaces, they have completely different properties. 
Though interesting to study in their own right (and will illuminate many of the 
concepts we outline in this section), they will also be fundamental to the rest of 
this thesis. Norms defined using derivatives, such as Sobolev norms (see [4, p. 
336]), are generally not function norms, however, as they usually fail to satisfy 
condition (iv) of Definition 1.2.1 50 will not be studied here. 
Before continuing, we introduce some notational conventions for this thesis. Given 
a measurable subset E of Il, we shall abuse notation slightly by writing p(E) to 
denote p(XE),  where XE  denotes the characteristic function of the set E. This 
will not cause us any confusion as we will always name sets with capital letters 
and (measurable) functions with small letters. Also, we will denote by L(E) the 
"restriction" of L(1l) to E, i.e. the subspace of (equivalence classes of) functions 
f E L,() such that f(x) = 0 for almost all x t E. We will also write p(f(x)) 
to denote p(f)  in situations where this is appropriate. This "integral" style of 
notation will be very useful in Chapter 2 when we consider functions of more 
than one variable and want to emphasise which variable the norm is being taken 
with respect to. For this chapter, we will also make the convention that in proofs 
of theorems or general discussions, any sets chosen from measure spaces or any 
functions chosen similarly are assumed to be measurable, unless otherwise stated. 
Further notational conventions, including standard sets and algebraic operators 
are outlined in the "List of Notation" on page 149, and an index of most definitions 
made in this thesis can be found on page 150. 
We now spend the rest of the section outlining the standard results and termi-
nology concerning function norms. 
3 
Saturation 
If we define a norm p so that p(f) = oo whenever f is not almost everywhere 
zero, and with p(f) = 0 otherwise, it is easy to check that p satisfies the required 
condition for being a function norm, though is evidently of little use. Such a 
norm is said to be trivial. More generally, it is easy to construct norms which 
are trivial when restricted to some given subset of 11, such as the norm p over IR 
defined by 
00 
(f)=foo oo.If(x)Idx+J If(x)Idx,  
0 	 0 
since if E is any positive measure subset of (—oo, 0) we see immediately that 
p(E) = oo. Thus in some ways the set (—oo, 0) c IR is "bad", though by ignoring 
this part of JR there are plenty of positive measure sets E C R for which p(E) 
is neither 0 nor oo, and indeed, this decomposition extends to arbitrary function 
norms, as the following result from [40] demonstrates. 
Theorem 1.2.2. [jO, Theorem 2, p.454] Given a function norm p on .11, we can 
write Il = Qc, U 11sat  as a disjoint union of measurable sets such that 
for all measurable sets E c 1100 with p(E) > 0 we have p(E) = 00; 
for all measurable E 	11sat such that p(E) = 00, there exists measurable 
F C E of positive measure such that p(F) < oo. 
The sets 1100 and 11sat  are unique (up to sets of measure zero). This leads to the 
following set of standard definitions. 
Definition 1.2.3. We say that: 
1100 is the (maximal) purely infinite part of Il (with respect to p); 
11sat  is the saturated part of 11; 
p is non—trivial if /L(llsat) > 0; 
p is saturated if /(1l00 ) =0. 
Thus a norm p is trivial if and only if 10sat) = 0, and is saturated if and 
only if for every (measurable) set E with p(E) = 00 we can find F c E with 
0 <p(F) <oo. Note that any function f : 11 —* [0, oo] with p(f) <00 must be 
zero almost everywhere on the purely infinite part of 11, and finite on almost all 
points of the saturated part. To see this, suppose that f e L(1l) is not almost 
everywhere zero on 1100. Then we could find a set E C 1100 of positive measure 
such that CXE < f for some constant c > 0. But then p(f) ~: cp(E) = oo, which 
is absurd. A similarly trivial argument shows that f must be finite on sat 
Revisiting the example of p given in equation (1.1) above, the purely infinite 
part of JR is (—oo, 0) and the saturated part is I±, and hence p is non—trivial. 
Indeed, throughout this thesis we shall always assume that all function norms 
considered are non—trivial. In this case we are always guaranteed to be able to 
find a subset E c Q with p(E) > 0 and p(E) <oo, which is equivalent to having 
0 < p(E) <00. 
At this stage we introduce an alternative type of saturation which, though not 
new, has not previously been named or studied. 
Definition 1.2.4. We say that p is strongly saturated if p(E) <00 for every 
measurable set E of finite measure. 
Some references, such as [4] and [9], inherently include strong saturation as part 
of the definition of a function norm. We shall avoid doing this, though as we 
will shortly see, strong saturation holds automatically in certain types of spaces. 
Clearly, a strongly saturated norm is automatically saturated, though the converse 
is not true, as we shall see later (after Corollary 1.6.3) when looking at some 
general examples of function norms. However, it is worth noting that, in some 
sense, a saturated space is not too far from being strongly saturated, as the 
following simple lemma demonstrates. 
Lemma 1.2.5. Suppose that p is saturated. Let E ç 2sat have finite measure. 
Then for all e > 0 there is a measurable subset F c E with p(F) < oo and 
p(F) > a(E) - 
We shall give the proof, even though it can be obtained by simplifying some of the 
results in [40]. Note immediately from this lemma that if the image of t consists 
of isolated points, then a saturated space is automatically strongly saturated. 
Proof. This is obvious if 1i(E) = 0 so we assume otherwise. Let a = sup{ 1t(F) 
F c E and p(F) < 00 } and choose a sequence {F} 1 of subsets of E with 
p(F) < 00 and It(F) a. We can assume the sequence is nested by replacing 
F by u1 F c E. Then clearly, we still have that p(F) < oc and p(Fn ) I 
00 a. Now let F = U=1 F so that (F) = a. Suppose that a < A(E). Then 
(E \ F) > 0 so since E \ F c lsat, there exists H ç E \ F with 0 <p(H) <oc. 
However, for all suitably large n we have u(H U F) = u(H) + ,u(F) > a and 
p(H U F) p(H) + p(F) < oc, contradicting the definition of a. The result 
now follows in the obvious way. E 
Repeated applications of this lemma gives us the following corollary. 
Corollary 1.2.6. Given a function norm p, we can write 1sat  (up to a set of 
measure zero) as a countable' union of pairwise disjoint measurable sets {R} 
such that 0 < p(l), p(R) <00 for each n. 
Proof. First suppose that p(1sat)  is finite (and non—null since we are assuming 
p is non—trivial), so that P(11 sat) > 0. If P(sat) < oo then there is nothing 
to prove. Otherwise, by Lemma 1.2.5 we can find Q, 9 sat with p(i) < 00 
and /i(Ssat \ 1 ' ) < p(1lsat). Then P( 1 sat \ i) = 00 SO by applying 1.2.5 
again, we can find Q2 9 1sat \ i with p(c12) < oo and I4 sat \ ( i U 12)) = 
/-t(( sat  \ 111) \ Q) < /( sat \ 1 ' ) < /2(1 sat). Continuing in the same way we 
can, for each n, find a set Q, c 1sat \ ( Il ' U Q2  U . . . lfl_) such that p(Q,) <00 
and with ju(I sat \ 1J1 R) -p 0 as n -+ 00, as required. In the case where 1sat 
is a—finite but not finite, we simply decompose it as a countable union of finite 
measure sets and then apply the above argument to each of these in turn to obtain 
the required result. LI 
Completeness 
A normed Köthe space which is complete with respect to the metric induced by 
its norm p is called a Banach function space. However, norm completeness is 
usually not strong enough to allow us to handle Banach function spaces effectively. 
For example, when working with Lebesgue LP spaces, it is often essential to 
use tools such as Lebesgue's monotone and dominated convergence theorems. 
Analogous results need not hold for general function norms, even those which are 
norm complete. It is to this end that we define the following three notions which 
provide different "strengths" of completeness. 
Definition 1.2.7. We say that a function norm p 
has the Riesz-Fischer (RF) Property if for every sequence {f} 
00 of non-negative functions such that >, p(f) < oo we then have that 
p(>, f) <oo. (This is in fact equivalent to p(>I'1 fn) p(fn), 
as mentioned in [40, Thm. 1, p.  444]); 
has the strong Fatou (SF) Property if for every sequence {f} of non—n= 
negative functions in L(1l) such that fn (x) I f(x) for almost all x E Q, we 
then have p(f) I p(f); 
'countable shall always mean either finite or countably infinite, i.e. having cardinality less 
than or equal to that of N 
(iii) is absolutely continuous (AC) if for every sequence {f} 	of mea- n= 
surable functions decreasing pointwise almost everywhere to 0, and with 
p(fl) < oo, we have p(fn ) 1 0. 
These concepts are all standard and well—known. There is also the notion of a 
weak Fatou property, but this shall not concern us. We will give common examples 
of spaces having (or not having) these properties in Sections 1.4 and 1.6. In the 
mean time, we occupy ourselves with discussing how these concepts interact with 
each—other, along with some related trivial examples and counterexamples. 
First note that by [40, Thm. 2, p.  445], the RF property is equivalent to norm 
completeness. The SF property is the obvious analogue of Lebesgue's monotone 
convergence theorem for L' (a), and automatically implies the RF condition (see 
[40, Thm. 1, p.  446]). The converse, however, is false. For example, we can define 
the norm p on sequences x = {x} 1 by 
P(X) 
= I SUPnEN 1 Xnj  
00 
if x —* 0 as ri —* 00, 
otherwise. 
The resulting space (commonly known as co) is easily seen to be norm complete, 
but does not have the SF property as the sequence xm = ( 1, 1,... , 1, 0, 0,...) 
[where there are precisely m l's] in c0 has p(xm) = 1 for each m, whereas Xm i 
(1, 1, 1,...), which has infinite norm, so that the SF property does not hold. 
As we shall shortly see, the AC condition is an analogue of Lebesgue's dominated 
convergence theorem and is, in some sense, stronger than the SF property. How-
ever it implies neither the SF property nor the RF property. For example, the 
space c0 as defined above is trivially AC but, as noted, is not SF. On the other 
hand, while the Lebesgue sequence space £2  (as defined in the usual way) is AC 
and complete, by letting L denote the (non—closed) subspace of £2  consisting of 
all sequences which are ultimately zero, we then see trivially that while p main-
tains the AC property, it is no longer complete. Now that we have touched on 
the Lebesgue II spaces, it is useful to illustrate when the various completeness 
concepts apply in this setting. 
Example 1.2.8. The Lebesgue L"() spaces over any measure space Q , defined 
in the usual way, have the SF (and hence RF) properties whenever 1 < p oo, 
and the norm is AC when 1 <p < Do. 
We will discuss much more general classes of norms which include these spaces 
(such as rearrangement invariant spaces, and weighted spaces) in future sections, 
but in most practical cases they behave in the same way as LP spaces. 
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Having the AC condition is very desirable as it often allows us to establish whether 
certain subspaces (such as the continuous or simple functions) are dense, as with 
classical I)' space theory. We will study this in more detail in Section 1.3. How-
ever, it is worth pointing out a couple of general results about these norms. The 
first demonstrates that many common spaces are automatically AC. 
Theorem 1.2.9. [JO, P.  485, Thm. 2] If L(1) is reflexive and saturated, then 
p is AC and has the SF property. 
The AC condition implies the following, which is an obvious analogue of Lebesgue's 
dominated convergence theorem in this setting. 
Theorem 1.2. 10 (Dominated Convergence Theorem). Suppose that p is an 
AC norm and that {f} 0 1 is a sequence of functions in L(1) which converge al-
most everywhere to some function f, and that for all n EN we have that I fn 1 :5 g 
for some function g E L(). Then f E L,,() and p(f - f) -p 0 as n -+ oc. 
The proof of this follows quite easily from the definition of AC, and can be found 
(essentially) in [40, p.  477]. As we will use a similar argument later in Theorem 
1.7.7, we will not discuss this any further for the time being. Note that the 
converse to Theorem 1.2.10 holds, i.e. if p satisfies the dominated convergence 
theorem then it is AC. 
Associate Norms 
To end the section, we review the principal results about so—called associate norms 
and seminorms from [40]. 
Definition 1.2.11. Given a function norm p on a space Q, as before, we then 
define its associate seminorm p' by 
p'(f) = sup { f fgdp : p(g) < 1 }, 
for each function f E M() or M(1). The associate space L'(1) is then 
defined to be the collection of functions f E M(l) such that p'(f) < 00, with 
the usual identification of almost everywhere equal functions. 
It is easy to see that p' is a function seminorm, and that the modulus sign can 
be taken outside the integral if desired when p(f) is finite. Also, by iterating 
Definition 1.2.11 in the obvious way we can construct further associate seminorms, 
and we will denote the flth  associate norm by p(fl)•  We summarise the main 
properties of this from [40, p. 457]. 
Proposition 1.2.12. Let p be a function norm over ft Then 
p' is a norm if and only if p is saturated; 
p' always has the SF property; 
L',,() is a closed linear subspace of the dual space (L())*,  and the inclu-
sion can be proper; 
p' = (3) = (5) = 
p" 	= (6) = 
p" = p if and only if p has the SF property. Otherwise, L is a proper 
subspace of L'. 
One further fundamental result we will use is the following generalisation of the 
familiar result for Lebesgue II spaces. 
Theorem 1.2.13 (Holder's Inequality). If p is saturated and p(f)  and p'(g) 
are finite then f  E L 1 () and 
L fgd 	L fgjd 
1.3 Density Theorems 
When handling spaces such as LP(R) for 1 < p < oo, the fact that both the con-
tinuous functions of compact support and the space of simple functions are dense 
is often rather essential to have. This begs the natural question of whether these 
density results hold in more general Banach function spaces. Certainly, intuition 
derived from the proofs for Lebesgue L' spaces would suggest that we should con-
sider only AC norms, and we will shortly see that the simple functions are indeed 
dense in these circumstances. However, the result for the continuous functions is 
slightly counter—intuitive as it also requires a special variant of saturation called 
compact saturation, which we state shortly. Before proceeding, we should define 
exactly what we shall mean by a simple function. 
Definition 1.3.1. A simple function s : Il -* C is a function of the form 
s aiXA i  for some n E N, where a1 , a2,  a E C and {A} 1 is a 
collection of pairwise disjoint finite measure subsets of ft 
Our first density result is the following very simple theorem, which requires noth-
ing more than a complete saturated norm. 
Theorem 1.3.2. Suppose that p has the RF property. Then for each f E L() 
there is a sequence {a} 1 of functions in L(cz), each taking at most countably 
many values, such that p(f - a) —* 0 as n -* 00. 
Proof. By Theorem 1.2.2 and Corollary 1.2.6 we can write Q = Q,, U 1J2 1, as a 
countable union of pairwise disjoint sets with 0 <() <oo and 0 <p(R) <oo 
for each i. Also, by standard results about measurable functions, e.g. see [31, p. 
15], there is a sequence {s} of simple functions such that s(x) If(x)I and 
that .s(x) — f f(x) as n —* oo, for almost all x E ft In particular, we have that 
f (x) = s(x) = 0 for almost all x E c. For each fixed i, consider the function 
tin = If — s, I on 1,. By Egoroff's theorem [40, p.  132], gn converges to 0 almost 
uniformly. Thus, there is a set F21 c Qi with (R \ F2 i) < 1 such that g. - 0 
uniformly on F21 . Likewise, we can then find F2 ç Qi \ F21 with (F1 \ F22 ) < 12 
and g —p 0 uniformly on F22 . Continuing in this way, we can construct a pairwise 
disjoint sequence of subsets {Fim } m_i of I, with it(R \ (U' 1  F) < for eachrn  
m E N, and with g —p 0 uniformly on each Fim . As a result, we can write 
Qi = U=1 F23 with the property that g —* 0 uniformly on F23 . Let m e N. Then 
for each i and j, we can choose N(i,j,m) such that gN(i,j, m)(x) < 2_m2_i/p(ç) 
for all x e Fij . Define the function am almost everywhere by a m (X) = 5N(i,j,m)(X) 
whenever x e F23 , which evidently takes at most countably many values. Then 
for almost all x E Qi, I Um (X) — f(x)I = I 5N(i ,j,m)(X) — f(x)I < 2_m2_i/p(c) by 
the Riesz—Fischer property, we have that 
00 
Xf - Jm) = 	If — .Ii) < 
	22m() = 
as required, completing the proof. 	 . 
The obvious next step is to establish when the simple functions are dense. By 
considering spaces such as L°°(It) where this fails, it would seem appropriate to 
require that p be AC and, as the following result shows, this is indeed sufficient 
for a positive result. 
Theorem 1.3.3. If p is AC then the space of simple functions in L(1l) is dense 
in L(). 
Proof. This is just a rewrite of the classical proof. As in Theorem 1.3.2, given a 
non-negative function f E L,(1) we can construct a sequence {f} 1 of simple 
measurable finite functions increasing to f almost everywhere. Then by the Dom-
inated Convergence Theorem (1.2.10), p(f—f) —* 0 as n —p oo, proving the result 
when f > 0. For general complex—valued functions f, we decompose f as f = 
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fi —f2+i(f3  -f) with each function f2 non—negative for i = 1, 2,3,4. Then apply-
ing the above argument to each f2 yields four simple functions, say, 	, 
in L(Q) such that the simple functions {(s, - s2,) +i(s3, - 4,)}=i converge 
to f in L(1), as required. 	 D 
This improves Theorem 1.3.13 in [4, p.  19] which applies only to strongly saturated 
norms. Our approach is also somewhat more classical and straightforward. 
As mentioned in the introduction to this section, it is interesting to establish 
when the continuous functions of compact support are dense. Obviously, in order 
to proceed in this direction we require Q to have a suitable topology, so we shall 
assume that 1 is a locally compact u—compact Hausdorif Space, and that 11 is 
a regular Borel measure on ft We then define C(1l) to be the collection of 
continuous functions f: Q —* C with compact support. Well—known examples of 
such measures are those obtained by the Riesz Representation theorem (see [31, 
Ch. 2]), such as Haar measures on locally compact abelian groups, which we now 
define. 
Definition 1.3.4. A locally compact abelian (LCA) group C is an abelian 
group under addition with a Hausdorif topology under which G is locally compact, 
such that the addition and inversion operations are both continuous. 
We will denote the identity element of groups C by °G•  The most fundamental 
result concerning LCA groups is the following, a simple proof of which can be 
found in [18]. 
Theorem 1.3.5. If C is LCA then there is a regular Borel measure p on C called 
a Haar measure with the property that p(x+E) = i(E) for all Borel measurable 
sets E c G and all x E C. Moreover, any two Haar measures are unique in the 
sense that they differ only by a multiplicative constant. 
Since we are only considering u—finite spaces we will also usually assume they are 
also u—compact and, indeed, for the rest of the section we will assume that Q is 
a locally compact u—compact Hausdorif space with a regular measure ,a defined 
on the Borel sets of ft 
We now introduce a new type of saturation which, as mentioned earlier, will allow 
us to address when C(l) is dense in L(1l). 
Definition 1.3.6. A function norm p on 1 of the form described above is com-
pactly saturated if for every compact set K ç Q we have p(K) <oo. 
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Clearly, the class of strongly saturated spaces is included in the class of compactly 
saturated spaces, which in turn is included in the class of saturated spaces. As 
we will see from later examples, all of these inclusions are (in general) proper. 
For the time being, we now state our density theorem. 
Theorem 1.3.7. If p is absolutely continuous and compactly saturated then C(1l) 
is dense L(1Z). 
Proof. As with Theorem 1.3.3, we will only consider the case when f E L() is 
non—negative, as the generalisation to arbitrary functions then follows in exactly 
the same way. Also, by Theorem 1.3.3, we only need to consider simple functions 
f and we can furthermore assume that f has compact support. To see this, note 
00 that since Q is a—compact, we can write Q = U=1 K, with each K compact. 
Then given n E N, by defining f to be the restriction of f to K 1 U K2 U . . . K, 
it is clear that f, tends to f pointwise, so by dominated convergence we have 
p(f) -+ p(f). Hence, such simple functions of compact support are dense. 
Thus we will assume that f is a non—negative simple function supported on a 
compact set K. Then clearly, f is bounded. Let J be a compact set whose 
interior contains K and, by Urysohn's Lemma ([31, p.  39]), let u : Q - C be a 
continuous function which is 1 on K, 0 outside J and with 0 < u(x) < 1 on J\K. 
Then, given n e N there is, by Lusin's theorem ([31, p.  55]), a function gn E Cc() 
such that 	IfII and 1i(E) < 1/n, where E := { x e Il : f(x) gn (X) }. 
Since f ~: 0, we can replace gn  by the non—negative continuous function max(gn , 0) 
without altering E. Now split En up by letting E, = E fl K, E n2 = En fl (J\ K) 
and E, = E \ J. In order to ensure that En is not scattered over Q , we "improve" 
gn by defining h(x) = u(x)gn (x) < gn (x). Then, we have that IIhnIoo :!~ 11f 11007 
and as before we define the error set F := { x e Q : f(x) 	h(x) } and split 
into the three parts F, Fn2 and Fn3 in exactly the same way. Inside K, gn  and 
hn  are equal, so that Fnl = E. On J \ K, f = 0 so that if h(x) f(x) then 
h(x) 	0 which, in turn, says gn (x) 0 so that g(x) f(x). Thus Fn2  c E. 
Finally, outside J, hn = f = 0 SO F is empty. Hence F is contained in both 
J and E, so that ,a(F) < 1/n. Now as Q is compactly saturated we have 
p(J) < oo so, by applying the dominated convergence theorem to the functions 
{ XFflJ} which are bounded by Xi E L(1) and decrease to zero, we see that 
p(F) = p(J fl F) -* 0 as n -* oo. Thus given E> 0, by choosing n sufficiently 
large so that p(F) <E/2IfII, we obtain p(h 
- f) 	+ 11f l)p(F) < 
as required. 	 D 
This theorem generalises a result of [4] which only applies for the subclass of 
rearrangement invariant spaces, which will be described shortly in Section 1.4. 
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As we will then see, compact (and indeed strong) saturation holds automatically 
so in those spaces it is not obvious from the result in [4] that some kind of 
saturation should be required in this general case. Of course, it is natural to 
ask whether the result of Theorem 1.3.7 still holds if we remove the compact 
saturation requirement and assume that p is just saturated (and AC). However, 
we will soon see that this is not the case. From an intuitive point of view this is 
initially surprising, though an example will have to wait until Theorem 1.6.7, as 
we must study weighted LP spaces first. 
Before leaving this section, note that an alternative definition of compact satu-
ration is the following trivial characterisation which essentially says that, when 
restricted to compact sets, L°°(f) is embedded in L(1l). An entirely analogous 
result involving strong saturation can be formulated too, if desired. 
Lemma 1.3.8. The function norm p is compactly saturated if and only if for 
every compact set K there exists BK <oo such that for all measurable f we have 
P(fXK) < BK ess sup I f(x)l, 
xEK 
which is equivalent to there being, for each compact set K C Q , a continuous 
embedding 
L°°(K) c-p  L,,(K). 
Proof. Trivially, if f is measurable and K compact then 
p(fxK) :!~ p(K) ess sup I f(x)l. 
xEK 
If p is compactly saturated, let BK = p(K). Conversely, letting f = XK gives 
p(K) < BK < oo, showing that p is compactly saturated. 	 D 
1.4 Rearrangement Invariant Spaces 
We now look at the first of two very general and well—studied classes of Banach 
function spaces, namely the class of rearrangement invariant (r.i.) spaces. From 
an intuitive point of view, these are simply function spaces (traditionally having 
the SF property) with the property that the norm of a function does not change 
if its x—values are permuted, at least in an appropriate way. These spaces have 
been well—studied in the literature, as the extra structure provided by the rear-
rangement invariance allows some rather interesting results to be obtained which 
are not feasible in the general case. For example, in 1967 Boyd [9] characterised 
the r.i. spaces on which the Hilbert transform is bounded, a topic which will be 
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described in more detail in Chapter 4. In Chapter 3 we will also exploit the 
rearrangement invariance to formulate a transference theorem for such spaces, 
generalising previous results for Lebesgue II spaces. 
For the time being though, we simply outline the basic theory of r.i. space's, before 
going on to summarise some specific examples of r.i. spaces. We begin with some 
definitions. 
Definition 1.4.1. Let (1, E, /L) be a a-finite measure space. Given a measurable 
complex or [0, oo]-valued function f on Q, we define its distribution function 
Af to be 
A 1 (y) = ii({x E Q : If(x)I > y}) 
for each y> 0, and its non-increasing rearrangement f : 	-* [0, oo] to be 
the right-continuous inverse of A 1 , i.e. 
f*(t) = inf{y >0: A f (y) < t} 
for each t > 0, where we adopt the convention inf 0 = oo. Finally, we say that 
two such functions f, g are equimeasurable if 
f* = 
The essential properties of the non-increasing rearrangement are summed up in 
the following theorem. 
Theorem 1.4.2. [.4, P. 4 11 If f, g, and f (for each n e N) are all measurable, 
then: 
f* is non-negative, decreasing and right-continuous on 
if If I < I  I a. e- then f * <g* ;  
(af)* = alf* for each a E C; 
ifIf 1111 asm - 00 then f 11* ; 
(f * ) * = f*, i.e. f and f* are equimeasurable. 
Note however that f 	f is not sublinear. We are now in a position to define 
what it means for a function norm to be rearrangement invariant. It is traditional 
to study only norms with the SF property in this context, and we too will adhere 
to this as the SF property is necessary for most standard results to hold. 
Definition 1.4.3. We say that a norm p with the SF property is rearrange-
ment invariant if p(f) = p(g) whenever f and g are equimeasurable. 
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From a historical point of view, rearrangement invariance was first studied for 
norms on R or Z only, though the definitions work in the same way over an 
arbitrary measure space. However, some desirable properties which apply in IR 
and Z do not apply in this generality so we restrict our study to so-called resonant 
spaces. 
Definition 1.4.4. [4, p.  45] A a-finite measure space Q is resonant if for all 
measurable functions f, g on 11 which are finite a.e., we have 
sup in fId/i = f f*(t) g*(t)dt , 	 (1.2) 
where the supremum is taken over all functions equimeasurable to g, and dt 
denotes the Lebesgue measure on R+. 
If we remove the assumption that C is resonant, the equality (1.2) weakens to 
a result which we shall briefly exploit later in this chapter. As we will soon 
see, most "nice" spaces are resonant. 
A useful characterisation of resonance is the following theorem from [4]. First 
recall that a measurable set E c l of positive measure is an atom if for every 
measurable subset F c E we either have (F) = 0 or (E\F) = 0. In particular, 
E is an atom if and only if it cannot be decomposed into two sets which both 
have strictly positive measure. We then say that 12 is non-atomic if it contains 
no atoms, implying that sets can always be split in the way just described. Al-
ternatively, 12 is said to be purely atomic if it can be written as a countable 
union of atoms. 
Theorem 1.4.5. [4, p. 51] 12 is resonant if and only if it is either non-atomic, 
or is purely atomic with all atoms having equal measure. 
This characterisation of resonance allows us to show that the class of resonant 
spaces includes all (suitably small) LCA groups, as stated below. This is perhaps 
not surprising as it is well known that the Haar measure is either discrete (cor-
responding to the purely atomic case) or continuous (the non-atomic case). Our 
proof takes a slightly different approach though, containing some ideas which will 
be of use later on. 
Proposition 1.4.6. Every locally compact a-compact abelian group C equipped 
with Haar measure is resonant. 
Before proving this we need the following basic observation about LCA groups, 
which will also prove useful in later sections. 
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Lemma 1.4.7. Let E, F c G be measurable sets with positive measure. Then 
there exists x E C such that ,u((E + x) fl F) > 0, where i, as always, denotes the 
Haar measure on G. 
Proof. Using the translation invariance of i and Fubini's theorem we have the 
simple calculation 
f ((E + x) fl F)d(x) = fG fG 
= L (L XYE(X)d(X)) XF(Y)d(Y) 
= 	- E)xF(y)d(y) 
= (E) fG xF(y)d(y) 
= 1(E)p(F) > 0. 
Hence ,a((E + x) n F) > 0 for some (indeed, a positive measure set's worth of) 
xEG. 	 LI 
Proof of Proposition 1.4.6.  If G is non—atomic, the result is then immediate from 
Theorem 1.4.5 so we shall suppose otherwise that C contains an atom A. By 
Theorem 1.4.5 it is sufficient to show that G is a countable union of such atoms, all 
having equal measure. Clearly, by the translation invariance of the Haar measure 
, for each x e C the set A + x must also be an atom. Thus if E c G has finite 
measure, then by Lemma 1.4.7 there is an x E C such that p(E fl (A + x)) > 0. 
But since A + x is an atom we must then have A + x c E. Repeating this 
argument with the set E \ (A + x), we obtain another translate of A contained in 
E\(A+ x).  Continuing this process will clearly terminate after finite time, so that 
E is a finite union of atoms. Then since G is a countable union of finite measure 
sets, it is therefore a countable union of atoms, all having equal measure. LI 
Another direct application of Theorem 1.4.5 is the following useful technical tool 
which ensures that given a set E in a measure space, we can always find a subset 
of prescribed measure, subject, of course, to the obvious restrictions. Whilst not 
particularly interesting, this will be used frequently in this thesis so is perhaps 
worth stating as a lemma. 
Lemma 1.4.8. Let E c Q be a measurable subset of a resonant space ft 
(i) If Il is non—atomic then for all a such that 0 < a < p(E) we can find a 
measurable subset F C E with 1(F) = a. 
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(ii) If ci is purely atomic with all atoms having measure c E (0, oo) then for 
each a = 0, 1, 2,... , p(E)/c, there is a subset F c E with p(F) = Ca. 
As this result is quite standard, we omit the proof. This does, however, motivate 
the following example. 
Example 1.4.9. Suppose that Il is a resonant measure space and that p is a r.i. 
norm over Q. If E and F are arbitrary measurable subsets of Il with equal measure 
t, say, then (X E)* = (XF)* = X[o,t] so that by the definition of rearrangement 
invariance, we then have p(E) = p(F). Thus the norm of a set depends only on 
its measure. Moreover, if we now assume that 1t(E) (F) then by Lemma 1.4.8 
we can find a measurable subset H c F with 1t(H) = j(E). Correspondingly, 
p(E) = p(H) < p(F). Hence, as we might expect, the norm of a set increases 
with its measure. This motivates us to define a non-increasing function , called 
the fundamental function of p, by the formula 1(t) = p(E), where E is any 
set of measure t. 
We will discuss the fundamental function properly on page 19, reviewing the 
main results from [4]. However, in that text (along with [9]) it is assumed that 
all function norms p are strongly saturated which, though generally restrictive, 
is quite desirable for r.i. norms as it implies that 41(t) is finite whenever t is. 
Moreover, [4] and [9] both include a second extra condition in the definition of a 
function norm, requiring that for each measurable set E of finite measure there 
is a constant CE <oo such that 
JE f dy < CEP(f) 	 (1.3) 
for all non-negative measurable functions f on Q. Whilst these are not conditions 
which we choose to adopt in general, it is reassuring to point out that they 
actually hold automatically when p is r.i. and the space Il is resonant, as we now 
demonstrate. This therefore allows us to use results about r.i. norms from [4] and 
[9] without requiring us to assume any conditions on p other than the ones we 
started with. We begin by showing that strong saturation is automatic for r.i. 
norms. 
Proposition 1.4.10. An r.i. norm p over a resonant measure space ci is strongly 
saturated. 
Proof. We consider first the case when ci is non-atomic. Since ci is non-trivial, 
there is a set E c cisat with 0 < p(E) < oo. If p was not saturated we could 
choose F c ci with ji(F) > 0. Since ci is non-atomic there is, by Lemma 1.4.8, 
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a set C c F such that 0 <(G) <(E) and, since F c 	we must have that 
p(C) = 00. But then by the discussion in Example 1.4.9, since Q is resonant 
we have p(G) < p(E) < oo, which is a contradiction. Hence p is saturated. 
Now let E be any measurable set with ,a(E) < 00. By Lemma 1.2.5 there is 
F C E with (F) > (E)12 and p(F) < oo. Thus 1i(E \ F) <(F) so that 
p(E \ F) <p(F) <oo, thus p(E) < p(F) + p(E \ F) <oo. Hence p is strongly 
saturated. 
Finally, we consider the case when 1 is purely atomic. As above, there is E C Q,"t 
with 0 < p(E) < oo, so that each atom A C E has p(A) < oo. Since all atoms 
have the same measure, they must therefore have the same finite p—norm. Thus 
an arbitrary set E with (E) < oo is a finite union of atoms so that p(E) <00. 
Hence in this case too, p is strongly saturated. 
To show that condition (1.3) holds, we simply apply Proposition 1.4.10 to the 
associate norm p', though we must first check that p' is itself an r.i. norm. While 
this is dealt with in [4, Prop. 11.4.2, p.  59], it is sensible to give a proof here so as 
to allay any fears that their proof may implicitly use condition (1.3). To check the 
rearrangement condition, let f and g be equimeasurable functions on ft Then 
by the definition of p' and the rearrangement invariance of p, we simply have 
	
p'(f) = sup {suJ If 	 (1.4) 
p(h)<1 v-h 2 
where the inner supremum is taken over all functions h equimeasurable to h. 
However, by applying the definition of resonance to the inner supremum in (1.4), 
we have that 
p'(f) = sup f f*(t)h*(t)dt p(h)<1 0 





which, by reversing the argument above, is precisely p'(g). The fact that p' is 
SF follows from Proposition 1.2.12(u) and hence p' is indeed r.i. Thus applying 
Proposition 1.4.10 to p' we have that p' is also strongly saturated which, as the 
following result about arbitrary associate norms demonstrates, is equivalent to 
condition (1.3) holding. 
Lemma 1.4.11. An associate norm p' is strongly saturated if and only if for 
every measurable set E with p(E) <00 there is a constant AE <Do such that 
JE If IdIL AEp(f) 	 (1.5) 
In 
for every f E L(1l). An analogous result about compact saturation holds if we 
replace all sets E here by compact sets K. 
Proof. Suppose that p' is strongly saturated. Then given a finite measure set 
E c Q, define AE = p'(E) <oo. Then for each f e L(l) we have, by Holder's 
inequality, 
JE 
If Idp = in If xEd :5 P(f)p'(XE) = 
which shows that inequality (1.5) holds. Conversely if (1.5) holds then for each 
set E with /.L(E) <00 we have 
d(E) = SUPJ If I dtt < sup AEp(f), 
where the two suprema are taken over all f with p(f) 1. Consequently, p(E) < 
AE < oo, showing that p' is strongly saturated. 	 U 
Thus in summary, if p is a r.i. norm over a resonant space 1 then it is automatically 
strongly saturated, and condition (1.3) holds, so from now on we can use results 
about such norms from [4] and [9] as required. Another way of visualising these 
two conditions is that for each set E of finite measure, we have the continuous 
embeddings 
L°°(E) 	L,(E) -* L 1 (E). 	 (1.6) 
This is evident from Lemma 1.4.11 and the obvious analogue of Lemma 1.3.8 for 
strongly saturated norms. 
The Fundamental Function 
We now present the ideas introduced in Example 1.4.9 formally. 
Definition 1.4.12. [4, p.  65] If p is a rearrangement invariant norm over a res-
onant space Q, we define its fundamental function 	Im(,i) -* [0, oo] by 
I(t) = p(E), 
where E is any measurable set with (E) = t. 
The basic properties of I are summarised in Theorem 1.4.14. We first make a 
further definition. 
Definition 1.4.13. A function 1 defined on a subset of [0,00) is quasi-concave 
if it is non-decreasing, 1(t) = 0 if and only if t = 0, and t -* 4(t)/t is non-
increasing. 
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Clearly, if I is quasi—concave then it is automatically continuous on R+,  since 
the only possible discontinuities are jumps which cannot occur if 1(t)/t is non—
increasing. 
Theorem 1.4.14. [4, Coy. 11.5.3 (p. 67)] Let p be a r.i. norm over a resonant 
space ft Then the fundamental function I is quasi—concave so is continuous, 
except perhaps at 0. Also, we have that 
= t 
for all t E Im(p), where IDP, denotes the fundamental function of p'. 
Examples: Lorentz Spaces 
Aside from the obvious Lebesgue spaces, the first specific examples of r.i. spaces 
were introduced by Lorentz in his 1950 paper [23]. These were then generalised 
by Hunt in 1967 (see [20]) with the creation of L'(TR) spaces, and since then 
there have been further generalisations, some of which can be found in [4]. In 
this section, we will give a brief account of the most important results about 
these spaces, as they provide a rich source of examples which will be of use in 
subsequent chapters. 
Once again we shall let (l, E, ,a) be a resonant measure space. Given a function 
f E A4 (Q) we define its integral mean to be the function f** : -* [0, oo] 
given by 
1 f**(t) = T J (1.7) 
which should not be confused with (f * ) * = f* One advantage this operator has 
over f* is that f 
f** is sublinear, making the creation of norms involving f** 
much easier. Notice rather trivially that f* (t) < f** (t) for all t > 0, though 
there is no such estimate with the inequality reversed. However, one fundamental 
result in this direction is Hardy's inequality, which states that 
If IILP(R+) 	
p 	If*IILp(R+), 
p — i 
for all measurable functions f on T, with p/(p - 1) being the best possible con-
stant. The proof is essentially an application of Jensen's theorem for convex 
functions (see [37, Ch.2, Sec.4, Ex.2]), and this method underpins the proofs of 
some of the results we state in Theorem 1.4.15 below. 
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Now suppose that 0 : (0, oo) -* (0, oo) is a measurable function, and let 1 <q < 




/ p00 	 \i/q 
If IIq = ( J /(t)f**(t)dt 
In the case of q = oo we define the obvious analogies, namely 
= ess sup (t)f*(t) , 	 ( 1.8) 
t>O 
and 
Ifllcoo = ess sup q5(t)f**(t) . 
t>o 
Correspondingly, we denote by L,q () the space of such f with  If IIq < oo, with 
L(cl) , Loo() and  L()  defined in the analogous way for the "norms" II•IIq, 
11.11,*500 and respectively. This last space is often known in the literature 
as M(l), which follows the original naming convention of Lorentz. Particularly 
important and well—studied examples of functions 0 are given by 
q 
pq(t) = -t 
p 
for 1 p, q < oo and 
g5 00 (t) = t 11P 
for 1 <p < oo. The corresponding "norms" will then be denoted by II•Jq' IIIIpq, 
and respectively, and the resulting spaces of functions with finite 
"norm" will be denoted by L(c) ,  LP() L°°() and IY°°() respectively. 
These spaces, also named after Lorentz, were first introduced and are studied in 
great depth in [20]. The following theorem collects together the essential results 
about these, and some more general, norms. 
Theorem 1.4.15. The following properties hold for II q  and H çL, q : 
All "norms" satisfy all the requirements of being a function norm, except 
perhaps the triangle inequality. They all satisfy the SF property and are 
rearrangement invariant. 
If q < oo, then II•IIq and III1q5q are always AC. 
When q < oc, if cb satisfies 
ft 




f, O(S)ds < oo 	 (1.10) 
for all t > 0 then IjI q  is a norm. 
If 0 is quasi-concave then 	is a norm. 
If is non-increasing and satisfies (1.9) for some t > 0, then 	is a 
norm, for each q < 00. 
In the case of the 	and 	spaces, we also have the following: 
If 1 < q :5 p < oo thenI•II;q  is a norm and is equal to the Lebesgue II - JI q 
norm when p = q. 
If 1 <p < q < oo then IIq is a pseudo-norm, i.e. it satisfies properties 
(ii), (iii) and (iv) of Definition 1.2.1 and a weaker form of (i) in that there is 
a constant C> 0 such that p(f+g) C(p(f)+p(g)) for each f,g E A4 (Q). 
If p> 1 and 1 < q < oo then 	and IMpq  are equivalent norms. (This pq 
is false if p = 1 as each L'' space is trivial.) 
If  <p < oo and 1< q < oo, or  = q = 1, or  = q = oo, then the 
associate space of LP()  is LP''(cl)  where p', q' are the conjugate exponents 
to p, q as defined in the usual way. If 1 < p < oc and 1 < q < oo, or 
p = q = 1, then the dual space of LP(f)  is  LP''(c) 
If p> 1 and 1 < q1 <q2 < oo, we have LPq 1 C pq The inclusion is proper 
if 1 is either non-atomic, or infinite purely atomic. 
For 1 <p, q < oo, the fundamental function of Lpq is given by 




We briefly point out the main ideas and sources of the proof. 
Proof. Assertions (i) and (ii) are easy exercises. The triangle inequality in (iii) 
is easy to verify since f f** is sublinear - conditions (1.9) and (1.10) merely 
ensure that the space is non-trivial. (iv) is from [4, Prop. 11.5.8, p.  69]. (v) follows 
in the same way as (iii) but is simpler as (1.10) holds automatically when 0 is 
non-increasing. The first claim of (vi) follows from (iii); the second is obvious. 
The proof of (viii) is similar to that of Hardy's inequality - see [20, p.  257] for 
full details. (vii) follows from (viii). (ix) can be found in [4, Thm. IV.4.7/8, 
p.220]. For (x) see [20, p.  255]. (xi) is a straightforward integration. El 
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1.5 Function Norms over Groups 
We now temporarily leave our series of examples to look more closely at function 
norms defined over groups, so let us once again assume that G is a u—compact 
LCA group with Haar measure p, and let p be a function norm over C. We will 
begin by exploiting this extra structure to obtain a couple of technical results 
about the behaviour of norms over groups, allowing us to infer some very simple 
conditions on when certain operators can be bounded on these function spaces. 
These observations will prove rather useful, as they apply to many of the operators 
we will be looking at in subsequent chapters. We will then discuss briefly the 
boundedness of translation operators on these function spaces. 
Our first result, though, is the following comment which allows us to exploit the 
group structure so as to localise some of the "badness" of a set B with p(B) = 00 
to an arbitrarily small open set round some point (possibly "oo"). 
Proposition 1.5.1. Let B c C be a measurable set with p(B) = oo. Then either 
for every open set U containing Oc  there exists x E B such that 
p(Bfl(U+x))=oc, or 
for every compact set K c C we have p(K fl B) <00 and p(B \ K) = oc. 
Proof. Given a compact set K let BK = B fl K and FK = B \ K. Then xn = 
XBK + XFK so that oo = p(B) p(BK) + p(FK) hence at least one term on the 
right hand side is infinite. If p(BK) < oo for all K, then this is simply (ii) and 
we are done. Otherwise, p(BK) = oc for some compact K. Let U be an open 
set containing Oc•  By the compactness of B fl K, we can cover BK by a finite 
number of sets of the form B fl (U + x2 ) for some x 1 , X2, Xn E B. Thus by 
applying the triangle inequality, 
00 =p(BK) 	p(Bn(U+x)), 
so that at least one term in the right hand side must be infinite. Thus for some 
Xi, p(B fl (U + x2 )) = cc, showing that (i) holds. 	 El 
From this, we obtain another technical result, which shows that in any non—
compactly saturated space we can always find two separated open sets I and J 
such that p(I) = cc (i.e. I is "bad") whereas J has a "nice" subset N on which p 
is finite. As we will soon see, this observation is essential for showing that certain 
operators cannot be bounded on non—compactly saturated spaces. 
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Proposition 1.5.2. Suppose that L(G) is not compactly saturated. Then there 
are relatively compact open sets I, J c G, and a measurable subset N C J such 
that 
ifli=O; 
0 <p(N) <oo; 
p(I) = 00. 
Before giving the proof, note that we cannot expect N to be an open set itself, 
even if we assume that p is saturated. An example of this will be given later - 
see Theorem 1.6.7. 
Proof. Since p is not compactly saturated there is a compact set K c C with 
p(K) = oo, and by the non—triviality of p there is a set E with p(E) > 0 and 
p(E) <00. Set B = K \ E. Then B and E are disjoint, so that oc = p(K) :~ 
p(B) + p(E fl K), and as p(E fl K) <oc we must therefore have p(B) = oo (and 
hence p(B) > 0). Now, since B C K and p(B fl K) = p(B) = 00, if we apply 
Proposition 1.5.1 to the set B (as we will do shortly) then outcome (i) of that 
proposition must occur. 
We now claim that we can find an open set V c C with it(V) <(E). This is 
immediate in the purely atomic case as the topology is discrete so that E is itself 
open. In the non—atomic case use Lemma 1.4.8(i) to choose a set F C E with 
1u(F) = p(E). Then by the outer regularity of i, i.e. 1u(F) = inf{(V) : F ç 
V, V is open }, we can clearly choose an open set V with p(V) <i(E), proving 
the claim. 
By the inner regularity of p and [31, Thm. 2.7, p.37] there is a compact set C 
with (C) > 0 and an open set U with C C U c U ç V. Thus by Proposition 
1.5.1(i) there is x E B with p(B fl I) = oo, where I := U + x. Then obviously, 
p(I) = oc and (I) = (U) < p(V) <i(E). We now claim that (E \ I) > 0, 
since otherwise we would have M(E) = p(E n I) < u(I) < (E) so that E 
and I are equal (with the exception of a set of measure zero) and hence that 
0O = p(I) = p(E) <oc, which is a contradiction. Thus it(E \ I) > 0 as required. 
Now, by inner regularity again, choose another compact set D c E \ I with 
,a(D) > 0. Then as E \ I is contained in the open set G \ I, we can find an open 
relatively compact set J such that D C J C J C C \ I. Finally since D C J n E, 
by defining N := J fl E we thus have ,u(N) > p(D) > 0 and p(N) p(E) <oc, 
completing the proof. LI 
A simple, but very useful application of this result is the following, which demon- 
strates that if p is not compactly saturated then operators on L P (C) which 
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"spread" small sets out (in some sense) cannot be bounded. As we will see in 
Chapter 4, fundamental examples of such operators include the Hilbert Transform 
and the Hardy-Littlewood maximal function. 
Proposition 1.5.3. Suppose T: L(G) -+ L,(G) is a bounded operator such that 
for every pair of open relatively compact sets I, J c G with I fl J = 0 we have 
ess inf ITX A (x)l > 0 
xEI 
for every non-null set A c J. Then p is compactly saturated. 
Proof. Suppose p is not compactly saturated. Then by Proposition 1.5.2 there 
are open relatively compact sets I, J c C and a measurable set N C J such that 
I n J = 0, 0 < p(N) < oo and p(I) = oo. In particular, N is non-null and 
XN e L(G), so we have 
c := ess inf ITxN(x) I > 0, 
xEI 
and hence p(TXN) ~! p(xITXN)  ~! p(cxi) = cp(I) = oo. Thus p is not bounded. 
D 
In the special case when C = IR, there are a couple of simplifications to these 
last two results which are worth mentioning. First note that in Proposition 1.5.2 
we can assume that J is a bounded open interval since otherwise, by monotone 
convergence of f t, we can intersect N and J with some some bounded interval K 
so that 1i(N fl K) > 0 and hence still have 0 <p(N fl K) <00. As a result, we 
can then relax Proposition 1.5.3 slightly so that we are only required to consider 
the cases when J is a bounded open interval. 
Translations 
One natural class of operators on L(C) which exploit the additive structure of C 
is given by the group of translation operators {T}G, where for each f e M (G) 
and each u E C we define the translation of f by u to be 
Tf(x) = f(x + u) 
for each x E C, in the obvious way. As it is not necessarily true that Tu is 
bounded from L(G) to LP (C) for all (or even any) u 54 Oc,  we categorise the 
good behaviour (or otherwise) of Tu in the following definition. 
Definition 1.5.4. We say that L(G) 
(a) is translation invariant if p(Tf) = p(f) for all f E L(G) and all u e C; 
25 
has uniformly bounded translations if there exists C < oo such that 
p(Tf) CPU) 
for all  E L(G) and all  E C; 
has bounded translations if IITII <00 for all u e G. 
Clearly (a) implies (b) and (b) implies (c), so the conditions are in arranged in 
order from least general to most general. Note also that a rearrangement invariant 
norm is automatically translation invariant, since (Tf)* = f* for all u E C and 
f e M (G). However, the converse is not true as the following simple example 
demonstrates. 
Example 1.5.5. Consider the space Co (R), an analogue of c0 , where we define 
If II - I IIfM 	if f(x) = 0 for almost all x outside some compact set K, oo otherwise. 
This norm is, by definition, compactly saturated but is not strongly saturated 
00 since the finite measure set E U=1 [n, n + 1/n2 ] is not contained in a compact 
set so has infinite norm. Similarly, the norm is evidently translation invariant but 
not rearrangement invariant as the norm of E is clearly infinite, whereas E is the 
rearrangement of a compact interval and such intervals have unit norm. Another 
simple example of a norm which is translation invariant but not rearrangement 
invariant is the following, defined for measurable functions f on R by 
PM = f max(lf(x)l If(x + 1)1 + If(x)I)dx 
which is perhaps amenable to further generalisation. 
When we study weighted LP norms (which are less well—behaved than r.i. norms) 
we will also see that the three inclusions in Definition 1.5.4 are proper, though 
(a) and (b) are essentially the same, as given a norm p with uniformly bounded 
translations, it is easy to show that defining 
= sup p(Tf) 
uEG 
leads to a translation invariant norm equivalent to p. We omit the details. 
In Proposition 1.4.10 we observed that r.i. norms are automatically strongly sat-
urated. We now show that similar (but progressively weaker) saturation results 
hold as we relax the assumptions on translations. We begin with the weakest 
result. 
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Proposition 1.5.6. If L(G) has bounded translations then p is saturated. 
Proof. Suppose otherwise. Let G be the maximal purely infinite part of C 
with respect to p and let Gsat be the saturated part, as before. Then C = 
C U Csat with (G) > 0 and p(Csat) > 0 and, as always, there is F ç Gsat 
with 0 < p.(F), p(F) < oo. By Lemma 1.4.7, there exists u e C such that 
a((F + u) fl G) > 0. Then p(T_xF) = p(F + u), which is infinite since XF+u is 
positive on a subset of G with positive measure. On the other hand, p(F) <00. 
Hence IIT_II = 00 for this particular u, which is a contradiction. D 
By adding a further assumption (which perhaps seems rather artificial), the result 
is somewhat strengthened. 
Proposition 1.5.7. If p has bounded translations and there is an open set U c C 
with p(U) < oo then p is compactly saturated. 
Proof. This follows trivially from the definition of compactness, for we can cover 
any compact set K by a finite number of translates of U. Hence we have p(K) 
p(U) Eu IlTu ll, where the sum is taken over finitely many elements u in C, so that 
p(K) <00 as required. 	 LI 
If we now assume that the norm is uniformly bounded and has the SF property, 
then we can indeed find an open set U c G to satisfy Proposition 1.5.7. 
Proposition 1.5.8. If p is a SF norm over C with uniformly bounded transla-
tions then there is an open set U ç C with p(U) < 00. Thus in particular, p is 
compactly saturated. 
Proof. Let F c C be some set with 0 <p(F) <ac. As C is assumed a—compact, 
there is a compact set K such that 0 < p(K fl F) < 00 so we will assume from 
now on that F has been replaced by F fl K. Let U C C be relatively compact. 
Then U - F C U - K which is compact. Now for all t E U we have 
JU_F X+F(t)d(u) = fu-F X_F(u - t)du = f  (U-t)--F 
and since tE U we have OE U - t and so —F c (U - t) - F. Thus, 
= F 	 I(U-t)-Ff X_F(u)du 	 UX_F(u)du = f -F X+F(t)du, - 
so by multiplying the left and right hand sides of this by X U and then taking the 
p—norms with respect to t we obtain 
p(U)(F) < Pt (f Xu(t)Xu+F(t)du).  
27 
By a result of Chapter two, namely the generalised triangle inequality (Theorem 
2.4.9), we can bound inequality (1.11) above by interchanging the p—norm and 
the integral to give 
p(U)(F) :~ JU-F p(xUxU+F)du  L IIT_Mp(F)du < C(U - K)p(F) <00, 
where C = SUPUEC IITl < oo. Hence p(U) is finite, so the requirements of 
Proposition 1.5.7 hold, and thus p is compactly saturated. (Note that as well 
as using a result from the next chapter, we have glossed over any worries about 
whether the function being normed on the right hand side of inequality (1.11) is 
indeed measurable. This, and similar measurability arguments, will be cleared up 
at the beginning of Chapter 2 - as we will see, the fact that p has the SF property 
ensures that the function being normed in (1.11) is indeed measurable.) D 
Once we have studied weighted II spaces, we will see in Example 1.6.6 that the 
converse of this result is false, as even strong saturation does not automatically 
imply that translation operators are bounded. 
Before ending this section, we present a final result on the continuity of translates 
which will prove useful in Chapter 5 when we consider vector transference. 
Proposition 1.5.9. Suppose that p is a AC, SF norm over G with uniformly 
bounded translations. Then the map u i-* T (u e G) is strongly continuous on 
L(G). 
Proof. By Proposition 1.5.8, p  is compactly saturated and since p is also AC, 
Theorem 1.3.7 shows that C(G) is dense in L(G). Thus we can simply check 
first that Tu is strongly continuous for functions in C(G), and then extend in an 
appropriate manner. Note also that it suffices to check the continuity at °G,  i.e. 
that for each f e L(G) we have Tf -* f in L(G) as u -* O. 
If f e L,,(G) is continuous with compact support K then by standard results, 
Tf(y) = f(y + 'u) - f(y) uniformly as u -* °G Thus for each s > 0 there 
is an open set U containing 0C such that lITf - f 	< s, and as Tf - f is 
supported in K—U we then have p(Tf—f) 	Tf—fp(K—U).  Clearly, we 
may assume that the open sets U are contained in some fixed relatively compact 
open set V O, so that p(Tf - f) sp(K —. Hence for such functions f, 
p(Tf_f)-40asu_*0. 
Now let f be a general function in L(G). Given (a different) s > 0, choose 
g E C(G) with p(f - g) <. Then by writing h = f - g, we have 
p(Tf - f) < p(Tg - g) + p(Th - h) < p(Tg - g) + p(Th) + p(h) 
where C is the uniform norm of translations. Letting u -p 0 we then have that 
limsup0p(Tf - f) < s(1 + C), and after letting E - 0 we obtain the desired 
result. 
1.6 Examples: Weighted LP spaces 
Another large and well—known class of Banach function spaces is the collection 
of weighted LP spaces. Though these will not be particularly important in this 
thesis, they have completely different properties to r.i. norms and thus provide 
us with a nice source of examples (and counterexamples). They also have non-
trivial saturation and translation properties, and therefore illuminate some of the 
concepts we outlined earlier. In particular, we will also construct a weighted space 
which settles an earlier question of whether the density result concerning C(1) 
holds for saturated norms. 
We begin with our definition. Once again we will assume that G is a a—compact 
LCA group with Haar measure p. It should be noted though that all results 
which do not involve translations do not require the group structure, so apply to 
arbitrary measure spaces. 
Definition 1.6.1. Let w be a [0, oo]—valued measurable function on C, which is 
positive almost everywhere. For each 1 <p < 00, we will denote by L? (C) the 
space of measurable functions f (identified almost everywhere) such that 
If 
If 	= IIfw 1 IIp = ( I fIwd) 	< 00. 
\Jc 
In the obvious way, L(G) will be those f with LO 
fII 	= IfwI = ess sup lf(x)Iw(x) <00. 
xG 
These are called the weighted I? spaces with respect to w over G. 
Most of the literature explicitly assumes that w is locally integrable, in that 
fu wd 1u < oc for every open relatively compact set U. We will ignore this for 
the time being as we will shortly see that this corresponds to the norm being 
compactly saturated. As with the r.i. norms, the completeness properties of 
these spaces are easy to determine in that L,(G) always has the SF property, 
and is AC whenever 1 <p < 00. 
The function space with norm p defined in equation (1.1) is clearly a very simple 
example of a weighted L' space, and as we saw, it was quite easy to determine 
the saturated and purely infinite part of this space. This is just as easy for all 
weighted norms, as the following example shows. 
Proposition 1.6.2. The purely infinite and saturated parts of C with respect to 
w are, up to sets of measure zero, 
Goo = {x e G: w(x)  = oo}, 
and Csat = { x E G : w(x) <00 }. 
Proof. This is almost obvious. Let E C C have positive measure. If w(x) = 00 
for all x E E then IIXEII, = fEWdIA = oo1u(E) = oo, and similarly for every 
positive measure subset F of E. Consequently, E c C. On the other hand, 
if w(x) <00 for all x E E then by the classical monotone convergence theorem 
there exists n E N and F ç E such that [t(F) > 0 and w(x) <n for all x E F. 
Then trivially, ~ nu(F) <00 so that E ç Gsat . 11 
Taking this further, we have the following simple result. 
Corollary 1.6.3. The weighted space L',(G) is 
saturated if and only if w is almost always finite; 
compactly saturated if and only if w is locally integrable; 
strongly saturated if and only if w has finite integral over every set of finite 
measure. 
Proof. (a) follows immediately from the previous proposition, and (c) is obvious 
from the definition. For (b), if LP is compactly saturated and U is relatively 
compact then fu wdji :5 Ic wd, < 00. Conversely, if K is compact then by outer 
regularity there is relatively compact open V with K C V so that fK wdu 
fV wd 1u <00, proving equivalence (b). 	 LI 
From this, it is trivial to construct a weight w on IR, such as w(x) = 11xI, so that 
the resulting L,(1l) space is saturated but not compactly saturated. Similarly, 
taking w(x) = ex leads to an easy example of a space which is compactly saturated 
but not strongly saturated, as promised earlier. An alternative characterisation 
of strong saturation is the following. 
Proposition 1.6.4. The norm p is strongly saturated if and only if w**(t) < 00 
for some (equivalently, all) t> 0. 
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Proof The fact that w (t) < oo for some t > 0 if and only if it is finite for all 
t > 0 is a trivial exercise using the fact that w*(t)  is decreasing, along with the 
identity tw **(t) = f w *(s)ds. 
Now suppose that w**(t)  <oo for all t> 0. Then by the comment after Definition 
1.4.4, we can use the inequality version of (1.2) so that for each set E with finite 
measure t> 0 we have 
IXEI = fwd 	fw*(s)(x E)*(s)ds 
 00 
p(E) 
=J 	w(s)ds 0 
= tw**(t) < 00. 
Hence p is strongly saturated. Conversely, if p is strongly saturated then by 
Lemma 11.2.5 in [4, p.  46], for each t E [0j(C)] there is a measurable subset 
Et  c C such that 
t 
fEt 
wdp= 	w *(s)ds, 
0 
	
showing that w**(t)  is finite for some, hence all, t > 0. 	 Li 
(Note that we could have proved this without appealing to [4] by bounding 
ft w*(s)ds below by Riemann sums and then following an argument similar to 
Proposition 3.4.2 in Chapter 3.) 
With weighted spaces, it is easy to calculate the norm of translations quite ex-
plicitly. This is very useful as it allows us to find easy examples illuminating the 
various parts of Definition 1.5.4 and other results about translations. We will 
assume that G is saturated here (i.e. that w is finite almost everywhere) so as to 
avoid arithmetical problems. Then for all u E C it can be easily shown that 
I TJLP~~Lp = ess sup 
I W (x) I 
= T_w w(x_u) 
xEG 1100 
The proof of this identity is just a straightforward calculation, so we omit the 
details. From this result, it is easy to characterise parts of Definition 1.5.4 in 
terms of the weight w. 
Proposition 1.6.5. The following pair of equivalences hold: 
L, (G) is translation invariant if and only if w is constant almost every-
where. 
L,(G) has uniformly bounded translations if and only if w e L°°(G) and 
11w E L°°(G). 
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Proof We shall only prove (b), as (a) is rather similar. This is then equivalent 
to showing that L(G) has uniformly bounded translations if and only if there 
exists 0 <a < b < oo such that a < w(x) < b for almost all x E G. The "if" 
implication is trivial, as it is evident from the formula that IITI (b/a)'/P < 00. 
Conversely, let us assume that it is not true that w is essentially bounded above 
and below. Given c> 0 define the sets U and L by 
L := {x E C: w(x) < c} 
and U:={xG:w(x)>c}. 
If w is not bounded in the above sense, then there are sequences {a} 1 and 
{b} 1 of positive real numbers satisfying b/a --4 oo and with p(L an ) > 0 
and (Ub) > 0. Thus by Lemma 1.4.7 we can find u, e C such that the set 
An: n := Lan  fl (Ub + u) has positive measure. Thus, as above, for x E A, we have 
X E La and x - u, E Ub so that 
w(x - u) 
>
bn 
w(x) - an  
Hence 
sup I lTu l l ~! JjTun 11 =ess sup 	 b 
uEG 	 xEG L w(x) ] 	 a 
as desired. 
There seems to be no similar characterisation of the weaker property of LP (C) 
having bounded translations, apart from the formula for Il Tu l l  itself. Note also 
from (a) that in weighted II spaces, rearrangement invariance is actually equiv-
alent to translation invariance. 
Example 1.6.6. As we mentioned earlier, weighted spaces provide a useful source 
of examples. Here we construct an example of a space over II which is strongly 
saturated, but with 11 T,,11 = 00 for all 'u 0, as promised earlier. This is simply 
obtained by considering the space L, (T1) where w is defined by 
IIx_114 if 	1, 
W(X) 
= txi' 	if 1XI > 1. 
Then w E L 2 (R) so for all measurable sets E with finite measure we have, by 
Holder's inequality, fE w(x)dx < JJW1 1 2 1-t (E) 1/2  < oo, demonstrating that L, is 
strongly saturated. However if u 0 it is elementary to check by letting x —f u 
in the formula for ITII that IlTI = oo for all such u. 
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A Fractal Weight 
We conclude the section with the result promised in Section 1.3. Recall that 
Theorem 1.3.7 stated that for suitable spaces Q, C(1) is dense in L(1l) whenever 
p is AC and compactly saturated. The following rather interesting example of 
a fractal-weighted L" space demonstrates that we cannot weaken the hypothesis 
of 1.3.7 by replacing compact saturation with saturation. (This should also be 
compared with the result of Proposition 1.5.8.) 
Theorem 1.6.7. There exists a weight function w : JR ' JR such that the 
weighted spaces L,(TR) are saturated and non-trivial, but have 11 XI 11 p, = oo for 
every non-trivial interval I c R. 
In particular this shows that there are some reflexive spaces which are so bad 
from a topological point of view that they contain no continuous functions. 
Proof. By Proposition 1.6.2 and Corollary 1.6.3, this is equivalent to finding a 
weight function w which is almost always finite, and with infinite integral over 
every interval. We build this by adapting and iterating the familiar construction 
of Cantor's "middle thirds" set as follows. 
We first construct a "fat" Cantor-like subset C of the unit interval [0, 1] satisfying 
the following three properties: 
A  (C) = 
(0, 1) \ C is a countable union of open intervals, each with length no larger 
than 
C contains no (non-trivial) intervals. 
Though this technique is well-known, it is instructive to summarise the main 
details of the construction. It is also perhaps best to argue rather verbosely in 
English here, as otherwise the notation obscures what is happening slightly. 
Step 1: We remove the open interval of length 2-13_1  centred in [0, 1]. This leaves 
us with 2 disjoint closed intervals, each of length , which is certainly greater 12 
than, say, 
Step 2: From each of the closed intervals obtained in step 1, we remove the open 
interval of length 213_2  centred on them. We are now left with 4 disjoint closed 
intervals, each with equal length larger than 32- 
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We now continue iteratively. At the end of step n, we have 2 disjoint closed 
intervals of equal length greater than 3_nO  To proceed to the next step, we then 
remove the open intervals of length 2_13_(1)  centred on these closed intervals. 
As a result, we obtain a countably infinite, pairwise disjoint collection of removed 
open intervals, each of measure no larger than 1 , showing that (ii) holds, and 
by summing a simple geometric series we see that the total measure of these 
intervals is 1 . Defining C to be complement in [0, 1] of the union of these intervals 
establishes (i), and (iii) is evident from the construction as at step n, C is always 
contained in the 2 disjoint closed intervals described above, and the lengths of 
these intervals tends to zero as n increases. 
Using this Cantor set C, we can perform another iterative process to construct a 
partition of (0, 1) as follows. Before continuing, we shall remove the endpoints 0 
and 1 from C. 
Firstly set C1 = C. Then (0, 1) \ C1 is a countable union of open intervals, each of 
maximum length 1 and with total measure . For each of these open intervals we 
contract and translate a copy C so that it fits exactly inside the interval. Let C2 
be the union of all of these little copies of C. Then by construction, C2 is disjoint 
from C1 and p(C2) . Also, (0, 1) \ (C1 U C2) is again a countable union of 22 
open intervals, each of length no larger than, say,and with total measure 
Now fill each of the left—over open intervals in (0, 1) \ (C1 U C2 ) with scaled down 
copies of C in the same way, and let C3 denote the union of all such little Cantor 
sets. Then again we see that C1 , C2 and C3 are pairwise disjoint, j(C3 ) =and 23 
(0, 1) \ (C1 U C2 U C3) and is made up of countably many open intervals, each of 
length no larger than 4 and with total measure 
Continuing in the obvious way we can construct a sequence {C} 1 of disjoint 
measurable sets such that 
i(C) 	
2'n - 	
. - ' 
Cn contains no intervals; 
i([O, 11 \ u1 C) = 0; 
(0, 1) \ (Cl U C2 U... C) is a countable union of open intervals of length no 
larger than 
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Thus almost all points of (0, 1) lie in some set C. Finally, we extend each C 
over T1 1—periodically and define the weight function w almost everywhere by 
00 
w = 
Clearly then, w is almost always finite and non—zero since almost all points x e R 
lie in exactly one set C. 
Now let I C IR be any non—trivial interval. We first claim that there exists an 
n e N such that one of the little Cantor subsets making up C is contained in 
I. To see this we can, by cutting I down and translating, assume that I c [0, 1]. 
Let J be the interval centred on I with half of I's length. Now for all m, as 
C1 U... U C_ 1 contains no intervals, J must contain a point in [0, 1] \ (Cl U... U 
C_ 1 ) and hence J contains part of an interval of length at most 6_(n_1).  By (iv), 
choosing n large enough it is clear that I must then contain a whole interval in 
[0, 1] \ (Cl U . . . U C_ 1 ). However at the next stage of the construction, this will 
be "plugged" by another Cantor set C' - a subset of C, thus proving the claim. 
Now, C' D (C n n C') U (C +1 n C') U (C +2 n C') U ... and observe that our 
construction is self—similar in that C' as a scaled down copy of C, C' fl C+1 is a 
copy of C1 to the same scale and so on. Hence for each m > n, by denoting I as 
CO we have 
,U(Cm fl C') - p(Cm_n) 
- 2 
,u(C') 	- i(I) - 
so that 
00 
Iwd>fc,  wdL>fc.nCWd=2m(CmflC)  m=n 	m=n 
	00. 
00 	 00 
1:= 2m2mm(C) = 2(C) 	1 = 
m=n 	 m=n 
Hence the norm of every interval is infinite, completing the proof. 	 Ei 
This space has IITM = oo for all non—zero u so is not very nice. The harder 
problem of finding an AC space containing no continuous functions but with 
bounded translations is left open. 
1.7 Vector—Valued Banach Function Spaces 
We finish the chapter by discussing how the main ideas of function norms can 
be generalised to functions taking values in Banach spaces, as inspired by an 
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exercise in [40]. We will, however, go much further with this and obtain some 
density results similar to those obtained in Section 1.3. These ideas will be 
essential in Chapter 5 when we look at the theory of vector transference, and we 
will also investigate these spaces in much more depth in the next chapter when 
considering whether they can be identified with so—called mixed norm spaces, 
when appropriate. As usual, (Il, E, u) will be a a—finite measure space and we 
will let (X, II II) be a normed space. We begin by extending the idea of simple 
functions and measurability in an obvious way. 
Definition 1.7.1. A simple function f : Q —* X is a function of the form 
f =aiXAi for some n E N, where a 1 ,... , an  E X and {A} 1 is a collection 
of pairwise disjoint measurable sets with finite measure. 
Definition 1.7.2. [14, p.41] A function f 	- X is (strongly) measurable 
if there exists a sequence of X-valued simple functions {s} 1 such that 
1(x) - s(x) —* 0 
for almost all x E ft 
We use the word "strongly" here as there are other notions of measurability for 
vector—valued functions, though these will not concern us here. As we will see in 
Chapter 2, it is often convenient to use one of the following alternative definitions 
of strong measurability. 
Lemma 1.7.3. Let f : 0 —p X. Then the following are equivalent: 
f is strongly measurable; 
There is a sequence {a} 1 of strongly measurable functions from Il to X, 
each taking countably many values, with the property that for all x outside 
a set of measure zero we have Ilan(x) - f(x)II < 2 for all n e N; 
There is a sequence {a} 1 of functions from 1 to X taking countably 
many values such that lIa(x) — f(x)II -* 0 almost everywhere. 
Proof. The proof that (i) is equivalent to (ii) is given in [14, Cor. 3, p. 42], in the 
case when Il is finite. The generalisation to the or—finite case is then standard. 
Also, it is clear that (ii) implies (iii) so by proving that (iii) implies (ii) we will 
complete the proof. If we have fa n I as in (iii) then, by applying Egoroff's theorem 
in a similar way as in Theorem 1.3.2, we can partition Q as a set of measure zero 
along with countably many sets {m}  with the property that a —p f uniformly 
on each lm. Thus given m, we can replace {a} on 1m  by a subsequence to 
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obtain, say, {°rn,n}i such that Ik7m,n(X) — f(x)II < 2 for each x E 	and 
each n E N. Then by defining the countably—valued function s = > Xclm0m,n, 
we clearly have that s —p f uniformly in X, except on the set of measure zero. 
This verifies (ii). 	 D 
Another property of strongly measurable functions is the following which states 
that pointwise (in X) limits of measurable functions are measurable, which will 
be useful in Chapter 2. 
Lemma 1.7.4. Let {f,}1 be a sequence of X—valued strongly measurable func-
tions defined almost everywhere on ft Suppose that fn converges to a function 
f : Q --> X in the sense that I I fn() - f(x)I I —* 0 a. e. on ft Then f is strongly 
measurable. 
Proof. For each n E N, by Lemma 1.7.3(u) we can assume that there is a sequence 
{anrn } i of countably valued functions such that f(x) — anm(x)I <2_rn for all 
x outside a set N of measure zero. Then outside the null set U=1 N we have 
IIf(x) - crnn(x)I 	If(x) - fn(X)II + f(x) — 
f(x) — f(x)I + 2 
Thus 5nn(X) —+ f(x) a.e., so by Lemma 1.7.3(iii) we see that f is strongly mea- 
surable, as required. 	 E 
We now extend the idea of function norms to vector—valued functions. 
Definition 1.7.5. Given a function norm p on Q, we extend the domain of p to 
strongly measurable X—valued functions f by defining p(f) = p( I f (-)11). We will 
denote by X) the collection of strongly measurable f : Q — X such that 
p(f) <00, with almost everywhere equal functions identified in the usual way. 
This definition of p(f)  is well—defined, for if f is strongly measurable then I If(•)II 
is measurable, which follows directly from the definition of strong measurability. 
Theorem 1.7.6. [O, exercise] The set 	X) is a normed vector space under 
p. If X is a Banach space and p has the SF property then 	X) is a Banach 
space. 
Proof. The fact that L(1, X) is normed is just a trivial exercise. If p has the SF 
property, the proof of completeness of L(f, X) follows the same lines as that of 
the Lebesgue LP spaces, such as that given in [31, Thm. 3.11, p. 67] so we omit 
the details. 
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Note that we cannot make sense of a SF property on L P (Q, X) as we do not in 
general have any notion of ordering on the space X. However, we do have a 
dominated convergence theorem applying in the same circumstances as before. 
Theorem 1.7.7. If L(1Z) is AC and saturated then the dominated convergence 
theorem holds in L(Q,X). I. e- if {f}°_1 is a sequence in L(fl,X) converging 
pointwise almost everywhere to a function f, and if there is a function g E L(1l) 
such that f(x)I < g(x) for almost all x e 1 and all n E N, then f, —* f in 
L(1l,X) 
Proof. Again, this is exactly the same as the scalar version. Let 
gn (x) = sup fm (x) — f(x)II. 
m>n 
Then gn (x) <2g(x) for almost all x so that gn E L(1l). Also gi > 92 > 93 ~! 
which decreases to 0 a.e., so by the absolute continuity of p, p(gn) 1 0. Hence, 
p(sup m >n f-(X)f(X)I) --4 0so that p(lifn -fll)---> Oas n --+oo , asrequired. D 
One result we would like to establish in this setting is the density of the simple 
measurable functions, as this will be extremely useful to have in Chapter 2. This 
is easy in the scalar case as given such a function f we can always find non—
negative simple functions increasing to If. The lack of an ordering on X requires 
a slightly different approach, however, so we begin with the following rather 
technical lemma. 
Lemma 1.7.8. Let f : Q —* X be measurable. Then there exists a sequence 
{ 
00 s,1 }_ of simple functions converging almost everywhere to f with the property 
that II5m(21)II < 2 I1f(x)II for all rn, almost everywhere. 
Proof. The proof begins in exactly the same way as Theorem 1.3.2. By definition, 
there is a sequence {u} 1 of simple measurable functions such that o n  —+ 
f (x) in X for almost all x. By the same argument and with the same notation 
as Theorem 1.3.2 we can, for each of the sets R obtained there, find a sequence 
{F} 1 of pairwise disjoint sets such that a n  —* f uniformly on each F23 and 
ii(R \ U1 F) — 0 as m —* oo. Given i, j , m E N, the uniform convergence 
implies that there exists N(i, j, in) such that whenever n > N(i, j, m) we have 
Ilan (x) — f(x)II <2u1, for all x e F23 . Define the function s m : Q —* X by 
aN(,)(x) if x E F3 for some i < m and j < m 
5m (X) = 	 and if IIf(x)II > 2", 
1 0 	otherwise. 
As each 5rn  is made out of finitely many simple functions, it too is evidently 
simple. 
We first claim that Sm converges to f almost everywhere. Almost all points in 
lie in some set F3 so let x be such a point. If f(x) = 0 then, by definition, 
s3 (x) = 0 for all m. On the other hand, if f(x) 	0 then for suitably large 
m, If(x)II > 271 .  Increasing m further so that m > i and m > j then gives 
5m (X) = JN(j,j,m)(X) so that 111(x) — Sm(x)Il <2, proving the claim. 
We also claim that due to the construction of o, for all rn e N we have that 
IIsrn(x)II 	2 11 f(x)II for almost all x. Certainly, if 5m(X) = 0 for some x then 
this is obviously true. Otherwise by definition, x E F23 for some i, j < m and 
If(x)lI > 	and hence 
Im()II :!~ 10N(i,j,rn)(X) — f(x)II + llf(x)ll < 2 	+ Il f() < 2f (x), 
as required. 	 D 
We can now prove that the simple functions are dense. 
Theorem 1.7.9. Let p be absolutely continuous. A strongly measurable function 
f : Q -* X is in L(l, X) if and only if there exists a sequence {s n}i of simple 
functions Sn  in X) such that p(f - s) -+ 0 as n —* oo and lim_+ p(Sn) < 
oo. The value of this limit is the norm off. 
Proof. We prove the trivial reverse implication first. If {s} 1 is a sequence of 
simple functions in L(1, X) such that p(f — s) —p 0 and lim. ,0(Sn) < 00, 
then as I(f) p(n)I :~ p(f—s), by letting n —* oo the result is now immediate. 
Conversely, by the above Lemma 1.7.8, there is a sequence of simple measurable 
functions fS n } n= l converging almost everywhere to f such that Ilsn(x)ll < 211f(x)ll 
for almost all x e ft Since f e L(1l, X) we can apply the dominated convergence 
theorem in L(l, X) to show that p(f — s) —* 0 as n - oo. Finally, from above 
we have I(f) - p(sn)I -* 0 so that limp(s) exists and is finite, as required. 11 
Corollary 1.7.10. If p is AC then the simple functions in 	X) are dense 
in 	X). 
As before, a slightly weaker (but still useful) result can be obtained at the expense 
of the AC condition. 
Theorem 1.7.11. Suppose that X is a Banach space and that p has the RF 
property. Let f l -+ X be strongly measurable. Then there is a sequence 
{a}1 of strongly measurable functions in L(Z, X) taking at most countably 
many values such that p(f - o) —* 0 as n —* oo. 
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Proof. The proof is the same as Theorem 1.3.2, but with 	I signs replaced 
with 	and Lemma 1.7.8 supplying a suitable replacement for the estimate 
< If(x)I" used in 1.3.2. 	 LI 
Bochner Integration 
We conclude the chapter by briefly defining the concept of Bochner integration, 
which is a simple generalisation of the Lebesgue integral for functions taking 
values in our Banach space X. Given a simple function s = E ajXA j  as in 
Definition 1.7.1, we define its Bochner integral in the obvious way to be 
f sdt = i=1 
To extend this idea to a general function f E L'(, X), notice by Corollary 
00 1.7.10 that there is a sequence {s} 1 of simple functions converging to f almost 
everywhere. We then define its Bochner integral to be 
f fdt = lim f 11 
and it is easy to show that this definition is independent of the sequence {s}, 
so that J fd,u is a well—defined element of X. We also have the easy estimate 
II fo fdIl x 	fo I fI x dg, for each strongly measurable function f. The space 
L' (, X) is then known as the space of Bochner integrable functions on Q. Full 
details about these results can be found in Chapter II of [14], though we have 
now summarised almost everything we will need. However, one further result of 
note is the following. 
Theorem 1.7.12 (Hille). [1, p.7] Let X and Y be Banach spaces, E be a 
measurable subset of Q and T X -* Y be a closed linear operator. Then 
T(ffdIL) =fTfdIL 
provided that f and Tf(.) 	T(f(.)) are Bochner integrable. 
Chapter 2 
Mixed Norm Spaces 
2.1 Introduction 
In this chapter we continue our study of function norms by considering the idea 
of mixed (or iterated) norm spaces, that is, norms defined in the form If II = 
p(r(f(x,y))) where p and 'r are suitable function norms and f is a suitably 
measurable function. Although this idea is by no means new (results for the 
Lebesgue I)' spaces, when 1 < p < oo, were established by Benedek and Panzone 
in their well—known paper [3], and similar results also exist for certain other 
classes of norms such as Orlicz norms) we will attempt to address this in as 
much generality as is possible. After establishing some routine completeness and 
saturation results, we then proceed in Section 2.3 to consider the relationship 
between mixed norm spaces and the vector—valued function norms introduced 
in Section 1.7, along with the related topic of finding dense subspaces in mixed 
norms spaces akin to those given in Section 1.3. As we will shortly see, considering 
all of these problems rigorously requires us to address some rather interesting 
measurability issues. In Section 2.4 we then consider whether the commonly 
used technique of interchanging two iterated II norms (as provided by Fubini's 
theorem) can be generalised to other spaces such as Lorentz spaces, and indeed 
other more general rearrangement invariant spaces. We conclude the chapter with 
a miscellany of related, but rather technical results which will prove useful in later 
chapters. 
2.2 Iterated Norms 
We begin by describing how to define the mixed norm rigorously. Throughout 
this section, and indeed the rest of this chapter, let 	E 1 , pi) and (12, 21  i2) 
be a—finite complete measure spaces and let p and -r be function norms over 
and Q2  respectively. Let E 1 x >12 denote the product a—algebra on 1 x 112 and 
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let (E 1 x 2)*  be its completion with respect to the completed product measure, 
which we shall denote by pi x 92. 
Consider a (i  x E2)*_measurable  function f on ft x  Q2  taking values in either 
C or [0, oo]. Given x e ft define its vertical cross-section f : Q2  —* C U {Oo} 
by f(y) = f(x, y). Similarly for each y E Q2 we define its horizontal cross-
section fY  to be f Y (x) = f(x, y), for each x e ft. As is well known from the 
theory of product measures, the cross-sections are almost always measurable. For 
convenience, we summarise the main results about this in the following lemma. 
Lemma 2.2.1. Let f be a 	x >2)*_measurable  function on ft x  Q2.  Then we 
can decompose f = g + h, where g and h are functions on hi  x h2 satisfying the 
following properties: 
g is E 1 x E 2 -measurable; 
h is ii  x /1 2 -almost everywhere equal to 0; 
for each x e hi, g is > 2 -measurable; 
for almost all x E ft, hx is > 2 -measurable and /i2 -a.e. zero. 
Thus f is 1u 1 -a.e. > 2 -measurable. Analogous results hold for f". Both g and h 
are unique A, x 9 2 -almost everywhere. 
Proof. These results are standard from the theory of product measures. For (i), 
(ii) and (iv) see [31, Lemmas 1 and 2, p.  169]. For (iii) see, for example, [31, 
Thm. 8.5, P.  1621. 	 LI 
Thus, given f as defined above, we can define the function (f) : ft -* [0, oo] 
almost everywhere by 0 (f)(x) = -r (f.,) = r(f(x, y)). Ideally, we would now like 
to define the mixed norm of f to be p((f))  but we must, of course, first check 
whether J(f) is a measurable function on ft. 
One approach to solving this type of problem is to essentially copy the argument 
used to show that x '—* fn, fd,a2 is measurable in most standard proofs of Fubini's 
theorem (see, for example see [31, p.  186]). This idea can then be easily generalised 
to verify that i'(f) is measurable whenever r is a norm such as for 1 < p < 00, 
and closer analysis of the proof allows us to generalise this further to arbitrary 
norms r provided they have both the SF and AC properties. Requiring that r 
has the AC property is not desirable though, as it excludes perfectly valid norms 
like and 11 . 1 j co• However, both these norms are in some sense "nearly 
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absolutely continuous" in that it is easy to approximate them (at least over finite 
measure spaces) by II - JJ q  and 11 - 11pq  norms for suitably large q < oo, and from 
this it is possible to prove that b(f) is indeed measurable. In 1958, Luxemburg 
extended this idea by showing that every SF norm r can be approximated by AC 
norms. 
Theorem 2.2.2 (Luxemburg). [25, p. 2611 Let 'r be a SF norm over 11 2 . Then 
there is a sequence of AC and SF norms {-r,} on 112 such that r(f) 1' r(f) for 
every measurable function f on 112. 
From this, he obtained the following result establishing the measurability of (f). 
Theorem 2.2.3 (Luxemburg's Theorem). [25, p.  260] Let be a SF norm 
over 112 and g be a E, x > 2 -measurable function on Il  x 112. Then the function 
X '-+ 'r(gx ) is E1 -measurable. 
Luxemburg also proved that the SF property is necessary in Theorem 2.2.3 as 
in [26], he created a norm 'r without the SF property such that ''(g) is non-
measurable for some measurable function g on 1l x 112. 
Thus, summarising the above steps, given the (E 1 x E2)*_measurable  function f 
as defined at the outset, by Lemma 2.2.1 we have f = g a.e., for some E l x E2-
measurable function g uniquely defined ,i x 9 2-a.e. Then, by Theorem 2.2.3, we 
have that (g) is 1-measurable. Thus as '1(f) = (g) a.e., it follows that (f) 
is also E 1-measurable. Hence we can evaluate p('i7b(f)), which is clearly equal to 
p((g)). We are thus now in a position to rigorously define the mixed norm. 
Definition 2.2.4. Let p and r be function norms over 11 and 11 2 respectively. 
Suppose that r has the SF property. Then given a jointly (i.e. 	x 
measurable function f : 111 x 11 2 -f [0, oo] we define its mixed norm to be 
p®r(f) =p((f)) =p('r(f(x,y))). 
We can then extend the definition of p ® r(f) to complex-valued jointly measur-
able functions f in exactly the same way as in Section 1.2, and we will denote by 
L ® (111 x 11 2 , (El x 2)*, Al x a2 ) the space of such f with p® T(f) <00, with 
Al < i -almost everywhere equal functions identified in the usual way. 
When it is appropriate, we will sometimes use the alternative notation L ® L,. 
for This tensor product notation is quite natural in this situation, though 
we will use this mainly for convenience only. Another natural use of this notation 
is the following simple definition. 
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Definition 2.2.5. Given t 1—measurable f : 1l -* C and p2—measurable g 
112 -* C we define the jointly measurable function I ® g : 1l x 1l -p C by 
f®g(x,y) = f(x)g(y). 
Note that p ® r is a cross—norm since trivially we have 
p®r(f®g) = p(f)r(g). 
Also, note that if {ft} and {g2 } are countable collections of, respectively, i—  and 
A2—measurable functions on 11 and 112 with {f} pairwise disjoint (i.e. for each 
i j, we have f(x)f 3 (x) = 0 for almost all x e 1l) then Ei  fj ® gi converges 
(trivially), is jointly measurable and we have 
fi ® g2) = i fIr(g ). 	 (2.1) 
We now show that L ® is indeed a properly defined normed Köthe space, and 
establish some basic completeness results. 
Theorem 2.2.6. The mixed norm p®'r is a well—defined function norm on 11 x 
11 2 . It has the RF and SF properties, respectively, when p does. Furthermore, if 
p and 'r are both AC then p ® r is AC. 
Proof. The fact that p ® T(f) can be defined for each (El x 2 )*_measurable 
function f: Q1  x 11 2 - [0, oc] was addressed by the discussion before Definition 
2.2.4. Since L® consists of functions identified almost everywhere, we must 
also check that given measurable functions fi  and f2  with fi (x, y) = f2 (x, y) 
Al <A2—almost everywhere, we then have p® -r(fl) = p® 'r(f2 ). This is trivial, 
as for almost all x, fl, = f2,x 1u2—a.e so that f1 )(x) = (f2 )(x) a.e. hence 
p®'r(f) =p®r(f2). 
The verification that p ® r satisfies the triangle inequality is a straightforward 
exercise, as are the other properties for p ® r being a function norm. The only 
condition worth detailing is establishing that if p ® r(f) = 0 then f = 0 pi x ,u2—
almost everywhere. This holds, because if p ® r(f) = 0 then (f)(x) = 0p i-
almost everywhere, since p is a valid norm. Hence 'r(f) = 0 a1—a.e. so that for 
p1 —almost all x, fr = 0 i2—almost everywhere. Now applying Fubini's theorem 
we obtain 
10 X fd(/ilx1L2)=f d1f12 
so that f = 0 Al  x i2—a.e. as desired. Thus, p® r is a well—defined function norm. 
The remainder of the proof is just a straightforward application of the definitions 
of the various notions of completeness. Firstly, suppose that p has the RF prop- 




By the RF property for p we have, for almost all x, 






for almost all x, and by the RF property for 'r (inherited from the SF property) 
we then have 
00 
00 
<r  (fn (x,y)) 
for almost all x, and hence 
Px (Ty (fn(xY))) 	 <00 
n=1 	 ( CO 
so that 	fn e L,,® (1l1 x l2). Thus p ® r has the RF property. 
Next, suppose that p has the SF property. Let {fTh} 	be in L ® with 
0 <_ fi(x,y) :!~ f(x,y) <...<f(x,y) I f(x,y) 
for each x and y. Then 0 < 0 (fi)(x) <(f2)(x) < ... <b(f,)(x) < ... 
'J'(f)(x) and by the SF property for r we have (f,) T 0(f), and finally by the 
SF property for p, p  0 r(f) I p 0 r(f), as desired. The proof that p 0 r is 
AC whenever p and r are follows exactly similar lines to this, so we omit further 
details. fl 
As in Chapter 1, we shall also briefly consider the ideas of saturation and dense 
subspaces in the context of mixed norm spaces. The problem of finding "nice" 
dense subspaces other than those immediately furnished by the results from Sec-
tion 1.3 is, however, rather awkward so is deferred until the end of Section 2.3. 
The case of saturation is much easier, so the following lemma is perhaps not 
surprising. 
Lemma 2.2.7. We have, up to a set of measure zero, 
(gui X 12)..t = (1)sat X (u12) sat. 
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Proof. Recall that by Corollary 1.2.6 we can write 
(21) sat 	and (l2)sat = U2m 
n 	 m 
as countable unions of pairwise disjoint measurable sets with 0 < P(in), T(22m ) < 
oo for each ri and m. Suppose that E ç (1)sat X  (2)sat has positive measure. 
Then clearly there is n and m such that p x 1t2 (E n(Qln X 2m)) > 0, so that 
f ® T(E fl (1l fl X 22m )) p® T(in  X 2m) = P(in)T(2m) <00. 
Thus E has a subset of positive measure and finite norm, hence (11)sat X (12)sat 
(Q1 X  2)sat- 
To prove the reverse inclusion, it is slightly easier to argue contrapositively so 
we suppose that there is a set E C hi  x h 2 such that E \ ((hui) sat X (02) sat) 
has positive measure, and we will then show that p 0 r(E) = oo. Clearly we 
can assume that E c ((hi) sat X (hl2)sat = ((h') x 112) U (hi x (h2)). Thus 
either F := E fl ((11i) x 11) is non—null, or F E fl (111 x (h2) c ) is non—
null, or possibly both. In the first case, as the map x i—* i2(F) is not a.e. 
zero then x i—* r(F) is also not a.e. zero. Hence as this is supported in the 
purely infinite part of p we have p Or(F) = 00. In the alternative case we have 
F Efl(11 1 x (112) ) non—null which gives T(F) = oo for all x in some non—null 
subset of hi so that p 0 r(F) = oc. Thus, in both cases p 0 r(E). = oo for all E 
not contained (up to a set of measure zero) in (11i) sat X (112) sat. This establishes 
the reverse inclusion. LI 
2.3 Function—Valued Banach Function Spaces 
In Section 1.7 we demonstrated that given a Banach space X and a Banach 
function space L(h 1 ), we could then define the vector—valued function space 
L(h 1 , X). If X also happens to be a Banach function space, say X = L, (Q2), 
then it is natural to ask whether there is a relationship between the function—
valued space L(11, L(hl 2 )) and the mixed norm space Lp .r (11i X 112). 
Example 2.3.1. As a simple motivating example, consider the case when h = 
112 = N (or indeed any other pair of countable atomic spaces) so that p and r 
are now sequence norms. Suppose first that f : N —p L,.(N) is an element of the 
vector—valued space L(L) := L(N, L, (N)). Clearly, we can then define a new 
function Uf N2 —+ C in the obvious way as 
Uf(x,y) = f(x)(y), 	 (2.2) 
for each x,y E N. Then, directly from the definition, p® r(Uf) = p(r(f)) = 
If IILp(Lr). On the other hand, given f : N2 -f C in L 0 (N 2 ) we can define the 
function Wf : N - L(N) by 
Wf(x) = f, 	 (2.3) 
for each x e N and in the same way as above we have that IIWfIIL(L = p®r(f). 
It is also clear that UW and WU are the identity maps on L ® (N2 ) and L(L) 
respectively. Thus the sequence spaces LP (N, L, (N)) and L0(N2 ) are always 
isometrically isomorphic. 
The situation becomes much more complicated, and rather more interesting, when 
more general measure spaces such as JR are considered. In the above example, 
every function considered was automatically measurable. Over spaces like IR, 
this is of course not true. Moreover, we are also faced with reconciling two 
different concepts of measurability, namely joint measurability for scalar functions 
on Q1 X  Q2  and strong measurability for vector functions on 1. As we will shortly 
see, these measurability problems cause parts of the above example to fail when 
applied to certain spaces. 
A second closely related problem we must face is that the function spaces now 
consist of equivalence classes of functions. Thus in order to sensibly generalise the 
definitions of the maps W and U, we have to be able to choose initially functions 
from classes, then apply W or U as above and finally return to an appropriate 
equivalence class. An obvious problem with this is that this process might not 
give us a well—defined mapping, and the process compounds further any problems 
we might already have with measurability. 
We will spend the remainder of this section discussing, in turn, how the operators 
U and W (i.e. equations (2.2) and (2.3)) can be generalised to arbitrary spaces. 
However, we first agree on our notation for this section. 
As usual, let Q, and 112 be a—finite measure spaces as considered in the previous 
section, and let p and r be function norms with -r having the SF property. We 
will abbreviate the mixed norm space L®(111 X 112) by and the L,—valued 
function space L(11 1 , L(11 2 )) by L(L). 
As we mentioned above, since we must be rather careful about the fact that L®7 
and L(L) consist of equivalence classes, it is sensible to introduce some rather 
pedantic notation for the time being. 
Given a 1—measurable function u 	-p C, we will denote by [u] 1 the equiva- 
lence class of u consisting of allE l—measurable functions v on 11 such that u = v 
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p1—almost everywhere. Given a class [u] i we shall temporarily call any function 
V e [u] i a representation of [u]1 . The normed Köthe space L(11 1 ) is then the 
collection of all classes [ti]i such that p(u) < oo. Similarly, given a 2—measurable 
function u on 11 2 we define the class [u]2 in the obvious way, i.e. those functions 
v on 112 such that u = v i2—a.e. 
Finally, for a jointly measurable function f : Q1 x 112 - C, we will denote by [f]® 
the equivalence class consisting of all jointly measurable functions g hui x 112 -* C 
such that f = g pi x 1L2—a.e.  The mixed norm space L® then consists of all 
classes [f]® such that p ® r(f) <00. 
The Operator U: Lp(L T ) - LpØ T  
In order to generalise the operator U defined in equation (2.2), we must first try to 
understand the structure of a general element of Lp(L T ). Such an element is a class 
If Ii of strongly measurable L T—valued functions. If f denotes a representation 
of this class, then for each x e 111, f(x) is itself a class of measurable C—valued 
functions on 112, so for each x we can choose a representation f : 11 2 -f C of f(x). 
This process thus gives us a function f: Q1  x 112 -* C defined by f(x, y) = f(y). 
By construction, any two such functions f and /2  will be equal in the sense that 
for almost all x e 11 k , fi (x, y) = J2 (x, y) for almost all y e 112 , which is weaker 
than having il = /2 /ti X /i 2—a.e. 
Using this construction, it is then natural to try to define U([f] 1 ) to be [f]®. To do 
this, however, we require that I be jointly measurable. Since we had a large degree 
of choice in the above construction, it is perhaps not surprising that we cannot 
always expect this to be the case. For example, consider the following well—known 
function H constructed by Sierpinski (see [31, p.  167]). Assuming the continuum 
hypothesis, it is possible to construct a function H : [0, 1] x [0, 1] -* 10, 11 such 
that almost all x—sections of H are measurable and almost always equal to 0 and 
with almost all y—sect ions of H measurable and almost everywhere equal to 1. 
Consequently, H cannot be jointly measurable as it contradicts Fubini's theorem. 
However [H]2 = [012 for each x E [0, 1] so that H is a representation of the zero 
element in L([0, 1], L,-([0, 1])), which is clearly not desirable. 
As it is not clear how (or indeed whether) we can make sure that / is measurable, 
we therefore restrict our definition of U to "nice" elements of L(L) for which 
jointly measurable representations can always be found in a canonical way. The 
elements we shall consider are those in the subspace of L,--valued functions on 
taking countably many values which, by Theorem 1.7.11, were seen to be dense 
in L(L) when p has the RF property. 
Proposition 2.3.2. Suppose that p has the RF property and that 'r has the SF 
property. For each function f -  L,  (Q2 )  of the form f = Ei XAJI2I2, where 
{A 2 } is a countable collection of pairwise disjoint 12 1 —measurable sets and {[f212} 
is a countable collection of classes in L, define 
U([f}1) = [XAi ®fi] 
Then U is a well—defined linear isometry and extends to an embedding of L(L) 
in Lp®T. 
Proof. We first show that U is well—defined in that applying the above definition 
to two functions f and  f' in the same class in L(L,) should always yield functions 
in the same class in LpT . Thus suppose that f = Ei x4[ft] 2 and f' = XA[f, ']2 
are of the stated form and both elements of the same class in L(L,.), i.e. that 
fi (x) = f2 (x) a.e. Without loss of generality, we can assume that [fi]2 = [fj]2 and 
[f1 12 = [f]2 if and only if i = j. Since f' = f2 a.e. we must have f2 (x) = fl (x) = 
[f]2 for almost all x e A 1 . Thus [f1]2 = [f1]2 for some j1 and pi (A, A A 1 ) = 0. 
Similarly, by considering x e A 2 we must have [f2}2 = [f2]2 for some j2 
and 1 (A 2 A A 2 ) = 0. Continuing in the obvious way yields a sequence {j 2 } 2 
permuting the set of values of i such that [f]2 = [f]2 and p i (A A As.) = 0 for 
each i. Thus by letting A' = A. and ft" = f., for each i we have [f21' ]2 = [f]2 and 
1 (A' A A) = 0. Hence we can rewrite f2  as f2 = >I xA'[f12. Now, for each i 
define B2 = A 2 fl A' and let N = A2 \ B2 and Ni" = A' \ B, which by definition 
are null sets. Then, by writing XAi = XB + XN 2  and XA XB + xiv', we have 
XA i 0 f2 - 	 ® fill  ~ 	® fi - f2"I +XN, ® f4+ XN 0 fl'11 D 
and since each summand on the right hand side is /i  X /i2—a.e. zero, we see that 
I. XA. 0 f2 = XA ® f' almost everywhere. Hence U([f] 1 ) = U([f'] 1 ), proving 
that U([f]1)  is well—defined. 
Also, given f = > XA. [fi]2 as stated in the theorem, the comments before equa-
tion (2.1) (on page 44) show that Ei XA. ® f2 is jointly measurable. The proof 
that U is an isometry then follows easily, since for such f we have, by equation 
(2.1), 
P O T 	XA, ® f) = P(XAT(fi)) = 	
L(L) 
To see that U is linear, note that given functions f = >, XA 2 [f]2 and f' = 
>11 XA [f2'12 of the form considered above, we can clearly "refine" the sets {A 2 } 
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and {A} by constructing a collection of sets {B} with the property that each 
A i and A can be written as a countable union of sets in {B}. Thus we can 
effectively assume from the outset that A. = A. It is then straightforward to 
check the linearity. Finally, by Theorem 1.7.11, as functions of the above form 
are dense in L(L), U therefore extends to a linear operator from L(L,) to L 0 ,-
in the standard way. LI 
Thus, summarising the above, if p is RF and r is SF we always have the isometric 
embedding 
V: L(L) —* Lpo r . 	 (2.4) 
The obvious question to ask now is whether L(L) is a proper subspace of Lp T . 
This will be answered by considering the generalisation of the operator W, moti-
vated by equation (2.3). 
The Operator W: Lp® T L(L) 
Let f : Q1 X  Q2 —i C be a jointly measurable function with p 0 r(f) < 00. In 
order to define an operator W generalising equation (2.3) we must to be able 
to construct a L,--valued function from f. Unlike the similar problem we had 
with the operator U, this is much easier since as p 0 r(f) = p(r(f)) < 00, it 
follows that r(f)  is finite for almost all x e Q 1 . Thus the function x i—* [fx]2 
is almost everywhere L,--valued. However, whilst Luxemburg's theorem implies 
that x i—p r(f) is 1-measurable, it is not immediately clear whether the vector-
valued function x i— [fx]2 is strongly measurable. As we will shortly see, for some 
norms i- this function may not be strong measurable. The next result however, 
which should be contrasted with Theorem 2.2.3, shows that if we assume that 'r 
is also AC then the strong measurability always holds. 
Proposition 2.3.3. Suppose that-r is SF andAC. Let  : Q1XQ2 be a(ixE2)*_ 
measurable function such that r(f) <00 for almost all x E. 1l. Then the almost 
everywhere L,-valued function x ' —p  [fx]2 is strongly measurable. 
Proof. Our proof follows similar lines to the proofs of Fubini's theorem in [31, 
p. 163] and Luxemburg's Theorem 2.2.3, in that the result is established firstly 
for characteristic functions of "nice" sets and then gradually built up to cover 
arbitrary functions f of the form stated in the hypothesis of the theorem. To 
begin with, let T be a fixed E 2-measurable subset of Q2  with r(T) <00, let A 
denote the collection of all E l x 2-measurable subsets of A c Q, x T and let 
B denote those sets A E A such that x '—p [(XA)x]2 is strongly measurable, where 
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(XA)x refers to the vertical cross—section of XA  at x e Q1. We will show initially 
that A=8. 
Step 1: If A is a measurable rectangle in A, i.e. a set of the form A = E x F with 
E E E l and F e E2 with F c T, then clearly A e B since the map x '—f [(XA)x]2 
is a simple function and hence strongly measurable. 
Step 2: If A 1 , A2, 	A n  are disjoint measurable rectangles in A and if A := 
U=1 A. then x '—f [(XA)x]2 is again clearly simple, and hence strongly measurable. 
Thus A E B. 
Step 3: Suppose now that {A} 1 is an increasing sequence of sets in B, and let 
A = U=1 A which is clearly in A. Then for all x e we have (XA ) I (x)X 
and -r((XA)) < r(T) < oo so by the Dominated Convergence Theorem 1.2.10 
for 'r we have -r([(XA)X]2 - [(xA)12) = ((XA)x — (xA)x) -' 0 as n —f oo. Thus 
for each x, [(XA,)x]2 " [(X411 in L,- and since each x i—f [(xA)]2 is strongly 
measurable, Lemma 1.7.4 implies that x '—p  [(XA)12 is also measurable. Hence 
AEB. 
Step 4: Now suppose that {A} 1 is a decreasing sequence of sets in B. Then if 
A denotes the intersection of these sets, by exactly the same argument as Step 3 
we see that A E B. 
Thus B is a monotone class containing all elementary sets (i.e. sets of the form 
considered in Step 2) in 1 x T so by standard results on product measures (e.g. 
[31, p.  161]), B contains all E 1 x E2—measurable subsets of Q, x T. Hence B = A. 
We next generalise this by removing the need for the set T. 
Step 5: Now let A 	i x Q2  be E l  x 2—measurable with T((XA)x) <00 for almost 
all x. By Corollary 1.2.6 we can find a sequence Y n of measurable subsets of Q2 
with r(T)< oo and T 12asn—*00. For each n E N, let An =Afl(I 1 xT) 
so that A I A. By the result of the previous steps, x '—* [(xA)]2 is strongly 
measurable. Also for almost all x, since T((XA)x) <00 the dominated convergence 
theorem implies that r([(x4]2 — [(XA)x12) —* 0 as n —p oo. Hence by Lemma 
1.7.4 applied in the same way as in Step 3, x '—* [(XA)x]2 is strongly measurable. 
Step 6: If s : Q1 x  Q2 —f C is a simple El x 2—measurable function of the 
form s = En 1 ai XA i  with ai E C for each i, {A} pairwise disjoint and such 
UJ 
that r(s) < oo for almost all x, then for such x, ((XA 1 )x) < 00 50 by Step 5, 
X [(xA)]2 is strongly measurable. Thus as s is a finite sum of such functions, 
we must then have x '-* [s]2 strongly measurable. 
Step 7: Now consider an arbitrary El  x 2—measurable function f : Q1 x  Q2 - C 
with r(f) < oo for almost all x. Let {s} 1 be a sequence of simple functions 
such that s(x,y) TIfI(x,y) Al x p 2—almost everywhere in Q, X Q2 . By Step 6, 
each x '-* [(s)]2 is strongly measurable and since r((s)) I r(fI) a.e., by the 
same argument as Step 3 (or Step 5) we see that x '-* [If]2 = [f]2 is measurable. 
Step 8: Finally, if f: Q 1 x  Q2 -p C is now (El x 2)*_measurable  with r(f) <00 
a.e., then by Lemma 2.2.1, f is pi x a2—a.e. equal to some E l x 2—measurable 
function g so that [f]2 = [g]2 1 —almost everywhere. By Step 7, x -* [gx]2 is 
strongly measurable and hence so is x i-* [fx]2. This completes the proof. U 
We might ask whether this result can be generalised to non—AC norms in the 
same way that Luxemburg's Theorem 2.2.3 uses Theorem 2.2.2 to extend the 
measurability of x i-* r(f) to arbitrary SF norms r. Our next example shows 
that, by considering r = , the map x F-* [fx]2 need not be measurable. 
This is perhaps not surprising as for an L°°—valued function f to be strongly 
measurable, there must be a sequence of simple (or countable) functions u such 
that o(x) converges in L°° to f(x), for almost all x. As convergence in L is 
"difficult" it is very easy to manufacture non—measurable L'—valued functions. 
Example 2.3.4. Consider the space [0, 1] x [0, 2] endowed with the usual Lebesgue 
measure and let P denote the parallelogram subset defined by 
P={(x,y) :0<x< 1,x<y<x+1}. 
Clearly, P is a measurable set so by Luxemburg's Theorem 2.2.3, the map x 
II(xp)I is measurable. However, the L°°([0, 2])—valued function x 	(XP)x = 
X[O,1]+x is not strongly measurable. To see this, suppose otherwise. Then by 
Lemma 1.7.3(u) there is a sequence a : [0, 1] F-p L°°([0, 2]) of countably—valued 
functions such that for almost every x e [0, 1] we have I Icrn(x) - X[x,x+1] Ioo < 2 
for each n E N. Given any such n, since an is countably—valued there must 
be some x E [0, 1] such that there is a set A 	x of positive measure with 
o(t) = a(x) for each t e A. Choose points x 1 , x2 E A with x 1 < x2 . Letting 
g = a(x1) = a(x2 ) we have II - X[x1,xj+1]II < 2 	and 119 - XEx2,x2+11 1I < 
2 —n . However for almost all y e (x 1 , x2 ) these two equations give us, in turn, 
g(y) - 11 <2 and g(y)j <2, which is impossible. Thus x '-f (Xp)x cannot 
be measurable. 
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We can now use Proposition 2.3.2 to define our operator W rigorously. 
Proposition 2.3.5. Suppose that r is SF and AC. Then for each equivalence 
class [f]® E LpeT(f1 x l2) define the strongly measurable L,--valued function 
W([f] ® ) by 
where for a jointly measurable function f : 1 X Q2 -p C we define for ,u 1 -almost 
all x, J(x) = [fx]2. The linear operator W is an isometry. 
Proof. As in Proposition 2.3.2 we firstly check that if fi  and  f2  are two functions 
from the same equivalence class [f]® in Lp®T, then [11 ] 1 = [f2]1. In this case, since 
fi = f2 Al x 2-a.e., Lemma 2.2.1 implies that for almost all x E Q1, (fl ) x and 
(f2)x are 2-measurable and almost everywhere equal. Thus J(x) = 12 (x) a.e., 
so that [fill = [f2]1. Hence W([f] 0 ) is well-defined. 
Now let f be an element of the class [f ]® E Lp®r. Then by the discussion before 
Proposition 2.3.3, we have r(f) < oc a.e. so Proposition 2.3.3 applies, showing 
that f is strongly measurable. Thus we have 
IIfIIL(L) = PeT(f(X))) 
= p(r(f(x,y)) 
= If IILp(&r 
demonstrating that IIW([f1ø)ML(L) = p® -r([f]®). Hence W is an isometry. The 
fact that W is also linear is routine. 	 LI 
When r is AC we can combine the results of Propositions 2.3.2 and 2.3.5 to obtain 
the following useful result. 
Theorem 2.3.6. Suppose that p has the RF property and that r has the SF and 
AC properties. Then the operator W : L®(ft x l2) - L(l 1 , L,-(f 2 )) is an 
isometric isomorphism of Banach spaces. 
Proof. We proved in Proposition 2.3.5 that W is a linear isometry, and so is 
injective. To prove the surjectivity, let [f], E Lp(L T ) be a class of countably-
valued functions of the form considered in Proposition 2.3.2. Then it is easy to 
check that WUf = f. Hence the image of W contains this dense subspace of 
countably-valued functions. Since the image is closed we conclude that W is 
surjective. LI 
Thus in summary, the embedding (2.4) is onto when r is AC. Otherwise, L(L) 
may be a proper subspace of 
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Note also that for p and r satisfying Theorem 2.3.6, given a class [hi E Lp(L T ), 
it is indeed always possible to find a jointly measurable function f : Q1 X f —p 
C such that W ([f] ®) = [f]i. Hence there always exists a jointly measurable 
representation of [f]1,  though as we saw in the discussion before Proposition 
2.3.2, it is usually not clear how to construct such a representation explicitly. 
Density Theorems 
When r is AC, the isomorphism between L®,- and L(L 1-) allows us to carry the 
density results obtained for L(L) in Section 1.7 over to the mixed norm space 
Lp®T, with some further generalisations possible due to the fact that r is also an 
AC norm. Note that from here onwards, we will return to the slightly erroneous 
tradition of referring to elements of Lpor and L(L,-) as functions, rather than 
equivalence classes. 
Corollary 2.3.7. Suppose p is RF and that r is SF and AC. Then a dense 
subspace of L ® ( 1 x 2)  is given by the collection of all functions of the form 
f=>xA®fi, 	 (2.5) 
where {A} is a countable collection of pairwise disjoint E 1 —measurable sets with 
p(A) < oo, and {ft} are functions in L(1 2 ). Moreover, if p is also AC we can 
assume that the collections of sets and functions are finite. 
The proof of this follows directly from Corollary 1.7.10, Theorem 1.7.11 and 
Proposition 2.3.2. This result is useful as it allows us to define certain integral 
operators by defining them first on this nice subspace, then extending in the 
usual way. We will use this technique in Chapter 5 when considering the vector—
valued Hilbert transform. By applying further density results to r, we obtain the 
following generalisation of Corollary 2.3.7. 
Corollary 2.3.8. Suppose that p is RF and r is SF and AC. Then a dense 
subspace of L 0,-(cl 1 X ) is given by the collection of functions of the form 
= 	 ® XB, 
where {A} is a countable collection of pairwise disjoint measurable subsets ofi 
with p(A 2 ) < oo, for each fixed i we have that {B 2 } 3 is a finite set of pair'wis 
disjoint measurable sets with r(B 3 ) < oc, and aij E C for each such i and j. 
Moreover, if p is also AC we need only consider functions of the form 
n m 
f = aijXAi ®XB, 
i=1 j=i 
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with a 3 and {A} as above and with {B} 1 a pairwise disjoint collection of 
E2 —measurable sets. 
Proof. By Corollary 2.3.7 we only need to check this holds for f in the form of 
equation (2.5). Here (f)(x) = > x4(x)'r(f) and without loss of generality 
we may assume that i- (f) > 0 and p(A) > 0 for all i. Let > 0. Since r 
has the AC property, by Theorem 1.3.3 there is, for each i, a simple function 
---> C such that r(o - f2) < E2/p(A). Define the jointly measurable 
function s: Q, X Q2 -* C by s = Ei XA. ® ai  which is of the form stated in the 
hypothesis. Then by equation (2.1) we have 
p®T(S - f) = PX(XA(X)T(fi - 	p(xA) 2 1p(Ai) < 
as required. The AC case for p is similar. 
2.4 Change of Order of Norming 
Let f be a jointly measurable function on the product space Q, x 122 . By a simple 
application of Fubini's theorem we immediately see that for each 1 <p < oo, 
Mf(x,y)MLP(dx)MLP(dy) = IHIf(x,y)MLP(d)ILP(dX), 	 (2.6) 
and it is clear that the result also holds when p = oo. This technique, which 
allows us to change the order in which the norms are applied, is extremely useful 
and when we consider the theory of transference in Chapter 3 we will see that 
this is a fundamental feature of the proof of the classical transference theorem. 
In this section we will consider whether this idea can be extended to more general 
spaces. In order to approach this properly, we first formalise the above idea by 
defining the "interchange" operator S. 
Definition 2.4.1. Given a measurable function f : Q1 x 112 -* C define the 
function Sf 112 x 1l -+ C by 
Sf(y,x) = f(x,y) 
Clearly S is a linear operator. Using this notation, equation (2.6) becomes 
S1IIL1ØL1(2X1Zi) = If MLP®LPccuix2. 
Though we may not expect this equality for more general spaces, it is natural to 
ask whether or not the operator S is bounded from L ® (111 X 112) to L ® ( Q2 X 
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for a given pair of function norms p and r, i.e. whether there is a constant C < 00 
such that 
'r(p(f(x,y))) 	Cp(r(f(x,y))) 
for each function f E L ® ,(1u i x 2).  We will also be interested in when S is 
an isomorphism, though when p = r and Q, = 2 this is clearly equivalent to 
S being bounded as in these cases we simply have S = S. Before continuing, 
notice rather trivially that for f L 4 , and g e L we have S(f ® g) = g 0 f 50 
that r 0 p(S(f 0 g)) = p(f)T(g) = p 0 r(f 0 g). Consequently, if S is bounded 
then we must automatically have JIS11 > 1. 
By replacing f(x, y) in equation (2.6) by f(x, y)w 1 (x)w 2 (y) for any weights w 1 
and w2 : 	we obtain one positive and rather obvious result, 
which is that S : L (9 I2(1 X  2) - L,, ® L, 2 (1 2 x ) is an isometric iso-
morphism for each 1 <p < 00. A natural question to ask would be whether these 
results can be extended to other classes of function norms studied in Chapter 1, in 
particular pairs of r.i. norms over some space ft Our first result in this direction 
shows that in these cases, a necessary conditions for S being an isomorphism is 
that p and 'r are equivalent. 
Theorem 2.4.2. Suppose that (, ) is a resonant measure space of infinite mea-
sure and that p and r are r.i. norms over ft Then if S L P07- ( Q x 
L®(1 x Q) is an isomorphism, the norms p and r are equivalent. 
Proof. We will only consider the non—atomic case as the result for purely atomic 
spaces can be easily obtained in a similar (but easier) way. Suppose that p and 'r 
are not equivalent. We claim initially that, by interchanging p and r if necessary, 
we have both 
p j r, and 
there is a sequence {t} of positive real numbers decreasing to zero such 
that 
K inf E (0,00), 	 (2.7) 
nEN 
where I and '- denote the fundamental functions of p and r respectively (see 
Definition 1.4.12) and for convenience we will write "a < /3" for a given pair of 
function norms a and 3 to mean that there is a constant C e (0,00) such that 
a(f) <Cj3(f) for all measurable functions f on ft 
There are three possible cases to consider. 
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Case 1: p  Z r and r < p. In this case there is C e (0, oo) such that r(f) < Cp(f). 
Thus given t > 0, by letting f be the characteristic function of any set E with 
(E) = t we see that 	(t) <C(t). Thus for all such t, 
I 
- C 
so that condition (2.7) holds by choosing t = 1/n, for example. 
Case 2: p 'r and -r P. We assert that either 
(a): inf 	
,(t) 
E (0,00) 	or 	(b): inf 	
(t) 
E (0,00) 
nEN I(t) 	 nEN I(t) 
for some positive sequence {t} decreasing to zero. Indeed, since both fundamen-
tal functions (D P  and 4D, are zero only at the origin and finite everywhere else, 
both infima must be finite for any sequence It-I.  If info<t<i is positive then 
condition (2.7) holds for, say, tn = 1/n and we are done. Otherwise, there is a 
(t,) 	 ______ sequence t j. 0 such that 	—* 0+ as n —* 00. As a result, (t) —+ oo so that 
that infimum (b) must be positive and finite for this particular sequence {t}. By 
interchanging p and -r, condition (2.7) is then satisfied, and we also have p 
thus proving the claim. 
Case 3: p $ r and 	p. By interchanging p and 'r, case 1 now applies so the 
claim is proven. 
We can therefore assume for the remainder of this proof that p Z -r and that K 
is positive and finite. Since p r, there is a sequence of non-negative functions 
{fn}-i with p(f) = 1 and -r(f) > 2n. By Theorem 1.3.2 we can, for each n E N, 
choose countably-valued functions Sn  such that 0 s f and r(s) > n. Let 
.s be such a countably-valued function. We now claim that we can write s as 
a countable sum s = Ei ai XA i  where ai > 0 and {A 2 } are pairwise disjoint 
measurable sets, with the additional property that 1i(A) e { t : n E NJ. This 
00 holds as for each t > 0, by repeated divisions we can write t = F1n=1 Mntn for 
some non-negative integers {mn}i.  Consequently, by repeated applications of 
Lemma 1.4.8 we can write any positive measure set A as a countable disjoint 
union of sets whose measures take values in I t, : n E N } and the claim now 
follows. 
Define the jointly measurable function f by 
f = aiXAi ® 
XAi 
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Then p ® r(f)= p(Ei  aiXA) = P(S)- On the other hand, 









Applying the above calculation to each s we see that IISII ~ 	~ Kn. 
Letting n - 00 shows that S cannot be bounded. Hence the theorem is proved. 
Note that the same result holds for a pair of translation invariant norms over a 
purely atomic LCA group G. The proof is somewhat easier and will be omitted. 
The next natural question to ask is whether S: L ® -* L 0 is bounded for r.i. 
norms p other than ',. The following result shows that for the Lorentz IY' 
norms (defined on page 20) with 1 <p, q < 00, the case p = q is rather special. 
Theorem 2.4.3. Let Q be a cr-finite measure space which is either non-atomic, 
or purely atomic and infinite with all atoms having equal measure. Then for each 
1 <p, q <00, S is bounded on JY' ® JY1(c x ) if and only if p = q. 
Proof. The reverse implication is just a simple application of Fubini's theorem. 
To prove sufficiency, we will do the non-atomic case first. Let s = E i=1 aXA 
be a simple function, with {A} pairwise disjoint and 1u(A) > 0 for each i in the 
usual way. Let M = max(lail, Ja2l,... , Jan ). Then by Lemma 1.4.8 we can find 










0 	 (2.8) 







Since {A} 1 are pairwise disjoint, using equation (2.9) we have, for each x E 








I fl 	 I
IlIfxlpqIIpq= MxB
I i=1  
and since {B} 1 are disjoint, this is equal to M(>I1  M(B)), where 'I (t) = 
(p/(p - 1))1/th/r is the fundamental function of (see Theorem 1.4.15(xi)). 
Letting C = ((p - 1)/p)l/ we thus have 
n 	i/p i/p 
IfLP®LPq = CM(i(B)) 	= c( 	aiI7'(Ai)) 	= CIIsILv(). 
Alternatively, using equation (2.8) and taking the norms in the reverse order, we 
see that 
fl11 	 n 
fYpq 	
:: 	
XB 	I = aiXA(y)=C>XA(y)=Cs(y), 
for all y E Il and thus 
lSfLPq®LPg = C fYpqpq = CsI pq . 
Hence as S is bounded, JIS11pq <_ JJSJJJJsJJp for all simple functions s, and as the 
simple functions are dense in LP, this map extends to an embedding LPP(1) 
LP(c) However, if p > q, this contradicts Theorem 1.4.15(x). Also as S' is 
bounded and the simple functions are dense in Lpq  (by Theorem 1.4.15(u) and 
then Theorem 1.3.3), we obtain an embedding LP(c) c.. LPP() which cannot 
happen if p < q. Hence we must have p = q. 
In the purely atomic case, suppose (without loss of generality) that each atom 
has measure 1. Let s = E ajXA 2  be a simple function with la i lP E Q for each i. 
(It can be easily shown that such simple functions are dense in Lx  for p, q in the 
given range.) Choose K E N so that KIajI(Aj) E N for each i = 1,2,... , n. 
Then we can choose B2 C A. so that p(B) = KaIP(A). The rest of the proof 
then follows in the same way as the non—atomic case. El 
We can also show that for a large class of 	"norms" (as defined in equation 
(1.8) on page 21) S fails to be bounded on L'°° ® L'°°, as the following series 
of examples demonstrates. These "norms" include the pseudo—norms; for 
1< p < oc and hence, by Theorem 1.4.15(viii), all norms for 1 <p < 00, 
complementing the result of Theorem 2.4.3. Our approach will be to prove the 
result firstly for sequence norms defined in the same way as and then 
carry the result over to more general measure spaces by embedding the sequence 
spaces in an appropriate way. 
WE 
Before continuing we introduce some notation. Let {n}
00 
1 be a non-decreasing 
sequence of positive real numbers. For a sequence x = {x} 1 define its "norm" 
I = SUPnEN xçb where x is the non-increasing rearrangement of x, re-
garded as a sequence in the obvious way. (This is perhaps not quite as obvious as 
it might seem though, as the sequence x = (0, , , , ,...) has x = (1, 1, 1,...). 
Thus we should perhaps define this rigorously by first creating a step function 
f : ­4 C from x in the obvious way. Then we form f* which is another step 
function, and from this we can obtain x*.)  In order to simplify notation somewhat, 
we shall presently name sequences with a bold typeface and for such sequences x 
we will change to a plain typeface to denote its norm, i.e. as x = IIxI0. Let £°° 
denote those sequences x with x < oo. Even though we are not claiming that 
£'°° is a normed space (as the triangle inequality may not hold) we can still form 
the mixed "norm" space £°° ® £'°° in the obvious way, regarding the elements of 
this space as infinite matrices. For convenience, we will denote the mixed norm 
simply by II. II. We now show that S : £'°° 0 —* £OO 0 £'°° is not bounded. 
Proposition 2.4.4. Suppose that q is non-decreasing, ci > 0 and that On - oo 
as n - oo. Then for each N E N there is a finite matrix A with 11AII = 1 and 
11A T11 > ON- 
Proof. Without loss of generality we can, by scaling {q} if necessary, initially 
assume that that 4 1 = 1. The proof simply involves describing how to construct 
a suitable matrix A inductively, row by row. Firstly, for each it e N define 
an = 1/on and observe that a1 = 1, and since On is non-decreasing we have 
(al, a2 , . . . , a,) = (al, a2 , . . . ) a,, 0) , . . ) 	 (2.10) 
so that I I(ai, a2 ,... , an ) II,0 = 1 for all such n. We will use the following easy 
lemma to construct A. 
Lemma 2.4.5. Let u 1 , u2 ,... , u2_ 1 be given positive real numbers. Then there 
exists j > i such that 
(u 1 ,u2 ,.. . ,u_i,aai,a+iai,.. . ,aai) 110. ~: 1. 	(2.11) 
Proof. For each j > i, the left hand side of inequality (2.11) satisfies 
I (ui, u,... ,u_1 , a, a+,,... , aj ) 11 0,, > q5 min(u i , u2 ,... ,u_ 1 , at ,... , a) 
	
( 	 qj = min( min(ui , . . . ) ui_ i ), -, . . . , 
Oi 
= min (4 min (u i , . . . , u2 _ 1 ), 1), 
MU 
since qj/qk > 1 whenever i < k < j. Now since çb —* oo, there exists j E N 
such that q5 min(u i , . . . , ui_i) ~: 1 so that I lul, . . . , u2_ i , aj , . . . , ci)II, > 1 as 
required. 	 El 
The construction of A now involves repeated applications of this lemma. The 
choice for the first two rows is easy. Let r 1 = (alai , 0, 0,...) so that IIriIIo 
1, and define r 2 = (ai a2 , a2a1 , 0,0,...), giving r2 = max(q ia2 , q 2a2ai ) = 
max( i / 2 , 1) = 1. Let u = (a ia3 , a2a2 ) be the vector obtained by copying 
the non—zero entries of r 2 , but with 1 added to the index of a on the second 
factor of each entry. Then applying Lemma 2.4.5 to u we obtain j > 3 such that 
r3 := (aia3, a20Z2, a3ai, a4a1 ,... , a33 ai ) has r3 ~! 1. Using r3 , construct u via 
the same process, i.e. u = (aia4 , a2 0Z3 , a3a2 , a4 0Z2 ,... , aa2 ). Then by Lemma 
2.4.5 again, we can define 
r4 	(aia4 , a2a3, a3a2 , a4a2,... I a 3 a2, a,3+iai, a 3+2ai,... I a4a1) 
with r4 > 1. Continuing inductively, we obtain a finite matrix A whose trans-
pose' is given by 
AT =  
alai a1a2 a1a3 a1a4 a1 a5 . 	 . 	 . aa 
o a2 a1 a2a2 a20Z3 a2a4 ... a2aN_1 
o o a3a1 a3a2 a3a3 ... a3aN_2 
o o a 3 a1 a 3 a2 a33 a3 ... a33  aN_2 
o o 0 a33+iai a33 +ia2 ... ai31aN_3 
o o 0 a34 a1 a34 a2 ... a34 aN_3 
o 0 0 0 a34+iai ... a34 flaN_4 
o o 0 0 a5ai ... a 5 aN_4 
o o 0 0 0 
o 0 0 0 0 o aJN_l+1a1 
o o 0 0 0 0 
0 0 0 0 0 aJNalI 
The ith column of A is of the form c 2 = a(0,... 
) 
0, a1 , a2 , a3,...) so has norm 
a2 . Therefore, I lAM = I l(ci,c2,c3,. .. = lRai,a2,a3 .... )ll = 1. How-
ever by construction, r2 > 1 for each i so that IIATM = 1(ri,r2,... ,rN)Il ~ 
11( 1 , 1,... , 1) 11 = This completes the proof. 11 
As a slightly irrelevant comment, also note that if we let BT  be the matrix ob- 
tained by left—aligning the rows of AT  then whilst BT  and AT  are equimeasurable, 
'The matrix was too wide to be written normally! 
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we have JIB'11 = 1 and JJA'11 = ON. Thus we cannot expect p® 'r to be r.i. when-
ever p and r are. 
We can now generalise the sequence result of 2.4.4 to arbitrary pairs of infinite 
resonant measure spaces by "embedding" copies of the sequence spaces in these 
new spaces. 
Theorem 2.4.6. Let 	Al), (12, L2) both be infinite a—finite resonant measure 
spaces. Let q : 	be non—decreasing with (t) —* oo as t —p oo. Then 
8: L°° ® L°°(f 1 x 2) - L'°° ® L°°(1 2 x l) is not bounded. 
Proof. In the case when hui is purely atomic we can, by scaling j, assume that 
all atoms have unit measure. Then it is trivially easy to see that we can then 
construct a pairwise disjoint collection of atoms {E} 1 in hu with 1 (E) = 1 
for each n and by repeated applications of Lemma 1.4.8(i), we can obtain exactly 
the same result in the non—atomic case. Similarly, we can find a pairwise disjoint 
collection {F} 1 of subsets of hu2 with 12 (F) = 1 for each it E N. 
For each n> 1 let 
On = sup q(t) 
n- 1<t(n 
and assume, without loss of generality, that ci = 1. Then On  is clearly non—
decreasing and satisfies the condition of Proposition 2.4.4. Given N E N, let A 
be the matrix as constructed by Prop. 2.4.4. Define 
00 cc 
= 	amn XEn ® XFm, 
n=1 m=1 




where (a.n)*  denotes the non—increasing rearrangement of the nth column of A, 
and we have f 0 otherwise. Thus 
IIfII 	= SUP (f)*(t)(t) 
t>O 
= sup(a.n ) 	SUP q(t) 
	
mEN 	m-i<t<m 
= sup(a.n )çbm  
mEN 
= I I Cnll,6. = 
using the same notation as in Proposition 2.4.4. So by letting g(x) IIfM 	we 
have 
00 g(x) = 	CflXE(X) 
62 
and by a calculation similar to that for IIfII 	above, we see that 	= 
5UPnEN 	so that Ill U = hAil = 1. Likewise, by repeating these calculations 
for the y-sections of f, we find that 11Sf II = IIATII = ON. Now let N —+ 00 to 
obtain the required result. 	 El 
Most of these results have been rather negative. One useful positive result can 
obtained by considering the well-known concepts of p-convexity and q-concavity 
from Banach Lattice theory, which will be of use in Chapter 5. However, we 
present the definition from [22, p.  45] in the context of function norms. 
Definition 2.4.7. A normed Köthe space L(1) is said to be p-convex (p E 
[1, oo]) if there exists a constant M(p) < oo such that for all finite collections of 
functions fl , 12,... , f, E L 1,, we have 
p ((lfIP)u/P) 	M()(P(f)P) 
i/p 
, 	 (2.12) 
when p < oo, and when p = 00, 
p(( max 	:!~ M(  max p(f). 	 (2.13) 
For 1 < q < 00, L is q-concave if inequality (2.12) reverses, i.e. 
(
n 	 1/q 
p(f)q)< Mp 	lf l) i/q) 
for some constant M (q)  . The definition of 00-concavity is obtained by reversing 
inequality (2.13) in the obvious way. 
Note that 1-convexity is equivalent to the triangle inequality, and thus every space 
L(1l) is automatically 1-convex with constant M( i) = 1. Likewise, it follows 
from the lattice property (i.e. p(f) p(g) whenever Ill < jgI) that L(l) is 
automatically oo-concave with M°° = 1. As a slightly more interesting example, 
a trivial application of Minkowski's inequality shows that LP(1I) is r-convex with 
M() = 1 for all 1 <r <p and s-concave with M(8) = 1 for all p < s <00, with 
these bounds on r and s being the best possible. 
Using the results of Section 2.3 we can, in most cases, restate the definitions of 
p-convexity and p-concavity in terms of the operator S being bounded on certain 
mixed norm spaces. 
Theorem 2.4.8. Let p be a SF norm over a a-finite measure space 11 2 which is 
either non-atomic, or purely atomic and infinite. Let p be in the range 1 < p ~ 
00. 
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If  is also AC, then L isp—convex if and only ifS: L 2 ®L(1 i x 12) - 
L ® LP( 2 x ft) is bounded. In this case we have 11511 = M). 
If 1 <p < oo, then L is p—concave if and only if  : L ® L(1 2 x 
X 12) is bounded, and we have IISII = 
As we will see from the proof, the forward implications in this result still hold for 
arbitrary 0—finite spaces l2, giving the estimates 11 8 11 < M) and IISII in 
(i) and (ii) respectively. 
Proof. We will prove only (i) as (ii) follows similar lines. As we will shortly see, 
the requirement that p is AC in (i) is imposed to ensure that a suitable density 
result (in this case Corollary 2.3.7) applies. Since the norms are interchanged in 
(ii), the analogue of this is to require that LP be AC, thus explaining the presence 
of the condition 1 <p < oo. 
(i): Suppose that L is p—convex for some 1 < p < oc. Observe that since p is SF, 
by a standard limiting argument we can take infinite collections of functions in 
the definition of p—convexity (inequality (2.12)). Let f E LP ® L, be a countably-
valued function in the same form as equation (2.5), i.e. 
f = XA ®f 











(since {A} is disjoint) = p 	 11P 
IP 	
) 
Applying inequality (2.12) to the functions { 1 (A) 1IPf} inside the summation 
then gives 
SfIIL P®LP M 	
i/P 






= M() (L1 XAi(x)P(fi)Pdx) 
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and since for each x E Q1, at most one term of the summation in the integrand 





which is precisely M(P)MfIILP®LP.  Thus S is bounded on a dense (by Proposition 
2.3.7) subspace of II ® L so extends in the usual way, also showing that 11511 < 
M(). The p = oo case is similar. 
Conversely, if S is bounded and Ii, f2,... , f are given functions in L, choose 
disjoint sets &. .. , A in Q2  with i2 (A) > 0 for all i. (We can do this since we 
are assuming that 12 is either atomic and infinite, or non-atomic.) Repeating 
the above calculation for functions f of the form f = 	ii1(Ai)_ 1 xA ® Ii 
shows that L is then p-convex with M() 11 8 I I. 	 Li 
When p = 1, condition (i) in Theorem 2.4.8 can be relaxed slightly so as to include 
norms p which are not necessarily AC. This is desirable as it provides us with an 
analogue of Minkowski's inequality which, as we will see in Theorem 2.5.2 and 
later chapters, allows us to bound many simple operators. 
Theorem 2.4.9 (Generalised Triangle Inequality). Let hui and hu 2 both be 
or-finite measure spaces, and let p be a function norm over hu 2 with the SF prop-
erty. Then 
S : L'®L(hu 1 x Q2)  ---+ L®L'(h22 x hi ' ) 
is bounded with 11811 = 1. 
Proof. By Theorem 2.2.2 there is a sequence of AC and SF norms p such that 
p(g) I p(g) for every measurable function g on hi2 . By Theorem 2.4.8(i) applied 
to each norm Pn  we have that S : L 1 ® L,(hl, x hi 2) - ® L'(hu 2 x hi,) 
is bounded with JIS11 = 1. Let f : hi, x 112 -+ C be jointly measurable with 
If IIL'®L < oo. Then clearly for each n E N, Ilf IIL1eL Ilf IlLl( &Lp so that we 
have 
ISfIIL®L' 	If Ili1øL. 	 (2.14) 
Now by definition, 11Sf IIL®L' = p,(IIPIIi) and by Theorem 2.2.2, p,(IIf'IIi) I 
p(IIfIl,) = Il5! lIL®L1. Letting n - 00 in inequality (2.14) then completes the 
proof. 	 0 
2.5 Further Results 
We conclude the chapter by collating some rather dry, technical results which can 
be obtained from (and fit in with) our mixed norm space theory. Whilst these 
observations may initially lack relevance, they will prove quite useful in the later 
chapters. 
The first result is a very simple comment about cross-sections, though the second 
part of the lemma will be of use in Chapter 5 as we will be required to consider 
the horizontal cross-sections of functions in certain mixed norm spaces and must 
be sure that the norms of such functions are finite. 
Lemma 2.5.1. Suppose that f E Lp07-(1ll x 112). Then 
for almost all x E 1l, f E L,-(Q2); 
ifS L ® (111 x 112) -* L T®p(112 x 110 is bounded then for almost ally E 112 , 
fY E L(11 1 ). 
Proof. Let f e L 0 (11i x 11 2 ). The measurability of f was established in Lemma 
2.2.1, and an analogous result exists for fY.  (1) was proved in the discussion before 
Proposition 2.3.3. For (ii), note that Sf E L®(1l2 x 1l) so that 00 > r®p(f) = 
T(p(fY)) hence p(fY)  <00 a. e. LI 
The requirement that S be bounded is necessary in Lemma 2.5.1(u). To illustrate 
this, note that L'(TR) is not oo-convex so, by Theorem 2.4.8(i), the operator 
S : L°° ® L 1 (1R 2 ) -* L' 0 L00(1R2) is not bounded. Let g : JR -* JR be defined by 
I x h/ 2  ifO<x<1, 
W = 0 	otherwise, 
and define the jointly measurable function f(x, y) = g(x + y). Then, by the 
translation invariance of i, we have ILfIIi = IIIk for each x E JR so that 
MfI®i = MgMi < oo. However, for each y ER, fY(x) -* oo as x --+ -y  from the 
right, so that f  L°°(TR). 
Convolutions 
The notion of convolution will be fundamental to our study of transference in 
Chapters 3 and 5, so it is sensible to consider some examples of when convolution 
operators are bounded on certain Banach function spaces. This will also allay 
any fears we might have about measurability of convolved functions. Whilst our 
me 
main result perhaps fit best in the first chapter, a rigorous proof requires Theorem 
2.4.9. 
Before stating our theorem, we must make a simple definition. Suppose that 
p is a SF norm over a LCA group C, as considered in Sections 1.3 and 1.5. 
Let a : C -* [0, 00] be a measurable function such that for each u E G we have 
a(u) ~: IIT_II, where {TU } UEC denote the translation operators, as defined on page 
25. Such a function a will be called a weight function associated with p. (Note 
that directly defining a(u) = IT_II may be undesirable in general, as a need 
not necessarily be measurable.) As a trivial example, if p is translation invariant 
then a suitable weight function is given by a(u) = 1 for all u E C. Similarly, if 
p has uniformly bounded translations then we can let a be the constant function 
equal to be the uniform norm of the translations. Slightly more generally, if p is 
AC, and C is a separable measure space (i.e. the metric d on measurable subsets 
of C defined by d(E, F) = fG I XE - xFId,u is separable), then the measurability 
is automatic. This follows as from [4, Thm. 1.5.5, p.  27], we initially have that 
00 L(G) is separable. We can then choose a dense subset {fTh}1 of the unit 
ball in L(G) and define a(u) = supflEN p(T._f(x)). Then for each u E C, 
a(u) = IT_II. Moreover, since (u, x) -* T_f(x) is jointly measurable for 
each n E N, and as p has the SF property, then Luxemburg's Theorem 2.2.3 
implies that u -* Px (T_f (x)) is measurable, establishing the measurability of 
the function a. 
Theorem 2.5.2. Suppose that p is a SF norm and that k is in the weighted space 
L(C). Then the convolution operator k* : L(C) -* L(G); f i-* k * f, defined 
by 
(k * f)(x) = / k(u)f(x - u)du 
for each f e L(C) and each x e C, is bounded with norm at most IIkIILG. 
Proof. Suppose first that k > 0 a.e., and that f e L(C) is also non—negative a.e. 
By standard results, for example [31, p. 171]), the map F: C x G -* + defined 
by F(u, x) = k(u)f(x - u) is jointly measurable. Thus by Luxemburg's Theorem 
2.2.3, the function x '-* I IF(u, x)lL1 (c,d )  is measurable. However, it is clear that 
this function is simply x i-p k*f(x). Consequently, k * f is a measurable function. 
Now as p(k * f) = JISFIIL,OL1, we can apply Theorem 2.4.9 to change the order 
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of forming, so as to obtain 
p(k * f) :!~ IIFIIL 1 ®L 
= f P(k(u)f(x - U) du 
= f Ik(u)Ip(Tf)du 	 (2.15) 
~ p(f) IG Ik(u)(u)du 
= p(f)IlkML(C), 
giving the required result in this case. Also note from this that k * f(x) is then 
finite a.e. Thus, for a general complex valued measurable function f, by writing 
f = fi — f2 +i(f3 — f4 ) with each f2 > 0, as in the proof of Theorem 1.3.3, the above 
results show that for i = 1,2,3 and 4 in turn, k * fi is measurable and a.e. finite, 
so that k * f = k * Ii - k * f2 + i(k * f3 - k * f) also exists a.e. and is measurable. 
Finally, by splitting k in the same way, we can thus establish the measurability 
of k * f for arbitrary k and f as stated in the hypothesis of the theorem. The 
calculation (2.15) above then applies, showing that p(k*f) <p(f)IkIjLi(G). LI 
Tensor Products of Operators 
We conclude by considering very briefly some special examples of tensor products 
of operators, some of which will be of use in Chapter 5. 
Let L( 1 ) and L(1) be Banach function spaces with SF and AC norms, and 
let T: L(l 1 ) - L( 1 ) and U L(Q2) -* L,() be linear operators. Then we 
can define the linear operator T ® U on functions h of the form h = f ® gj, 
where f L,,(i) and gj E L(2) for each i, by 
(T®U)h = >Tfj ØUg. 
In general, the operator To U need not be bounded, even when T and U are. We 
now consider the two fundamental examples arising when one of the operators T 
or U is the identity operator. 
Example 2.5.3. Since we are assuming that p and T are SF and AC, Corollary 
2.3.7 implies that the functions of the form 
f = xA®fi 	 (2.16) 
(where, as usual, {A} are pairwise disjoint in L( 1 ) with p(A 2 ) < oc, and 
fi e L, 2 )) form a dense subspace of L®(11 x p2).  For such f, we have 
(I®T)f = XAi ®Tf 
which is equivalent to defining (I ® T)f(x, y) = Tf, (y) a. e. Note also that if T 
is bounded we have 
p® T ( XAThi) = (EXAiT(Thi)) 
P(MTI 	XAT(hi)) 
= lTIp®r(f), 
so that 10  extends to a bounded linear operator on L ® with IIIOTII < ITIL 
On the other hand, by applying 10 T to functions of the form XA ® f, where A 
is some fixed measurable subset of Q, with p(A) < oo, and f E L(l 2 ), we see 
that ITI < I 0 T. Therefore in summary, I(D T extends to a bounded linear 
operator on LpØ T if and only if T is bounded on LA), and in those cases we 
have 1110 TI = ITII. 
Example 2.5.4. If we interchange the roles of  and the I in the above example, 
the situation becomes much more interesting in that T ® I need not be bounded, 
even when T is. We will meet some important examples of this in Chapter 5 when 
we consider the function-valued Hubert transform. One rather trivial situation 
where we can however prove that T ® I extends to a bounded operator on LPOT 
is when the interchange map S -* L- ® , is an isomorphism, for in this case 
it is easy to verify that T 0 I = S'(I 0 T)S. This is not particularly useful 
though, as we have seen that S unbounded in most practical cases. 
Note that if we know that T ® I is bounded on LpT, then it follows that T is 
bounded on L(Q 1 ), as in Example 2.5.3. One of the highlights of the transference 
theory developed in Chapters 3 and 5 will be to show that for certain operators T 
and certain spaces L and L, we can "change the action" of T and deduce that 
T is also bounded on L(l 2 ). Before commencing on our study of transference 
though, we have one final technical result concerning p-convexity and operators 
of the form T®I. 
Proposition 2.5.5. Let L( 1 ) and L(2) be SF and AC spaces. Suppose that 
an operator of the form T 0 I extends to a bounded operator on L ®.,-(12 1 x 
but not on L ® £1 (c1 1 x N). Then there exists Po E (1, oo) such that L,-(11 2 ) is 
p-convex for all 1 <p <po. 
In order to prove this, we utilise the following three standard results about p—
convexity from [22]. 
Definition 2.5.6. Given p E (1, oo), a Banach function space L, (Q2) satisfies 
an upper p—estimate if there exists M < oo such that for all pairwise disjoint 
collections of functions {f} in L T we have 
	
In 	\ 	 I 	 \11P 
(f ) 
~ M ( 	r (fj) \= I  
Lemma 2.5.7. There does not exist p e (1, oo) such that L satisfies an upper 
p—estimate if and only if for all e > 0 and all n E N, there exists a collection 
{fz}=i of mutually disjoint functions in LT(2) such that for all scalars jai } 1 
we have 
aII i (1— E)laIt 	r(E aifi) II II 	II 
Theorem 2.5.8. If L(1l 2 ) satisfies an upper r—estimate for some 1 < r < 00, 
then L,- is p- convex for all 1 < p < r. 
Essentially then, L,- is p-convex for some p> 1 if and only if it does not contain 
copies £1  (in some sense). We can now prove Proposition 2.5.5. 
Proof of Proposition 2.5.5. Suppose that there is no Po  e (1, oo) for which L 
satisfies an upper p o—estimate. Let K> 0. Then since T := T®I is not bounded 
on L ® £' there is a simple function g of the form of equation (2.16) such that 
I9 L®t 1 = 1 and JIT9 I I L poil > 4K. For each n E N, truncate the vertical sections 
of g by defining gn e L ® £' by 
{  
gn(x, 	
g(x,i) 	if i 	n, 
i) 
= 0 	otherwise. 
Then for a.e. x  Q, and all i eN, gn (x,i) T I g(x,i) I as n —p oo. Since T acts on 





= 0 	otherwise. 
so that Tgn I J TgJ in the same way as above. Thus, since L ®, has the SF 
property (by Theorem 2.2.6) there exists n e N such that ITgThL®T  ~: 2K. 
Applying Lemma 2.5.7 with E = , there are mutually disjoint functions f', f2, . . .  fn 
in L such that for all vectors a = (ai , a2, 	an 	have 
IIaIl 	r(aifi) 	 (2.17) 
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Define the function h : Q, x Q2 -* C by 
h(x,y) = 	g(x,i)f(y). 
Temporarily fixing x e Q 1, if we substitute the vector a with components a 2 
gn (x,i) into (2.17) we obtain 
Mg,IIi 	T( n (xz)f i) 	-r  (h. ) 	IIg,Ii. 	(2.18) 
On the other hand, by repeating the above process with a 2 := Yg(x, i) we have 
:!~ 'r((Th)) 	 (2.19) 
since, for almost all y E 11 2 , we have 
>ajfj(y) = 	Tg(x,i)f(y) 
= 	Tg(x)f(y) 
(by the linearity of T) = T((x)f i (Y)) 
= T(h')(x) = Th(x,y), 
almost everywhere. Thus, by taking the p—norm of (2.18) and (2.19) with respect 
to x we have that 
IThI Lp®r ~: ITgML ® 1 ~ K ~ KIgIIL® 1 > Kh PØT . 
Hence the norm of T ® I on L® is at least K. However, since K is arbitrary 
this contradicts the assumption that T ® I is bounded on Hence L must 
satisfy an upper p o—estimate for some Po > 1, so by Theorem 2.5.8 is p—convex 
for all 1p<po . El
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Chapter 3 
Transference on Rearrangement 
Invariant Spaces 
3.1 Introduction 
In this chapter, we finally leave our general study of function norms to begin 
considering how transference methods can be developed in the context of Banach 
function spaces, an idea which will feature largely throughout this thesis. The 
main aim of this chapter is to investigate how the classical transference theorem 
of Coifman and Weiss can be generalised from its usual setting of Lebesgue L 
spaces so that it applies in a much larger class of r.i. spaces. After firstly reviewing 
the essential ideas behind transference, along with a brief consideration of the 
classical transference theorem, we will then go on to discuss some of the issues and 
problems which arise when trying to generalise the classical theory. Motivated 
by this discussion, in Sections 3.4 and 3.5 we start to describe the setting for 
a new transference theorem, before finally stating and proving our theorem in 
Section 3.6. The chapter then concludes with some further discussion, examples 
and applications. 
3.2 The Classical Transference Theorem 
We begin by describing the classical transference theorem of Coifman and Weiss, 
from their monograph [13, p.  10]. The essential idea of transference, at least in 
the "classical" setting, is that given a bounded convolution operator over some 
suitable measure space (which must necessarily have a group structure in order for 
convolutions to make sense), it is then often possible to define a related operator 
on a second measure space and obtain a non—trivial estimate on its norm in terms 
of the convolution norm of the original operator. This new "convolution—like" 
operator is usually referred to as a transferred operator. As we might expect, in 
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order for this idea to be viable there must be some kind of link between the two 
measure spaces, prompting us to introduce some further algebraic structure to 
the setting. To make these ideas more rigid, it is perhaps now a good opportunity 
to state the classical transference theorem precisely. 
Theorem 3.2.1 (Classical Transference Result). Let C be a locally compact 
abelian group with Haar measure p and let (Il, v) be a o-finite measure space. 
Suppose that R : G - (LP()); u i-* R u is a representation of C in the sense 
that R is strongly continuous and that RR = Ru, for each u, v E G. Suppose 
also that {R}c is uniformly bounded in that there is a constant c> 0 such that 
IRU M < cfor all  E G. Then given k e L' (G), the operatorTk L 7'(Il) -* 
defined v-a.e. by 
Tkf(x) = fG k(u)(Rf)(x)d(u) 
is bounded with JjTkjj < c2 N(k), where N(k) denotes the norm of convolution by 
k on LP(G). 
We will give a brief outline of the main steps of the proof from [13, p.  111 as it will 
be very useful to refer to this in subsequent sections and, indeed, again in Chapter 
5. Firstly, it is easy to see from Minkowski's inequality that Tk is bounded with 
norm no larger than cIkIi. We then restrict k so that it has compact support 
C ç C and let V c G be some open set. Then given f E LP(1) and any v e V, 
Hille's theorem implies 
RTkf 
= f k(u)R_fdt(u), 
and using the fact that k is supported on C, we have for almost all x E Il, 
RTkf(x) 
= fc k(u)Rf(x)d(u) = JG k(u)vc(v - u)Rf(x)d(u), 
the second equality holding since each v - u in the first integrand is in the set 
V - C. Thus if we define the function g(x, w) := xv_c(w)R,f(x) then, using the 
vertical cross-section notation of Chapter 2, we have 
RTkf(x) = k * g x (v) 
for all v e V and v-a.e. x e Q. Now, as we have the trivial estimate 
TkfIILp(Q) = R...vRTkfI < cMRT,jM, 	 (3.1) 
by averaging this over V we obtain 
c 
 j f 1k * 	 djL AM  i
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and by changing the order of integration and enlarging the set V to G we see that
cp 
IlTkfU 	(V) f j 1k * g (v ) Pd(v)dv(x) ~ (FT)  N(k) f IgXIIP()d11(x). 
(3.2) 
By a second application of Fubini's theorem, the integral on the right hand side 
of (3.2) becomes 
f f g(x, v) Id(v)dv(x) = fG f lvc(v)Rvf(x) 
< IIRflId(v) <(V - C)Ilfl. 
Hence we have that 




Finally, since C is abelian, it is well known (see for example Lemma [19, 18.12], 
mentioned later in Example 5.3.2) that V can be chosen so that the ratio (V - 
C)/i(V) is as close to 1 as desired, verifying the theorem for compactly supported 
k. Generalising to arbitrary kernels k follows a rather standard argument which 
we shall omit. 
It should be noted that the requirement that C be abelian can be relaxed to 
accommodate so—called amenable groups, though this will not concern us here. 
3.3 Generalising to r.i. Spaces 
It is interesting to ask whether Theorem 3.2.1 can be generalised so as to apply 
to arbitrary r.i. spaces or, at the very least, other Lorentz Jyq  spaces. Obviously, 
a first attempt at making such a generalisation would be to copy the ideas and 
techniques behind the classical transference theorem as much as possible. How-
ever, by examining the statement and proof of Theorem 3.2.1, we see that some 
problems immediately arise. 
A first problem we encounter is that given an arbitrary r.i. norm p on C, it is 
not clear initially how we can realise p as a norm on the second measure space 
Q. In the case of Lorentz Lpq norms though, this is not a problem as the norm 
of each function f is defined explicitly by a formula involving the non—increasing 
rearrangement of f. Luckily, as we shall see in Theorem 3.4.1, every r.i. norm 
can in fact be realised via non—increasing rearrangements, thus allowing us to 
overcome this first problem quite easily. 
74 
The second, much more difficult problem is that the proof of Theorem 3.2.1 relies 
on two interchanges of integration. As we saw in Section 2.4, and in particular 
Theorems 2.4.3 and 2.4.6, this operation is unbounded on most of the spaces 
we would like to encompass, such as all Lorentz Lpq spaces (whenever p $ q). 
Because of this, any useful generalisation of Theorem 3.2.1 must avoid using 
Fubini's theorem altogether and take an alternative approach. One way forward 
is motivated by one of the most common applications of the classical transference 
theorem, where we take G = R and Q to be the unit circle group T, identified 
with the subset [0, 1) C 11 under addition modulo 1, along with the canonical 
"translation" representations R e (LP(T)) defined for each u E R by Rf(x) = 
f(x + u modi). In this setting it is possible to construct a new proof of Theorem 
3.2.1 which avoids using Fubini's theorem altogether, with the advantage that 
the proof automatically applies in a much larger class of rearrangement invariant 
spaces. The key observation we use as a replacement for Fubini's theorem is the 
simple fact that as TE can be split into countably many integer translates of T, 
then given any measurable function f on T and any n E N, we can "lift" f to a 
function f on R comprising n 1—periodic copies of f. Correspondingly, the non—
increasing rearrangement of this new function fn is related to that of f via the 
formula (f)*(t) = f*(t/ n) for each t > 0, i.e. the function (f)* is a dilate of f*. 
This observation immediately generates two issues which must be studied further 
if it is to be of any use. Firstly, we must study the idea of dilation operators 
in more detail, and we will detail this on page 79. Also, as mentioned briefly 
above, we must be able to evaluate the norm of a function f on Ift in terms of 
its non—increasing rearrangement f*, which is a function on TE. This can be 
achieved via the so—called Luxemburg representation of p, discussed in the next 
section. With these issues settled, we will have enough structure so as to allow 
us to alternate between considering the norms of functions on T and the norms 
of periodic copies of such functions as much as is needed. 
The ideas outlined above need not be restricted to the case of R and T either, 
and it is interesting to consider how more arbitrary measure spaces can be ac-
commodated whilst keeping enough of the useful properties which arise from the 
relationship between T and R. Thus, it makes sense to consider situations where 
IE is replaced by a suitably nice group G and T is replaced by a subset of G 
having similar "tiling" properties to those T has in R. However in order to bring 
in the idea of dilations of functions on G, we must introduce some kind of mul-
tiplication operation on G. One possibility is to have a scalar multiplication so 
that C becomes a vector space, but this is possibly rather limiting so, instead, 
75 
our new transference theorem will apply to certain (unital) locally compact rings, 
the essential theory of which will be described in Section 3.5 before we finally 
state our new theorem in Section 3.6. For the time being, we develop some of the 
necessary background material on r.i. spaces, as promised earlier. 
3.4 The Luxemburg Representation 
Let R be a o--finite resonant measure space and let p be a r.i. norm over R, as 
studied in Section 1.4. By definition, if f and g are any two equimeasurable 
functions then we have p(f) = p(g). Thus since f is equimeasurable to its non—
increasing rearrangement f*, it would appear reasonable that we can view p as 
being constructed from some other "norm" defined for functions on R+.  This 
idea is made rigorous in the following theorem of Luxemburg, a proof of which 
can be found in [4, Thm. 11.4.10, p.  62 and Thm. 11.4.9 p.  61]). 
Theorem 3.4.1 (Luxemburg Representation Theorem). Let p be an r. i. 
norm over a resonant measure space R. Then there is a rearrangement invariant 
function norm /5 over R+  (with Lebesgue measure) such that 
p(f) = 
for each measurable function f on R. 
Such a norm /5  is called a Luxemburg representation of p. If we now let T 
denote some measurable subset of R with positive measure, then as we mentioned 
briefly in Section 1.2, we can use p (which need not be r.i. here) to define a norm 
PT on T by simply restricting p to T. An equivalent approach to this is to "lift" 
each function f e M(T) to R by defining f E M(R) as 
- 	If(x) ifxET, 
AX) 
= to 	otherwise. 	
(3.3) 
Then by defining PT(f) = p(f), it is plain to see that this agrees with our first 
definition of PT 
Returning to the case where p is r.i., we can also realise the norm PT  via a 
Luxemburg representation as follows since given f e M(T) we have (f)* = 
so that 
PT(f) := (f) = /5(f * ) = ,5(f*) 	 (3.4) 
Having this simple method of linking norms on R and T via a norm on TR will 
prove very useful later. Notice however that by considering norms on sequence 
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spaces, we see that the Luxemburg norm 5 need not be uniquely defined in general. 
Fortunately, if R has a similar measure structure to ]+ then the following result 
is welcome. 
Proposition 3.4.2. If R is non—atomic and has infinite measure then 
every non—increasing measurable function f : 	+ 	is almost every- 
where the non—increasing rearrangement of a measurable function g on R; 
the Luxemburg representation 5 is uniquely defined. 
Proof. We prove (a) first. Given f as in (a), let 1 = inf >o f(x), and for each 
n E N and i E Z define the constants ani := 1 + i2 and the sets Vni by 
Vni = { x> 0 : 	f(x) <a,+i }. 
Trivially, for each n, {V} 0 is a pairwise disjoint collection of intervals, some 
of which may be empty, and each interval has finite length, except perhaps V 0 . 
Also notice that by construction, 
vni = vn+1,2i U V+1,2+i, 
for n E N and i e Z, and that if V 0 is infinite for some n, then V o is infinite 
for every n E N. 
Define the simple measurable functions fn for n = 1, 2, 3,... by 
22 
In = EaniXVni 
Clearly, for each x> 0, fn (x) increases to f(x) as n —* 00. Also fn (x) is zero for 
0 < x < inf Vn,22n  and is non—increasing on the interval (inf V22n, oo), so that f 
is simply a (left) translate of In. 
We now construct measurable functions gn on R so that g = f for each n. 
Firstly, by using Lemma 1.4.8, we can choose a subset W10 of R so that a(Wio) = 
m(Vio ), where m denotes the Lebesgue measure on R+.  Clearly, we may also 
assume that R \ W 10 has infinite measure. We then chose W11 ,... , W14 to be 






clearly has f as its non—increasing rearrangement. We now proceed inductively 
by assuming that gn  has been defined, and by noting that 
22 
	
f+i (x) = 	(an+1,2iXV.+1 , 2i (x) + a+1,2+1Xv +121+1  (x)) 
22(1) 	 (3.5) 
+ 	:i: a+i,ixv+12(x). 
i=2(22 +1) 
The first term on the right hand side of equation (3.5) is a "refinement" of the 
function f, so, by Lemma 1.4.8 again, we can split Wnj in the form W lj = 
W+1,2, U W71 ,21 , where /(W +1,) = m(V +i,3 ) for j = 2i and 2i + 1. For the 
second term of (3.5) we choose sets Wnj in R \ (W 0 U W 1 U.. . U W,_ 1 ) so that 
= m(V) for each i = 2(22n + 1),... , 221 ) .  Thus we can define the 
measurable function g+1 by 
22(n+ 1 ) 
9n+1 
=
an+i,iXw, +i  
with the property that gn+i  has non—increasing rearrangement 	Moreover, 
by our construction gn+i ~: gn. Hence gn  increases to some measurable function 
g : R —* [0, oo] so, by Theorem 1.4.2(iii), I g* But since g = f, and  f I f 
(and hence by Theorem 1.4.2(iv), f f*) we must therefore have g* = f, proving 
(a). 
For (b), suppose that 5i  and P2 are two Luxemburg representations of p. Let 
f : * ]+ be measurable. Then since fi l is r.i. over , i(f) = P,(f*), and 
similarly for ö2 . By (a), there exists a function g E M(R) with g* = f*. But 
since fil and /2  are representations we have i (f*) = p(g) and 2(f*) = p(g). 
Thus i(f) = /52(f), showing that /5i  and /52  are equal, as required. fl 
3.5 Locally Compact Rings 
As we mentioned at the end of section 3.3, our new transference theorem will take 
place in the setting of a locally compact ring. In this section, we briefly outline 
the salient facts about Haar measure and r.i. norms on these sets, which we now 
define formally. 
Definition 3.5.1. A locally compact ring will be a ring R with a locally 
compact topology under which the ring operations are continuous We will also 
assume that R is unital and or—compact, but not necessarily commutative, and we 
shall denote by U(R) the multiplicative group of units of R (i.e. those elements a E 
£01 
IL 
R such that there exists u 1 e R satisfying uu 1 = U1U = 1, the multiplicative 
identity in R). The Haar measure on R provided by its additive LCA group 
structure will be denoted by t. 
If u E U(R) then the mapping A i- p(Au) defines a translation invariant measure 
on the measurable sets A c R. Moreover, if U c R is open then by continuity, so 
is U(u')' = Uu. Similarly, if K c R is compact then Ku is compact. Hence 
A i- (Au) defines another Haar measure on R and, by the uniqueness theorem 
for such measures, there is a constant Jul > 0 such that 
,u(Au) = uI/L(A) 
for each measurable set A c R. The mapping 	: U(R) _* 	is called the 
(right) valuation map and is evidently unique. Note trivially that J uvJ = luilvi 
for all u,v Cz U(R) and that ilRI = 1. As a result, 1u 1 1 = Jul` for all u E U(R). 
Note also that 1 uvJ = vul, even when u and v do not commute. We will meet 
some examples of valuation maps in Section 3.7. 
The Dilation Operators 
Let p be a r.i. norm over R. For each u E U(R) we define the (right) dilation 
operator E : M(R) -* M(R) for each f E M(R) and x E R by 
Ef(x) = f(xu 1 ). 
The main properties of these operators, which are easy generalisations of known 
results on R and T, are summarised for convenience in the following lemma. 
Lemma 3.5.2. For all u, v E U(R) and all f E M(R) we have 
EE = 
(E) 1 = En-1; 
(Ef)* = Elu l ( f*),. 
If R is also non-atomic with infinite measure, then 
EUML P(R)L P (R) = 
Proof. (i) is a trivial exercise, which immediately implies (ii). (iii) follows from 
the fact that 
AEf(y) :={x eR: If(xu')i > y} 
={xu E R: If(x)i > y} 
=({x ER: If(x)i > y}u) 
=uI)f(y) 
79 
so that after taking right-continuous inverses, 
(Ef)*(t) = f*(t/I) = (E11(ft))(t), 
as required. To prove (iv), by applying the Luxemburg representation to (iii) we 
have 
p(Ef) =p(E l u l :!~ IIEIulI L oi +(f*) 
so that the norm of Eu on L(R) is no larger than the norm of E11 on L(R). On 
the other hand if f : .' is measurable then as R is non-atomic with infinite 
measure, Proposition 3.4.2(i) implies that there is g E M(R) with g* = f*. From 
this it is trivial to see that (Eg)* = Elu l (f*) = (Eiif)* so that 
= ((E g)*) = p(Eg) < IlEu ll p(g) = IEI,o(f), 
giving J lElu l l l < IElJ. Hence the norms are equal, verifying (iv). 
Note that the results of (iv) need not hold (or even make sense) without the given 
conditions on the structure of R as otherwise the Luxemburg representation may 
not be unique. As we will shortly see, this is not a problem for us as the setting 
of our transference theorem will automatically ensure that the conditions of (iv) 
are satisfied. 
Continuing with these assumptions on R, let us denote by h(s) the norm of E8 on 
L(J1) for each s > 0. Then in light of Lemma 3.5.2(iv), we have EUMLP(R) = 
= h(uI) for each u e U(R). This motivates us to abuse notation 
slightly by defining h(u) := h(IuI) for each u E U(R), which should not cause any 
confusion or ambiguity. As with the dilation operators, we now collect together 
the main features of h. 
Lemma 3.5.3. Let p be an r.i. norm over R, which is assumed to be non-atomic 
with infinite measure. Then the following properties hold. 
h(1R) = 1; 
if u,v E U(R) are such that Jul < JvJ, then h(u) 	h(v); 
h(uv) < h(u)h(v) for each u, v e U(R); 
for each u E U(R) we have h(u) <max(iui,  1). 
Proof. (I) is obvious. (ii) follows from the trivial fact that given f E M(R) 
and u, v as stated, we have (Ef)* = Eii f* 	Eii f* = (Ef)*. (iii) follows 
immediately from Lemma 3.5.2(i). For (iv), note that by [4, Thm. 111.2.2, p.106], 
L(Tl±) is an exact interpolation space between L'(TRi) and L°°(R) so that for 
all s> 0, 
h(s) 	max(IIE ILl (IR+), IIEsIILOO(R+)) 
and by a simple calculation of the norms on the right hand side of this equation, 
along with our convention that h(u) := h(Iul), we obtain the required result. U 
Lemma 3.5.3 can be restated in the obvious way so as to apply to elements of 
R+ rather than U(R) if desired, and we shall assume these results without any 
further mention. Note also that by considering spaces such as (L 1 + L°°) (R), 
(L' n L°°)(IR) or, indeed, the space L°°(1) with /.(t) = max(t, 1) as defined in 
Example 3.5.4 below, we see that this upper bound in 3.5.3(iv) can be attained. 
Further important properties of h which follow from 3.5.3(i)—(iii) via standard 
(but subtle) manipulations will be discussed in Section 3.8. It is also worth 
pointing out that it can, in general, be rather difficult to evaluate h for a given 
r.i. norm p. One useful exception is the following example, which we will revisit 
later in the chapter. 
Example 3.5.4. Recall from page 20 and Theorem 1.4.15(iv) the Lorentz spaces 
of the form L°°(TR) [or Mc(T)] where the norm is defined by 
p(f) = sup f**(t)(t) , 
t>O 
where 0 : 	' 	is some quasi—concave function and f** denotes the integral 






for each s> 0. To demonstrate this, firstly observe that by a simple change of 
variables we have (E3 f)** = E8 (f**) for each s> 0, so that 
p(E3 f) = sup E3(f**)(t)(t) 
t>o 









sup f**(t)(t) , 
t>o  t>o 
giving h(s) < supt>o 	On the other hand note that for all t > 0, p(X[o,tJ) = 
p(E3xfo,t/]) 	h(s)p(x[o,t/3]), so that '1(t) < h(s)(t/s) where 1 denotes the 
E1! 
fundamental function. Hence h(s) > SUPt>O. But observe that since 0 is 
quasi—concave (see Definition 1.4.13)), it is continuous on 	so that 
(t) =sup X'Jt] (s)(s) 
s>O 






= max(q(t—), (t+)), 
as (s) is increasing and q(s)/s is decreasing. Hence 1(t) = 0(t), establishing 
(3.6). 
3.6 The Transference Theorem 
Now that we have covered all of the necessary prerequisite material, we can finally 
describe the setting of our new transference theorem for r.i. spaces. 
Suppose, as before, that R is a locally compact o—compact unital ring. Suppose 
also that it contains an infinite additive subgroup Z and a positive measure subset 
T so that every r E R can be written uniquely as 
r = t + z 
for some t e T and some z E Z. We can then define the "projection" map 0 : R - 
T by Or = t, where t is the unique element obtained by the above decomposition. 
The motivating example here is obviously the familiar decomposition of a real 
number into its integer part (an element of Z = Z) and fractional part (an 
element of T = T). 
Note immediately from this construction that R must have infinite measure. Also, 
since R is u—compact, the group Z must be countably infinite so that {T + z}ZEZ 
is a countable partition of R. 
Another observation of note is that T must contain exactly one point from Z. To 
see this, first note by the decomposition property that 0 = t + z for some t E T 
and z E Z, so that t = —z is an element of both Z and T. On the other hand, 
if z 1 and z2 are both elements of T fl Z then we have the unique decomposition 
Z1 + 0 = z2 + (z i - z2 ), where the first term on each side is an element of T and 
the second term is in Z. Hence z 1 = z2 so that T fl Z is a singleton. Since we can 
clearly replace T by any Z—translate of T, we will therefore assume without loss 
of generality that T contains 0. 
Furthermore, for each r E R and each z e Z, we have O(r + z) = Or since, by the 
decomposition property, we can write r = t + w for unique elements t E T and 
w  Z. But then, r + z = t+(w+z) and w+z E Z since Z is a subgroup, so the 
uniqueness property implies that O(r + z) = t = Or. Thus T can be regarded (in 
some sense) as a manifestation of the quotient group R/Z sitting inside R, where 
addition in T is defined by t 1 + t 2 = O(t + t2 ) for each t 1 , t 2 e T. This group 
structure on T will, however, not be of interest to us. 
Using the projection map 0, we can define the notion of the periodic extension of 
a function f in M (T) to be the function f E M (R) given by 
J(x) = f(Ox) 
for each x E R. The periodic extension f is easily seen to be measurable since, 
for each x E R, there is unique z e Z such that x = Ox + z. Thus J(x) = 
f(Ox) = f(Ox), where f is the "lifted" function defined in equation (3.3). Hence 
f(x) = J(x - z) = > wEZ J(x - w), the last equality following as the supports of 
f(. - w) are disjoint, and all but one term in the sum is zero for each given x. 
Thus f is measurable. 
We now state the main theorem of this chapter. 
Theorem 3.6.1 (Transference on r.i. Spaces). Let R, T and Z be as de-
scribed above. Let k E L'(R) and let p be a rearrangement invariant norm on R. 
Suppose the following conditions hold: 
Z is finitely generated; 
T - T C T + W for some finite subset W c Z, 
There is a mapping ( : N - U(R) such that IC(n)I = n for all n E N. 
Then the linear operator Tk defined for f e LPT  (T) p-a. e. by 
Tkf(x) = (k * 1) (x) 	fR k(u)f(O(x - u))d(u) 
is bounded on LPT(T),  and if N(k) < oo we have the following two estimates. 
Firstly, 
IITkI < czN(k)liminfh(n)h(1/n), 	 (3.7) 
n-4c0 
where N(k) denotes the norm of convolution by k from L(R) to L(R), and cz 
is a constant depending only on the group structure of Z. We also have 
MTk II < 1im sup N(nE()_1k) = lim sup nN(E (()-1k). 	(3.8) 
n—co 	 n—oo 
We will discuss the three conditions required by this theorem in more detail, along 
with some examples and applications in the next section. However for the time 
being, we concern ourselves with proving the theorem, after first establishing a 
couple of initial lemmas. The first result is a simple consequence of the structure 
theorems for finitely generated abelian groups, allowing us to approximate Z by 
a sequence of finite subsets which behave quite nicely, analogous to the technique 
in the classical theorem 3.2.1 whereby we approximate k by a sequence of kernels 
supported on progressively larger compact sets. 
Lemma 3.6.2. Under assumptions (a) and (b) of Theorem 3.6.1, there is an 
increasing sequence {Z} 1 of finite subsets of Z and a constant 1 E N such that 
00 
U =i Zn=Z; 
(T+Zn)_(T+Zm )CT+Zn+m+i for each ri,meN; 






fl-400 # Z 
Proof. By 3.6.1(a), Z is finitely generated so by the usual structure theorems 
for such groups we can write Z = F H for some subgroups F, H c Z with F 
isomorphic to z' for some r e Z, and H a finite torsion group. Let le i , e2 ,. . . er } 
be a set of generators for F, and define the sets Z,-, by 
ZnH+{aiei :EZjaI 
Clearly, {Z} increases to Z (proving (i)) so there exists 1 e N such that the 
finite set W in Theorem 3.6.1(b) is contained in Z1 . Then, for each n, in E N we 
have (T + Z) (T + Zm ) = T - T + Z + Zm which, by 3.6.1(b), is contained 
lflT+W+Zn +Zm . Thus (T+Zn)(T+Zm ) CT+(Zi+Zn +Zm ) and 
as H is closed under addition, it is trivial to see that Z1 + Zn + Zm  = Zi+n+m, 
verifying (ii). Finally, (iii) follows immediately from the fact for each i E N, 
# Z, = #Hr21 . D 
The second lemma makes rigorous the idea outlined in Section 3.3 about being 
able to link a certain number of periodic copies of a function f on T with a 
dilation on f* 
Lemma 3.6.3. Suppose that A is a finite subset of Z. Then if we let V = T + A 
we have, for all f E M(T), 
UI
Ii \* T;' It* Xv) LI#AJ  
Proof. First note that as in the discussion about the measurability of 1 we have 
(lxv) = >. ZEA J(. - z) which is a sum of disjointly supported functions. Thus 
for all 'y > 0 we have 
{x e R: I(lxv)(x)I > -y) = {x ER: 2 IJ(x - z)I > -y } 
zEA 
=>L{XER: lJ(x - z)I >} 
zEA 
and by the translation invariance of /L, this is just 
Epfx eR: If(x)I >-y} = # Ai.t{x ER: lf(x)I > ^/I. 
zEA 
So clearly, as in the proof of Lemma 3.5.2(iii) we get 
(lxv )*(t) = f*(t/#A) = (E#A(f*))(t) 
for each t> 0 as required. 
We can now prove Theorem 3.6.1. However, we are going to prove a slightly 
stronger result by assuming that k is vector—valued in the sense that k E L' (R, £) 
for some J E N. This will allow us to formulate a transference theorem for 
maximal operators, the details of which are given later in Theorem 3.9.1. 
Proof of Theorem 3.6.1. Note first that by assumption 3.6.1(c), R must be non—
atomic for if it had an atom A then, for each u E U(R), Au would also an atom. 
But as all atoms have equal measure we would then have J u l = 1, implying that 
3.6.1(c) could never be satisfied. As a result, all of the observations made about 
dilations and the function h in Lemmas 3.5.2 and 3.5.3 hold. 
Next, we should verify that Tkf is indeed a measurable function whenever f E 
M(R). If we write k(u) = (k 1 (u), k 2 (u),... , k(u)) E £° then it is evident from 
the definition that 
/ 
Tkf(x) = 	* f(x)) ki 
j=1 
a.e., which is well—defined and measurable if and only if each scalar function V * f 
is. Proving that these scalar convolutions are well—defined and measurable is then 
essentially a retread of the proof of Theorem 2.5.2 so we will restrict ourselves 
to checking the key step of that proof, which is to show that convolution by k 
is bounded, seemingly without worrying about measurability. Before doing this, 
it is useful to first point out an alternative formula for the periodic extension of 
Tkf is simply k * f. This can be seen by comparing 
7(x) 	 - u))du 	 (3.9) 
E1 
against 
k*f(x) = fR k (u) f (0 (x - u)) du 
	
(3.10) 
and noting that by our construction, (x - u) - (9x - u) is an element of Z so 
that 9(x - u) = O(9x - u). Hence the integrands of equations (3.9) and (3.10) 
are identical, and so Tkf = k *f. Thus since p(g) = p() = p(ThcT) for each 
g E M(T), showing that Tkf  is well-defined, measurable and gives rise to a 
bounded operator is equivalent to doing the same for f '-f xT(k * J). For the 
boundedness, we have 
px(Tkf) =p(XT(k*J)) 
= Px(XT(X)f k(u)f (O(x - u))du ) 
(by Theorem 2.4.9) < f IIk(u)lIpx (XT (x)If(9(x - u)))du. 	(3.11) 
In order to estimate the integrand on the right hand side, note that for each fixed 
u E R, by applying the change of variables x i- x + u and using the translation 
invariance of p, we have 
pX (XT (x)f(O(x - u))) = pX(XT_U(x)f(O(x))). 	 (3.12) 
Now, decomposing -u = t + z for some t e T and z E Z, we have that T - u c 
T+T+z. Since we are assuming that 0 E T, we then have T + T c (T-
T) + T = T - (T - T) which, by condition (b) of the theorem, is contained in 
T - (T + W) = (T - T) + W ç T + (W + W), by (b) again. Letting A denote 
the finite set W + W we thus have that T - 'a c T + (A + z), which comprises 
#A Z-translates of T so that we can bound (3.12) by 






For each w E A, XT+(w+z)f  is a translate of XTJ = f so that P(XT+(w+z)f) = 
p(f) = pT(f). Hence (3.13) is bounded by #APT(f). Substituting this into 
inequality (3.11) yields 
PT(Tkf) !-~ JR Ik(u)Il#AP T (f) = #AIkIlpT(f), 
showing that Tk is bounded with norm dependent on Ilkik. The measurability 
of Tkf then follows similar lines to the proof of Theorem 2.5.2, as previously 
discussed. 
of 
We now attempt to improve this estimate when N(k) < 00. So as to avoid 
arithmetical problems in the case N(k) = 0, we will also assume that N(k) > 0, 
at least for the time being and we will consider the N(k) = 0 case separately on 
page 90. 
In order to improve our estimate on IITkM we must first restrict k so that it is 
supported in a finite number of Z—translates of T, as described before Lemma 
3.6.2. Thus for each n we will denote by V the set T + Z, where {Z}EN 
are the finite sets obtained in Lemma 3.6.2. We then define In  = fxvn for each 
f E LPT (T), which corresponds to taking #Zn periodic copies of f, and similarly 
we define the restricted kernels km by km = kXV m  for each m E N. Fixing m E N 
for the time being, we thus have for each n E N and x e Vn , 
(km * Jn+rn+i)(X) = f
vm  
=L 
km(U)fn+m+i(X - u)du 
km(U)f(X - u)du, 
where 1 is the constant obtained in Lemma 3.6.2, since for each u in the integrand, 
Lemma 3.6.2(i) gives x—u E Vn Vm ç Vn+m+i, so that Jn+m+i(XU) = J(x—u). 
Thus 	
(km * Jn+rn+i)() = f
R 
km1 - u)du 
and in the same way as in earlier calculations (i.e. equations (3.9) and (3.10)) this 
is equal to Tkmf(X)  Thus we have 
XVnTkmf = XVn(1Cm * Jn+m+1) 
which upon taking rearrangements becomes 
(XV n Tk m f) * = (XVn(km * Jn+rn+1)) * . 	 ( 3.14) 
Applying Lemma 3.6.3 to the left hand side of this equation we obtain 
(xvn )* = E#Zn [(Tk m f) *] = EI Un I[(Tk m f)*] 
where u,, 	c(#Z)  e U(R), so by applying E'1 = 	to both sides of (3.14) 
we find 
(Tk m f) *  = EIU _1 I {(XV n Tk m f) * I 
= Eiu_ii[(XVn(km * Jn+m+l))*] 
<Eiu_i i [(km * Jn+rn+1)*1 
	
(by Lemma 3.5.2(iii)) = [Eu_i(km * fn+m+1)I*. 	 (3.15) 
From this we then arrive at the first norm estimate quite easily, since 
PT(Tkmf) = ((Tkm f)*) 
(by equation (3.15)) < p([Eu_i(km  
= p(Ei(km * Jn+rn+i)) 	 (3.16) 
~ IIEu; 1 ILp(R)P( 1Cm * !.+—+I) 
h(un 	(3.17) 
and by Lemma 3.6.3 again, we have (Jn+m-f-1)* = E#Zn+m+i 
(f*) and hence 
p(Jn+rn+i) =  
= (EIu+m+t I(f*)) 
h(IUn+m+ll)/5(f*) 
= h(Un+m+1)PT(f) 
Combining this with (3.17) gives 
PT(Tk m f) :!~ h(Un+m+l)h(U 1 )N(km)PT(f). 
Now since U+m+l = (un+m+ju')un and n+m+1 1  E U(R), Lemma 3.5.3(iii) 
implies that h( n+m+j) < h( n)h( n+m+t') and, by Lemma 3.5.3(iv) along 
with the definition of {u}, we also have 
') < fl m+ln1 
- #fl+rn+l (3.18) 1 <h(Un+m+1U 
- #zn 
which, by Lemma 3.6.2(iii), tends to 1 as n —* oo. Hence 
PT(Tk m f) <lim jflf h(Un+m+lU')h(Un)h(U')N(k rn)PT(f) 
fl-+OO 	 (3.19) 
= liminfh(u n)h(u')N(k m )pT(f). 
n—*oo 
which almost establishes the first estimate (3.7) in the case of km , but with the 
limit infimum here restricted to a certain subsequence of {h(n)h(1/n)} 1 . To 
account for this, recall using the notation of Lemma 3.6.2 that l ui l = #Zi = 
#Hr2 '. Hence given n E N there is i E N such that 
<n 
so that using both sides of this inequality, along with Lemma 3.5.3(u) and (iii), 
we have 







h(#Hr2i+1)h(1/[#Hr2i+h]) — #Hr21 1 
<h 
— ( #Hr' )h(u
j )h(u- 1). 
Thus, 
liminf h(n)h(1/n) < h(r) lirninfh(u)h(u') 
ri—*oo 
and combining this with equation (3.19) we obtain 
IITkmII :! ~ czN(k m )liminfh(un)h(u'), 	 (3.20) n—oo 
where cz 	h(r2 ) < r2 . Hence the first estimate (3.7) is established in the case 
of the restricted kernel km. 
For the second estimate, we use the basic change of variables 
IR g(uv - ')du = IR g(u)jvjdu 
which holds for integrable vector-valued functions g on R and any v E U(R). 
(This can be proved quite easily by firstly considering simple functions and then 
extending in the usual way.) Thus, 
(km  * Jn+m+i)(X) 
= f km()fn+m+i(n - u)du 
(on putting u = sun) fR km(Sn)Jn+m+i((X - s)u)uds 
= lu, I (Eun  1 km * Euifn+m+i)(). 
Inserting this calculation in inequality (3.16) gives 
PT(Tkmf) < p(Eu_i(km * Jn+rn+i)) 
= P(IUn I Eun_lkm * Eu_ifn+m+i) 
<N(IUn lEu ikm )p(Eu ifn+m+i) 
and as before, 
(Eun l Jn+m+l) = E itin _lI((jfl+m+l)*) 
= Elu_l I EIu++i If * 
(by Lemma 3.5.2(i)) = Ei++1 _1 i f * 
so that 
PT(Tk m f) < N(IUnIEul  km)  h(Un+m+lU1)pT(f). 
Letting n - oo and applying the same argument as that which surrounds equa-
tion (3.18), we obtain the result 
IITkm 	lim sup 	 Eun  km ). 	 (3.21) 
n—oo 
As before, this limit supremum is restricted to a subsequence of {N(nE ( (fl )_l km )} 
but, being a supremum, we can replace this subsequence by the original sequence 
without resorting to the kind of argument above which introduced the constant 
Cz. Thus we have the required result 
IITkmII <lim sup N(nE((n)-lkm). 	 (3.22) 
n—"x' 
To finish the proof, we must let m —p 00 in order to generalise our results to 
kernels k which do not have "compact" support. We shall handle the two bounds 
(3.20) and (3.22) separately as they require slightly different considerations. In 
the case of (3.20), by noting that an easy application of Theorem 2.4.9 yields 
N(kk m ) < 11 kkm I 1 1 , along with our initial estimate on the transferred operators 
which gave JITk - TkmII = IlTk_kmII #AIlk - kmlli, we obtain 
ITk lI 	IIT - TkmIl + lITkmI 
~ #4M1 - kmlli + cZ liminf h(n)h(1/n)[N(km - k) + N(k)] 	(3.23) n— oo  
~ #4ll1c - kmlli + cZ liminf h(ri)h(1/n)[Ilkm - kIli + N(k)]. fl-400 
Letting m —p oo, we have 11km - k111 —p 0, establishing the required bound (3.7). 
In the slightly trickier case of (3.22) we have, in light of the easy fact that 
lIlt_(/ - km)IIi = Ilk - kmlli for each u e 






= lim sup 
n—oo 
so, as with above, 
N(nE.()_1 km ) 
(N(nE ) k) + N(nE)(k - km)) 
(N(nE' ) k) + IflE ) (k - km)lIi 
(N(nE ) k) + Ilk - kmlIi) 
ITkII :!~ #AIIk - kmIIi + lITkmI 
~ (1 + #A)Ilk - kmIli + lim sup N(nE () _1k). 
n—oo 
Letting m -+ oo gives the required estimate (3.8). 
To conclude the proof, we must consider the case when N(k) = 0 which we 
excluded from the arguments above. In this case we will show directly that 
k = (k', k 2 ,... , k) must then be 0 almost everywhere, so that Tk is the zero 
operator. Firstly observe that if N(k) = 0 then for each f e L(R) we must have 
k * f =Oa.e., so that ki*f =O for each j = 1,2,... ,J. Let -ybeanelement 
of the dual group ui (see [32, p.  6] for further details if required) and choose an 
open set A of finite measure containing OR  such that 
c := 
fA 
 -y (—u)du 
is non—zero. Then by strong saturation, the integrable function XA  is an element 
of L so that the convolution k * XA is in L' (R). Thus the Fourier transform of 
V * XA exists and satisfies 
0 	 = 	= cki(y), 
so that ki('y) = 0 for each -y  e 1. As the Fourier transform is injective on L'(R), 
and each ki is clearly an element of this space, this implies that ki = 0 a.e. for 
each j. Hence k = 0 a.e., as required. 
3.7 Discussion 
We now discuss some examples of Theorem 3.6.1, along with a couple of further 
remarks about the transference setting and some comments about the type of 
results we might expect to find. 
It is perhaps worth beginning by discussing the three conditions required in The-
orem 3.6.1. Condition (a) requires that Z be suitably small. This is perhaps 
not entirely necessary, as its main purpose is to ensure that we can find the sets 
{Z} 1 approximating Z in a suitably nice way. However, as we will see shortly 
when we consider some examples, (a) is usually trivial to check. 
Condition (b) is somewhat similar to (a) in that it requires that T should also 
be "small" in some sense. As an example of why this might be sensible, consider 
the case where R = T1 and define the set 
00 
T = U[ + x, n+ x+i) U (—n - 	—n - x] 
where x := - 	(so that x 0 = and x,., ' ). It is easy to see that T and 
Z := Z are of the structure described before Theorem 3.6.1, and that T = —T. 
However, T + T D [0, ) + [0, ) = [0, ) which cannot be covered by finitely 
many Z—translates of T, causing condition (b) of 3.6.1 to fail in this case. This 
requirement that T be small is perhaps sensible as otherwise Tkf "spreads" the 
kernel k out too much so that Tk need not be bounded. Finally, condition (c) 
ensures that we have enough units in the ring R so as to allow us to use Lemma 
3.6.3 to pass between considering dilations on R and dilations on as much as 
is needed. 
Remark 3.7.1. Notice from the proof that the constant cZ in estimate (3.7) is 
bounded by the square of the torsion free rank of Z. Note also that by exactly 
the same argument given in the proof, we can take the limit infimum in estimate 
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(3.7) over any desired subsequence of {h(ri)h(1/n)} 1 . In practice however, as 
we will see below, the limit infimum is often a genuine limit, therefore allowing 
us to discard cZ from the estimate in these cases. 
Remark 3.7.2. Estimate (3.7) is generally finite whenever the function norm p 
behaves well under dilation. Examples of such spaces are the Lorentz L' spaces, 
where is it easy to see that JjE.fjjpq = nl/Pfpq for all measurable functions 
f, and all p, q in the usual ranges so that h(n)h(1/n) = 1 for each n. Thus 
estimate (3.7), along with Remark 3.7.1 above, shows that for all kernels k, we 
have IITkII < N(k). On the other hand, for more exotic Lorentz spaces such as 
those discussed after Lemma 3.5.3 having h(s) = max(s, 1), it is easy to see that 
h(n)h(1/n) tends to infinity as n - 00 so that estimate (3.7) is of no use in such 
spaces. Turning our attention to estimate (3.8), notice from the techniques used 
to extend the proof of Theorem 3.6.1 to non—"compactly" supported kernels that 
for each n e N we have N(nE( n)-1k) < InE fl )_1kI l = IkI i so that estimate 
(3.8) is never worse than IITklI < 11kil l which, though not initially obvious, is not 
particularly interesting. However, this does show that (3.8), unlike (3.7) is always 
finite. Contrasting with estimate (3.7) further, (3.8) generally gives good results 
when it is the kernel, rather than the function norm, which behaves well under 
dilation. Indeed, in light of the idea behind our proof, this limitation is perhaps 
to be expected. We will see in Chapter 4, though, that many important kernels 
such as the Hilbert and Hardy—Littlewood kernel commute with dilations in a 
suitably nice way so that estimate (3.8) gives useful and non—trivial results. 
Example 3.7.3. We now list some examples of R, T and Z satisfying the con-
ditions of Theorem 3.6.1. The table below gives four simple examples satisfying 
3.6.1. Further details are given in the discussion below. 
	
Example [ R 	T 	Z 
(i) 	R 'IF Z 
]R n 	T' >< Rn- k 	Zk 
S x Z S x {O} {O} x Z 
(iv) 	S x Z S x {O} {O} x Z 
Example (i) is of course the canonical example which motivated everything here, 
where R has the usual topology and T is realised as some unit interval in R, such 
as [0, 1) or [-i, Conditions (a) and (b) of 3.6.1 are then trivially verified, as 
is (c) since a suitable map is simply identity map. 
Example (ii) is an easy generalisation of (i). Here we assume that n and k are non— 
negative integers with 0 < k <n, and that the products of these rings are given 
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the usual product operations and product topologies. Once again, conditions (a) 
and (b) of 3.6.1 are easily verified. For (c) note that U(R'2 ) consists of those 
vectors (x i , x2 , x 3 , . . . x) e Rn such that x 1 x2 x, 0, and in these cases we 
have I(xi,x2,x3,... ,Xn)I = Ix1x2xI• Maps ( : N —* U(Rn) can be then 
defined in various ways, for example ((x) := (x 1/n,  x u/',... , x'/) is the obvious 
choice and is useful for kernels which perhaps have rotational symmetry. Other 
choices of can be used to influence estimate (3.8). 
In example (iii) we assume that our ring is of the form R = S x Z where S 
is simply any locally compact ring satisfying 3.6.1(c), since trivially we have 
U(S x Z) = U(S) x 1-1, 1} so that 3.6.1(c) automatically extends to S x Z. The 
verifications of 3.6.1(a) and (b) are also trivial in this situation. 
Example (iv) generalises (iii) further by now allowing Z to be any ring whose 
group structure is finitely generated. Examples of this are Z = Z or Z = Z[x], 
the ring of polynomials with coefficients in Z when endowed with the discrete 
topology. 
Further generalisations of these situations are given in the following table, where 
the triples (R 1 , T1 , Z1 ) and (R2 , T2 , Z2 ) are assumed to already satisfy 3.6.1. 
Example R T Z 
 R 1 xR 2 T1 xT2 Z 1 xZ 2 
 R 1 x R2 T1 x R2 Z 1 x {0} 
 M(R 1 ) M(T1 ) M(Z 1 ). 
(In (vii), M (5) denotes the collection of n by n matrices taking values in 5, 
where S is some subset of R 1 .) 
Examples (v) and (vi) are obvious generalisations of (ii). In the case of (vii), it is 
clear that M(R 1 ) can be partitioned in the required way as M(T1 ) + Mn (Zi). 
The verification of 3.6.1(a) and (b) then only depends on the additive structure 
of M(R) which is the same as that of R , dealt with in (v). Given a map 
ç: N — U(R 1 ) we can extend ç to U(M(R 1 )) by defining : N - M(R 1 ) by 
(x) = ((x)'/'In , where I denotes the k x k identity matrix. Then k(x)IMR 1 = 
det((x)h/lvI) = (x) = IXIR 1 , verifying that (c) holds in Theorem 3.6.1. 
3.8 The Boyd Indices 
Let p be a r.i. norm over R, as before. In Lemma 3.5.3 we stated some simple 
properties of the function h IR+ 	J1+. Using standard results for such sub- 
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multiplicative functions, we can define the upper and lower Boyd indices of 
p, denoted by Zi and a respectively, by the formulas 
— := inf 
logh(n) 	. logh(n) 
a 	 = lim 	, 	 (3.24) 
n>1 logri n—boo log  
and 
log h(1/n)log h(1/n) 
a := sup 	=lim 
	
>i log(1/n) 	noo log(1/n) 	
(3.25) 
Trivially, by Lemma 3.5.3(iv) we have 0 < a < 	1. These constants were first 
introduced by Boyd in 1967 when characterising the spaces on which the Hubert 
transform is bounded, an idea which will be discussed further in the next chapter. 
One question which we might ask here is how the Boyd indices relate to the 
estimate (3.7) in Theorem 3.6.1. This is addressed by the following proposition. 
Proposition 3.8.1. If 
liminfh(n)h(1/n) < oo 
n—+oo 
then the Boyd indices Zi and a are equal. The converse statement however is 
false. 
Proof. The forward implication is very easy since for each n, 
log[h(n)h(1/n)] — logh(n) — logh(1/n) 
log 	— log 	log(1/n) 
so that as n —* oo we have that Zi — a = 0. 
To show that the converse does not hold, we will construct a function 0 : 	* 
such that the resulting L4'°°(IE) space (as considered in Example 3.5.4) has d = a 
but also has lim3 h(s)h(1/s) = oo. This is not quite as easy as it might 
initially seem, so we shall simplify matters slightly by changing variables and 
instead creating a function w with the properties that w * ]1 is 
increasing, x i—* w(x) — x is decreasing and that if we define 
H(u)=supw(x+u)—w(x) 
xER 
then we have H(u)/u —p 0 whereas H(u) + H(—u) —* oo as u — +oo. 
We claim that such a function w is given by 
w(x)
= {arcsinh(x) 	if x >  0, 
 arcsinh(x/2) otherwise. 
Evidently, w(x) is increasing, and it is similarly easy to verify that w(x) - x 
decreases as x increases. Thus it remains to estimate the behaviour of H(u) 
when u is suitably large in size. In order to simplify notation, let denote the 
arcsinh function. There are two cases to consider. 
Case 1: Suppose u> 0. Then for all x E R we have 
1((x + u)/2) - (x/2) if x < -u, 
w(x + u) - w(x) = 	(x + u) - (x12) 	if -u < x < 0, 
if x >0. 
Simple calculus verifies that first of these three expressions increases as x in-
creases, whereas the third decreases with x. The second expression has a maxi-
mum at x 
= 2 
 (provided that u is suitably large). Thus as x w(x+u) -w(x) 
is continuous, the global maximum occurs at this turning point. Hence 
i' u \ 
\2 2u) 	- 
3 	
(3.26) 
for suitably large u> 0, and by further simple calculus we see that H(u)/u - 0 
as u -* 00. 
Case 2: Now suppose 'u < 0. In a similar way to above we have 
1((x + u)/2) - b(x/2) if x <0, 
w(x+u)-w(x) = 5((x+u)/2)—(x) 	if 0 <x <-U, 
if x> -u. 
Once again, the first expression decreases with x whereas the third increases. The 
second expression is U—shaped with a local minimum at x 
= 
so overall the 
supremum is given by 
H(u) = max( lirn ((x + u)/2) - (x/2), lim(x + u) - 
which is zero. Thus (much more trivially than in Case 1) we have H(u)/u -p 0 
as u - —Do. 
However since '(u) > log u for sufficiently large t, by equation (3.26) there is a 
constant C > 0 such that H(u) ~! Clog u, for suitably large u > 0. Then as 
H(—u) -* 0, we have that H(u) + H(—u) > log u whenever u is suitably large, 
which tends to infinity. 
Finally, we define q(s) = exp(w(log s)). Then q  is continuous, increasing and 
(t)/t is decreasing. Also, by a simple manipulation applied to the result of 
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Example 3.5.4 we see that 
h(s) = exp(H(logs)) 
for each s> 0, so that by the calculations above, h(s) = 1 for all s < 1 and 
logh(s) — H(logs) 
—4•0 
logs — logs 
as s — +. Thus the Boyd indices ZV and a are both zero. However, 
log [h(s)h(l/s)] = H(log s) + H(— logs) ~:log logs --+ 00 
as s —* 00, completing the proof. 
3.9 Applications to Maximal Operators 
We now consider how estimate (3.8) in Theorem 3.6.1 can be used to trans-
fer information about certain so—called maximal operators, such as the Hardy-
Littlewood maximal function and the maximal Hilbert transform, which will be 
studied in more depth in the next chapter. The details are summed up in the 
following theorem, though we omit proper discussion of these operators until the 
next chapter. 
Theorem 3.9.1. Let R, T, Z, ( and p be as in Theorem 3.6.1 and let K be a 
countable collection of L' (R) kernels such that for all k E ?C and all n e N we 
have nE(( )_1k E C. Suppose the maximal operator M: L(R) - L(R) defined 
by 
Mf(x) = sup (k * f)(x)I 
ke)C 
is bounded. Then the transferred maximal operator defined for f E LPT  (T) by 
Tf(x) = sup I(k * J)(x)I 
keJC 
is bounded on L PT (T) with IITM 	IIMII. 
Proof. The essential idea is to simply linearise M by realising it as an f'—valued 
operator. A simple application of our r.i. transference theorem (using the vector—
valued extension in the proof) then yields an f'—valued operator on LPT  (T) from 
which the appropriate maximal operator T can be easily obtained. 
Expanding on these details, let {r} 1 be an enumeration of C. Given J E N, 
define the kernel Ki by Kj(x) = (k 7 i(x))J i . It is then trivial to see that Ki e 
L' (R, £°) and that for almost all x E R, 
f 	 fRKj *f(x)= / Kj(u)f(x—u)du= ( knl(u)f(x_u)duR \ 
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so that IKj * f(x)IIo = Sup1<3 <j Iknj * f(x)I <Mf(x). Thus N(K) 	for 
each J E N. By estimate (3.8) of the r.i. transference theorem (using the vector-
valued features embedded in the proof), the operators TK : LPT  (T) —* L P (T, °) 
defined for J E N by 
TKf(x) =  
iRr 
Kj(u)J(x — u)du = (f   kri(u)j(x — u)du) 
satisfy IITKj 11 < urn sup 	N(nE()-1 Ks). Now rather trivially, nE () _1 K = 
(nE (fl) _ 1 kni) l  ç K;, so that for almost all x e R we have 
nE(()-1KJ * f(x)Ile— = sup flE( fl )_kri * f(x)I < Mf(x) 
1 —<j—<J 
and hence N(nE(l/)KJ) < JIM11. Thus for all J E N, 
IITKM < 1imsupN(nE()-1KJ) < 
fl-400 
Finally, notice that 
IlTKjf(x)Me= sup fkri( u)J(x _ u)du  ITf(x) 	(3.27) 
1<j<J R 
almost everywhere as J -* 00. Thus by taking the PT-norms  of both sides of 
(3.27), letting J -+ 00 and using the SF property for PT  (which is clearly inherited 
from p), we have 
pT(Tf) = lim pT(ITKjf(X)lLeoo) PT(f) lim lTKj l 	IMMPT (f) 
J—oo 	 J—oo 
as required. 	 . 
3.10 Further Results 
We conclude the chapter by noting that some transference results are possible 
even when R does not have many units, for example when R = Z. However 
the results obtained here only apply for suitably nice norms, such as Lorentz 
LP(Z) norms, so we shall not go into great detail. In these cases it is possible to 
transfer information about convolutions by L'(Z) kernels K on L'1 (Z) to obtain 
an estimate on the norm of the operator TK : I1'(Z) —p LP" (4) defined by 
00 TKf(n) = 	K(i)f(ri - i modr). 
The estimate we obtain is simply 
IITKII <N(K). 
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We shall not go into the details, but the essential idea behind the proof is that it 
is possible to define a different type of dilation operator E given by (Ef) (x) = 
I (Lx/mj), where [] denotes the floor function defined in the usual way. Then, 
since for the JJq  norms we have the identity IIE.fllpq = flh/Pfpq for each f E 
LP(Z), this allows us to arrive at an estimate analogous to (3.7) in Theorem 
3.6.1. 
Chapter 4 
The Hubert Transform on 
Banach Function Spaces 
4.1 Introduction 
In this chapter, we temporarily leave our study of transference to look at the 
Hilbert transform on Banach function spaces. This operator is undoubtedly one 
of the most important and well—studied operators in analysis, so we begin by 
discussing the history and fundamental results concerning its boundedness on 
certain standard classes of function spaces, such as the Lebesgue, rearrangement 
invariant and weighted LIP spaces. In Section 4.3, we then attempt to consider 
the operator in a more general way. As we shall see, any treatment of the Hilbert 
transform over general function spaces should perhaps not lead us to expect any 
results of particular significance, but we will obtain some rather useful observa-
tions which, at the very least, will simplify our dealings with this operator later 
in the thesis. We will then go on to consider the classical analogue of the Hilbert 
transform for functions on the circle group T, describing how the r.i. transference 
theory of Chapter 3, along with results from Section 4.3, can be used to take 
an alternative approach to bounding this operator on these spaces. The Chap-
ter concludes with a brief discussion of the Hardy—Littlewood maximal function, 
presented in a similar vein. 
4.2 The Hubert Transform 
We start by defining the classical Hilbert transform over lii, reviewing the main re- 
sults from the literature concerning how the operator behaves on common classes 
of function spaces. Given a suitable measurable function f Ift -* C, the Hubert 
transform of f is defined to be 
Hf(x) = urn I --f(x - t)dt. 	 (4.1) ut 
Of course, it is not clear whether or not this limit exists. To this end we define 
the truncated Hubert kernels kE by 
kE(t) 
= { 	 otherwise, 
1 	ifltl ~ E, 	 (4.2) 
and define the E—truncated Hilbert transform HE  to be the operator given by 
HE f(x) = kE  * f(x) 
=
---f(x - t)dt. 	 (4.3) 
Even so, it is still not clear whether (and in what sense) HE 1(x) exists for a given 
function f and given E > 0. One positive example is if f is in LP(R) for some 
p in the range 1 <p < 00, as each kE  is then in the dual space L'1 (IR) (where q 
is the conjugate exponent to p, given via the usual formula i/p + 11q = 1) so, 
by a trivial application of Holder's inequality, we see that for such f and any 
E > 0, HEf does indeed exist almost everywhere. In order to decide whether 
HE! converges (in some sense) as E -* 0+, we often use the maximal Hubert 
transform H*,  defined by 
H*f(x) = sup JHJ(x)I. 	 (4.4) 
This operator is a useful tool, as we will soon see that boundedness of H*  often 
implies results about the almost everywhere existence (and boundedness) of Hf. 
Before proceeding to make some general observations, we summarise the fun-
damental results about the boundedness Hubert transform on certain function 
spaces. 
The Classical Case 
The Hilbert transform, and its analogue over the circle group T, have been well—
studied on the classical Lebesgue LP spaces over the last century. Accounts of the 
fundamental results can be found in various texts, such as [33], [41] or Chapter 
2 of [35], which takes a more modern approach. We will outline the main ideas 
from [35], though most contemporary proofs use similar techniques. 
Firstly, it can be shown that the truncated kernels kE have uniformly bounded 
Fourier transforms so, by Plancherel's theorem, the truncated Hilbert transforms 
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H are uniformly bounded on L 2 (T1). Now even though He  is not uniformly 
bounded on L'(R), it is however true that H is uniformly weak type (1, 1), 
i.e. H is bounded from L'(Tl) to L°°(1l). This is normally proved by a suit-
able decomposition of f via a covering lemma, allowing the boundedness to be 
established by considering each "part" of f in turn. Applying the Marcinkiewicz 
interpolation theorem (see, for example, [35] or in more generality, [4, p. 216]), 
the uniform boundedness of H is then obtained on LP(R) for each 1 <p < 2, and 
after an appropriate duality argument this result can be extended further to cover 
all p in the range 1 <p < 00. From here, it is also not particularly difficult to 
show that given f E L 7'(T1), Hf converges in LP(TR). The rather more awkward 
problem of establishing the almost everywhere existence of Hf when f E L(R) 
for 1 < p < 00 is then addressed by first showing that the maximal Hilbert 
transform H* is of weak type (1, 1), which is, again, non—trivial and requires an 
appropriate covering or decomposition argument. As a result, the almost every-
where existence of Hf can be obtained quite easily, and the boundedness of H 
on LP(R) for 1 <p < 00 is then trivial. 
The Rearrangement Invariant Case 
Motivated by the rather remarkable result of Stein and Weiss in [36], showing 
that the Hilbert transform of the characteristic function of any measurable set 
E c Ti has rearrangement (HXE) * (t) = arcsinh(2(E)/t), O'Neill and Weiss 
[28] proved in 1963 that for each measurable function f : I1 -* C satisfying the 
condition 	
00 
f f*(t)arcsinh(1)dt <00, 
the Hilbert transform Hf then exists a.e. with 
4 (00 f ** () (Hf)**(t) :5- I 	ds 	 (4.5) 
71J0 \/t2 +82 
where f** denotes the integral mean of f, as defined on page 20. Armed with 
this result, Boyd [9] obtained the following theorem characterising the r.i. spaces 
on which H is bounded. 
Theorem 4.2.1 (Boyd's Theorem, 1967). Let p be a r.i. norm over R. Then 
the Hubert transform H is bounded on L(1l) if and only if 0 <a < a < 1, where 
a and d are the Boyd indices as defined on page 93. 
The essential idea of his proof is to use equation (4.5) to show initially that H is 
bounded on L(11) if and only if the two operators P and P, defined for locally 
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u(s)d.s 	 (4.6) 
and 




= f —ds 	 (4.7) 
respectively, are both bounded on L(TI±),  where 5 denotes the Luxemburg repre-
sentation of p, as considered in Section 3.4. It is then shown that P is bounded on 
L(R) if and only if the upper Boyd index ZY is strictly less than 1, and similarly 
that P is bounded if and only if the lower Boyd index a is strictly greater than 
0. Combining these establishes the theorem. 
Boyd's theorem plainly subsumes the classical LP(R) results above as we then 
have a = 5 = l/p, so that H is bounded on L(R) if and only if 1 <p < 00. We 
shall discuss the Hubert transform on r.i. spaces further in Section 4.4. 
The Weighted Case 
The boundedness of H on the weighted spaces L (Ift) (defined on page 29) was 
characterised in 1972 by Hunt, Muckenhoupt and Wheeden [21], showing that for 
all p in the usual range 1 <p < 00, H : LP(R) -* L,(TR) is bounded if and only 
if w satisfies the A,, condition, in that there is some constant A,, < oo such that 
for every interval I we have 
[. f w(t)dt] 	f,,(t)-11(P-1)dt]P  < A,,, 	 (4.8) 
where III denotes the length of the interval I. Results exist in the case p = 1 too. 
Though we will not be considering these spaces in any detail here, these results 
are still interesting to point out. 
4.3 General Results 
Even the most cursory glance over the discussion of the boundedness of H in the 
classical, r.i. and weighted cases would indicate that there are great differences in 
the theories and techniques required in each setting. Correspondingly, we should 
not expect to be able to make any general results of great significance. However 
there are some rather general observations which can be made which simplify 
our study of H slightly and will prove useful in later results. Before mentioning 
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these, we introduce a slightly different definition of the Hilbert transform which 
uses kernels of compact support, thus making it slightly easier to handle. As 
we will see, this approach will also be amenable to applications of transference 
techniques. 






0 otherwise,  
and we define the truncated Hubert transforms in the natural way as 
00 
1Ia,bf(X) = ka,b * f(x) 
=
ka,b(t)f(X - t)dt 	 (4.10) 
for any measurable function f, whenever this integral exists almost everywhere. 
One easy situation where the integral exists is when every function f E L,(JR) is 
locally integrable (which, by Lemma 1.4.11, is equivalent to p' being compactly 
saturated) as it is then easy to see that for each x e JR we have 
Ha,bf(X)l 	f Ika, b (t)f(X - t)dt < Ia,bMoo f<ltl<b If(x t)dt <00 a<ItI<b  
so that Ha,bf exists and is finite a.e. Alternatively, if we happen to know that 
P'(Tx ka, b ) is finite for each x e JR (where Tx denotes the operator performing 
translation by x, as defined on page 25 in Chapter 1), then by Holder's inequality 
and the oddness of ka,b we have 
00 
lhIa, b f(X) 1 	ITx ka,btftdt < P(f)P'(Txka,b) <00. 	(4.11)
00 
More usefully, if ka,b is in the weighted space L (R) as defined on page 67, then 
we automatically have P(Ha, b f) :!~ Mka , b II l ,aP(f). Thus 11a, b f is well—defined for 
each f E L(R) when p is translation invariant. Of course, IIka,bI1,c and I lka,b il.  
both diverge as a -f 0+ SO in both cases, these estimates imply nothing about the 
existence of the corresponding Hilbert transform and maximal Hubert transforms, 
which we define to be 
and 
14f (x) = lim [Ia,bf(X) 	 (4.12) 
a-40+ 
b—*oo 
1*1(x) = sup IHa,bf(X)l 	 (4.13) 
O<a<b<oo 
a,bEQ+ 
respectively, again whenever these definitions make sense. We now make some 
simple observations about these operators. 
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Proposition 4.3.1. Suppose that any one of H, H*,  H and H*  is bounded on 
L(1i). Then 
p is compactly saturated; 
p' is compactly saturated; 
for every compact set K we have the continuous embedding 
L°°(K) 	L(K) 	L 1 (K). 
Proof. We prove (1) first, initially for the operator H. This is simply an applica-
tion of Proposition 1.5.3. Suppose that I and J are relatively compact open sets 
in R with I fl J = 0. In light of the comments after Proposition 1.5.3 we can 
assume also that J is a bounded open interval. Suppose that A c J is a non—null 
measurable set and let t E A and x E I. Then since A n I = 0, the distance 
between A and I is strictly positive so there exists E > 0 such that Ix - t ~: E for 
all such t and x. On the other hand, x - t c J - I c J - I which is bounded so 
that Ix - tj < K for some constant K independent of x and t. Thus given some 











P dt 	1(A) 
JA'- K 
' 	 (4.14) 
and thus 
	
ess inf I HXA(x)I > 0 	 (4.15) xEI 
for such x. Similarly, if x lies to the left of J it is easy to see that (4.15) still 
holds. Hence by Theorem 1.5.3, if H is bounded then p must be compactly 
saturated. A very slight modification to this argument yields the same result 
for H. In the case of H*  note that for such x as considered in inequality (4.14), 
7rH*XA(x)> 2rJ[XA(x) so that Theorem 1.5.3 still applies, and a similar argument 
holds for H* . 
To prove (ii), given a compact set K c T, let J = [u, v] D K be a compact 
interval. Given f E L(1R) let fj E L(T1) denote I f I restricted to J. Then for 
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each x > v we have, in a similar way to the calculation above, 
'irHfj (x) = 
and similarly for x <u we have 
Iv IfJ(t)Idt x — t 
Iv lfJ(t)I dt IIfjMi x—u x—u 
irIIIfj(x)I> 
IIfjII 
v — x 




1 0 	otherwise. 
Then for all x e R we have sj(x)fji irIJfj(x), so that 
fjip(sj ) < 7rp(f4 :!~ irIp(fj) :~ 7rf1lp(f). 
Let A i = irH/p(s j ) which is finite as Sj > 0 on a set of positive measure. Thus 




f(x)dx < Ajp(f) 
so by Lemma 1.4.11, p' is compactly saturated as required. A similar argu-
ment applies for H. Considering H*,  note that for x > v it is easy to see that 
irH*fj (x ) > iii ,  and similarly for x <u. Hence the same argument as above 
applies, and similarly for H* . 
Finally (iii) follows trivially from (i), (ii) and the comments after Lemma 1.4.11. 
E 
The next result allows us to establish the a.e. existence of Hf from the bound-
edness of H* : L(R) -* L,,(TR) whenever p is an AC norm. This technique, 
which will be of use in Chapter 5, is well known in the classical LP(T) spaces 
and, as we will see from the proof, we actually use the classical result to infer this 
slightly more general result. An analogous result can be obtained for the classical 
operators H*  and H. 
Proposition 4.3.2. Let p be an AC function norm over lit If the maximal 
Hilbert transform H*  is bounded on L(1l) with norm C, then the Hubert trans-
form H exists almost everywhere and is bounded on L(lR), with norm less than 
or equal to C. 
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Proof In the case of 11(1W) we use the classical theorem [35, §4.6.3] mentioned in 
the discussion earlier. Otherwise we will assume this classical theorem in order 
to obtain the result in other spaces. Firstly, note by Proposition 4.3.1(i) that p 
is compactly saturated. Consequently as p is also assumed AC, Theorem 1.3.7 
implies that the space C(1W) is dense in L(1R). Thus given a real-valued function 
f e L,(1W) and 5 > 0, choose g e C(JW) and h E L(1W) so that f = g + h and 
p(h) <8, and define 
Af(x) = lim SUP Ha,bf(x) - liminfHa,bf(x). 
b—+oo 	 b—*oo 
a—*O+ a—*O+ 
Then clearly Af(x) <Ag(x) + Ah(x), and since g E L'(TW), the classical theorem 
implies that Ag(x) = 0 for almost all x. On the other hand, Ah(x) < 2H*h(x ) 
so that p(Ah) < 2p(H*h) :5 2Cp(h) <2C5. Thus p(Af) :5 2C5. Letting 8 —+ 0 
we conclude that Af(x) = 0 for almost all x, so that by the definition of Af, Hf 
exists almost everywhere, and the boundedness follows trivially since 
	
P(f) = Pw ( lim 	a,bf(W)ñ :5p 
(O<a<b<oo 
sup lHa,bf(W) <p(*f)Cp(f). 
b—oo I 	I a—O+ 
The result then extends to complex-valued functions f in the obvious way, com-
pleting the proof. U 
Before given some more useful results (which apply in more restricted cases) we 
note the following lemma. 
Lemma 4.3.3. Let p be a function norm over 1W with the SF property. Suppose 
that H*,  as defined in (4.13), is bounded on L(1R). Then for each E > 0 and 
u e 1W, we have that p(TU kE ) < Il*M 1P(X[u-E,u+E]) < oc, where Tu denotes 
translation by u. 
Proof. Let s > 0, u E 1W and let f be the characteristic function of the interval 
[u-s, u+E]. Since H*  is bounded, Proposition 4.3.1(i) implies that p is compactly 
saturated so that p(f) <00. Suppose initially that x > u + E. By sketching the 
graph of Ha,bf(X)  for such x, it is easy to see that if a is suitably small and b is 
suitably large then 
1 l(x-u)+E 
Ha,bf(X) = [If (x) = — logi ir 	I(x - u) - s 
whenever u + a + E < x < u + b — E, and for all other x > u + E we have 
0 Ha,bf(X) <[If(x). Consequently for each x E (u+s, oo), .j1,f(x) I 11f (x) 
as n — oo and by the obvious half turn symmetry of the graph of Ha,b about the 
point (u, 0) E 1W2 , this extends to give I Hi/,f(x) I I I Jf(x) I for all x satisfying 
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Ix - u  > e . Defining I to be the complement of the interval [u - E, u + E], the SF 
property for p then gives 
p(xi[Ii,,f) I p(fIf). 	 (4.16) 
Now by expanding kf(x) as a power series in 1/Ix - ul, we see that 
f(x)I > 2EITk(x) 
whenever Ix - uI > e , so that 
p(xiJIf) > 2Ep(XITuke ) = 2€p(Tk). 
Consequently, by equation (4.16) we have 
p(xi11ii,f) ~! p(x IIIf) > p(Tuk) 
for suitably large n E N. Hence, as IH1i,II < 1111*11 < oo, we have that 
p('Tk) 
IIB*IIS_ lp(X[u_E ,tL+e]) 	 (4.17) 
which is finite, hence proving the result. 	 EU 
Lemma 4.3.3 in itself is not particularly useful, but if we also know that {.A a,b} 
is uniformly bounded on the associate space L' (R), then by copying the proof of 
the lemma so that it applies to p', we see that p'(TUk E ) < oo for each u E R and 
each 6 > 0. Then, by the argument used to derive equation (4.11), we can show 
that the truncated Hilbert transform HE f exists a.e., hence allowing us to pass 
from the {ka,b} kernels to the {k} kernels in some sense. The details are summed 
up in the following Proposition. However, obtaining the uniform boundedness of 
{Ha,b} is not as trivial as it might seem, so we shall impose the restriction that p 
(equivalently, p') has uniformly bounded translations. 
Proposition 4.3.4. Let p be a function norm over R with the SF property and 
having uniformly bounded translations. Suppose that H*  is bounded on L(TR). 
Then 
{Ba,b} is uniformly bounded on L',,(IR); 
for each 6 > 0 and u E T1, we have that p'(Tk) 
for each f e L(R) and each E > 0, the truncated Hubert transform HEf 
exists for all x E Tl; 
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Proof Firstly, let f e L(1R) and g e L(R). Then by the hypothesis, H0,bf E 
L(1R) so by Holder's inequality, Ha,bf g e L' (R). Now notice that 
f fo o Ika, b (t)f(x+t)g(x)Idt < IIka,bI I<Jtl!~b f 00 	00 




<p'(g)p(f) 1.<Itl<b Ttdt, 	(4.18) a  
which is finite since we are assuming that {Tt } tE1r is uniformly bounded. Thus we 
can justify the following calculations (from which the almost everywhere existence 
Of Ha ,b can be established) for, by the oddness of each ka,b,  we have 
f
00 
a, b fxgxdx = 
- f f ka,(t)f(X + t)g(x)dtdx 00 
(letting x = - t) = 
- j f ka, b (t)f(u)g(u - t)dtdu 
= 
- f f(u)  (f: ka ,b(t)g(u - t)dt) du 
= 
-100 
f(x)L,&g(x)dx. 	 (4.19) 
Thus from the definition of p'( 10 , bg), calculation (4.18) justifies us to write 
P'(a,b9) = SUP {f a,bg(x)f(x)dx : p(f) 
which by calculation (4.19) is equal to 
= SUP {f a,bf(X)g(X)dX : p(f) :5 
and since p(Ha,bf) < 	whenever p(f)  1, by letting Ch = Ha,bf we obtain 
p'(ka,bg) <sup{f 	 : p(h) 
< 1  
= 	* pI(g ) 
which establishes (i). 
To prove (ii), we simply copy the proof of Lemma 4.3.3 with p replaced by p'. 
Examining the proof, we see that in order for this to work, we require that p' is 
compactly saturated and that {Ha,b} is uniformly bounded on L,(J). The first 
of these requirements follows from Proposition 4.3.1(u) and the second is simply 
(i), as just proved. Hence p'(Tk) C'p'(x[,+€])  for each u E R and E > 0, 
where C is the supremum of the norms of {&,b}  on L,(R), which by (i) is no 
larger than the norm of J on L(TI). Thus, (ii) holds. 
Finally (iii) follows easily from (ii), as for each f e L(R) and each x E R we 
have, by Holder's inequality, 
00 	 00 
IHEf(x)I 
= foo 
kE(x - u)f(u)du = 	 p(f)p'(TZ k) <00. 
Thus HE 1(x) exists for all x e R. 	 0 
One consequence of this Proposition is the following result which allows us, in 
certain cases, to obtain the a.e. existence of Hf from knowledge about H*  and 
H. Whilst this is not very useful on its own, and is perhaps rather weak, it will 
prove sufficient for establishing more interesting results in Chapter 5. 
Corollary 4.3.5. Let p be a SF norm over R having uniformly bounded transla-
tions. Suppose that H*  is bounded on L P (R) and that for each f E L(IR), Hf 
exists almost everywhere. Suppose also that p has the property that 
P(X[-n,n]) 
hm 	-+ 0 	 (4.20) 
fl-400 fl 
as n -+ 00. Then for each f e L(R), Hf exists almost everywhere and we have 
Hf(x) = Hf(x) a. e. 
Proof. Let f E L() and let s > 0. Then by Proposition 4.3.4(iii), HEf exists 
almost everywhere, so that we have 
H,l/Ef(x) - HEf(x)I 	Ikl/E (x - t)f(t)Idt < p(f)p'(TXkl/E).
. F-OO 
Now, by Proposition 4.3.4(u) we have 
p'(TX k l/E ) < l*IlEp(x [x _ 11Ex+11E] ) 7  
and by the assumption (4.20), the right hand side of this inequality tends to zero 
as e - 0+. Hence I HE,,/,f(x) - HEf(x)l -p 0 as E -* 0+. Thus as HE,l/Ef(x) -* 
11f (x) we have that Hf = Hf almost everywhere. 	 0 
Further Remarks 
We conclude the section with a couple of final remarks and examples. First, note 
that Proposition 4.3.1(i) cannot be strengthened by replacing compact saturation 
with strong saturation. For example, it can be shown that the function w(x) = 
1 + x 2 is an A weight for suitably large p, and hence H is bounded on L (R) 
00 
for such p. However as the integral of w over the set E := U=1[, n + 1/n2 ] is 
infinite, Proposition 1.6.3 implies that p is not strongly saturated. 
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Also, in light of the boundedness results for LP(R) spaces, we might initially 
expect that another necessary condition for H being bounded is that the norm 
must be AC. This is, again, not true as we can easily see from the Lorentz norm 
P = 11200 over R. In this case, the upper and lower Boyd indices are both 
so that Boyd's Theorem 4.2.1 implies H is bounded on L 2°°(IR). However, by 
considering functions of the form f(x) = x'2 X[o,t)(x) as t - 0+, it is easy to see 
that we have hf 11200 74 0 as t —* 0, so that this norm cannot be AC. 
4.4 The Conjugate Function on r.i. Spaces 
We now turn our attention to the classical analogue of the Hilbert transform for 
functions on the circle group T, which as in Chapter 3 we identify with the unit 
interval [0, 1) c R with addition modulo 1. Then, given a suitable function f on 
T we define its conjugate function Hf to be 
p1—i/n 
Hf(x) = lim / /n
cot(irs)f(x — .$)ds 	 (4.21) 
n~oo i l  
whenever this makes sense. The compactness of the setting makes this operator 
slightly easier to handle than the Hilbert transform H on R. For example, it 
is shown in [4, Thin. 111.6.8, p.  160] that if f E L1 (T) then Hf exists almost 
everywhere. This is rather useful as many function spaces over T embed in L 1 (T), 
including the the class of r.i. norms over T, as mentioned in the discussion after 
Lemma 1.4.11. Once again, it is this class of norms which will provide the setting 
for this section. 
Motivated by Boyd's Theorem 4.2.1 for r.i. norms over IR, Fehér, Gapar and 
Johnen [15] obtained an analogous result characterising the absolutely continuous 
r.i. norms over which H is bounded. For convenience, we will state their result 
as presented in [4, Thin. 111.6.10, Cor. 111.6.11] rather than [15] as it uses more 
familiar notation. However, before doing this, we must extend the idea of the 
upper and lower Boyd indices to cover norms over T. Given a measurable function 
f on T and given s > 0, we define the dilation operator ET to be 
If(x/s) if 0 x < min(1, s); Ef(x) 
10 	otherwise. 
From a geometric point of view, this is just the standard dilation on 1R, but with 
the resulting dilate truncated so as to restrict its domain to [0, 1). The upper 
and lower Boyd indices Zi T and T  can then be defined using the same formulas 
as before (i.e. equations (3.24) and (3.25)). We can now state Fehér, Gapar and 
Johnen's theorem. 
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Theorem 4.4. 1. If p is an AC r.i. norm over  then H is bounded on L(T) if 
and only ifO<aT _<T< 1. 
As an example application of the classical transference theorem, it is demonstrated 
in [13] how we can infer the boundedness of ft on LP(T) from the corresponding 
result for k on LP(R) whenever 1 <p < 00. Using the maximal r.i. transference 
theorem of Chapter 3, this idea can be extended to more general r.i. norms to 
obtain the following theorem. 
Theorem 4.4.2. Let p be a r.i. norm over R. If the Boyd indices over R satisfy 
o <a < d < 1 then for each f e L(T), Hf exists almost everywhere and the 
operator H is bounded on L(T). 
This result complements the "if" part of Theorem 4.4.1 in that the norm is not 
now required to be AC, thus including norms such as for 1 < p < 00. 
This transference approach is also rather more elegant, requiring only simple 
modifications to well—known classical techniques. On the other hand, our result 
requires that the norms on T are obtained by restricting norms defined initially on 
R. Also, transference techniques cannot be used to obtain a converse to Theorem 
4.4.2 corresponding to that of Theorem 4.4.1. 
We shall prove Theorem 4.4.2 by a series of observations. The main idea is to 
show initially that the "nicer" maximal Hilbert transform H*  defined using the 
{ ka,b} kernels is bounded. From this, our maximal transference theorem bounds 
an operator on L(T) which is almost the same as the conjugate function. Finally, 
by accounting for the difference between these two operators we can show that 
H is bounded. We begin with a pair of lemmas which will allow us to infer the 
boundedness of H*  from H. 
Lemma 4.4.3. Let p be a r.i. norm over R. If H is bounded on L(Tl) then so 
is H* . 
Proof. By Theorem 2.1 in [9], H is bounded on L (Tl) if and only if the operators 
P and P, defined on page 102 (equations (4.6) and (4.7)), are both bounded. 
Thus if H is bounded, the operator S given by 
Su(t) = f°° min ( 	)u(s)ds 
is bounded on the Luxemburg representation space L() since it is trivial to 
see that S = P + P. We now note [4, Thm. 111.4.7, p.  134], which shows that if 
f is locally integrable on R with S(f*)(1) <00 then 
(H*f)*(t) :!~ CS(f*)(t) 	 (4.22) 
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for all t > 0, where C is some constant independent of f and t. 
Thus given f e L(1R), it is automatically locally integrable on IR since p' is 
compactly saturated. Also, as f* E L(R±) and S is bounded on L(11), we 
have that (S(f*))  :5 IISII(f*) = lSIIp(f). Thus S(f*)  is finite a.e., and since 
S(f*) is decreasing (see [4, p.  134]) we must have that S(f*)(1) < 00. Hence 
inequality (4.22) holds, and we have 
p(H*f) = ,o((H*f)*) 
(by (4.22)) < Cp_(S(f*)) 
ClSp(f), 
showing that H*  is bounded, as required. 	 0 
The next lemma is almost obvious, and holds for any norm p. 
Lemma 4.4.4. If H*  is bounded on L(II) then so is H* 
Proof. Note that for each 0 < a < b, we have ka,b = kb - ka  so that given 
f c L,(Tl) and x E T, I fla,bf(X)I :!~ I14f@ + I1 af(t)L Taking the supremum 
over 0 < a < b < oo with a, b e Q, we then have that H*f( x ) < 2H*f(x ), and 
the result then follows. 	 0 
We are now in a position to transfer the operator H*.  As in Chapter 3, let 
J: R -* C denote the 1—periodic extension of a measurable function f : T -* C. 
Proposition 4.4.5. Let p be a r.i. norm on R and suppose that H*  is bounded 
on L(R). Then the maximal Hubert transform H.j, defined for each f e L(T) 
by 
f(x) 	sup 	_f (x - t)dt 	(a. e. x e T), 
O<a<b<oo a<ItI<b itt 
a,bCQ+ 
is bounded on L(T). 
Proof. This is a simple application of the maximal transference Theorem 3.9.1 
for rearrangement invariant spaces, where we take R = T, T = T, Z = Z and we 
define (x) = x for each x e T1. Let IC denote the countable collection of kernels 
{k a,b} with 0 <a < b < oo and a, b e Q1 - It is easy to see that for each n E N 
and each ka,b e IC we have rlEl/n ka,b = ka/n,b/n E IC. Thus by applying Theorem 
3.9.1, the transferred operator H is bounded on L(T) with IH !~ Ij*lI. 0 
Finally, we account for the difference between H. and H. 
Proposition 4.4.6. Under the assumptions of Theorem 4.4L2, the conjugate func-
tion operator ft is bounded on L(T). 
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Proof. By Boyd's Theorem 4.2.1, it follows that the Hubert transform H is 
bounded on L(R). Applying results 4.4.3, 4.4.4 and 4.4.5 consecutively, we then 
have that the maximal Hilbert transform ftj is bounded on L(T). Given N E N, 
let H(N)  be the truncated Hubert transform on T defined by 
N+i/N 
H(f(x) = f—(N+11N) X{IsI>i/N}(S)— irs f(X - s)ds 
for each f e L(T) and each x E T. Evidently, IHf(x)I 	IIjf(x) so that 
{ H(N) } is uniformly bounded. We also define truncated operators ft  (N) based on 
ft by 
1-1/N N  
fI(N)f(x) L/N 
{flNir(s'+n)}1_s. 
By "unwinding" this integral we have 
N-i n+1-1/N 	ds 
	
irf[ f(x) = I:N Jn+1/N  	 S 
and from this it is then easy to see that the integrands in ft(N)f(x)  and  H(N)f( x ) 
agree except for intervals of length 21N centred around around ±1, ±2,... , 
1), on which the integrand defining fI (") f(x) is zero. Thus by bounding above 






lJ(x—t)Idt . 	(4.23) 
1/N 
The summation which arises here can be trivially bounded, since 
N 	 N 	 N 
1 	1 	1 1+logN = 
— i/Nn —n/N 1-1/Nn 1-1/N' n=1 	 n=i 	 n=i 
by an elementary integral estimate of > . Consequently, by applying Holder's 
inequality to inequality (4.23), 






- 1 11N (fx 
i  ! 1 )P'(X -L , -L ), 
' 
and p'(X[._l/N,l/N]) = p'(El/N x[_ i , lJ) :5 h'(l/N)p'(X[_ i , i]) where h'(s) denotes the 
norm of dilation by s > 0 on L'1,(IR). By [4, Prop. 111.5.1, p.  148] we have 
h'(l/s) = h(s)/s for each s > 0 so that p'(x[-l/N,l/Nl)  h(N)p'(X[_ l , i])/N. Now, 
since we are assuming that Zi < 1, by letting e := (1 —)/2 and taking N suitably 
large we have 
log h(N) 
 log N 
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i.e. h(N) < N'. Thus since p' is compactly saturated, inequality (4.24) is 
eventually bounded by 
2P11(f)P'(x[_1i]) (1 + log N) NE(l 
- 11N)' 
which tends to 0 as N — 00. Thus I H("Tf(x) - H(N) f(x)I 	0 uniformly on T. 
Finally we use the fact that for all s E (0, 1), 
N—i 





and that the convergence is easily seen to be uniform. As mentioned at the start 
of this section, since f e L' (7) we have that Hf exists almost everywhere. Thus 
by letting aN denote the error between ir cot(7rs) and the Nth partial sum of the 
right hand side of (4.25), we have 
f1—i/N 
	
irHf(x) = urn 	 ircot(irs)f(z — s) 
N—oo /N 
1 11 N  1 
= urn 
N—oo 	 1:fl/N 
1-1/N 
= urn {(N)f(x)  + IIN  aN(s)f(x — s)ds}. N—oo 
Finally, by Holder's inequality and Lemma 1.4.11 we have that 
f
1—i/N -
aN(s)f(X  s)ds <IIfl1IaNIk < 	 --+  0 
/N 
as n —p oc, where K is some constant independent of f. Consequently, Hf(x) = 
lim,0  H(N)f(x)  for almost all x E T. Thus Hf exists almost everywhere and 
we have pir(Hf)  :!~ IIJIIpr(f), completing Theorem 4.4.2. 	 E 
4.5 The Hardy—Littlewood Maximal Function 
We finish the chapter by briefly discussing the Hardy—Littlewood maximal func-
tion which, despite being much easier to handle than the maximal Hubert trans-
form, has enough similarities to warrant being discussed at this time. Indeed, 
this operator will prove useful in Chapter 5 when we try to obtain an estimate 
on the maximal Hubert transform in the setting of vector—valued functions. 
Let C be a locally compact a—compact group, as considered in Chapter 1. Given 
a complex or [0, oo]—valued measurable function f on G we define its Hardy- 
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Littlewood maximal function to be 
Mf(x) = sup 
1  f If Id 	 (4.26) 
uEu/L(U)+x 
where the supremum is taken over some family U of relatively compact open sets 
containing Oc  with the property that for every compact set K c C there is U E U 
such that K C U. The function Mf is always measurable since it is a supremum 
of lower semicontinuous functions. (See [31, p.  136]). 
Examples 
Properties of the Hardy—Littlewood operator are well—known when, for example, 
G = W for some n e N. In this setting it is common to take U to be the set 
of all balls or cubes centred on (or just containing) 0 e W. It is then easy to 
verify that given a function norm p, then any one of the corresponding operators 
obtained is bounded if and only if any other variant is bounded, so that it suffices 
to consider only M as defined in equation (4.26). 
Turning our attention to the boundedness of M, we can see directly from the 
definition that M is bounded on L°°(11Th) and, by applying M to the characteristic 
function of a ball centred at 0, it is also easy to see that M is not bounded on 
L' (TEe) since the maximal function then behaves like 11JIxJJ for large x. However, 
• simple Vitali—type covering lemma shows that M is weak type (1, 1) so that after 
• suitable interpolation argument we thus have that M is bounded on L"(RTh) for 
every p in the range 1 < p < oo. (The fact that the boundedness holds when 
p = oo here should be contrasted with the corresponding negative result for the 
Hilbert transform. This also shows that we cannot in general expect M to be 
bounded on L'(G) whenever it is bounded on L(G).) 
Like the Hilbert transform, the results for Lebesgue LP(1R) spaces were extended 
to more general r.i. norms over T1 n  by Lorentz [24] and Shimogaki [34] who, in 
1965, characterised the r.i. norms on which M is bounded, proving that M is 
bounded on the r.i. space L(1R) if and only if the upper Boyd index of p satisfies 
General Results 
As with the Hubert transform, we can easily formulate some simple necessary 
conditions on the norm p for M being bounded on L(G). 
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Proposition 4.5.1. If M is bounded on L(G) then p and p' are both compactly 
saturated. 
Proof. To prove that p is compactly saturated we again use Proposition 1.5.3. 
Let I, J be relatively compact open sets in C with I fl J = 0. Choose an open 
set U e U with I - J ç U and let A be any non—null subset of J. Then for each 
x E I we have 
1 	1 	/.L(A) 
MXA(x) ~ 	I XAP= 
	
ii(U) .iu+ /L(U) 
since A C J + O C J + (x - I) C U + x. Thus 
ess infMXA(x)> (A) > 
zEl 	 - 
so by Proposition 1.5.3, p  must be compactly saturated in order for M to be 
bounded. Turning our attention to p', let K c C be an arbitrary (non—void) 
compact set, let f E L(G) and define fK = fxK. Choose U E U such that 
K — KcU. Then for each xEK, 
MfK(x) 	
1  f IfKId 	1  f IfKId = lfKI1 14U) +x 	p(U) 	,u(U) 
since K C K + (x - K) C U + x. Thus P(XK MfK) ~! ILfKM1p(K)1/i(U) so that 




and hence, by the same argument used to complete Proposition 4.3.1(u), we see 
that p' must be compactly saturated. 	 L 
Transference Results 
The Hardy—Littlewood operator is also particularly amenable to applications of 
our r.i. transference theorem, as our next result demonstrates. 
Theorem 4.5.2. Let R, T, Z, p and be as in Theorem 3.9.1. Suppose that the 
topology at OR  has a countable basis B such that B((n)' e B for each B E B 
and each n e N and suppose also that U((n)' e U for each U e U. Then if M 
is bounded on L(R), the operator MT defined by 
MTf(x) = sup 1 J Ijd, U (U) U+x 
where the supremum is taken over all U e U, is bounded on L(T) with IIMHI 
11MM. 
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Once again, I denotes the periodic extension of f : T -+ C, as defined before 
Theorem 3.6.1. 
Proof. Let K: be the collection of kernels of the form 
k = 1 	
(U) 	 (4.27) 
AM 
where U E U. Then Mf(x) = SUPUEK 1k * f(x)I. Now, since B is countable, 
every such open set U is a countable union of open sets B in B and hence )C is 
countable. Also, for k E K: satisfying equation (4.27) we have 
flXU(n)_1 	- XU(n)_1 E K:. nE(()-1k - 
	
- 
(U) - l(n)I(U(n)') - (U((n) 1 ) 
Thus by simply applying Theorem 3.9.1, we automatically obtain the required 
bounded operator MT on L(T) with IIMTII < IIMII. 	 El 
Note that in the case of TE (and similarly in TlJl)  it is common to define the 
maximal function on L(T) slightly differently as 
MTI(x) = sup 1 f Illdu 	 (4.28) 
i 	u(I) 
where the supremum is now taken over all arcs I containing x in T. Clearly 
though, MTf is bounded by the operator we would have obtained by applying 
Theorem 4.5.2, so that the boundedness of MT follows from the theorem. Note 
though that for this simple operator, the boundedness should come as no sur-
prise, as from equation (4.28) the arcs I, when "lifted" to T, always sit inside 
[-1, 2) which comprises three copies of T. Thus MTI < M(fx[_1,2]) and with a 
little thought we see that II MT  II < h(3)IIMII, however the estimate provided by 
Theorem 4.5.2 is better. 
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Chapter 5 
Vector Transference and the 
Hubert Transform 
5.1 Introduction 
In this last chapter, we combine the themes and ideas of the previous four chapters 
by studying transference and the Hubert transform in the setting of vector—valued 
functions. We begin by revisiting transference, generalising some of the vector 
transference ideas in [5] and [7] to more arbitrary function norms. Although 
initially seeming more complicated, the vector transference technique is in some 
ways rather simpler than classical transference as it does not require Fubini's 
theorem. As a result, the principal generalisation we present in Theorem 5.2.1 is 
rather straightforward, but it does introduce some rather nice geometrical ideas 
not evident in the usual setting. 
After discussing some examples and applications, we review the theory of the 
vector—valued Hubert transform and the idea of UMD Banach spaces. We then 
proceed to discuss the special case of UMD function spaces and the function—
valued Hubert transform, before arriving at the main result of this chapter, prov-
ing that if L(R) is a UMD space with uniformly bounded translations, then the 
Hilbert transform H is bounded on L(R). 
5.2 The Vector Transference Theorem 
As always, let G be a locally compact abelian a—compact group. As we saw when 
outlining the proof of the classical transference theorem 3.2.1, one key idea used 
was that given a compact set C c G, we could find open sets V c C so that 
- C)/(V) was as close to 1 as required, a property which in fact holds for 
more general so—called amenable (not necessarily abelian) groups. Similarly, the 
proof of the rearrangement invariant transference theorem 3.6.1 used the same 
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idea, under the guise of condition (iii) of Lemma 3.6.2, which was easily inferred 
from the set—up of the theorem. 
In order to prove our first vector transference theorem, we use a simple variant on 
this condition, obtained by replacing the measures of V - C and V with certain 
function norms. More explicitly, given function norms p and r over C and a 
compact set C c C, we will define the constant A P , T (C) by 
I p(V - C) 
A,(C) = inf 	
(V) 	
V is open and r(V) < oo 	(5.1) 
and we define A,(C) = oo if every open set V has r(V) = 00. Unlike the 
amenability condition, it need not be true that for general norms p and r that 
A p , T (C) is either finite, a fixed constant independent of C, or even be bounded 
above as C increases (in some appropriate sense). We will look at some basic 
properties and examples of (.) in the next section. However without further 
ado, we state and prove our main vector transference theorem. Examples and 
applications of this theorem, along with a brief historical discussion of vector 
transference will be given in Section 5.4. 
Theorem 5.2.1 (Vector Transference). Let G be a a—compact LCA group, 
let X and Y be Banach spaces and let p and r be function norms over C. Let 
K E L' (G, B(X, Y)) be supported on a compact set C C C and suppose that 
R : C -f (X) and R : G -* !B(Y) are strongly continuous representations of 
C on X and Y respectively, uniformly bounded in the sense that IR U cx and 
IIRV I I <cy for all u, v E C, and satisfying the commutativity condition 
K(u)Rx = ftK(u)x (5.2) 
for all u, v E C and all x E X. Then the well-defined operator TK : X -+ Y given 
by 
TKX = fK(u)Rxdu 	 (5.3) 
is bounded with IITKII 	cxcyA,(C)N(K), where N(K) denotes the norm of 
convolution by K from L(C,X) - L T (C,Y). 
Before giving the proof, it should be noted from the proof that TK is well—defined 
and bounded regardless of whether cy, Ap, T (C) or N(K) is finite, or whether K 
has compact support. Of course, the standard estimate (5.4) obtained below in 
these cases is trivial and not very interesting. 
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Proof. The essential structure of the proof follows the same lines as the two 
transference proofs we have already seen, in that we first show TK is trivially 
bounded and then go on to obtain a better estimate. In this case, the initial 
bound on TK follows very easily but we should perhaps pause to check that the 
integrand in equation (5.3) is indeed measurable. This follows essentially from 
the strong continuity of the representation R, but we shall present the details 
here for the sake of completeness, omitting them from similar arguments in the 
future. 
Fixing x E X, since K is strongly measurable, there is a sequence {s} of 
!B(X, Y)—valued simple functions converging to K pointwise almost everywhere. 
Write .s(u) = Ei xA(u)Ti where {A} are, as usual, pairwise disjoint in G and 
Ti E 93 (X, Y) for each i. If we let Ox (u) = R_x which, by definition, is continuous 
from C to X, we then have s,- (u) 9 (u) = I, XA, (u)T8 (u) which is measurable 
since each T91 : C --4 Y is continuous and thus strongly measurable. Moreover, 
for a.e. u E C, 
Is(u)R_x - K(u)R_xIIy 	IIsn() - K(u)II(x,y)IIR_xI 
which tends to 0 as n -f 00. Hence the integrand of equation (5.3) is strongly 
measurable. Moreover, it is Bochner integrable since, rather trivially, 
f llK(u)RxMydu < j IIK(u) II(X,Y) 
<cxIxIlx JG J JK(u)J Jz (x,y)du 
:!~ cxlxIxIlKIIL1(c,(x,y)) 
so that we have the simple estimate 
IITKXIIY = I fG 	 Iy  K(u)R_xduIl <  cxlIxxIKIL1(G,(x,y)). 	(5.4) 
Thus TK is bounded, but with a norm estimate depending on the L' norm of K 
rather than the norm of convolution. 
As before, we now try to obtain an improved estimate on TK. Firstly, note that 
for each open set V C C we have, in exactly the same way in as equation (3.1), 
ITK xII Y  = IIJ_vRvTKxllY :5 IIR_vIhBY)IIRvTKXIIY :5 cyIIRTKxIIy, 	(5.5) 
for each v E V and each x E X. Considering the right hand side of (5.5), we have 
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that 
TKX = k IG K(u)R.xdu 
(by Hille's Theorem 1.7.12) = JG kK(u)R_xdu 
(by (5.2)) = IG K(u)&R_xdu = jG K(u)R_xdu. 
(5.6) 
Thus if r(V) <00, we have 
IITKxIY = r(V)'i- (V)IITKXIIy 
= -1- (V) 1T(IITKxIIyxv(v)) 
(by inequality (5.5)) r(V)'r(cyIItTKxIIyxv(v)) 
(by (5.6)) = r(V)' cyr 011C K(u)R_xduxv(v)) 	(5.7) 
and if we define the X—valued function f by f(u) = v_c(u)R_ux and use the 
same "trick" as in the transference theorems of Chapter 3, we obtain 
fG K(u)R_xdu = fc K(u)xv_c(v - 
= f K(u)f(v - u)du 
= (K*f)(v) 
for each v e V. Thus continuing from calculation (5.7), 
ITK xIIy T(V)'CyT(IK * f(v)Ilyxv(v)) 
< r(V)'cyr(I(K * f)(v)Iy) 
<r(V)'cy N(K)p(f), 	 (5.8) 
and rather trivially we have 
p(f) = 
< pu (x v_c(u)cxxx) 
cx xxp( V - C). 
Combining this with equation (5.8) we finally obtain 
IITKXMY
p(V-C)  
cxcyN(K) IlxIIx, r(V) 
and taking the infimum over all open sets V with r(V) < oo gives the required 
result. 	 0 
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5.3 The A,(•) Constants 
Before looking at some applications and generalisations of the vector transference 
theorem, we consider briefly some examples of how the constants behave 
in various situations. 
Though it is difficult to say much about 	for general function norms over 
general groups, one very trivial observation can be made in the case when C is 
compact and when p(G) and r(G) are both finite, as it is then obvious from the 
definition that A,(C) p(G)/r(G) for each compact set C. Similarly, if C is 
now non—compact, but has a sequence {C} 1 of compact open subgroups with 
the property that C C, and if p is, say, compactly saturated then for each 
n E N we have that A,(C) = 1 for each n e N. This can be easily seen by 
taking V = C, in the definition. Whilst seeming initially rather contrived, this 
situation includes groups such as Z[x] (the ring of polynomials with coefficients 
in Z endowed with the discrete topology, as mentioned in Example 3.7.3) and the 
group QP  of p—adic numbers, as described in [19, p.  1061 and [38]. Having A,(C) 
bounded above as C increases to C is very useful when we come to consider how 
to generalise the transference theorem to non—compact support kernels. 
Over weighted LP norms, the behaviour of 	depends, rather unsurprisingly, 
on the weights and how fast they grow. For example, the fractal weighted norm p 
constructed in Theorem 1.6.7 has A,(C) = cc for each compact set C c C, which 
is not particularly useful. Slightly better is the norm p = , with w(x) = ex, as 
we then have A,(C) <oo for each compact set C c Ti. However, A,(C) grows 
unboundedly with C so we cannot expect generalisations to compact support 
to work well in this setting. If, on the other hand, w is now any non—negative 
polynomial then it is easy to check that A,(C) = 1 for each C c R, which is 
much more useful. 
Since our interest in weighted norms has only extended as far as providing a source 
of examples and counterexamples, we shall not say much more here. However, 
one final simple but rather useful result is that if w satisfies the A condition (see 
(4.8) on page 102) then, denoting the weighted LP norm 11 . by p, we have 
that A,(C) = 1 for every compact interval C C R. To see this, note that for 
any bounded interval V C J1, condition (4.8) gives 
(p(V_—C)\' fv _c wdu < 	A1u(V - C)P 	
(5.9) 
PM ) = fwd - fvw(fv_cw_1_1Y_" 
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where p denotes the Lebesgue measure on R. Applying Holder's inequality to 
be denominator of (5.9) (so as to reverse the A,, condition) we see that it is no 
smaller than 1u(V) 1'. Hence 
p(V - C)  <A1/P/J;(V - C) 
p(V) - P 	,a(V) 
and the result is now evident from the amenability of R. The converse result is 
false since, for example, w(x) = x is not an A 2 weight, but A,(C) = 1 for each 
weighted norm p =  Il p,, with 1 < p < 00. 
Moving on to consider r.i. norms, the behaviour of 	becomes somewhat 
more pleasant, as the next result demonstrates. In particular, it shows that if p 
is any r.i. norm then A,P (C) = 1 for each compact set C ç C. 
Proposition 5.3.1. Let p and T be r.i. norms over a group G such that their 
fundamental functions satisfy I'(t) = AI(t) for some constant A> 0. Then for 
every compact set C c C, we have that A,(C) = A. 
Proof. Let V be any open set with i(V) <00. Then by Proposition 1.4.10, r(V) 
is finite so that we have the trivial calculation 
A 
- 
- p(V) < p(V - C) 
- AT((V - C)) (V - C) 	(V) 	(5.10) 
T(V) - r(V) - 	 i(V - C) 	i(V) (i(V)) 
Since I T (t)/t is decreasing (by Theorem 1.4.14), and p.(V - C) ~! WV), the right 
hand side of (5.10) is clearly bounded above by 	By choosing V suitably 
large, we thus obtain the required result. 	 Li 
More specifically, for pairs of Lorentz Lpq spaces we have the following simple 
example. 
Example 5.3.2. Suppose that C has infinite measure, 1 <P1, P2 <00 and that 
1 < qi, q2 < oc. Then for every compact set C c C we have 
0 	ifp1 >p2 ; 
A. 
II Ilpiqi ,  II 1p2q2 (C) 	'P-Pi) = Ql Q2  if P1 =P2 =1'; 1 00 	 ifp 1 <p2 . 
Proof. Recall from Theorem 1.4.15(xi) that the fundamental function of LP(G) 
is given by 
1/q 




with the obvious conventions if p = oc or q = 00. Let C c C be compact. By 
the amenability condition, we can find a sequence {V} 1 of sets such that 
—1asn—oo. 	 (5.11) 
p(V) 
However, this result on its own is not quite strong enough as we would ideally 
like to have the additional property p(V) - oo as n -* oo. To achieve this, 
we step back slightly and review Lemma 18.12 from [19], a result which can be 
used to establish (5.11). This asserts that given a pair U, W of relatively compact 
neighbourhoods of OG  and given E > 0, we can then find a relatively compact 




Since the Haar measure is regular, there is a relatively compact open set U such 
that C c U. Also, we can construct a sequence of relatively compact open sets 
{W} 1 with the property that W G (so that p(W) -* oo) and, by replacing 
W with W - W if necessary, we can assume that Oc E W,. Thus given n E N, 
by applying the stated lemma with E = 1/n, W = W and U replaced by —U we 




- U) fl V) <.ii(V)(1 + 1/n) as desired. Thus we have 










P, - 1 ) 
The first two terms on the right hand side are constant whereas the third tends 
to 1 as n -* 00. The fourth tends to 0, 1 or oc depending on how P1  compares 
	
with P2  and the result is then evident. 	 LI 
In light of this, can we apply the vector transference theorem 5.2.1 to operators 
mapping LP1  (G, X) to Lpq 2  (C, Y) whenever 1 < p < oc and 1 < q1 , q :5 00. 
Another related, but slightly unsatisfactory, example is the following. 
Example 5.3.3. Suppose that p is a translation invariant SF norm over R. Then 
for every compact set C C R we have AP,(C) = 1. 
124 
Proof. If p(C) is finite then the result holds trivially by putting V = C in the 
definition of so we shall assume otherwise. Let C be as stated. By replacing 
C by an interval of the form [—m, in] D C we can, at worst, increase A P,(C). 
Now let V be an interval of the form [—k, k] with k > m. Then trivially V - C = 
[—(m+k), m+k] = [—k, k] U[—m—k, —k]  U[k, k+m] so by the triangle inequality 
and translation invariance of p we then have p(V - C) p(V) + 2p([O, m]). Now 
since p is compactly saturated (by Proposition 1.5.8) we can divide both sides by 
p(V) to obtain 
p(V — C) <i+2p([0,m]) 
p(V) - 	p(V) 
and by choosing V with p(V) sufficiently large (which is possible since p(G) = 00 
and we are assuming that p has the SF property) we obtain the required result. LI 
This idea does not seem to generalise easily to TR for n > 1, though over these 
groups it is very easy to obtain the simple estimate A P , P (C) < 2, for each compact 
set CC1I. 
Before moving on to consider some examples and applications of our transference 
theorem, note very trivially that for each compact set C c C containing OG  we 
have, directly from the definition, 
1/A,(C) <sup U I  	: 0 < p(V - C) <00, V open} 	IIMLp(G)Lr(G) 
so in particular, if A,(C) = 0 then the identity operator I from L(G) to L T (C) 
is unbounded. Our final result here shows that this idea extends to many convo-
lution operators too. 
Proposition 5.3.4. Let C be a locally compact abelian group. Let L P (C) and 
L(G) be Banach function spaces over C. Suppose that k E L'(C) is not al-
most everywhere zero and has compact support C c C. Then if A p , T (C) = 0, 
convolution by k is unbounded from L(C) to L, (G). 
Proof. Let k E L'(G) be any kernel for which convolution is bounded from LP (G) 
to L T (C). We will apply our transference theorem 5.2.1 in the special case where 
X = Y = C to show that k must then be zero a.e. Let 'y be an element of the 
dual group to C, and define the representation K : G -* B(C) C by 
Rz = y(u)z 
for each z e C. It is trivial to check that Ri' satisfies the relevant conditions of 
Theorem 5.2.1. As a result, since A = 0 we obtain an operator Tk : C -* C with 
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k(u)y(—u)du = z). 
Thus IITkI = Ik('y ) I = 0 for each character -y, so as before (see page 90) this 
implies that k must be zero a.e. 	 U 
In light of Example 5.3.2, this Proposition shows that given 1 <P2 <P1 < 00 
and 1 <q1 , q2 < oo, convolution by an L 1 (G) kernel k is bounded from LP11(G) 
to LPM  (G) only if k is zero a.e. Whilst this is by no means new, our transference 
approach is rather novel and amusing. 
5.4 Discussion 
Unlike the transference theorems of Chapter 3, we formulated our vector trans-
ference so as to apply only to kernels with compact support. In this section we 
consider how this situation can be improved, along with discussing how our theory 
fits into the historical lineage of vector transference. 
Non—Compact Support 
Generalising the result of Theorem 5.2.1 to arbitrary kernels K e L 1 (G, 8(X, Y)) 
is in fact rather non—trivial. As we saw earlier in Chapter 3, when extending the 
scope of Theorem 3.6.1 to non—compactly supported K we restricted K to a 
sequence of compact sets C which increased to G, and then accounted for the 
difference between the kernels as n increased. As we might expect, one immediate 
problem this introduces in the vector setting is that we have to consider what 
happens to Ap , T (Cfl) as n -* oo, though we have already met some useful examples 
of situations where a limit exists independent of the choice of {C}. However, 
a second (and perhaps less obvious) problem is in accounting for the difference 
between the original and restricted kernels. In Chapter 3, we had the simple 
estimate N(k - k) :5  Ilk - k.11 1  which made it easy to remove the influence of 
the part of the kernel k "supported at infinity". In the general vector setting, 
such an estimate may not exist. It is for these reasons that we present our 
generalisation to non—compact support in a rather restricted setting. 
Theorem 5.4.1. Let G, X, Y, R and R be as in Theorem 5..1. Let p be a 
SF norm over C with a weight function a (as defined on page 67), and define 
/3 = max(a, 1). Let K be in the weighted space L(G, (X, Y)) and suppose that 
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the commutativity , condition (5.2) holds. Then if N(K) < 00, the transferred 
operator TK,  as defined in equation (5.3), is bounded with 
IITKII <AcxcyN(K) 
where A := 1im,0 A P,(C), taken over any sequence of compact sets {C} 1 
increasing to G. 
Proof. Given n E N define Kn = Kxc. First note that, by the comment before 
the proof of Theorem 5.2.1, since K E L'(G, !B(X, Y)) the operator TK is well—
defined and bounded with IITKII <cx IlKII i , with an entirely analogous estimate 
holding for IITK_K IL The rest of the proof follows similar lines to calculation 
(3.23) on page 90, in that for each n e N we have 
IITKII !~- IITK_KIl + IITKII 	 (5.12) 
cxK - KflIIL1 + cx cy A p , p (Cn)N(K n ), 
where the two estimates in the last line follow from the obvious L 1—estimate 
and Theorem 5.2.1 respectively. The first of these tends to 0 since K is in 
L'(G, B(X, Y)). To bound the second term we have, by the triangle inequal-
ity, N(K) < N(K) + N(K - I() and, by generalising the idea of Theorem 2.5.2 
in the obvious way to strongly measurable functions, we obtain the estimate 
N(K - K) 	K - KIILi. 	 (5.13) 
Incorporating this into estimate (5.12), we have 
IITKII < cxIIK - KflIIL1 + cxcyA,(C)[N(K) + 1K - KflIlL]. 
Since IlK - K,, Il e tends to 0 as n -+ oo, the result now follows. 	 LI 
Historical Points 
Since our vector transference theorem is essentially a straightforward generalisa-
tion of previous theorems, it is not surprising that we can trace the history of 
vector transference by simply considering some special cases of Theorem 5.2.1. 
The first vector transference theorem was due to Berkson, Gillespie and Muhly in 
[6], which considered the special case where X = Y and p = =  11 - 11p, removing 
the need for the constants and instead using the amenability condition in 
the classical way. Having the vector spaces X and Y equal simplified the setting 
further as in these cases it suffices to consider a scalar kernel k e L 1 (G), since 
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an appropriate vector—valued kernel K can always be manufactured from k by 
defining K = Ixk, where  1x  is the identity operator on X. 
The next generalisation of this idea came in [7], which keeps the basic background 
of [6] but introduces the idea of having two vector spaces X and Y, as in our the-
orem. As we observed (albeit in a limited way) with the maximal r.i. transference 
Theorem 3.9.1, these extra vector—valued features allow many useful results to 
be obtained quite easily, and we will meet some more applications in this vein in 
due course. 
Classical Transference 
As mentioned in [6], it is possible to deduce the classical transference theorem 
3.2.1 of Coifman and Weiss from the vector transference theorem. To see this, 
note that in the notation of Theorem 3.2.1, an application of Fubini's theorem 
shows that convolution by k on LP(G) can be extended to the vector—valued space 
LP(G, L'(Q)). The vector transference theorem then bounds an operator on LP(l) 
which is precisely the transferred operator obtained by the classical transference 
theorem. 
Unfortunately, trying to generalise these ideas to other function norms requires 
us once again to consider when the interchange operator S is an isomorphism 
(on appropriate mixed norm spaces) and, as we saw in Chapter 2, this is not 
particularly fruitful. We therefore omit any further details. 
Weak—Type Results 
In practice, it is sometimes convenient to apply Theorems 5.2.1 and 5.4.1 to 
spaces such as the Lorentz spaces L°° in which the triangle inequality does not 
necessarily hold. Examining a possible generalisation of the proof of Theorem 
5.2.1, we see that the main hurdle we have to overcome is in initially checking 
that the transferred operator exists, as the rest of the proof explicitly avoids use 
of the triangle inequality. With this in mind, we point out the following slight 
relaxation of the conditions of Theorem 5.2.1. 
For temporary convenience, we shall say rather enigmatically that a vector space 
Z satisfies (*) if there is a functional II: Z - [0, oc] such that 11ax1l = lal. jjx j j 
for each a E C and x E Z, along with the property that jjxjj = 0 if and only 
if x = 0. In addition we will say that Z satisfies (**) if U U is equivalent to a 
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norm. In both cases, the functionals 11 
. 
induce a topology on Z and it is trivial 
to check that with this topology, continuity of linear operators on such spaces is 
equivalent to boundedness in the usual way. 
Using this notation, the results of Theorem 5.2.1 hold in exactly the same way 
and yield the same estimates if X and L(G) are both (*), and if Y and LT (G) 
are both (*). We shall omit the details of the proof as the initial boundedness 
of TK is easily seen from the fact that r and 1k' are both equivalent to norms. 
As a result, it is possible to transfer information about compactly supported 
pq convolutions from L *  (G, X) to LT(G, Y) for any choice of p, q and r, provided 
that p> 1. 
The fact that the case p = 1 is omitted here is unfortunate, but this simply does 
not seem to fit into the classical or vector transference framework. Results for 
p = 1 do exist though, such as Theorem 2.6 from Coifman and Weiss' monograph 
[13], which shows that convolution operators mapping LP(G) to L°°(G) give rise 
to operators from 11(11) to L°°(1) for each p in the range 1 < p < oo, provided of 
course that G is appropriately represented on ft A vector—valued version is given 
in [7] under the assumption of certain extra conditions on the representation. In 
both cases, the proofs use techniques very specific to the norms in question and 
as a result, do not appear to be amenable to further generalisation. Indeed, it 
was partly this problem which inspired our approach to transference on r.i. spaces 
in Chapter 3. 
5.5 UMD Spaces 
We will leave the vector transference theory temporarily to reconsider the idea of 
the Hilbert transform, now generalised so as to apply to vector—valued functions. 
This subject has been well studied in the literature, so without further ado we 
outline the principal results about the Hilbert transform in this context. 
Let X be a Banach Space. Recall the definition of the Hilbert kernels k from 
the previous chapter, namely 
-- ifltl ~ s, 
k, (t) - {t 
otherwise. 
Given a simple function f JR -p X of the familiar form f = 	a, with 
each ai e X and {A} 1  a collection of pairwise disjoint measurable subsets of TR, 
we can define the X—valued truncated Hubert transforms 'i-f in a rather obvious 
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way to be 
:= f k,-(x - t)f(t)dt E x 
= f00 	akE(x - t)xA(x)dt 
00 j=1 
= 	aj He XA j (x), 	 (5.14) 
where H denotes the truncated scalar Hubert transform, as defined in equation 
(4.3). As with the classical theory of the scalar Hubert transform, it is natural 
to ask whether the definition of I'H,I,,o extends to give a family of bounded 
operators on LP(IR, X) for some p in the usual range (1, oo), and whether we 
can then make any sense of a limit of ? -t as e - 0+. Certainly, for the simple 
function f as considered above, by letting e - 0+ in equation (5.14) and using 
the fact from Chapter 4 that the classical scalar Hilbert transform H exists and 
is bounded on LP(TI), we can define the Hilbert transform of f to be 
n 
7-(f (x) 	lim 7if(x) = 	a2 HX A (x), 
j=1 
almost everywhere. As before, a very useful tool for effectively handling 71 will 
be the maximal Hilbert transform, which in this vector setting is defined to be 
= sup IIlIEf(x)IIx, 
for suitable functions f : R - X and each x e R. A fundamentally important 
result concerning these operators is the following, due to Virot. 
Theorem 5.5.1. [39, Thm. 1] Let X be a Banach space and let p be in the range 
(1, oo). Then the following are equivalent: 
71 extends to a bounded linear operator on LT'(TE, X); 
71 extends to a weak type (1, 1) operator, i.e. 7- is a bounded linear operator 
from L' (R, X) to L°°(1E, X); 
if extends to a bounded linear operator on L(TE, X); 
if extends to a weak type (1, 1) operator. 
An immediate corollary of this result is that given X, the boundedness of 7i or 
R* on LP(R, X) for some p e (1, oo) implies boundedness of both 7-1 and 7-1*,  for 
all p in this range. 
130 
So far, we have not mentioned the presence of the Banach space X in any detail. 
Clearly, when X = C we are in the classical case and the results of the previous 
chapter show that all four conditions in Theorem 5.5.1 hold. However, if we now 
let X = £°°, it is well known (and rather easy to show directly) that 7 - is not 
bounded from, say, L 2 (]R, X) -+ L2 (T1, X) so that all four results of 5.5.1 fail when 
X = £°°. This motivates the following well—known definition. 
Definition 5.5.2. We say that a Banach Space X is UMD if any one of the 
four conditions in Theorem 5.5.1 holds. 
Historically, the name "UMD" comes from an equivalent condition relating to 
martingale difference sequences. There are other interesting equivalent conditions, 
such as the geometrical idea of X having a property called (—convexity. Full 
details of the equivalences between these can be found in [2], [8], [10] and [11], 
and an interesting summary of this work is given in [30]. We shall, however, not 
be pursuing these ideas in this thesis. 
It is well—known (and easy to show) that all Hilbert spaces are UMD, since for such 
spaces Theorem 5.5.1(i) can be readily verified when p = 2. More generally, given 
any Lebesgue space LP(l) with 1 <p < oc, an application of Fubini's theorem 
shows that 7-1 is bounded on LP (R, LP()) so that LP() is UMD. This idea can 
be presented in a more abstract form using the notation of Chapter 2 to show 
that any space L(l) such that the interchange operator S LP(R) ® L,,() -* 
L() ® 11(R) is an isomorphism for some p e (1, oc) is also UMD. However, this 
is not particularly illuminating as we saw that apart from the weighted spaces L?,, 
there are no other well—known spaces cases where this gives useful results. More 
exotic examples of UMD spaces include the von Neumann—Schatten CP classes 
(see [29]) whenever 1 <p < oc. 
As shown in [17], the UMD class is closed under dualising, taking finite direct 
sums, taking closed subspaces and quotienting by closed subspaces. [17] also 
shows that every UMD space X must be super—reflexive, in that every space 
Y finitely representable in X is reflexive. (We say that Y is finitely representable 
in X if for every E > 0 and each finite—dimensional subspace Z c Y, there is 
an isomorphism T Z -* X such that ITIIIT 1 II :!~ 1 + E.) More details of 
super—reflexivity can be found in [1], though we shall not discuss this any further. 
However, this automatically implies that X must then be reflexive, which will 
prove useful shortly when we consider the situation when X is also a Banach 
function space as some of the density results from Chapter 1 will then become 
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available to us. Note also that the reflexivity implies that spaces such as £' and £°° 
cannot be UMD, though these can be verified quite easily by direct computation. 
5.6 UMD Banach Function Spaces 
We now concentrate on the case where X also happens to be a Banach function 
space, so from here on we shall change to function space notation and write 
X = L(l). It is in this setting that we will obtain the principal result of this 
chapter, as mentioned in the introduction, proving that if L(T) is a UMD Banach 
function space with uniformly bounded translations, then the Hilbert transform 
is bounded on L(R). 
The proof of this result, given in Theorem 5.8.1, is essentially a simple applica-
tion of vector transference. Indeed, by applying Theorem 5.2.1 to the truncated 
Hubert transforms (at least, with the kernels kE  further truncated to ensure they 
have compact support in the same way as in Chapter 4) we see very easily that 
the truncated Hilbert transforms are uniformly bounded on L(T1). However, es-
tablishing the almost everywhere existence of the Hilbert transform H from this 
is not obvious at all, as none of the tools available in the classical case (such as the 
Calderon—Zygmund decomposition and differentiability properties of functions in 
LP(]R)) need apply here. An alternative approach to surmounting this problem is 
to first "strengthen" the vector—valued Hubert transform before transferring in 
the hope that the corresponding transferred operator retains some of this strength 
and becomes more useful. One obvious idea here would be to transfer the maximal 
Hilbert transform fl*, after constructing a suitable maximal transference theo-
rem as in Chapter 3. However, by working through the details, it can be shown 
that this yields no more than uniform boundedness of the truncated transforms 
on L (R). It is to this end that we define the notion of "pointwise" maximal 
operators, as described below. We will also formulate a transference theorem 
for such operators which automatically yields boundedness of a maximal Hilbert 
transform on L(R) when applied in this case. From this, the almost everywhere 
existence and boundedness of H will follow easily by applying some of the simple 
results from Chapter 4. 
The structure of the remainder of the chapter will be to make some easy initial 
observations about UMD function spaces, before going on to define the pointwise 
maximal Hilbert transform. We will then show, by using some results of Rubio 
de Francia [30], that this operator is bounded on certain spaces. From this, we 
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formulate and apply a suitable transference theorem which will ultimately provide 
the boundedness of H on L(1l). 
Observations 
Let L(Q) be a UMD space. Then by the discussion of the previous section, it is 
automatically reflexive so, by Theorem 1.2.9, has the SF and AC properties. 
Let f be a function of the form 
f=xA®fi 	 (5.15) 
where {A} 1  is a collection of pairwise disjoint sets in R and fl, 12,... , In are 
in L(1l). By the results of Chapter 2, we can visualise such functions f as either 
elements of the mixed norm space LP (R) ® L,,(1) or as vector—valued functions in 
LP(Tl, L(1)), though we shall generally opt for the former setting as it is slightly 
more intuitive. For convenience, throughout the rest of the chapter we will refer 
to functions of the form (5.15) as simple functions, even though they are only 
simple when viewed as elements of LP(TR, L()). 
For such simple functions f, we can realise the truncated Hilbert transforms of f 
as (jointly measurable) functions on R ® 1 in the obvious way, i.e. 
Hx A (x)f(y). 
Thus, we can visualise 7-t as an operator of the form He ®I on L"(II)®L(), de-
fined initially on the simple functions as above and then extended to the whole of 
Y(1R)®L(1l) by Corollary 2.3.7, as discussed on page 68. Following immediately 
from this, since £1 is not a UMD space, we can apply Proposition 2.5.5, concern-
ing such tensor products of operators, along with related results from Chapter 2 
to obtain the following result, which for convenience we state as a lemma. 
Lemma 5.6.1. Suppose that L(1) is a UMD Banach function space. Then there 
exists po  e (1, oo) such that for all 1 <p <po we have: 
L() is p—convex; 
the interchange operator S is bounded from L'(]R)®L() to L(1l)®L"(11); 
for each function g E L7 (T1) ® L() we have that gY E LP(T1) for almost all 
yecl. 
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Proof. (i) follows immediately from Proposition 2.5.5 so that by Theorem 2.4.8, 
the operator S : LP(T1) ® L,,(1) -* L(1) ® LP(R) is bounded for all 1 <p < 
P0, giving (ii). Consequently, by applying Lemma 2.5.1(u) we obtain (iii), as 
required. 
Note also from the discussion after Example 2.5.4 that given a simple function f 
of the form considered above, we can clearly write 
	
7-(Ef(x, y) = Hf'(x), 	 (5.16) 
and the vector-valued maximal Hubert transform is then simply 
f(x) = sup p(Hf(x,y)). 	 (5.17) 
6>0 
By replacing the norm p in equation 5.17 by the weaker modulus sign , we can 
define a new operator ? -1', called the pointwise maximal Hubert transform, 
given by 
n**f(xy) = suplflj(x,y)I. 	 (5.18) 
Clearly, this notion has no analogue for general Banach spaces, but is quite natural 
in this function norm context. Note too that like equation (5.16), we have the 
useful identity 
= H*f?(x ) , 	 ( 5.19) 
which is obvious from the definition. 
From an intuitive point of view, it would appear reasonable that the operator 
7-1 is somewhat stronger than 71*. This added strength is very desirable, as we 
will soon see that after the application of an appropriate transference method, the 
transferred operator obtained is precisely the maximal Hilbert transform, which is 
more powerful than what we obtain by transferring the standard maximal Hilbert 
transform. However, before we can do any of this we must first check that fl**  is 
actually bounded on LP(1I) ® L(), at least for some p > 1. In order to prove 
this, we introduce the vector-valued Hardy-Littlewood maximal function. 
The Vector—Valued Hardy—Littlewood Maximal Function 
Recall from Chapter 4 the Hardy-Littlewood maximal operator M, defined for 
measurable scalar functions f : R -* C by 
1f 
Mf(x) = sup 17T ii f(t)Idt, 	
(5.20) 
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where the supremum is taken over all intervals I containing x E T, which is 
bounded on LP (R) for each p in the range (1, 00]. 
One way to extend this idea to functions taking values in a Banach space X, 
say, is to replace the absolute value signs inside the integral (5.20) with norms. 
This, however, is not particularly interesting as it yields no more than the scalar 
Hardy—Littlewood operator applied to the function I lf II defined in the obvious 
way to be 1 1 f 11(x) = lIf(x)Il for each x E T1, and the boundedness results are then 
uninteresting. 
However, if we assume once again that X = L(1) is now a Banach function space 
we can, as with the Hilbert transform, define a more useful pointwise variant of 
our operator, as considered first in [16] in the rather spurious setting of strongly 
saturated norms. In particular, for a jointly measurable function f we will define 
the maximal function M*f to be 
M*f( x , y) = sup 
1
f(t, y) dt, 	 (5.21) 
IE)x Fill V, 
where the supremum is taken over the same intervals as above. This operator 
varies slightly from our previous maximal function (and indeed the one in [16]) 
in that the modulus sign is now placed outside the integral, rather than inside. 
Whilst this gives us two genuinely different operators, it is easy to check that one 
is bounded if and only if the other is. Unlike the Hilbert transform, there is no 
need to restrict the definition of M* to simple functions as there are no difficult 
measurability issues with this considerably more simple operator. 
In [30], Rubio de Francia defined an analogue of M* for jointly measurable func-
tions on f : T x Il by 
Mf(x,y) = I DX Mi ll ~ fi 
where, as in equation (4.28) from Chapter 4, the supremum is now taken over 
all arcs I c T containing x, and once again we identify ¶' with the unit interval 
[0, 1). This variant of the operator will be very useful to us as, in [30, Thm. 3], he 
then obtained the following theorem linking boundedness of this operator with 
the UMD condition. 
Theorem 5.6.2. [30, Thm. 3, p. 212] L() is UMD if and only if for every 
(equivalently, one) p e (1, oo) Mis bounded on both LP (T) ®L(1) and L(T) ® 
L()*, where q is the conjugate exponent to p. 
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This result will be a key to bounding the pointwise maximal Hubert transform 
.fl**, however our argument will require an analogous result to hold for the oper-
ator M*  rather that M, at least for some p E (1, co). This is dealt with in the 
following proposition. 
Proposition 5.6.3. Suppose that L(1) is UMD. Then M*  is bounded on LP(R)® 
L() for all 1 <p <po, where Po  is the constant obtained in Lemma 5.6.1. 
Proof. The main step is proving the following small lemma. 
Lemma 5.6.4. Assuming the conditions of Proposition 5.6.3, suppose that g in 
LP(R) ® L(1l) is such that g = 0 a.e. for all x outside T = [0, 1). Then M* g 
exists a. e. and for 1 <p <P0 we have that 
CII9IILP(R)®L(1) 
for some constant C, which depends only on p. 
Proof. Since L(l) is UMD, Theorem 5.6.2 shows that M is bounded on L(T)® 
L() for all p e (1, oc). First suppose that x e [0, 1). If I is an interval in I1 




so taking suprema over such intervals I we obtain M*g(x,  y) < M.g(x, y) for 
almost all y. 
Now suppose that x V [0, 1). Without loss of generality, we will assume x > 1. 
Again let I x. In order to maximise 
i 
	 (5.22) 
in this situation, it is clear that we only get a contribution to the integral from 
the part of I inside [0, 1) so the "best" I should be of the form I = [a, x] for some 
a < 1 and clearly we should also have a > 0 too. Then, by Holder's inequality 
we have 
ill 	 1 j1g(t,y)dt =xaL g(t,y)dt 
1 1  [L g(t,y)dt - 
cp 
I x - 1 1 
for some constant c <00, and by symmetry this applies for all x < 0 too. While 
this estimate is generally finite, as by Lemma 5.6.1(iii) we have IIgYjI < oc 
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it is no good near the endpoints of [0, 1) so we need another little result for, say, 
1 < x < 2 and -1 < x < 0. Once again we need only consider the former case. 
Let g denote the 1-periodic extension of g, and let I x be any interval. As 
before, to maximise expression (5.22), I should be of the form I = [a, x] for some 
a E [0, 1). Write 1= JUKwhere J= Ifl[x- 1,x] and K==I\J. Then clearly, 
the lengths of both I KI and IJI cannot exceed 1, and we have 
1 I 	 < 
___If 
(t, y)dt 	
1  f (t, y)dt 	(5.23) 
	
J(t)dt1_ 
IJH 	jkj1 K 	I 
where the second term on the right hand side is defined to be zero if IKI = 0. 
Now J is an arc containing x in T so the first term on the right hand side of 
(5.23) is bounded by Mg(x, y). Likewise K, if non-empty, is an arc containing 
x - 1 (and hence x) in T so is also bounded by Mg(x, y). Thus overall, we have 
for almost all x and y, 
Mg(x, y) 
	
if 0 < x < 1; 




where u(x) := 12x-1I-1 Now by Lemma 5.6.1(u), for each p e (1,p) the inter-
change operator S is bounded from LP(R) 0 L,) to L(Q) 0 LP(T1) so that for 
all x [-1,2), by taking the p-norms of (5.24) with respect to y we have 
py (M* g (x,  y)) 
= u(x)lSgIL(Q)LP(R) 
!~ lSl'u(x)IIglILPR)®L(c, 
with a simpler result holding for x e [-1, 2). Hence 
{2py(Mg(x,y)) 
	if -1 x <2; py(M*g(x, y 
- 
< 
IISIu(x) lgIlLP(R)®L() otherwise, 
and since u is p-integrable over [-1, 2]c  we obtain 
for some constant C < oc depending only on p, as required. 	 E 
Continuation of Proof of Proposition 5.6.3. Now suppose that f E L(R) 0 
L(1) is a general jointly measurable function. Define the horizontal transla-
tion and dilation operators {TU } UER and {E 3 } 3>0, respectively, by Tf(x, y) = 
f(x + u, y) and E3 f(x, y) = f(x/s, y) and note trivially that IIEsf LP(R)L(c2) = 
s"IfIILP(R)ØL(ci) for each s > 0. 
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For each n E N, restrict f by defining f = fX[—n,n]. Then El/2nTn fn is supported 
on [0, 1) so by the previous lemma (5.6.4), for each p E (1, P0)  we have 
II M*Ei,2Tf  II LP(R)®L(cl) < CVII 	I LP(1I)L(1). 
Now it is easy to check that M* commutes with both T and E3 , giving M*f 
Thus by the horizontal translation invariance of LP(R) ® 
L(1Z) we obtain 
IIM*fn hI Lp (R)®LP( = II2nMEii2nTnfnM 
= (2fl)lIIM*E l/2nTnfn II 
~ C(2n)lIPIIEi,Tfn II 
= 
IIfmIL 
Now notice that M*f( x , y ) T Mf(x,y) a.e. since, when computing M*f( x , y ) 
for given x, y, it suffices to consider intervals inside some fixed finite interval. To 
see this, notice by Holder's inequality that for any interval I c R we have 
If f (t, y)dt 	1HMfIILP(fl, 
and this quantity tends to 0 as I I I - 00. Thus, for suitably large n, M*f(x, y) = 
M*f( x , y). Hence, since LP(R) ® L,,(l) has the SF property (by Theorem 2.2.6) 
we see that M*f is in L"(11) ® L,,(IZ) with 
II 14* fIILPR®Lpc& ! ~- CIIfMLP(R)ØL(cl), 
completing the proof. 	 LI 
Note that this type of result should be contrasted with our application of the r.i. 
transference theorem in Theorem 4.5.2 which bounded the maximal function on 
T from the corresponding result on R. The result here effectively reverses this 
process, but hinges on the property that for such II norms, the norm of the dilate 
E3  f is always a fixed multiple of I I f  1 1. 
Equivalence of 7-1k and 7f* 
We now show that for 1 < p < po, 7- is bounded on LP(T1) ® L,Z) if and 
only if 7t*  is bounded from LP(T1) 0 L,,(1) to LP(R). Whilst it is perhaps rather 
unsatisfactory that we shall not be considering the case when p > Po, the result 
obtained here will be entirely sufficient for our purposes. The forward implication 
is completely trivial and will be relegated until the end of the section. The con-
verse, however, is rather less elementary but still follows easily from our previous 
result and the following classical inequality of Cotlar. 
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Lemma 5.6.5 (Cotlar). [37, p.  218] There are constants C1, C2 E 	such that 
for all f E LP(R) (1 <p < oo) we have almost everywhere, 
H*f( x ) < C1 Mf(x) + C2 MHf(x). 
By applying Cotlar's lemma to each horizontal cross—section of a function in 
11(R) ® L,() we obtain the following easy generalisation for pointwise maximal 
functions. 
Lemma 5.6.6. Suppose that L(1) is a UMD Banach Function Space. Then 
there are constants C1 , C2 E such that for all simple functions f E LP(R) ® 
L(), with 1 <p <po we have 
n**f(x y) < C1M*f(x, y) + C2M*flf(x, y), 	(5.25) 
almost everywhere. 
Proof. Let f E LP(R) ® L,() be a simple function as in equation (5.15), and let 
p e (l,po) Then by Lemma 5.6.1 (iii) we have that f' is in LP (R) for almost all 
y E R. Thus applying Cotlar's Lemma to f" we obtain 
H*f?(x ) <Ci Mf'(x) + C2MHf(x) 	 (5.26) 
for almost all x e R and y E ft By equation (5.19) the left hand side of (5.26) is 
equal to the left hand side of (5.25) and clearly, from the definition, MfY(x) = 
M*f( x , y) so that the first term on the right hand side of (5.26) corresponds 
with that of (5.25). Similarly, since f is simple we can apply ?-( to it, with the 
easy property that (7-tf)" = Hf' a.e. Therefore, M*Nf(x,  y) = M(flf)'(x) 
MHfY(x) a.e. so that the second term on the right hand sides of (5.25) and (5.26) 
also agree, as required. 	 El 
Corollary 5.6.7. If L(Q) is a UMD Banach Function Space (i.e. If is bounded) 
then 7f*  is bounded on LP (R) ® L, (l) for all  E (i,po). 
Proof. By Proposition 5.6.3, we have that M*  is bounded from 11(R) 0 L,() to 
LP(R) ® L(1) whenever 1 <p <p0. Applying Minkowski's inequality to (5.25) 
then gives the required result. 	 El 
From this, we easily obtain our desired equivalence. 
Corollary 5.6.8. For  e (l,po), wherepo is as obtained in Lemma 5.6.1, 71*  is 
bounded from LP(R) 0 L,,() to LP(R) if and only if 1 -( is bounded on 11(R) 0 
L(1l). 
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Proof. We have just finished the forward implication. The converse is trivial since 
we have, almost everywhere, 
n*f(x) = sup p(7-(f(x,y)) 
6>0 
~ p(  sup jflEf(x,y) 
6>0 
= p(?f*f( x )) 
for simple functions f e LP(T1) ® L(l), as required. 	 D 
5.7 Transference of Pointwise Maximal Opera-
tors 
We now know that if L(1Z) is a UMD Banach function space, then 7I**  is bounded 
on LP(II) 0 L 1,(Q) for suitably small p> 1. As advertised earlier, our principal 
result in this chapter will be to show that if p is also translation invariant and if 
= I, then the Hilbert transform H is bounded on L(1l). This is achieved (more 
or less) by applying a suitable transference technique to the pointwise maximal 
operator 7f*  In this section, we state and prove a transference theorem for such 
operators. Though it is possible to state this theorem in slightly more generality, 
it makes the notation too unwieldy to be worthwhile. 
Theorem 5.7.1. Let C be a locally compact abelian group and let {k} 1 be a 
sequence of compactly supported kernels in L 1 (C). Suppose that p is a translation 
invariant function norm over G with the SF and AC property, that T is an AC 
function norm over a cr—finite measure space 1, that R C -* !B(L()) is a 
strongly continuous representation of C on L(), uniformly bounded by c < 00 
and that we have the "separation preserving" property 
'r(max(Rgi , R92)) 	 921)), 	(5.27) 
for all gi, 92  E L(l) and all u E G. Suppose that the pointwise maximal operator 
L(G) ® Ll) —p L,,(G) ® L.,-(1) defined by 
T**f(x,y) = sup 
fG 
k(t)f(x - t,y)dt, 	 (5.28) 
nN  
is bounded on the dense subspace of simple functions as considered in equation 
(5.15), and that the constant A given by 
A = sup 	supp(k)) 
NEN n=1 
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is finite. Then the maximal operator T*  L 7-(Q) - L(1) defined by 




is bounded on L() with IIT*II < c2 AIIT**II. 
Proof. The idea of the proof is very similar to that of Theorem 3.9.1 in that 
we first linearise T** to a sequence vector—valued operators, apply an existing 
(vector) transference theorem and then finally construct a canonical maximal 
operator, which happens to be the correct one. 
As in the proof of Theorem 3.9.1, for each J E N we define the operator 
J 
= (f k(t)f(x - t)dt) 
where f is a strongly measurable function in L(G, L(2)). For each x, Tjtf(x) 
is a J—vector of functions in L T  (a), and we claim that Tj*  is a bounded linear 
operator from L P (C, L , (Q)) to L P (G, L T (, £°)). Certainly, if f is simple then by 
viewing it as an element of L(G) ® L (il) we see that this operator is well—defined 
and we have that 
Yf*f(x)II L()  = 
r J 
sup 	k(t)f(x - t)dt D I  G~j!~ C 
for each x e G, so that lITf*f(X)lLr(2,0) < r(T**f(x, y)). Thus as such func-
tions are dense in L P (G, L, - (1)), Tf* extends to a bounded linear operator with 
IT] * IIT**II, as required. 
Now it is simply a case of applying our vector transference theorem 5.2.1 in the 
case where X = L, (Q ) and Y = L - (1, £°) and where we only have a single func-
tion norm p. We obtain the required representations {ft} EC on £°) by ex-
tending {R} by defining k : L(, ° ) —p L°) as g(x) = (Rg(x)) 1 
where g(x) := (g(x))J 1 , with each g3 e L(). Then by the separation preserv-
ing property (5.27), 
IRu9IIL(,)
=( 1<3< J 
sup 
IIRIIT
( I<j < i 
sup gj (x) 
cII gLr(cl ,o ) , 
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so that {&}uEQ  is uniformly bounded. Also notice very trivially that R is strongly 
continuous since 
J 
Rg — gIIL,e =
(1<-j:5j 
sup Rugi (x)_gi (x)I) <r(Rg —gj) 	O 
j=1 
as u -* O. We also extend the kernels in a similar way by defining K : G -* ffj 
by K(u) = {k 3 (u)}4_ 1 and, as in Theorem 3.9.1, it is trivial to check that 
Ki e L' (G, £°). Thus, applying Theorem 5.2.1, we obtain the bounded linear 






with IlTKI :5 c2 A,(supp K)N(Kj) where N(K) denotes the norm of convo-
lution by Kj from L(C) ® L,() to L P (G, LT(, £°)). Now define 
Tf(x) = sup 	k(u)Rf(x)du 
1<j!~J C 
and 




for each f e L(1l). Then trivially 
T;fIL() =rx (j:!~ Jl jc 
 Sup 	k(u)R_f(x)du) = ITK J IL,). 
Thus for each j E N, I IT.flI 	Ap,p (suppKj) Il Tj** Il  :~ 	 and for each 
f e L,.(l) and almost all x e G, we have that Tf(x) T Tf(x) as J - oo. Hence 
by the SF property for 'r, r(Tf) I r(T*f), thus r(T*f) < lim j r(Tf) < 
c2AIIT**lIr(f). Hence T* : L(l) - L-(1l) is bounded as required. 
5.8 The Hubert Transform on UMD Spaces 
As we observed in Chapter 4, the Hilbert transform H is bounded on LP(R) 
whenever p is in the range 1 <p < oo, and earlier in this chapter we saw that 
this is also the same condition for LP(TI) being UMD. A natural question to 
ask would then be whether this equivalence extends to more general function 
spaces L(T1) other than LP(TI). This, however, is not the case. For example, the 
weighted spaces LP (R) are UMD for each 1 <p < oo regardless of the weight w, 
whereas w must satisfy the AP condition in order for H to be bounded on L(TE), 
and it is always easy to construct weights which do not satisfy this condition. 
On the other hand, we mentioned in Chapter 4 that H is bounded on the spaces 
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LP°°(11) for 1 <p < oo. However as the norms here are not AC, U°°(R) cannot 
be UMD spaces. Another point to consider is that UMD spaces clearly need not 
be saturated, whereas we saw that compact saturation is necessary for H being 
bounded. 
Therefore, in general we cannot expect to meaningfully compare the class of UMD 
norms with the class of norms on which H is bounded. However by imposing 
further restrictions on the space, we obtain the main result of this chapter, as 
advertised earlier. 
Theorem 5.8.1. Let L(R) be a UMD Banach Function Space with uniformly 
bounded translations. Then the Hubert transform H is bounded on L(TR). 
Proof. First note that, by the comments at the end of Section 5.5, as L(R) is 
UMD it is reflexive, so by Theorem 1.2.9, the norm p is automatically AC and 
SF. Furthermore, since it has uniformly bounded translations, Proposition 1.5.8 
shows that L(T1) must also be compactly saturated. By Lemma 5.6.1(i), there 
exists Po  e (1, oo) such that L(1I) is p-convex for p e (1, p0)  and by corol-
lary 5.6.7, we saw that the pointwise maximal Hubert transform 7f*  is bounded 
on LP(T1) 0 L(R) for such p. It now (essentially) remains to apply our point-
wise transference theorem to 7f*•  However, as the truncated Hubert kernels 
{ k}e >o are not of compact support, we must once again use the alternative ker -
nels {k a,b} a ,b introduced on page 102 where, as before, a, b e Q+ and a < b. Then 
by the same argument as in Lemma 4.4.4, the new pointwise maximal Hubert 
transform fl**  defined by 
**J(X y) = sup JR ka,b(t)f(X - t, y)dt 0<a<b<oo  
for simple f E LP(R) 0 L(R), extends to a bounded linear operator on LP(R) 0 
L(TR). 
Applying Theorem 5.7.1 with the obvious choices of notation, and with {R} ueR 
denoting the canonical translation representations, which by Proposition 1.5.9 
are strongly continuous, we then see that the maximal Hubert transform H*  is 
bounded on L(I) and since p is AC, Proposition 4.3.2 then shows that H is 
bounded on L(1I). Finally, to obtain the boundedness of the classical Hilbert 
transform H on L(TR), we apply Corollary 4.3.5. However, we must first check 
that condition (4.20) holds. This follows easily from the p-convexity of L(R) 
and the translation invariance of p as follows. Given n e N, define the functions 
fi = X[i—n,i—n+1) for each i = 0, 1,2,... , 2n-1. Then p((Ei IfI)") = p([—n, n]) 
whereas by the translation invariance, 
(2n-1 	 i/p 
= (2n)'p([0, 1]). 
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Then taking any p e (1, P0),  the p-convexity of L(T1) then gives 
p([-n, n]) 	M() (2fl)"p([0,1]), 
where M(p) is the p-convexity constant of L (TI), and dividing both sides by rt 
and taking the limit as n - oo therefore verifies that p([-n, n])/n -* 0. Hence 
Corollary 4.3.5 applies to show that H is bounded on L(II), completing our 
proof. 
Further Results and Questions 
Another much simpler use of Theorem 4.3.2 is to apply it to Rubio de Francia's 
pointwise Hardy-Littlewood maximal function M, along with its variant M for 
functions on I, and indeed generalisations to other groups G having separable 
bases at Oc  (so as to ensure that we only need countably many kernels, as before). 
Since this is an entirely straightforward application of 4.3.2, we omit the details. 
Of course, we are not claiming that the original pointwise maximal function is 
bounded over groups other than TI and T in the first place. 
Note also that if we happen to know that ?1**  is bounded on some space L(R) ® 
LT (T), rather than just LP(R) ® L(T1), where both p and 'r are translation in-
variant AC and SF spaces, then Theorem 4.3.2 and the last part of the proof of 
Theorem 5.8.1 show that H is bounded on L,(R). This motivates the following 
variant on the definition of a UMD space. 
Definition 5.8.2. Let L(T1) be a SF and AC space and let X be a Banach 
space. We will say that X is UMD(p) if the vector-valued Hilbert transform 7 -1 
is bounded on LP A  X). 
Clearly, being UMD(p) is equivalent to being UMD whenever p is a Lebesgue 
norm for 1 <p < oo. In [30, p.  214], Rubio de Francia proved the non-trivial 
result that if L (R) and L, (R) are both UMD spaces then so is L (11k) ® L (R), 
motivating the following result. 
Proposition 5.8.3. If L(1) is a UMD = UMD(II . 1) space with uniformly 
bounded translations, then any UMD space X is also UMD(p). 
A proof of this requires a vector-valued generalisation of the pointwise maximal 
operator idea and Theorem 4.3.2, which is not hard to obtain, along with some 
arguments to finish the result off as in Theorem 5.8.1. These ideas pose a further 
question concerning a generalisation of Theorem 5.8.1: 
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Question 5.8.4. If L(R) is a UMD(r) space (perhaps with some extra condi-
tions), is H bounded on L(I)? 
Any treatment of this question requires a more sophisticated approach to the 
problem than ours. In particular, a more direct and effective means of estab-
lishing an equivalence between the boundedness of the standard and pointwise 
maximal Hilbert transforms would perhaps be necessary to answer this question 
affirmatively. A more general question is the following. 
Question 5.8.5. Is there a relationship between the boundedness of H on L(I1) 
and the class of UMD(p) spaces? 
A slightly more specific and interesting question to ask would be whether we can 
formulate some kind of converse to Theorem 5.8.1 as follows: 
Question 5.8.6. Suppose that H is bounded on some space L(TR). Is L(I1) then 
UMD (or perhaps UMD(r) for some norm r related to p)? 
This problem is not particularly well—posed as we must certainly impose some 
further restrictions on the space L(R) since, from the discussion at the start 
of Section 5.8, there are spaces L(R) such as L 2°°(R) which are not UMD but 
have H bounded on them. We might therefore ask whether imposing the further 
condition that L(R) be AC is sufficient for the above question being true. At 
the very least, it would be interesting to characterise all of the r.i. UMD spaces 
in the same way that Boyd characterised those on which H is bounded. These 
and other related questions, however, are beyond the scope of this thesis. 
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List of Notation 
The following notation will be used throughout this thesis: 
N, Z, Q, I, C the natural, integer, rational, real and complex numbers 
Z 	the set {O,1,2,3,...} 
1R 	the set of (strictly) positive real numbers 
Q 	the set of strictly positive rational numbers 
Zr the set {O, 1, 2,... , r - 11 with addition modulo r 
E closure of a set E 
EC complement of a set E 
XE characteristic function of a set E, i.e. XE(x) = 1 if z E E, 
and 0 otherwise. 
A \ B set—theoretic difference of sets A and B 
A A B symmetric difference of sets A and B, i.e. (A \ B) U (B \ A) 
A - B the algebraic difference of subsets A and B of some group 
#A cardinality of a set A 
B(X, Y) the space of bounded linear operators from X to Y 
M(Q ) the space of complex—valued measurable functions 
on a measure space ci 
,M + (Q) the cone of non—negative functions in M(1l) 
supp(f) the support of a function f, i.e. { x : f(x) 0 } 
We adopt the convention that 0. oc = 0. 
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Index of Definitions 
This index is designed to help the reader quickly locate the source of most def-
initions given in the thesis. Each entry takes the form "name (symbol), page 
number" followed, when appropriate, by a reference to the relevant definition, 
equation or theorem. 
absolutely continuous (AC), 6, defn. 1.2.7(iii) 
associate seminorm, 8, defn. 1.2.11 
associate space, 8, defn. 1.2.11 
atom, 15, defn. 1.4 
Banach function space, 6 
Bochner integral, 40 
bounded translations, 25, defn. 1.5.4(c) 
Boyd indices, 93 
compactly saturated, 11, defn. 1.3.6 
conjugate function (H), 110, eq. 4.21 
countable, 6 (footnote) 
dilation operator (En ), 79 
distribution function, 14, defn. 1.4.1 
E—truncated Hilbert transform (He ), 100, eq. 4.3 
equimeasurable, 14, defn. 1.4.1 
function norm, 2, defn. 1.2.1 
function seminorm, 2 
fundamental function, 19, defn. 1.4.12 
Haar measure, 11, thm. 1.3.5 
Hardy—Littlewood maximal function (M), 115, eq. 4.26 
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Hubert transform (H), 100, eq. 4.1 
horizontal cross-section, 42 
integral mean, 20, eq. 1.7 
interchange operator (S), 55, defn. 2.4.1 
jointly measurable, 43, defn. 2.2.4 
locally compact abelian (LCA) group, 11, defn. 1.3.4 
locally compact ring, 78, defn. 3.5.1 
Lorentz spaces, 20 
Luxemburg representation (p), 76 
maximal Hilbert transform (H*),  100, eq. 4.4 
mixed norm, 43, defn. 2.2.4 
non-atomic, 15, defn. 1.4 
non-increasing rearrangement, 14, defn. 1.4.1 
non-trivial, 4, defn. 1.2.3(c) 
normed Köthe space, 3 
pointwise maximal Hubert transform, 134, eq. 5.18 
purely atomic, 15, defn. 1.4 
purely infinite part, 4, defn. 1.2.3(a) 
pseudo-norm, 21, thm. 1.4.15(vii) 
p-convex, 63, defn. 2.4.7 
quasi-concave, 19, defn. 1.4.13 
q-concave, 63, defn. 2.4.7 
Riesz-Fischer (RF) property, 6, defn. 1.2.7(i) 
rearrangement invariant (rd.), 14, defn. 1.4.3 
resonant, 15, defn. 1.4.4 
saturated part, 4, defn. 1.2.3(b) 
saturated, 4, defn. 1.2.3(d) 
simple (vector-valued) function, 36, defn. 1.7.1 
simple function, 9, defn. 1.3.1 
strong Fatou (SF) property, 6, defn. 1.2.7(u) 
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strongly measurable, 36, defn. 1.7.2 
strongly saturated, 5 
super-reflexive, 131, defn. 5.5 
translation invariant, 25, defn. 1.5.4(a) 
translation (Ta ), 25 
trivial norm, 4 
truncated Hilbert kernels (ks ), 100, eq. 4.2; (ka,b), 103, eq. 4.9 
truncated Hilbert transform (HE ), 100, eq. 4.3; (Ha, b ), 103, eq. 4.10 
uniformly bounded translations, 25, defn. 1.5.4(b) 
UMD space, 131, defn. 5.5.2 
upper p-estimate, 70, defn. 2.5.6 
valuation map (1 I) 79 
vector-valued Hardy-Littlewood maximal function, 135, eq. 5.21 
vector-valued maximal Hilbert transform, 134, eq. 5.17 
vertical cross-section, 42 
weak type (1,1), 101 
weight function, 67 
weighted LP spaces, 29 
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