Abstract. A celebrated theorem of Kemer (1978) states that any algebra satisfying a polynomial identity over a field of characteristic zero is PI-equivalent to the Grassmann envelope G(A) of a finite dimensional superalgebra A. In this paper, by exploiting the basic properties of the exponent of a PI-algebra proved by Giambruno and Zaicev (1999) , we define and classify the minimal superalgebras of a given exponent over a field of characteristic zero. In particular we prove that these algebras can be realized as block-triangular matrix algebras over the base field.
Introduction
Let F be a field of characteristic zero and F X the free associative algebra of countable rank over F . Methods of representation theory of the symmetric group or of the general linear group have been a very useful tool in the study of the Tideals of F X . Recall that the theory of T-ideals is strictly related to the theory of PI-algebras (or algebras satisfying a polynomial identity). It is well known and easy to see that every T-ideal I of F X is the ideal of polynomial identities satisfied by some F -algebra A, and in this case we write I = Id(A).
Regev in [26] proved that the tensor product of two PI-algebras is still PI. The proof was based on a comparative study of the asymptotic behaviour of a numerical sequence attached to every T-ideal. Such a sequence is called the sequence of codimensions of the T-ideal I (or of a corresponding PI-algebra). His main result in this direction was proving that for any proper T-ideal such a sequence is exponentially bounded (see also [23] ). More precisely, for every n ≥ 1, one considers the space P n of multilinear polynomials of degree n in a fixed set of variables and for a T-ideal I defines c n (I) = dim F Pn Pn∩I , the nth codimension of I. In [11] and [12] the authors were able to determine the exponential behaviour of the sequence of codimensions {c n (I)} n≥1 for any proper T-ideal I. They proved that for any such T-ideal, exp(I) = lim n→∞ n c n (I) always exists and is a non-negative integer. We call it the exponent of I. They also gave a constructive way for computing such an integer. Since every T-ideal I uniquely determines a variety of associative algebras V = V(I) we also write exp(I) = exp(V) = exp(A) for any algebra A generating the variety V or Id(A) = I.
Having at hand a scale provided by the exponent it becomes important to study T-ideals with the same exponent and to determine those with the most distinguished properties. To this end, in this paper we introduce the notion of a minimal superalgebra and we relate it to that of a verbally prime T-ideal and minimal variety.
Recall that the Z 2 -graded algebras or superalgebras and their identities are an important ingredient in the theory of PI-algebras developed by Kemer ([21] ). If G is the infinite dimensional Grassmann algebra over F with its natural Z 2 -grading G = G (0) ⊕ G (1) and A = A (0) ⊕ A (1) is any superalgebra, then the Grassmann envelope of A is G(A) = (
) ). A celebrated theorem of Kemer says that every T-ideal of F X is the ideal of identities I = Id(G(A))
of the Grassmann envelope of a suitable finite dimensional superalgebra A. Another essential ingredient of the theory is the notion of a verbally prime T-ideal. Such ideals were classified, and it turns out that any proper T-ideal is the ideal of identities of an algebra of the type G(A), where A is an algebra of matrices with suitable grading.
The connection between the minimal superalgebras introduced in this paper and the above notions is the following. We prove that a proper T-ideal I is a product of verbally prime T-ideals if and only if I = Id(G(A)) for some minimal superalgebra A. The exponent of the Grassmann envelope of a minimal superalgebra is readily computed: if A = A ss +J is the Wedderburn-Malcev decomposition of A where A ss is a maximal semisimple Z 2 -stable subalgebra of A and J is the Jacobson radical, then exp(G(A)) = dim A ss .
The minimal superalgebras have a nice representation as upper block triangular matrices over the algebraically closed field F with possibly various different Z 2 -gradings. In case A is a superalgebra with trivial grading, such a representation is uniquely determined. In section 5 we give some examples.
Another important concept related to the minimal superalgebras is that of minimal variety of a given exponent. Recall that a variety V (or the corresponding T-ideal I = Id(V)) is minimal of exponent d ≥ 2 if exp(V) = d and exp(U) < d for all proper subvarieties U of V.
Drensky in [7] and [8] proved that any variety whose T-ideal is generated by a product of commutators of length 2 or of length 3 is minimal. He also conjectured that a variety V is minimal if and only if its T-ideal of identities is a product of verbally prime T-ideals.
Another example of minimal variety was found in [30] . Recently in [13] , [14] the authors solved Drensky's conjecture in the positive for so-called varieties of finite basic rank. Recall that a variety V is of finite basic rank if V is generated by a finitely generated PI-algebra. In this case, as it was shown in [13] , [14] , V is a minimal variety if and only if V is generated by an upper block-triangular matrix algebra. Here we give a complete solution of Drensky's conjecture by showing that a variety V is minimal of exponent d if and only if V is generated by the Grassmann envelope of a minimal superalgebra A. Hence the conjecture follows from the above-mentioned result. As a consequence of the classification of minimal varieties, it follows that surprisingly there are only a finite number of minimal varieties of given exponent. The main results of this paper were announced in [15] .
In the last section of this paper we give two applications of the theory developed on minimal superalgebras. In the first we show how one can determine the exponent of a T-ideal given by an explicit set of generators. In the second application we discuss a conjecture of Regev stating that the codimension sequence of any PIalgebra A behaves asymptotically as Cn e d n where C is a constant, e ∈ 1 2 Z and d ∈ Z. We get some results on the so-called inverse problem by exhibiting PIalgebras with prescribed growth.
The present paper came out as a natural continuation of the results in [14] (announced in [13] ). Even though it is based on the development of the basic ideas of that paper, we must point out that some of the techniques and ideas in this paper are close to those of the paper [5] by Berele and Regev. Throughout F is a field of characteristic zero and F X = F x 1 , x 2 , . . . is the free associative algebra of countable rank over F . When needed, we shall also use different symbols for the variables of X.
Recall that a polynomial identity on an algebra A is a polynomial
vanishing under all valuations in A. If f = 0 we say that f is non-trivial. The algebra A is a PI-algebra if it satisfies a non-trivial polynomial identity. If f is a polynomial identity on A we usually write f ≡ 0 in A. Let Id(A) = {f ∈ F X | f ≡ 0 in A} be the T-ideal of identities of A. Recall that Id(A) is invariant under all endomorphisms of F X . If V is a variety of associative algebras, V uniquely determines a T-ideal I and we write I = Id(V). Also, if V is generated by the algebra A we write V = var(A). We refer the reader to the books [29] and [9] for an account of the basic properties of PI-algebras. Since charF = 0, by the well-known multilinearization process, every T-ideal is determined by its multilinear polynomials, and we shall tacitly use this fact throughout the paper.
Supercommutative envelopes
In this section we shall define the superenvelope or S-envelope of a superalgebra and we shall compare it to the Grassmann envelope of the algebra.
Recall that an F -algebra A is a Z 2 -graded algebra (or superalgebra) if A has a vector space decomposition
and (1) . The elements of A (0) are called homogeneous of degree 0 (or of even degree) and those of A (1) are called homogeneous of degree 1 (or of odd degree).
A superalgebra A = A (0) ⊕ A (1) is said to be supercommutative if for all homogeneous elements a, b ∈ A we have that
One defines in an obvious way a free object S of countable rank in the variety of supercommutative superalgebras as follows. Take U = {u 1 , u 2 , . . .} and V = {v 1 , v 2 , . . .} be two countable sets and define S = F [U, V ] to be the algebra generated by U ∪ V over F subject to the conditions that the elements of U are central and the elements of V anticommute. In symbols,
is called the free supercommutative algebra over F on the countable sets of commuting variables U and anticommuting variables V ; it has a natural Z 2 -grading S = S (0) ⊕ S (1) if we require the variables of U to be even and those of V to be odd. The algebra S has the following universal property: given any supercommutative algebra A, any map ϕ :
and ϕ(V ) ⊆ A (1) can be uniquely extended to a homomorphism of superalgebras ϕ : S → A.
A useful example of supercommutative algebra is given by G, the Grassmann algebra on a countable dimensional vector space. We may clearly assume that
is spanned by all monomials in the v i 's of even length and G (1) is spanned by all monomials in the v i 's of odd length.
Given any superalgebra
). This has been a very useful tool in PI-theory: Kemer showed that any variety of algebras can be generated by the Grassmann envelope of a suitable finite dimensional superalgebra ( [21] ). As for the Grassmann algebra, one can define the so-called superenvelope or S-envelope of any superalgebra.
Definition 2.1. If
It is not difficult to see that actually G(A) and S(A) have the same identities. We prove this fact in the next lemma. (1) respectively, then the subalgebra of S(A) generated by the elements
Lemma 2.2. Let
is a relatively free algebra of the variety var(G(A)) with free generators ξ 1 , ξ 2 , . . ..
Proof.
As we remarked above, G ⊆ S is the subalgebra generated by V . Hence
S(A) ⊇ G(A) and G(A) satisfies all the identities of S(A).
Now let f (x 1 , . . . , x n ) be a multilinear polynomial which is not an identity of S(A). Then there exist a 1 , . . . , a n ∈ A (0) ∪ A (1) and
We may clearly assume that
. . , a n ∈ A (1) , and p r+1 , . . . , p n ∈ S (1) . Hence, recalling that the p i 's commute or anticommute among themselves, we can write
It is clear that the same computations show that
Since S is the free supercommutative algebra, the map ϕ :
for all a ∈ A, can be extended to a homomorphismφ :
Hence f is not an identity of G(A), and the first part of the lemma is proved.
Suppose now that A is a finite dimensional superalgebra and let
Let f (x 1 , . . . , x n ) be a non-zero polynomial and suppose that f (ξ 1 , . . . , ξ n ) = 0. If c 1 , . . . , c n ∈ S(A), then, for all 1 ≤ i ≤ n, we can write
for suitable p ij ∈ S (0) , q ij ∈ S (1) . As above, there exists a homomorphismφ :
. . , ξ n )) = 0 and f is an identity for the algebra S(A). This says that the algebra generated by the elements ξ 1 , ξ 2 , . . . is a relatively free algebra of the variety var(S(A)). Since var(S(A)) = var(G(A)), the proof is complete.
Minimal superalgebras
Throughout this section we shall assume that F is an algebraically closed field of characteristic zero. It is well known (see [21] ) that any finite dimensional simple superalgebra over F is of one of the following three types: 1) M n (F ), the algebra of n×n matrices over F with trivial grading (M n (F ), 0).
The following lemma holds. Note that they are all homogeneous and lie in
Then ϕ is an automorphism of A of order 2 and a subspace V ⊆ A is homogeneous in the Z 2 -grading if and only if ϕ(V ) ⊆ V . It follows that J = J(A), the Jacobson radical of A, is homogeneous in the Z 2 -grading J = J (0) ⊕ J (1) . Moreover by the generalization of the Wedderburn-Malcev theorem given in [31] we can write A = A ss +J, where A ss is a maximal semisimple subalgebra homogeneous in the Z 2 -grading. Also A ss can be written as the direct sum of graded simple superalgebras and since F is algebraically closed, 
Moreover we may clearly assume that the elements x 1 , . . . , x m−1 , a 1 , . . . , a m are homogeneous in the Z 2 -grading. Let 1 1 , . . . , 1 m be the unit elements of the algebras A 1 , . . . , A m , respectively. Then from the above inequality we can write
If we now decompose all unit elements 1 1 , . . . , 1 m into minimal graded idempotents (cf. Lemma 3.1), we obtain that for some e 1 ∈ A 1 , . . . , e m ∈ A m , 
We remark that the algebra A constructed in the previous lemma is not uniquely determined. At the end of section 5 we shall give few examples in order to show that even if two minimal superalgebras have the same semisimple part still they might be of different dimension over the base field F . Nevertheless their Grassmann envelopes satisfy the same identities.
In the next lemmas we describe the structure of a generic minimal superalgebra. We fix the notation for the next two lemmas: A will be a minimal superalgebra, 
Proof. From property 2) of the definition of minimal superalgebra, a product of the type
The orthogonality of the graded idempotents e 1 ∈ A 1 , . . . , e m ∈ A m guarantees that the sum is direct and
We now assume that m > 2 and we investigate the structure of the spaces
If A i is a simple superalgebra of type 1) or 2), then e i A i e i = Span{e i } and
, then e i A i e i is spanned by the elements e i and t i e i . Hence By extending this procedure for any i, j with j − i ≥ 2, we define
where q k = 1 if A k is a simple superalgebra of type 1) or 2), and
For short we shall also write w ij for w ij (1, . . . , 1).
The next lemma gives us the structure of A ij as an (A i , A j )-bimodule.
Lemma 3.6. Let A be a minimal superalgebra. Then the elements
Proof. The first statement of the lemma is clear since
Grassmann envelopes of minimal superalgebras and their identities
In this section we keep the notation of the previous section. Hence F will be an algebraically closed field unless otherwise stated. If A is a minimal superalgebra we assume that A has the decomposition A = A ss + J = A 1 ⊕ · · · ⊕ A m + J and w 12 , . . . , w m−1,m ∈ J are the elements satisfying conditions 2), 3) of the definition. Now let f = f (x 1 , . . . , x n ) be a multilinear polynomial in F X and let B be an Falgebra. Let f (B) denote the subspace of B generated by all valuations 
. , x n ) is a multilinear polynomial which is not an identity of S(A)
Proof. Suppose first that m = 1, i.e., A is a simple superalgebra. Since f is not an identity of S(A), there exist homogeneous elements a 1 , . . . , a n ∈ A and monomials
We first claim that if a is a central element of A, then the conclusion of the lemma follows. In fact, if A is a simple superalgebra of type 1) or 2) (see section 3), then a = λE for some λ ∈ F and we are done. If A is of type 3), then, since a is homogeneous, either a = λE or a = λtE. In this last case one of the a i 's, say a 1 , must be of the type a 1 = ta 1 with a 1 ∈ A (0) . But then f (a 1 ⊗ p 1 , . . . , a n ⊗ p n ) = λE ⊗ p and we are also done in this case.
Therefore we may assume that a is not central in A. Since f (S(A)) is a Lie ideal of S(A), it contains U ⊗ p , where U is the Lie ideal of A generated by a. If A is a simple superalgebra of type 1) or 2), i.e., A = M k (F ) with suitable grading, the only non-central Lie ideal of A is sl k (F ), the Lie algebra of k × k traceless matrices. Since in this case all minimal graded idempotents of A are diagonal matrix units, it follows that e 1 − e 2 ∈ U = sl k (F ) and (e 1 − e 2 ) ⊗ p ∈ f (S(A)). If A is simple of type 3), as above we may assume a to be a non-central element of A (0) . By applying the same arguments as when A is simple of type 1) or 2), we complete the proof for m = 1.
Suppose now that m ≥ 2 and we proceed by induction on m. By the first part of the proof the case m = 1 is settled. Suppose first that f is not an identity of one of the simple summands, say
By the definition of minimal superalgebra, there exists a minimal idempotent e i ∈ A i such that e i w i,i+1 = w i,i+1 , in the case i < m and w m−1,m e m = w m−1,m in the case i = m. By the first part of the proof there exists a ⊗ p ∈ f (S(A i )) such that either a = E, the unit element of A i , or a = e i − e i for some idempotent e i ∈ A i orthogonal to e i . In any case for i < m we have
and, for i = m, we have
and f (S(A)) is a Lie ideal of S(A), it follows that
in the case i < m, and
proving the lemma. Therefore we may assume that f is an identity for A ss = A 1 ⊕· · ·⊕A m . Consider the following two subalgebras of A:
Now, if f is not an identity of S(B), then by induction either w
, where E B is the unit element of B or (e 1 − e 2 ) ⊗ p ∈ f (S(B)) for any two minimal graded idempotents of B. Thus in the first case, if p ∈ S is such that pp = 0, we get
and we are done. In the second case, aw 12 = w 12 and w 12 a = 0 for a = E B or a = e 1 − e 2 . This implies that
and we are also done if we take p , p ∈ S such that pp p = 0. Similarly if f is not an identity for S(C), we also get w 1m ⊗p ∈ f (S(A)) for somep ∈ S. u 1 , . . . , u n ∈ A, p 1 , . . . , p n ∈ S such that 
Therefore we may assume that f is an identity of S(B) and S(C). In this case all non-zero values of f belong to S(A 1m ). Thus there exist homogeneous elements
Recall that by the choice of w ij there exist minimal graded idempotents e 1 ∈ A 1 , e m ∈ A m such that e 1 w 1m = w 1m e m = w 1m . Hence since e 1 ∈ A 1 ae 1 and e m ∈ e m bA m , by taking p , p ∈ S such that p pp = 0, we get
This completes the proof of the lemma. 
Lemma 4.2. If
Hence the free supercommutative algebra
Let C be the subalgebra of A generated by A 1 , . . . , A m−1 and by the elements w 12 , . . . , w m−2,m−1 . The algebra C has an induced Z 2 -grading C = C (0) ⊕ C (1) and let {c
r1 } and {c
s1 } be homogeneous bases of C (0) and C (1) , respectively.
By the inductive hypothesis the algebra S(C) contains a relatively free algebra C of the variety determined by the T-ideal (A m−1 ) ). But, since C is a minimal superalgebra, by Lemma 4.2,
and, by Lemma 2.2,
C is the relatively free algebra of the variety var(G(C)). Now, for k = 1, 2, . . ., set 
s2 } as a basis of B (1) . 
1 , . . . , d
(1)
be a homogeneous basis. For k = 1, 2, . . . set
We shall next prove that the elements
. generate a free ( C, B)-bimodule in S(A).
Suppose to the contrary that there exists a non-trivial relation
where a ij ∈ C, b ij ∈ B. Since any two distinct Z i and Z j depend on distinct sets of variablesū kj andv kj , from (4.2) we get a non-trivial relation of the type 
for all i = 1, . . . , k and for all j ≥ 1, and ϕ is the identity map on the remaining elements of U ∪ V . Then ϕ extends to a homomorphismφ :
andφ is the identity map on A. (1) are homogeneous elements and p i ∈ S are monomials such that
with λ 1 αα = 0. Now, notice that since a 1 , . . . , a n ∈ C are linearly independent and λ 1 αα = 0, the polynomial
is not an identity of S(C).
Since the elements X i , Y i and Z i depend on disjoint sets of indeterminates, we obtain that for any evaluation η : C → S(C) there exists a homomorphism 
Then from (4.3) it follows that
We now multiply the above relation by E αα ⊗ 1 on the right, and we get 
and this is a contradiction.
In the case m = 2, there exists a minimal idempotent e 1 ∈ A such that e 1 w 1,2 = w 1,2 and, by Lemma 4.1, either
where E 1 is the unit element of A 1 and e 1 = e 1 is a minimal idempotent of A 1 . We get [9, Theorem 3.9] ) it follows that the subalgebra of S(A) generated by
., is the relatively free algebra determined by the T-ideal Id(S(C))Id(S(B)) = Id(S(A 1 )) · · · Id(S(A m )). By Lemma 2.2 the proof of the lemma is complete.
Let A be a minimal superalgebra. Since by Lemma A m ) ). We record this in the following corollary.
G(A) and S(A) satisfy the same identities, by combining Lemma 4.2 and Lemma 4.3 we obtain that Id(G(A)) = Id(G(A 1 )) · · · Id(G(

Corollary 4.4. If
A = A 1 ⊕· · ·⊕A m +J is a minimal superalgebra, then Id(G(A)) = Id(G(A 1 )) · · · Id(G(A m )).
Products of verbally prime T-ideals
Throughout this section F will be an arbitrary field of characteristic zero, not necessarily algebraically closed.
Let V be a variety of associative algebras. Recall that V is minimal of exponent d The previous result has a converse, as the following theorem shows 
We make A into an algebra by defining the following multiplication. If a, b ∈ A ii for some i, then ab is the ordinary product in the algebra
We now define a multiplication ab where a ∈ A ij , b ∈ A jk as follows: from (5.1) it follows that the elements
Denote for shortq ij = (q i+1 , . . . , q j−1 ) and define
With this definition A becomes an associative finite dimensional superalgebra with maximal semisimple subalgebra A 1 ⊕ · · · ⊕ A m and Jacobson radical
Clearly A is a minimal superalgebra and, by Corollary 4.4, we have that
In the next theorem we generalize the defining property of a verbally prime T-ideal to products of verbally prime T-ideals. 
. , I m be verbally prime T-ideals and set I
Proof. Suppose that P ⊆ I and Q ⊆ I. Since I is the product of verbally prime T-ideals, by Theorem 5.2 there exists a minimal superalgebra A such that I =
Id(G(A)). Moreover if A = A ss +J with
Since P ⊆ I, there exists a smallest integer k ∈ {1, . . . , m} such that
we are done. Therefore we may assume that
Let f ∈ P \ I 1 · · · I k and g ∈ Q \ I k · · · I m be multilinear polynomials in disjoint sets of variables. Since f g ∈ P Q ⊆ I, we shall reach a contradiction by proving that f g ∈ I 1 · · · I m = I = Id (G(A) ).
Clearly m ≥ 2. Suppose first that k = 1, m − 1. Let B be the subalgebra of A generated by A 1 , . . . , A k , w 12 , . . . , w k−1,k and let C be the subalgebra generated by  A k , . . . , A m , w k,k+1 , . . . , w m−1,m . Since B and C are both minimal superalgebras, by Lemma 4.1, there exist monomials p, q ∈ S = F [U, V ] such that
Since we may clearly assume that pq = 0, then f (S(B))f (S(C)) = 0, i.e., f g is not an identity of S(A). Since by Lemma 2.2 S(A) and G(A) have the same identities, we obtain that f g ∈ Id(G(A)) and we are done in this case.
Suppose now that k = 1. Then as above, invoking Lemma 4.1, there exist
and either (e 1 − e 1 ) ⊗ p ∈ f (S(A 1 )) where e 1 w 1m = w 1m , e 1 w 1m = 0 or E ⊗ p ∈ f (S(A 1 )) with E the unit element of A 1 . Again, f (S(A 1 ))g(S(A)) = 0 and f g is not an identity of S(A). The case k = m is similar.
The argument of the previous theorem can be applied in order to prove the following 
. , I m be proper verbally prime T-ideals and m ≥ 2. If for some T-ideals P, Q we have
Proof. If either P or Q is contained in I = I 1 · · · I m , then the conclusion is clearly true. Hence we may assume that P ⊆ I and Q ⊆ I. But then by the same arguments as in the previous theorem we obtain that P Q ⊆ I and QP ⊆ I as desired.
We conclude this section with some examples. We first remark that any minimal superalgebra A can be realized as a subalgebra of some block triangular matrix algebra with suitable Z 2 -grading. For instance, if
is an ordinary matrix algebra with trivial Z 2 -grading, then (see [14] or [13] )
the algebra of upper block triangular matrices with trivial Z 2 -grading. In general, if two minimal superalgebra A and B have isomorphic maximal semisimple Z 2 -stable subalgebras with simple components of type 1) or 2), then A ∼ = B as non-graded algebras. Anyway they might be equipped with distinct Z 2 -gradings and might be non-isomorphic as superalgebras. Nevertheless their Grassmann envelopes satisfy the same identities.
In case simple superalgebras of type 3) appear, then the corresponding minimal superalgebras may not even be isomorphic in the ordinary sense. Put in another way, since minimal superalgebras correspond to products of verbally prime T-ideals, to a given product of verbally prime T-ideals can correspond distinct non-isomorphic minimal superalgebras. We give an example to illustrate this fact.
Set M k (F ) = M and let
and let
S n -representations and PI-algebras
In this section we recall the methods of representation theory of the symmetric group S n that we shall need to apply in the following section.
For every n ≥ 1, let
be the subspace of F X consisting of all multilinear polynomials in the variables x 1 , . . . , x n . The symmetric group S n acts naturally on the left of P n as follows: for σ ∈ S n and f (x 1 , . . . ,
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A. GIAMBRUNO AND M. ZAICEV Hence P n is an S n -module and, for any PI-algebra A, the subspace P n ∩ Id(A) is S n -invariant. We let
be the induced S n -module; then the S n -character of P n (A) is called the n-th cocharacter of the algebra A and is denoted χ n (A). Since charF = 0, every S nrepresentation decomposes into the direct sum of irreducibles. Recall that there exists a one-to-one correspondence between irreducible S n -characters and partitions on n. If λ n is a partition of n, we denote by χ λ the corresponding S n -character. Then the n-th cocharacter of the PI-algebra A decomposes as
where m λ ≥ 0 is the multiplicity of the character χ λ in χ n (A). The study of the sequence of cocharacters of a PI-algebra is very useful for investigating the asymptotic behaviour of the codimensions c n (A), n → ∞.
For a partition λ n let D λ be the corresponding Young diagram; usually we shall identify λ with its diagram. By filling up the boxes of the diagram of λ with the integers 1, . . . , n, one obtains a Young tableau T λ . Let e T λ be the essential idempotent of F S n corresponding to T λ . Recall that
where R T λ , C T λ are the subgroups of S n preserving the rows and the columns of T λ , respectively.
We define a partial order on the set of partitions as follows: given two partitions λ = (λ 1 , . . . , λ k ) and µ = (µ 1 , . . . , µ t ), we say that λ ≥ µ if k ≥ t and
the partition whose Young diagram has the first d rows of length l + t and the remaining t rows of length l. It is clear that the corresponding diagram is hook shaped (see the following picture):
We also define an infinite hook H(l, d) as the union of all h(l, d, t), t ≥ 1,
(see the following picture):
For a PI-algebra A with cocharacter χ n (A) = λ n m λ χ λ we say that
The importance of hooks in PI-theory is due to a theorem of Amitsur-Regev ( [1] ) stating that for any PI-algebra A there exist two integers d, l ≥ 0 such that χ n (A) ⊆ H(l, d). It turns out that for some PI-algebras it is possible to determine a minimal hook containing the cocharacter. Below we state a result that we shall need in the next section.
Classifying minimal varieties of exponential growth
In this section we shall classify all minimal varieties of algebras of exponent ≥ 2. Drensky in [8] conjectured that a variety V is minimal if and only if its T-ideal of identities Id(V) is a product of verbally prime T-ideals. Here we shall prove this conjecture.
Concerning past results, from Kemer's work [20] it turns out that the Grassmann algebra G and the algebra of 2 × 2 upper triangular matrices U T 2 generate the only two minimal varieties of exponent 2. In [7] and [8] Drensky proved that any polynomial of the type [
determines a minimal variety. Another example was given in [30] by proving that the polynomial [x 1 , x 2 , x 3 ][x 4 , x 5 ] defines a minimal variety. In [16] all minimal varieties of exponent 3 were classified.
Recall that a variety is of finite basic rank if it is generated by a finitely generated algebra. In [14] the authors classified all minimal varieties of finite basic rank by proving Drensky's conjecture for such varieties.
Recall that we have already proved in Theorem 5.1 that if V is a minimal variety of exponent ≥ 2, then there exist verbally prime T-ideals I 1 , . . . , I m such that 
are finite dimensional simple superalgebras. (1) . Then exp(I) = d + l and exp(Q) = s + r (see, for example, [12] ) and, by Lemma 6.1,
) and, by [12, Lemma 11] , this is possible only if r ≤ l and s ≤ d.
Suppose that exp(I) = exp(Q). Then we obtain r = l and s = d, i.e., dim 2 . Since all simple superalgebras of type 1) or 2) have order a square, it follows that B must also be of type 3); hence A ∼ = B also in this case. Finally if A = M p,q is of type 2), then B must also be of type 2). Say
, we obtain a = p, b = q and A ∼ = B follows. This completes the proof of the lemma.
In the next lemma we analyze the more general situation when a verbally prime T-ideal is contained in a product of such T-ideals 
Moreover by assumption, exp(G(A)) = exp(G(B)) = d+l. [12, Lemma 15] . Therefore for any positive integer t ≥ 2 dim A, there exists n such that
and a polynomial f ∈ W n+m−1 which is not an identity of G(A). Moreover F S n f = M , the S n -module generated by f , is irreducible with character χ λ , where We wish to show that e Tµ f ∈ Id(G(A)). To this end, since T λ is a subtableau of T µ , then, by considering the canonical embedding S n ⊆ S n+m−1 , we get that
Let ϕ be the above evaluation of f ; notice that from the multiplication rules of A, it easily follows that for any permutation ρ ∈ S n+m−1 , ϕ(ρf ) is non-zero only if ρ(n + 1) = n + 1, . . . , ρ(n + m − 1) = n + m − 1. On the other hand, if ρ ∈ C Tµ and ρ(n
If we apply the same argument to R T λ , R Tµ and g = ( ρ∈CT λ (sgnρ)ρf , we obtain
This proves that e Tµ f ∈ Id(G(A)) and, 
Proof. The case n = 1 was settled in Lemma 7.2. Suppose n ≥ 2 and denote
, we obtain by induction on n that exp(Q 1 Q ) > exp(I 1 · · · I m ) and we are done in this case. Therefore we may assume that
and we are done. Therefore we may assume that k = 1, i.e., Q 1 ⊆ I 1 . A repeated application of this process leads to m = n and Q 1 ⊆ I 1 , . . . , Q m ⊆ I m . The conclusion of the lemma now follows from Lemma 7.1.
As an immediate consequence of the above lemma we get the following Corollary 7.4 says that all verbally prime T-ideals of the free algebra F X generate a free semigroup. But this result can also be deduced from [6, Theorem 7] , where it was proved that the semigroup of all non-zero T-ideals of F X is free. In fact, any verbally prime T-ideal by definition cannot be decomposed into the product of two T-ideals properly contained in it.
We are now in a position to state some interesting consequences. In the next theorem the equivalence of 1) and 2) is Drensky's conjecture. 
Some applications
The classification of minimal varieties obtained in the previous sections is an efficient tool for the study of the growth of a variety. To this end we shall give two applications. In the first we shall show an effective way of computing the exponent of a T-ideal given by a set of generators; in the second we shall study the general problem of determining which functions can appear as the growth function of a codimension sequence.
Let V be a variety of algebras and suppose that I = Id(V) = f 1 , . . . , f m T , i.e., the T-ideal of identities of V is generated by the polynomials f 1 , . . . , In short, for any polynomial f ∈ F X let us write exp(f ) = exp( f T ), the exponent of the T-ideal generated by f . We remark that the exponent of several important classes of polynomials has been computed in [5] . We have and this, together with (8.1), gives the desired conclusion.
