Abstract-This paper presents an analysis of three feature extraction techniques which are the shape-based, Zernike moments and Discrete Wavelet Transform for fastener recognition. RGB colour features are also added to these major feature extractors to enhance the classification result. The classifier used in this experiment is back propagation neural network and the result in general is strengthen using ten-fold cross validation. The result is measured using percentage accuracy and Kappa statistics. The overall results showed that the best feature extraction techniques are Zernike moment group 3 and DWT both with added colour features.
I. INTRODUCTION There are thousands of unique fasteners existed until this day. Fasteners can be in countless shape and sizes. The shape varies due to the functions of the fastener. This paper focuses on fasteners which are usually used in workshops and factories. The fasteners used in this experiment are screws, nails and rivets. Commonly, fasteners users finds it hard to differentiate different type of screw from another when the tool box is mixed up with many other type of screws. When the user installed the wrong screw, he or she may find it loose or cannot fit into the joints at all. If the wrong fastener appear to fit in the joints, the fastening may be temporary and may cause damage to the machine either causing crack to the joints when large screw is used or the fastener may falls off when the machine is running. This situation is dangerous if the wrong fastener is used on cars and planes. Thus, a reliable and fast fastener recognition is needed by using machine vision.
The first process of recognising fasteners by using machine vision is by taking the images using digital camera. Then, the image is pre-processed, the features are extracted and the fasteners are classified using artificial intelligent classifier. In this paper, the main focus is on the analysis of feature extraction techniques. This analysis will enlightens the best feature extraction method to classify the fasteners.
Nur Diyanah Mustaffa Kamal is a master degree student at Electrical Engineering Faculty, Univerisiti Teknologi MARA, Shah Alam, Malaysia (diyanahmustaffa@yahoo.com). This paper was submitted 14 November 2016 for review. Accepted on 30 th December 2016 Similar experiment that have been carried out for fastener recognition is recognition of bolt and nut using artificial neural network by Johan and Prabuwono. These researchers used webcam to capture the image of fastener in real time. The image is grayscaled, thresholded, and processed using Canny edge detector to build the boundary of the fasteners. The whole image is then normalised to 50 x 50 pixels and fed into back propagation neural network. The result from the classification process is 92% recognition [1] . Although the recognition rate is good, the image used for classification have no colour information. If there are same fastener but with different coating (different colour), the classification would be inaccurate.
Another similar recent experiment is industrial strength pipeline for recognizing fastener. First, the lighting issue during the image acquisition is fixed by using illuminantinvariant filter. Otsu's thresholding method is used to segment the image of fastener from the background. The orientation of the fastener is found by calculating the visual features of the fasteners and principle component analysis (PCA) is applied to the features. Finally, support vector machine (SVM) is used to classify the fasteners. Unfortunately, the classification result is only 50% [2] .
From the drawbacks of these previous experiments, this research aims to provide rapid, reliable and precise fastener recognition system. The fastener recognition system should be able to identify multiple type of fasteners and also able to include the colour features which distinguish same fastener with different coating. The accuracy of the system needs to be high and preferable close to 100%. To achieve these targets, three different feature extraction techniques are used and compared. The techniques are Shape based, Discrete Wavelet Transform (DWT) and Zernike moment (ZM). The techniques are further enhanced by adding colour features each. To identify the best feature extraction for fastener recognition, 10-fold cross validation Multilayer Perceptron (MLP) is used. This paper is constructed as follows; Shape-based, Discrete Wavelet Transform, Zernike moments, colour features, tenfold cross validation and multilayer perceptron are discussed in detail in section II. Methodology is discussed in section III. Nor Result and discussion is discussed in section IV and conclusion in section V.
II. RESEARCH BACKGROUND

A. Shape-based Feature Extraction Technique
The first feature extraction technique to be discussed is shape-based feature extraction. Shape-based feature extraction technique is the process of calculating and gathering numerical descriptor using visual features of the object of interest [3] . This technique recognises object by using the geometrical template that determines the standard set of shapes [4] . There are two categories of shape-based feature extraction methods which are the region and contour techniques. The first category which is the region technique count the number of pixels inside the object while the second category which is the contour technique uses the object's boundary points coordinates [5] . Examples of shape-based features are area, centroid, eccentricity and perimeter. The advantages of using this technique are the descriptor are straightforward meaning it is easy to understand and the object can be recognised efficiently [3] . The weaknesses of this technique on the other hand are if the object is poorly thresholded, the result will be inaccurate, high calculation and storage consumption when the target is described comprehensively [3] .
In this research, the features used are follows; 1) Eccentricity: Eccentricity is basically ratio of the length between the foci of the ellipse and the region's major axis length [6] .
Where and are the eigenvalues of the matrix
Where and are coordinate of the region and ̅ and ̅ are the centroids. 2) Equivalent diameter: Equivalent diameter is the diameter of circle with the same area of the fastener [7] .
Where, A is the area of the equivalent circle of the fastener. 3) Convex area: The number of pixels in convex image [8] . 4) Area: The total number of pixels of the segmented fastener. 5) Extent: Ratio of pixels in the fastener region to the pixels in the total bounding box. 6) Major axis length: Length (in pixels) of the major axis of the ellipse that has the same normalized second central moments as the region [9] . 7) Minor axis length: Length (in pixels) of the minor axis of the ellipse that has the same normalized second central moments as the region [9] . 8) Perimeter: Number of pixels in the boundary of the foreground region [9] . 9) Solidity: Solidity expressed how much the shape is concave or convex [10] .
Where, is the area of fastener's region and H is the convex hull area of the foreground.
B. Discrete Wavelet Transform Feature Extraction
Technique The second feature extraction technique used in this experiment is Discrete Wavelet Transform (DWT). DWT is a mathematical approach that disintegrate a time domain signal into different frequency group. DWT is derived from Continuous Wavelet Transform (CWT) which provides time and frequency information simultaneously [11] .The advantages of DWT over CWT is it does not shift and scale endlessly due to its discrete steps nature. Other than that, DWT gives satisfactory details and lessen the computational time significantly [12] . This research will focus on twodimensional DWT. Two dimensional DWT is the process of applying discrete wavelet transform on the rows as well as the columns of an image. Four bands are created when applying two dimensional discrete wavelet transform on the image which are the low-low (LL), low-high (LH), high-low (HL) and high-high (HH) bands [13] [14] [15] [16] . LL band is created when low pass filter is applied to the horizontal and vertical values of the image. LH band is created when low pass filter is applied to the horizontal and high pass filter is applied to the vertical values of the image. HL band is created when high pass filter is applied to the horizontal values and low pass filter is applied to the vertical values of the image. Lastly, HH band is created when both horizontal and vertical values is filtered with high pass filter [17] .Mathematically, DWT is defined as shown in equation [11, [18] [19] [20] .
Where a and b represent 2j and 2jk respectively. 2j is the scale parameter while 2jk2 is the translation parameter. The wavelet used for DWT is the most commonly used Haar wavelet [21] . Haar wavelet is used because of its low computation needs, fast computation speed and simple to understand [22, 23] . Haar wavelet is the most incomplex wavelet because of its square shaped wave [24] . Mathematically, Haar wavelet can be defined as shown in equation 7 [25] . Figure 3 shows the square-shaped Haar wavelet. Figure 4 shows input image of DWT and figure 5 shows the four sub bands created after applying DWT. 
C. Zernike Moments Feature Extraction Technique
This research also used ZM as the feature extractor for fastener recognition. ZMs are sub class of orthogonal moments [27] .Among the classes of orthogonal moments, ZM proven to be the best class because of its properties [28] . The properties are as follows;
1. Rotation invariance [28] [29] [30] [31] [32] 2. Robust feature descriptor [28] [29] [30] [31] [32] 3. Fast computation [27] 4. Multiple classes of feature descriptor for a shape [27] 5. Highly sensitive to fine details when using a high order [29] 6. Minimum information redundancy [28] Other properties of ZM are the lower order describe the rough features and the higher order are more sensitive to noise. The higher the ZM order, the higher the computation needs, and the higher the numerical instability [28] . The fundamental definition of ZM is the plotting of image onto a set of orthogonal basis function [30] and the mathematical definition of ZM are as shown below [27, [29] [30] [31] .
Where Anm is the ZM, n is a non-negative integer, m is an integer which must satisfy the following rules,
is an image function with the image plotted over a unit circle and the origin is in the middle of the image.
( , ) is defined as the Zernike polynomial where,
is the length of vector from the middle of the image to (x,y) pixel and is the angle between vector and the y-axis. Radial polynomial, on the other hand, is defined as shown in equation 11.
If there are pixels beyond the unit circle, the isolated pixels will not be involved in the ZM calculation [30] .
D. Colour Features
Besides shape, DWT and Zernike moments features, this research also used colour features to further enhanced the classification result. Colour features used in this research is not a stand alone feature but an addition to the previous three features (shape, DWT, and Zernike moments). The colour features are extracted from RGB colour space which is the most common and oldest colour space [32, 33] . RGB stands for red, green and blue colours which is the three primary colours [34, 35] and can be represented in colour cube or RGB colour model as shown in figure 6 and 7. Unit colour cube use the coordinate system to define the RGB colour space. Red is placed on (1,0,0) ,green in (0,1,0), blue in (0,0,1), black in (0,0,0) and white in (1,1,1) [35, 36] . Figure 6 . Unit colour cube [37] . Figure 7 . RGB colour model [38] .
The diagonal of the cube from black's coordinate to the white coordinate is where the grey level is situated [35] . The RGB colour model on the other hand shows the resultant colour combination when red, green and blue are mixed together. With all of these colour information, colour histogram can be built to extract RGB features. Colour histogram is known as the most common tool for image classification [36] and shows the distribution of colour pixels in the image [39] . Colour histogram have axis for number of pixels and the other axis is for range of colours [39] . The advantages of colour histogram are this method is invariant to rotations, translation and scale [39] .
Statistical evaluation is used to extract information from the colour histogram. Mean, standard deviaton, skewedness, and kurtosis of red, green and blue channels are among the data extracted from RGB histogram. Other than that, energy and entropy of each channel are also calculated as the feature descriptors. The mean of red, green and blue channels are shown in equation 12, 13, and 14 [40] .
Where, N is the number of pixels in the image channel, IR, IG, and IB are the pixels of each channels for red, green and blue respectively.Standard deviation of each channels are shown in equations 15, 16 and 17 [39] .
Skewness of each channels are shown in equations 18, 19 and 20 [41] .
Kurtosis of each channels, on the other hand, is shown in equations 21, 22, and 23 [41] .
Energy of each channels is shown in equation 24, 25, 26 [42] .
Lastly, entropy of each channels is shown in equation 27, 28, and 29 [43] .
Where ( ), ( ) and ( ) are the probability of red, green and blue pixels in the image respectively.
E. Back Propagation Neural Network
After all the numerical descriptors from shape-based, ZM, DWT and colours techniques are collected and arranged in systematic way, the data are fed into the classifier. The classification is carried out where the data collected are matched to the respective targets, in this case different types of fasteners. The classification is done by using back propagation neural network (BPNN). BPNN is a layered feed-forward artificial neural network where the signals are propagated forward and then the errors are sent in the opposite direction [44] . BPNN usually consist of an input layer (attributes), one or more hidden layer neurons and an output layer which consist of the targets (fasteners) [45] .The backward errors actually modifies the connection weights of the network [46] . The function of backward error propagation is to make sure the artificial neural network strongly learns the training data by reducing the error [44] . The repeated adjustment of network weights are done for a fixed number of epochs at the same time until minimum error is achieved or none at all [47] . The activation function used for all the neurons is unipolar sigmoid. Equation 30 shows the definition of unipolar sigmoid function [48] .The sigmoid function is used so that the outputs are either 0 or 1 [45] .
F. Ten Fold Cross Validation
Ten fold cross validation originated from k-fold cross validation where it is an approach for predicting the error rate for the classification step used [49] . The advantages of using k-fold validation are it is straightforward and this method use every data for the process of training and validation [50] . To use k-fold validation, the data needs to be separated into k sets [50] . In this research, 10 sets are created using the whole data. Nine data are used as the training set and the last data is used as the validation set [51] [52] . The process are repeated 10 times with new data for the training and validation sets [53] . Then, the accuracy are calculated using the average accuracy from the ten iterations [54] . This whole process are done to analyse the generalisation strength of the classification model [53] .
III. METHODOLOGY
A. Image Acquisition & Processing
The data taken for this research are 30 different fasteners in the form of screws, nails and rivets which are usually found in Malaysia's hardware stores. All the fasteners are different in terms of shape, length, width and sizes. Some of the fasteners have distinguishly different colour from one another too. The device used for capturing images of fasteners is Canon Eos 1100D which is put on a lightbox where the individual fastener is located. The function of the lightbox is to provide a fixed lighting environment which in other word is to avoid stray lights from entering and disturbing the fixed condition. The length between the lens and the fastener is 11 cm and the angle is fixed to 90 degree. Each fastener is captured 120 times in different positions and angles. Figure 8 shows some of the fasteners image captured. The images captured are then preprocessed to lessen the computation time. Firstly, the images are rescaled by a factor of 0.3 which made the original dimension of the images changed from 2256 by 1504 pixels to 677 by 452 pixels. Then, the resized images are transform to grayscale images from RGB images. But, this step applied only for shapebased, DWT and ZM feature extraction techniques. To extract colour features, the pre-processing steps stop until the rescaling process. After the pre-processing steps is the processing step which is divided by three. The first processing steps are meant for shape-based and Zernike moments feature extraction technique. The second processing step are meant for DWT and the third processing step is for colour feature extraction technique.
1) Shape-based and Zernike moments processing steps
Here, processing steps includes removing the background, binaries, removing blobs and cropping the images automatically. The background removal is done by using Pierre Wellner's adaptive threshold method [55] . This method almost perfectly remove the background pixels. The reason for using adaptive threshold method is because most commonly used Otsu's method could not do the background removal correctly. Otsu's method accidently took the shadow of the image as the fastener's pixel. Figure 9 shows the difference between Otsu's method and Pierre Wellner's adaptive threshold method.
After the background is completely removed, image invertion operation is done to let the fastener image become the white pixels (value=1) and the background becomes black (value=0).Then, morphological operation is done to remove small unwanted blobs which is not from the fastener's pixels and fill the gaps and holes on the fasteners. The morphological operations includes closing, opening, and filling. Finally, the images are cropped automatically to reduce the dimension of the images. Figure 10 shows a fastener image being processed using the above steps. 
2) DWT processing steps
There is no processing step for DWT because the input image for the feature extraction stage are the grayscaled image from the pre-processing steps.
3) RGB feature extraction processing steps
The RGB processing steps starts after the pre-processing's rescaling stage. First, the rescaled image is separated into red, green and blue colour channel. Secondly, the three images are thresholded using the Pierre Wellner's adaptive threshold method. Thirdly, the invertion operation is done to make the fastener's pixels become white which have the value of 1. Fourthly, morphological operations are applied to eliminate small blobs which are not originated from the fastener and reduce gaps as well as holes inside the fastener. The fifth step is to mask the segmented images on the rescaled images of the fastener from the pre-processing step. The resultant images produce are red, green and blue images of fastener without the background pixels.
B. Feature Extraction
Feature extraction process consists of four different parts because there are four different feature extractors. Shapebased feature extractor is done by using 'regionprops' in MATLAB R2013a directly to the segmented images of the fasteners. For Zernike moments feature extractor, orders and repetitions needs to be defined first before the calculation process. Here, the orders used are from three to seventeen. In this reseach, there are three different groups of moments to define the fastener for comparison purpose. The first group is the lower order moments, the second group is the higher order moments and the third group is the combination of higher and lower order moments. Table I shows the first and second group of Zernike moments with their orders and repetitions. Thus, there are 32 moments for the first and second groups and 64 moments for the third group. DWT feature extraction technique on the other hand is done by creating four sub bands from the transform. The sub bands are LL, LH, HL and HH which can be directly created using the rescaled images in the pre-processing step. The wavelet used in this research is Haar wavelet. Then, the nine numerical descriptors are calculated by using the energy of HL and HH, skewness of LH and HH, kurtosis of LH and HH, standard deviation of LH and HL and finally, entropy of LH. These numerical descriptors are used because they are proven statistically significant using Kruskal Wallis test from mean, energy, kurtosis, skewness, standard deviation and entropy of LL,LH,HL and HH. Colour feature extraction is almost the same as DWT's method which is by calculating the means, energies, skewness, kurtosis, standard deviations and entropies of red, green and blue images of fasteners. The total numerical descriptors for colour feature extraction is 18.
C. Classification
As mentioned in the research background, the classifier used is back propagation neural network by using WEKA 3.6. All the classifications have fixed parameters which is shown in Table II . The number of hidden layer used in this classifications is one and the number of nodes in the hidden layer is set to 'a'. The calculation of 'a' is shown in equation 31. The number of targets are 30 and the number of inputs depend on the classification groups. Table III shows the classification groups and inputs used. The nodes are unipolar sigmoid function. Ten fold cross validation is used during classification to see the generalisation strength of the classifier. 
IV. RESULT & DISCUSSIONS
The objective of this research is to analyse the performance of the feature extraction techniques for fasteners recognition. The performance is done by using two measures which are the percentage of correct classification and Kappa statistics. From these measures, the best feature extraction technique can be identified scientificaly. The definition of accuracy of correct classification is shown in equation 32 [56] .
Where TN is true negative , TP is true positive, FN is false negative and FP is false positive. Kappa statistics measure the degree of agreement between the model's predictions and reality [57] . The mathematical definition of Kappa statistics is shown in equation 33.
Where P0 is the total agreement probability and Pc is the agreement probability which is due to chance. The range of Kappa statistics is from negative one to positive one. Negative one shows the classification is total disagreement, zero shows random classification and positive one shows true agreement. Table IV shows the classification result using percentage of correct classification and Kappa statistics. It can be seen that the best classifications are when the colour features are added to the major feature extraction. Zernike moments , shape-based and DWT techniques alone are not sufficient for recognising fasteners. This shows that colour is an important feature which able to improve the recognition of fasteners. According to the percentage correct classification and Kappa statistics, the best classification is Zernike group 3 with colour feature (% accuracy=99.94% and Kappa statistics=0.9994) and DWT with colour feature(% accuracy=99.94% and Kappa statistics=0.9994). This followed by shape based with colour, Zernike group 2 with colour, Zernike group 1 with colour, colour alone, shapebased technique, Zernike group 3 and DWT. The most inaccurate classifications are Zernike group 1 and 2 whereby the percentage of accuracy is less than 50% and Kappa statistics less than 0.5 which signifies insufficient features for recognition.
V. CONCLUSION
In this research, the outcome of the analysis of shape-based, ZM, DWT with the addition of colour feature extraction techniques to recognise fastener have shown excellent performance. The analysis shows that the best feature extraction techniques to classifiy fastener are using Zernike group 3 with and DWT both with added colour features. The worst results acquired are from ZM groups 1 and 2 where the results are insignificant. However these two groups are tested to see interms of their recognition ability using small number of features. This has proven that all the ZM features need to be utlised to acquire the best recognition. Colour features have shown to be the key to enhance other feature extraction technique and colour itself yields a good classification performance.
