In the big data era, k-means clustering has been widely adopted as a basic processing tool in various contexts. However, its computational cost could be prohibitively high when the data size and the cluster number are large. The processing bottleneck of k-means lies in the operation of seeking the closest centroid in each iteration. In this paper, a novel solution towards the scalability issue of k-means is presented. In the proposal, k-means is supported by an approximate knearest neighbors graph. In the k-means iteration, each data sample is only compared to clusters that its nearest neighbors reside. Since the number of nearest neighbors we consider is much less than k, the processing cost in this step becomes minor and irrelevant to k. The processing bottleneck is therefore broken. The most interesting thing is that k-nearest neighbor graph is constructed by calling the fast k-means itself. Compared with existing fast k-means variants, the proposed algorithm achieves hundreds to thousands times speed-up while maintaining high clustering quality. As it is tested on 10 million 512-dimensional data, it takes only 5.2 hours to produce 1 million clusters. In contrast, it would take 3 years for traditional k-means to fulfill the same scale of clustering.
I. INTRODUCTION
Clustering problems arise from a wide variety of applications such as knowledge discovery, data compression, largescale image linking and visual vocabulary construction. Since the general k-means algorithm was proposed in 1982, continuous efforts have been made to search for better solution to this issue. Various algorithms have been proposed in the last two decades, such as mean shift, DB-SCAN, etc. Despite numerous algorithms were proposed, k-means remains popular for its simplicity, efficiency and moderate but stable performance under different contexts. It is known as one of top ten most popular algorithms in data mining.
In recent years, continuous efforts have been devoted to looking for effective clustering solutions that are still workable in web-scale data. Representative works are [1] , [2] , [3] , [4] , [5] . However, most of the k-means variants achieve high speed efficiency while sacrificing the clustering quality. Algorithm presented in [6] demonstrates faster speed and maintains relatively high quality. Unfortunately, a lot of extra memory are required. Its memory complexity is quadratic to k, which turns out to be unsuitable in the case that k is very large.
In this paper, an efficient k-means variant is proposed, in which the k-means clustering process is supported by an approximate k-nearest neighbor graph (k-NN graph). The approximate k-NN graph is built in its pre-processing step, in which the fast k-means is called to build a k-NN graph for itself. We discover that, these two processes could be beneficial to each other. This idea is inspired by the following observation • With high chance one sample and its nearest neighbors reside in the same cluster
We learn that one sample and its nearest neighbors should be arranged into the same cluster. On one hand, this indicates if one sample and its neighbors temporarily are not in the same cluster, it is reasonable to compare one sample only to the clusters where its neighbors reside. On the other hand, from the perspective of k-nearest neighbor graph (k-NN graph) construction, in order to build k-NN list for one sample, it is sufficient to compare one sample to the samples residing in the same cluster since its neighbors are most likely reside in the same cluster.
k-NN graph is primarily built to support nearest neighbor search [7] . It is also the key data structure in the manifold learning and machine learning, etc [7] . Basically, it tries to find the top-κ nearest neighbors for each data point. When it is built in brute-force way, the time complexity is O(d·n 2 ), where data dimension d and the size of data n could be very large. It is therefore computationally expensive to build an exact k-NN graph. Recent works [7] , [8] aim to search for an approximate but efficient solution. In [8] , an approximate k-NN graph is built efficiently by divide-and-conquer strategy. In 2011, a very successful k-NN graph construction algorithm called NN-Descent/KGraph [7] was proposed. This algorithm is proposed based on the observation that "a neighbor of a neighbor is also likely to be a neighbor". According to [7] , its empirical time complexity is only O(n 1.14 ). Unfortunately, its performance drops dramatically as the scale of data increases to very large, i.e. 10M.
In this paper, a novel k-NN graph construction algorithm is proposed and used to support the fast k-means clustering. To the best of our knowledge, this is the first piece of work that k-NN graph is used to speed-up k-means clustering.
II. k-NN GRAPH BASED k-MEANS
In this section, our solution to the scalability issue of kmeans is presented. Firstly, a general procedure that how kmeans # [9] is undertaken with the support of k-NN graph is given. To support fast clustering, the process of k-NN graph construction should be sufficiently fast otherwise it would become another processing bottleneck. To overcome this problem, a novel light-weight k-NN graph construction procedure is also introduced. 
A. Motivation
There is a strong correlation between the closeness of data samples and their membership living in one cluster. This correlation could be interpreted from either the side of kmeans clustering or the side of k-NN graph construction.
• In terms of the clustering, if the k-NN list of each sample is known, clustering is a process of arranging close neighbors into one cluster. As a result, given one sample, the clustering only needs to check with the clusters its κ-nearest neighbors live in. Such that it seeks the appropriate cluster to move to. It is therefore no need to check with all k − 1 clusters. As a consequence, the processing bottleneck is overcome. • From the perspective of k-NN graph construction, if the data samples are already partitioned into small clusters, k-NN graph construction is undertaken within each cluster by an exhaustive pair-wise comparison. The k-NN graph construction is pulled out in a very efficient manner.
As a result, there could be intertwined process between clustering and k-NN graph construction (as illustrated in Fig. 1) .
B. Fast k-means Driven by k-NN Graph
Given a k-NN graph is ready, k-means # procedure presented in [9] is revised as Alg. 1. At the beginning of the clustering, TwoMeans [10] tree is called to produce k clusters. The initial clusters will be incrementally optimized in the later steps. In each step of the optimization iteration, one sample is randomly selected. Then all the clusters in which its κ neighbors reside are collected. The selected sample x i is therefore checked with these clusters to seek for the best move that maximizes ΔI * 1 (x i ) [9] . The iteration terminates until convergence condition is reached.
Alg. 1 is built upon k-means # . Similar speed-up is also feasible for traditional k-means. To achieve that, Line 11-13 in Alg. 1 is modified to seeking for the closest centroid from the collected clusters.
Result: S1, · · ·, Sr, · · ·S k 1 cLabel = TwoMeans(X n×d , k); 2 Q←∅; 3 while not convergence do 4 for each xi ∈ X do
Seek v in Q that maximizes ΔI * 1 (xi); 11 if ΔI * 1 (xi) > 0 then 12 Move xi from current cluster to Sv; 
C. k-NN Graph Construction with Fast k-means
In the k-NN graph construction, searching κ nearest neighbors for one sample is undertaken within the cluster it resides. Based on this principle, the fast k-NN graph construction is conceived. Firstly, fast k-means clustering (Line 5, Alg. 2) is called to produce fixed number of clusters. Thereafter, exhaustive comparisons are conducted within each cluster. The new closer sample pairs are used to update the k-NN graph (Line 6-12, Alg. 2).
In order to control the complexity of k-NN graph construction on a low level, the cluster size is fixed to a small constant ξ, i.e. 50. Given the cluster size is fixed to a constant, it is easy to see the cluster number is k 0 = n ξ . According to Alg. 1, a k-NN graph is required as an input parameter. In our design, a random k-NN graph is supplied at the beginning. Since the k-NN graph is randomly initialized, one would not expect good cluster partitions returned by Alg. 1 at the beginning. However, as the iteration continues, the quality of k-NN graph G t is enhanced incrementally. The structure of cluster partitions returned by Alg. 1 becomes better. As a result, the structures of k-NN graph and the cluster structures evolve alternatively. The iteration parameter τ controls the final quality of k-NN graph. Larger τ leads to preciser k-NN graph while demanding higher time cost. Fig. 2 shows the curves of average recall (top-1) of k-NN graph and clustering distortion as the function of τ .
In summary, the proposed fast k-means consists of two major steps. In the first step, the fast k-means is called to build an approximate k-NN graph for itself. In the second step, the fast k-means is performed again to produce k clusters with the support of the approximate k-NN graph. Since the k-NN graph is built based on the intermediate clustering results in the first step, the information that how the samples are organized as clusters is kept with the k-NN graph. The clustering in the second step is therefore guided by the "prior knowledge". Since this algorithm is based on k-NN graph, it is called as graph based k-means (GK-means) from now on.
Algorithm 2: k-NN Graph Construction
Data: X n×d : reference set, κ: 
D. Complexity Analysis
As shown above, GK-means (Alg. 1) comprises two major parts, namely two means initialization and fast k-means clustering. In the first part, the complexity of 2M tree initialization is O(d·n·log(k)) [9] . In the second part, since one sample only visits at most κ clusters in the iteration, the cost of clustering is only d·n·κ in each iteration. As a result, the overall complexity is O(d·n·log(k)+t·d·n·κ), where t is the number of iterations.
The k-NN graph construction (Alg. 2) consists of two major steps, namely fast k-means clustering and k-NN graph refinement. In the clustering step, according to above mentioned analysis, its complexity is O(d·n·log( n ξ ) + d·n·κ). t is fixed to 1 in the k-NN graph construction. In k-NN graph refinement step, one sample is compared to around ξ samples. Therefore, its complexity is O(d·n·ξ). As a result, the complexity of k-NN graph construction is O(d·n·log( n ξ ) + ·d·n·κ + d·n·ξ), where both ξ and κ are small constants. The complexity of the whole procedure is on O(d·n·log(n) ) level. The extra memory for GK-means is linear to the input data size. 
III. EXPERIMENTS ON CLUSTERING TASK
In this section, the performance of GK-means is studied in comparison to k-means and its representative variants such as k-means # [9] , closure k-means [11] and Mini-Batch [1] . AKM [2] and HKM [4] are not considered as inferior performance to closure k-means is reported in [11] . The experiments are conducted on 10 million image dataset that are collected from Flickr. Each image is represented by a 512-dimensional VLAD [12] feature. In the rest of the paper, the dataset is denoted as VLAD10M. In the test, the number of iterations for all k-means variants is fixed to 30. GK-means is tested when the approximate k-NN graph is supplied by NN-Descent [7] . We want to search for the best configuration that we can currently set for GK-means.
All the methods considered in the paper are implemented in C++ and compiled with GCC 5.4. The simulations are conducted by single thread on a PC with 2.4GHz Xeon CPU and 32G memory setup.
The average distortion [2] , [9] is adopted to evaluate the clustering quality. Basically, it is the average distance between samples and their cluster centroid, which is given in Eqn. 1.
In the first experiment, clustering methods are tested in the way that the scale of input images varies from 10K to 10M. Regarding data in different scales, they are clustered into fixed number of clusters, i.e., 1,024. The time costs for all the methods are presented in Fig. 3(a) . The average distortion of all the methods are presented in Fig. 4(a) .
As shown in Fig. 3(a) , GK-means is constantly faster than closure k-means and at least 10 times faster than kmeans and k-means # . In the meantime, as shown in Fig. 4 , clustering quality of GK-means is close to k-means # across different scales of input data. In contrast, although Mini-Batch demonstrates fastest speed in this test, its clustering quality turns out to be very poor under different settings (see Fig. 4(a) ).
In addition, the scalability of clustering methods is tested in the way that the number of clusters varies from 1,024 to 8,192, while the scale of input data is fixed to 1 million. Fig. 3(b) shows the time cost of all 5 methods. The average distortion from these methods are given in Fig. 4(b) . As shown in the figure, for k-means, k-means # and Mini-Batch clustering methods, the time cost increases linearly as the number of clusters increases. Mini-Batch is no longer efficient as k increases.
In contrast, the time cost of closure k-means and GK-means remains nearly constant across different cluster numbers. In terms of clustering quality, GK-means demonstrates similar quality as k-means # and it is considerably better than closure k-means, Mini-Batch and k-means. Methods based on k-means # shows increasingly higher performance than the rest as k grows. Overall, clustering driven by the proposed optimization process shows higher speed and better quality. The highest speed is achieved by GK-means, for which only 18 minutes are required to cluster 1 million 512-dimensional data into 8,192 clusters.
Another more challenging scalability test is also conducted, in which VLAD10M is partitioned into 1 million clusters. Two workable algorithms in such case, namely closure kmeans and GK-means are tested. For GK-means, besides the standard configuration, GK-means that k-NN graph is supplied by NN-Descent is also tested, which is denoted as "KGraph+GK-means". Their performance is shown in Tab. I. For GK-means and KGraph+GK-means, the recall level of the approximate k-NN graph is also reported. Compared to closure k-means, the runs from GK-means show significantly lower clustering distortion. GK-means with standard configuration shows the lowest clustering distortion in particular. It shows better performance when the k-NN graph is supplied by Alg. 2. k-NN graph provided by Alg. 2 keeps the information of intermediate clustering structures. This kind of information will be transferred to the clustering process. It is therefore able to produce better quality even though the recall of its k-NN graph is lower than that of NN-Descent. GK-means also achieves the highest speed efficiency in such a challenging test. According to our estimation, it would take more than 3 years to fulfill the same task for traditional k-means. 
IV. CONCLUSION
In this paper, we have presented our solution to the scalability issue of k-means. We show that fast k-means clustering is achievable with the support of an approximate k-NN graph. Specifically, in the k-means iteration, one sample only needs to compare with clusters that its nearest neighbors reside. The clustering complexity is therefore irrelevant to the cluster number. Hundreds to thousands times speed-up is achieved in the case that both n and k are very large. In addition, since the fast k-means is built upon k-means # , it also shows very high clustering quality. Overall, the proposed GK-means shows considerably better trade-off between clustering quality and efficiency over existing solutions. Moreover, the beauty of this algorithm also lies in the design of fast k-NN graph construction process. The k-NN graph is built by calling GKmeans itself in an intertwined evolving process.
