ABSTRACT Conversational machine reading comprehension (MRC) is a new question answering task, which is more challenging compared to traditional single-turn MRC since it requires a better understanding of conversation history. In this paper, a novel neural network model for conversational reading comprehension, namely TT-Net, is proposed, which is capable of capturing topic transfer features using temporal convolutional network (TCN) in the dialog. The TT-Block packaged by the BiLSTM, TCN and Self-attention mechanism is presented to extract topic transfer features between questions. Our model is evaluated on the CoQA benchmark dataset compared with several baseline models including the strong baseline model named FlowQA. The results show that the model outperforms the baseline models: BiDAF++ by 7.6% and FlowQA by 0.7%, especially in children's story domain our model promotes FlowQA's performance by 3.9%, which indicates that the TT-Net contributes to a decent promotion for conversational reading comprehension.
I. INTRODUCTION
Machine Reading Comprehension (MRC) has been the central goal of Natural Language Processing (NLP) in recent years because the evaluation of the achievement of MRC is an important way to measure the machine's ability to understand passage. Owing to the rapid release of various large-scale datasets, e.g. CNN/Daily Mail [1] , SciQ [2] , SQuAD [3] and CoQA [4] , it is possible to train an end-to-end deep neural network model, e.g. BiDAF [5] , R-Trans [6] and FlowQA [7] .
In this paper, we mainly focus on solving the conversational reading comprehension which contains multiturns questions in each passage. It is much more difficult than cloze-style, multi-choice or span-prediction tasks because the user always asks follow-up questions with a related topic while new information need included. In order to understand the user's latest information need, the model should be capable to handle the co-reference problem about pronoun and think more about the topic relationship between current question and previous question answer pairs, i.e. conversation topic history.
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In this article, a novel model called TT-Net is proposed based on topic transfer features in dialogue for reading comprehension with conversational questions. The passage and questions are embedded into word representations first which are enhanced by the additional features such as POS-tag, NER and word matching features [8] . Afterwards, the BiLSTM and attention mechanism on passage and questions are applied to obtain a deeper understanding of the passage integrating the questions. Finally, the temporal convolutional network [9] (TCN) is used on the dialogue history in chronological order, which is to dynamically extract local topic transfer features between questions with different history window size. We mainly evaluate our TT-Net model on the conversational reading comprehension datasets: CoQA. The example of the dataset is given in Table 1 . The experimental results outperform several baselines including a strong baseline model FlowQA in this dataset, which indicates that our topic transfer mechanism does contribute to a decent promotion for conversational reading comprehension tasks.
The rest of this paper is organized as follows. Section II discussed the related work on machine reading comprehension. The detailed model called TT-Net is introduced for conversational reading comprehension in Section III. The results and analysis of the experiments are shown in Section IV. Finally, Section V concludes the paper.
II. RELATED WORK
In this section, we give a brief introduction about the related work including reading comprehension datasets and end-toend neural networks for machine reading comprehension.
A. READING COMPREHENSION DATASETS
Large-scale reading comprehension datasets play an important role in MRC. Existing datasets can mainly be classified into five categories according to the answer's type: cloze-style, multiple choice, extractive, generative and conversational. In the cloze-style tasks, the question contains a placeholder and the model must choose which word or entity is the most suitable option, e.g. CNN/Daily Mail proposed by Hermann [1] , CBT proposed by Hill et al. [10] and CLOTH proposed by Xie et al. [11] . But Chen et al. [12] have shown that such as CNN/Daily Mail, requires less reasoning and think that the performance is almost saturated. In the multiple choice tasks, the model is required to find the only correct option in the k (usually k = 4) candidates based on the given passage. The type of answer options could be a word, a phrase or a sentence, e.g. SciQ proposed by Welbl et al. [2] , TQA proposed by Kembhavi et al. [13] and ARC proposed Clark et al. [14] . The evaluation metric of above two tasks is Accuracy. In the extractive tasks, the model needs to find the correct answer from one of the single span in the passage according to the question, e.g. NewsQA proposed by Trischler et al. [15] and SQuAD1.1/2.0 proposed by Rajpurkar et al. [3] , [16] . The answers in this tasks often include non-entities and can be much longer phrase, which is more challenging than cloze-style datasets. There are two metrics to evaluate the tasks. EM (Exact Match) measures the percentage of predictions that match any one of the ground truth answers exactly and F1 score measures the average overlap between the prediction and ground truth answer. In the generative tasks, the goal of the model is to read the abstract or the full text of the given paragraph, and then generate the answer to the question based on its understanding, e.g. NarrativeQA proposed by Kociský et al. [17] . A common way is to leverage standard evaluation metrics such as BLEU and ROUGE because the standard answer is human-generated. In the conversational tasks, the model has to answer a series of questions that appeared in a conversation, e.g. CoQA proposed by Reddy et al. [4] , CSQA proposed by Saha et al. [18] and QuAC proposed by Choi et al. [19] . F1 score is the most commonly used evaluation metric for conversational tasks, e.g. CoQA. Besides, some datasets have their special metric such as BLEU for CSQA and HEQ-Q or HEQ-D for QuAC. Note that this kind of dataset contains a lot of co-reference questions and yes/no answers, which is more in line with human language habits and more difficult than other dataset categories.
B. END-TO-END NEURAL NETWORKS
Currently, end-to-end neural network models have achieved great successes for machine reading comprehension. Seo et al. [5] proposed BiDAF model for cloze-type and extractive tasks which apply the bidirectional attention flow mechanism to obtain the interactive information between passages and questions. Tay et al. [20] proposed MRU model which is combining the contract-and-expand operation with bi-directional attention mechanism to solve multiple choice and generative tasks. Wang et al. [21] first used self-attention to stress different importance of words in the passage to answer the particular question. Yu et al. [22] replaced recurrent neural networks with convolution and self-attention to speed up training and inference. However, the above models are only suitable for single-turn Q&A datasets. After the large-scale conversational datasets are constructed, more and more neural network models which are aimed to solve conversational tasks are proposed. The early approaches such as BiDAF++ [23] and DrQA [8] are often extensions of single-turn models with some manipulation of the input. And then Huang et al. [7] proposed a model suitable for multi-turn reading comprehension tasks named FlowQA by encoding the conversation history using a simple GRU. They hold an idea that it is efficient to handle the reasoning about context based on the conversation history. After pre-trained model BERT was proposed, researchers attempt to leverage this powerful instrument in MRC tasks and remarkable results have been achieved, e.g. SDNet [24] , GraphFlow [25] . BERT [26] is designed to pre-train deep bidirectional representations by jointly conditioning on both left and right context in all layers. It can achieve a great promotion for almost all NLP tasks based on the masked language model (MLM) and next sentence prediction (NSP). Although pre-trained model BERT shows promising performances in various natural language processing tasks including MRC, it makes the model dependent on BERT too much and despises the inference parts in downstream structure. Niven and Kao [27] and McCoy et al. [28] have already proved that BERT is just based on the ''Spurious Statistical Cues'' in the dataset. In other words, it does not really analyze the logical relationship between sentences, which indicated that it is not good at improving the inference ability of the model. That is why in VOLUME 7, 2019 FIGURE 1. TT-Net model structure.
this paper we mainly focus on how to improve the reasoning part of the model instead of relying on BERT to improve model performance.
III. TOPIC TRANSFER-BASED NEURAL NETWORK MODEL
In this section, the neural model, TT-Net, is introduced for the conversational reading comprehension tasks, which is formulated as follows. Given a passage P where P = {p 1 , p 2 , . . . , p n } is the context passage with n words and a series of question and answer pairs histories An illustration of our model is in Figure 1 . Our model mainly consists of three layers: embedding layer, modeling layer and output layer. Embedding layer encodes each token in passage and question into a fixed-length vector, which included the word embeddings, contextualized embeddings, and feature embeddings. Modeling layer uses multi-layer recurrent neural networks (RNNs) and topic transfer blocks (TT-Blocks) to capture contextual information within passage and question as well as the topic transfer features among question turns. Output layer computes the final probability of the start and end positions of answer span, or the probability of other forms of answer (yes or no, no answer).
A. CONCEPT OF TOPIC TRANSFER
The main point of solving conversational reading comprehension tasks is to capture the features of topic transfer between question turns. Figure 2 shows an example of the topic transfer process in chronological order. As we can see in Figure 2 most of the questions in the same history window have similar topics, and the topic of the questions in different history windows has low relevance or even is unrelated. For example, given a history window whose size is 5. At the beginning, the topic of each question is mainly about 'playing baseball' (history window in green line). When the conversation continues, the topic of each question is turning to 'shopping in the store' (history window in red line), while there is still a causal relationship between topics of questions in two history windows. However, in the final stage of the conversation, the topic is transferring to the one unrelated to the first two, which is mainly about 'go swimming with friends'.
If our model is able to capture the features of the question topic transfer in a dialog, it has the ability to predict and recognize the patterns of questions in an unknown conversation (i.e. the model is able to speculate the content of the next question through the topic transfer features to some extent.), which will improve the performance of the model consequentially. CNN (Convolutional Neural Network) is supposed to be the most suitable model to capture the topic transfer features. However, the fact that there can be leakage from the future into the past is deadly when using an ordinary CNN, because the filter cannot distinguish the question order, To address this serious problem, the temporal convolutional network is leveraged which consists of dilated causal convolutions and residual block. TCN is not only able to well extract the topic transfer features while ensure that there is no information ''leakage'' from future to past, but also maps an input sequence to an output sequence of the same length.
B. EMBEDDING LAYER
This layer encodes each token in passage and question into a fixed-length vector, which includes word embeddings, contextualized embeddings and feature embeddings. The passages and questions are embedded into sequence of vectors with 300-dim GloVe [29] for word embedding and ELMo [30] for contextualized embedding. Following previous work [7] , for each passage word, the linguistic features are also embedded into a vector f p j concatenating 12-dim POS (part-of-speech) embedding, 8-dim NER (named entity recognition) embedding and 3-dim EM (exact matching) vector indicating whether the passage word appears in Q i .
(1)
C. MODELING LAYER
1) REPRESENTATION OF PASSAGE WITH QUESTION
Following recent works [7] , [24] , for each passage wordp j at the i-th turn, the attention is computed first to enhance passage word embeddings with question in the word level.
where g
is the GloVe embedding of question word q i t and ∂ i,j,t is an attention score between passage word and question word.
where U ∈ R d×d is a trainable model parameter, d is the hidden state size, and g P j is GloVe embedding of passage word. The embeddings of passage wordp j and δ i,j are concatenated to form the final input vector.
2) TOPIC TRANSFER BLOCK Our model captures topic transfer features via TT-Block (Topic Transfer Block), a module which can process the representations of the passage integrated the previous questions in parallel. TT-Block is composed of BiLSTM model, TCN model and Self-attention mechanism [31] . The processing of TT-Block as follow, the input is P
1) The BiLSTM is used to process sequentially in passage, in parallel of question turns.
. . .
2)P (h) is transposed to become n sequences of length u (u is the question turns in the passage), one for each passage word. After the transposition operation, the sequence consists of question history whose elementq (h) i,j is the representation of i-th question related to the passage word.
3) After transposition, the temporal convolutional network is leveraged, which is able to dynamically extract local topic transfer features between questions with different history window size. In TCN model, the dilated causal convolution is adopted first to extract the topic transfer features.
where F is the dilated convolution operation on elementq (h) j,i , f : {0, . . . , k − 1} → R is a filter, k and d is the filter size and the dilation factor respectively, and s − d · r accounts for the direction of the past.
Then the weight normalization is applied to the convolutional filters. In addition, the rectified linear unit (ReLU) and the spatial dropout are used after each dilated convolution for VOLUME 7, 2019 regularization. The operation above is repeated once again. Then a standard ResNet was added.
is transposed back to u sequences of length n, and concatenatep
5) Finally, the fully-aware attention on the passage itself (Self-attention) is applied and the final output of the TT-Block is formed as follow:
3) REASONING LAYER 1) Following previous work [7] , for each questionQ i , we apply two-layer BiLSTM to the raw question embedding to get contextualized embeddingsQ i .
Each question is then represented as a weighted sum of word vectors in the question through a self-attention mechanism.
where w is a trainable vector. Different from Huang et al. [7] and Chen et al. [25] , the question history is not encoded hierarchically with LSTMs because the history information of questions has already been captured by our TT-Block within the passage representations. Besides, the ablation study has been shown that this layer help to improve the model by less than 0.1%, which could be negligible.
2) The final input vector is passed into two TT-Block to extract the low-level and high-level topic transfer features respectively.
And then the full-aware attention is applied on the question for each passage words. Note that, the history vector of passage words is not concatenated here and the relevance is just measured between the final output from previous two TT-Block and the output of two layers LSTM in questions.
where S 2 (x, y) = ReLU(Ux) T DReLU(Uy), U and Dare trainable parameters and D is a diagonal matrix.
3) Finally, the output from the TT-Block is concatenated with the attended question vector and is pass into the third TT-Block to further extract the high-level topic transfer features which are merged with the high-level information of questions. After that a BiLSTM is applied to obtain the final representations of reasoning layer.
D. OUTPUT LAYER
Following Zhu et al. [24] , we predict answer spans by calculating the start and the end probabilities P S i,j and P E i,j for the i-th question, formulated as follows:
where W S and W E are trainable weights and GRU is a Gated Recurrent Unit. In CoQA dataset, there exist the ''yes/no'' answer and ''unknown'' answer. Three probabilities are separately generated to represent three types of the answer, formulated as:
where W Y , W N and W ∅ are trainable weights and GRU is a Gated Recurrent Unit.
E. TRAINING AND PREDICTION
When training the model, all the question and answer pairs for one passage are considered as a batch. The goal is to minimize the cross entropy loss of both text span prediction and question type prediction. ∅ i are the indications that whether the i-th ground-truth answer is a span, ''yes/ no'' and ''unknown''.
During inference, the span prediction is conducted only if the span probability is the largest; If not, the answer is the one among ''yes'', ''no'', or ''unknown'' which has the largest probability.
IV. EXPERIMENTS
In this section, we introduce our experiments in detail. We evaluated our TT-Net on CoQA [4] , a large-scale conversational reading comprehension dataset which has been the facto standard benchmark in current conversational RC researches. In CoQA, the challenge is that lots of questions require understanding both the passage and previous question and answer pairs, i.e. conversation history. Since the official CoQA leaderboard has closed evaluation of test dataset, so we evaluate our model and other related models' performance on the development set of CoQA. Table 2 summarizes the in-domain distribution in CoQA. First, the details of our model implementation are presented including hyper parameters and training environment. Then the baseline models that compared with our TT-Net model and the metrics are shortly introduced. Finally, the results from a variety of perspectives are shown and analyzed.
A. IMPLEMENTATION DETAILS
The hyper parameters of training our model are shown in Table 3 . We use spaCy for tokenization and Adamax as the optimizer. All experiments are done on a single GTX 1080Ti GPU with 12GB memory.
B. BASELINES AND METRIC
Our TT-Net model is compared with other baselines, which are listed as below. These baseline models are all not BERT-based models, which are same as our model. The reason is that we hope to improve the performance through improving the structure instead of using pre-trained model BERT. In this paper, one official metric, macro-average F1 score of word overlap in CoQA dataset is used as performance evaluation indicator for the model, which is the harmonic mean of precision and recall at word level between the predicted answer and ground truth. PGNet: PGNet proposed by See et al. [32] is an augment model based on Sequence-to-sequence models. They employ a copy mechanism in the decoder to copy a word from the passage as the answer words are likely to appear in the original passage.
DrQA: This model is proposed by Chen et al. [8] , which has demonstrated strong performance on multiple datasets. In CoQA dataset, they prepend each question with its past question and answer pairs to account for conversation history.
BiDAF++: This model [23] is based on BiDAF, augmented with self-attention and ELMo contextualized embeddings to all datasets.
FlowQA: FlowQA proposed by Huang et al. [7] is a strong non-BERT baseline model for CoQA dataset. They propose a FLOW mechanism that can incorporate intermediate representations generated during the process of answering previous questions. FlowQA is a classic non-BERT model for conversational reading comprehension just like BiDAF for SQuAD dataset. Table 4 illustrates the evaluation results of our TT-Net model and the baseline models which have already published papers in the development set of CoQA. The first column is the models in this experiment and column 2 to 6 are the in-domain data including Children's Story, Literature, Mid-High School English exams, News articles and Wikipedia articles. The last column is the overall performance of the in-domain data.
C. RESULTS
As we can see in Table 4 , our TT-Net single model achieves pretty decent performance among current non-BERT single models that have published paper. Our single model achieves a F1 score of 76.9% (actually 76.934% in development set). Compared to the strong non-BERT baseline model FlowQA, our model obtains a promotion of F1 score by 0.7%.
D. DISCUSSION 1) COMPARATIVE ANALYSIS OF FIVE DOMAINS
The more fine-grained experimental results of five domains are shown in Table 4 . The performance of our model in Children's Story domain has the most obvious improvement VOLUME 7, 2019 TABLE 4. Non-BERT models and human performance (F1 score) on the development set. compared to FlowQA (3.9%). The result is within our expectation, which is because the passages in Children's Story have clearer and more complete narrative, meaning that the topic transfer features of each question are easy to extract. In Literature, News and Wikipedia domains, our TT-Net model has made a satisfactory improvement compared to FlowQA. However, our model is defeated by FlowQA in the Mid/High School exams domain (−2.7%). Table 5 gives an example of Mid/High School exams domain dataset and the explanation is that considering the necessity of examining the students' ability of understanding, the words in the questions will be set more concisely, which increases the difficulty of extracting topic transfer features.
2) ABLATION ANALYSIS
The ablation studies on TT-Net model are conducted and the results are displayed in Table 6 . The results show that removing the first or second TT-Block can reduce the F1 score on development set by 1.34%, and removing the third TT-Block will reduce the F1 score by 2.29%, indicating that the third TT-Block is more important than the first or second one. However, when we remove all TT-Blocks and just use BiLSTM layer to replace our TT-blocks, the performance of our model drops a lot, which demonstrates that our proposed TT-Block does contribute significantly to the model performance (i.e., improves F1 score by 5.62%). We also analyze the impact to the performance when explicitly adding the answer history to the current turn. We can see that the impact on our model's performance is not significant when adding different numbers of answer histories (Fluctuating from −0.25% to −0.53% for F1 score difference value).
3) TT-BLOCK PARAMETERS ANALYSIS
The influence brought by different parameters in our TT-Block is also analyzed, whose results are shown in Figure 3 . The dilation factor here is the number of level of dilated causal convolution layer, which can be considered as how far the network can ''observe and memorize'', the filter size is the dilated causal convolution's filter size, which can be considered as the range that the model can ''focus''.
As shown in Figure 3 , with the increase of the filter size the performance of our model declines gradually under the same dilation factor, which indicates that the topic transfer features can be better captured when using a much more fine-grained filter size (i.e. a small history window). Moreover, when the dilation factor is set to 5, the model achieves the best F1 score under the same filter size. As we known from Table 2 , every passage has average 15 turns of questions so that the model is able to ''observe and memorize'' the dialog precisely when the dilation factor is 5 without wasting any resources that we call ''scope'', because 2 (5−1) = 16. However, the ''scope'' of the model is becoming too short or too broad when the dilation factor is set to 4 or 6, because 2 (4−1) = 8 and 2 (6−1) = 32.
4) CHALLENGE BERT-BASE MODEL
Finally, we try to challenge the BERT-base models, SDNet [24] and GraphFlow [25] , which have already been published paper in the leaderboard. SDNet model implements inference through encoding the history-of-words between Table 7 , and the comparison results of three models in overall F1 scores are displayed in Table 8 , since the authors do not open source the related code for their GraphFlow model yet, the experimental results published in their paper are used by us and compared with our model. As we can see in Table 7 and 8, though the overall F1 score of SDNet (single model) outperforms our model by 0.8%, our model outperforms SDNet in children's story domain by 1.8%. Besides, our model's performances in the other three domains are close to the SDNet's except Mid-High School exam domain. TT-Net is also compared with SDNet model which is without BERT or is with BERT-base only in Table 7 . As shown in Table 7 , if SDNet model removes BERT or just adopts BERT-base, the model's performance will be far from our model's performance (Except the performance in Mid-High School exam domain when using BERT-base). GraphFlow is similar to SDNet, the model's performance drops a lot if the BERT is removed.
As described in Section II-B, BERT which is just based on the ''Spurious Statistical Cues'' in the dataset is not good at improving the ability of inference of the model. The experi-mental results in Table 7 and 8 indicate that leveraging our TT-Block is better than encoding the history-of-words in SDNet or using graph flow in GraphFlow from the perspective of improving the inference ability.
From the above, compared to the BERT-based models, SDNet and GraphFlow, our non-BERT model, TT-Net is an advanced model in improving the ability of model's inference.
5) CASE STUDY
In order to analyze our model's effect on answer predicting based on our topic transfer mechanism, a visual To summarize, our TT-Net model does improve model's performance to some extent through the topic transfer features compared to FlowQA and other baseline models.
V. CONCLUSION
In this paper, a novel deep neural network model, TT-Net, is proposed for conversational reading comprehension, which is able to capture topic transfer features in the conversation history by temporal convolutional network. Although it is the first attempt to leverage TCN structure to solve conversation reading comprehension tasks, our proposed model shows pretty good performance in the CoQA dataset and performs better than several baseline models including the strong model FlowQA.
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