This study reports an emerging application of Semantic Web technologies. The Semantic Web has emerged from Knowledge Engineering and Intelligent Agents, and has been primarily aimed at improved Web Search and Web Services. This study has applied this technology to solve important problems in a CORBA-based Pervasive Computing Infrastructure.
Introduction
Pervasive (or Ubiquitous) Computing Environments are physical environments saturated with computing and communication, yet gracefully integrated with human users (Lyytinen and Yoo 2002) . These environments advocate the construction of massively distributed computing systems that feature a large number of autonomous entities (or agents). These entities could be devices, applications, services, databases or users. Various types of middleware (based on CORBA, Java RMI, SOAP, etc.) have been developed that enable communication between different entities. However, existing middleware have no facilities to ensure semantic interoperability between the different entities. Since different entities are autonomous, it is infeasible to expect all of them to attach the same semantics to different concepts on their own. In order to enable semantic interoperability between different entities, we apply AI methods of the emerging Semantic Web (Berners-Lee, Hendler, and Lassila 2001; W3C 2003) .
The so-called "Semantic Web" is a set of emerging technologies mostly adopted from earlier work on Knowledge Engineering and Intelligent Agents (BernersLee, Hendler, andLassila 2001; W3C 2003) . The essence of the Semantic Web is a set of technology-independent, open standards for the exchange of descriptions of entities and relationships (Fensel 2001; Fensel et al. 2001; Hendler 2001; Maedche and Staab 2001; McIlraith, Son, and Zeng 2001; Noy et al. 2001 ). This includes XML-based languages and formal models for Knowledge Bases. While the "Semantic Web" was designed to enhance Web search and agents, we show that it is well suited to some of the requirements of Pervasive Computing Environments.
We have incorporated the use of ontologies in our prototype pervasive computing environment, GAIA (Roman et al. 2002) . We have defined ontologies, written in DAML+OIL, describing various parts of the GAIA environment. An Ontology Server manages a composite ontology that describes the entities of the system and performs operations on the ontologies. The ontologies are loaded into a Knowledge Base (KB), built on the FaCT Server (Horrocks 1998) . The FaCT Server implements automated reasoning algorithms to prove the KB is consistent and to answer logical queries.
Ontologies are used for describing various concepts in the GAIA Pervasive Computing Environment. We have developed ontologies that describe the different kinds of entities and their properties. These ontologies define different kinds of applications, services, devices, users, data sources and other entities. They also describe various relations between the different entities and establish axioms on the properties of these entities that must always be satisfied.
Furthermore, we have an ontology that describes the different types of contextual information in GAIA. Context plays a huge role in pervasive environments -applications in pervasive and mobile environments need to be contextaware so that they can adapt themselves to rapidly changing situations. Applications in pervasive environments use different kinds of contexts (such as location of people, activities of individuals or groups, weather information, etc.).
The ontologies that describe the pervasive environment greatly help in the smooth operation of the environment. Some of the ways in which we use ontologies in our pervasive environment are:
• Checking to see if the descriptions of different entities are consistent with the axioms defined in the ontology. This also helps ensuring that certain security and safety constraints are met by the environment • Enabling semantic discovery of entities • Allowing users to gain a better understanding of the environment and how different pieces relate to each other • Allowing both humans and automated agents to perform searches on different components easily • Allowing both humans and automated agents to interact with different entities easily (say, by sending them various commands) • Allowing both humans and automated agents to specify rules for context-sensitive behavior of different entities easily • Enabling new entities (which follow different ontologies) to interact with the system easily. Providing ways for ontology interoperability also allows different pervasive environments to interact with one another.
In the following sections, we describe how ontologies are used within our Pervasive Computing Environment, GAIA. We first introduce GAIA; we then describe how the Ontology Server fits into the GAIA framework. We then describe the kinds of ontologies that have been developed and how they are used within GAIA. Finally, we evaluate our approach and end the paper with some concluding remarks.
GAIA: A Pervasive Computing Environment
GAIA is an infrastructure for Smart Spaces, which are pervasive computing environments that encompass physical spaces (Roman et al. 2002) . GAIA converts physical spaces and the devices they contain into a programmable computing system. It offers services to manage and program a Space and its associated state. GAIA is similar to traditional operating systems in that it manages the tasks common to all applications built for physical spaces. Each Space is self-contained, but may interact with other Spaces. GAIA provides core services, including events, entity presence (devices, users and services), discovery and naming. By specifying well-defined interfaces to services, applications may be built in a generic way so that they are able to run in arbitrary active Spaces. The core services are started through a bootstrap protocol that starts the GAIA infrastructure. GAIA uses CORBA to enable distributed entities to communicate with one another. GAIA has served as our test-bed for the use of ontologies in ubiquitous computing environments.
An Experimental Ontology Server Integrated into a Pervasive Computing Environment
We have integrated the use of ontologies in our smart Spaces framework, GAIA. All the ontologies in GAIA are maintained by an Ontology Server (McGrath 2003) . Other entities in GAIA contact the Ontology Server to get descriptions of entities in the environment, metainformation about context or definitions of various terms used in GAIA. It is also possible to support semantic queries (for instance, classification of individuals or subsumption of concepts). Such semantic queries are resolved using the FaCT reasoning engine (Horrocks 1998) .
One of the key benefits in using ontologies is that it aids interaction between users and the environment since it concisely describes the properties of the environment. With that aim in mind, we have developed an Ontology Explorer, which is a graphical user interface that allows users to browse and search the ontologies in the Space. The Ontology Explorer also allows users to interact with other entities in the Space through it. The interaction with other entities is governed by their properties as defined in the ontology.
The Ontology Server
The Ontology Server is a CORBA service maintains a single, cumulative "current ontology" for a Space. Each Space has one Ontology Server running in it. The Ontology Server implements algorithms to load and validate ontologies from DAML+OIL XML files, compose ontologies into a combined system ontology, and serve logical queries to a Knowledge Base (KB) representing the dynamically composed ontology (McGrath 2003) .
The Ontology Server interface uses DAML+OIL XML documents to define ontologies and individual objects (as well-formed fragments of ontologies). It uses the FaCT reasoning engine through its CORBA interface (Bechhofer, Horrocks, and Tessaris 1999; Horrocks 1998 The Ontology Server only has information about classes and attributes of entities. Information about actual instances of entities and the current context of the Space are managed by other components of GAIA, so it is not necessary to put this information in the KB. GAIA has a service called the Space Repository which maintains information about the entities in the Space at any time. Each entity has an XML description which is written in accordance to the metainformation about the entity as described in the ontology. The Space Repository maintains the descriptions of all entities that are currently in the Space. More details about the Space Repository can be found in (Roman et al. 2002) . Instances of context information are distributed among different sensors and other entities that use context information.
Integration into the GAIA Framework
The Ontology Server has been integrated into the GAIA framework. Figure 1 shows the interaction of the Ontology Server, GAIA entities, and the Ontology Explorer. Other entities in the environment can query the Ontology Server to get descriptions and properties of classes. The Ontology Explorer supports queries like getting properties of other entities, definitions of terms and descriptions of different types of contextual information. Since the Ontology Server is a CORBA Object, it is easy for other CORBA-Based entities to get a reference to it from the CORBA Naming Service and then interact with it.
The Ontology Explorer GUI allows searching the ontology and interacting with different entities in the environment with the help of the ontology. It can perform a keyword based search on all the classes and properties in the ontology. The user can then browse the results returnedhe can get documentation about the classes returned, get properties of the class, etc. He can also get instances of the class. This is done by contacting the repository that maintains information about the instances of the class of entities.
Kinds of Ontologies in Gaia
We use ontologies to describe various parts of our pervasive environment, GAIA. In particular, we have ontologies that have meta-data about the different kinds of entities in our environment. We also have ontologies to describe the different kinds of contextual information in our environment.
Ontologies for different entities
Pervasive computing environments have a large number of different types of entities. There are different kinds of devices ranging from small wearable devices and handhelds to large wall displays and powerful servers. There are many services that help in the functioning of the environment. These services include Lookup Services, Authentication and Access Control services, Event Services, etc. There are different kinds of applications like music players, PowerPoint viewers, drawing applications, etc. Finally, there are the users of the environment who have different roles (student, administrator, etc.). Ontologies provide a nice way of having a taxonomy of the different kinds of entities. We have developed ontologies that define the different kinds of entities, provide meta-data about them and describe how they relate to each other. These ontologies are written in DAML+OIL.
Some of the classes in our ontology that describe entities (along with a brief description of them) are shown in New kinds of entities can be added to the environment at any time. The Ontology Server allows adding new classes and properties to the existing ontologies at any time. For this, a new ontology describing the new entities is first developed. This new ontology is then added to the shared ontology using bridge concepts that relate classes and properties in the new ontology to existing classes and properties in the shared ontology. These bridge concepts are typically subsumption relations that define the new entity to be a subclass of an existing class of entities. For example, if a new kind of fingerprint recognizer is added to the system, the bridge concept may state that it is a subclass of "AuthenticationDevices".
Ontologies for context information
GAIA has a context infrastructure that enables applications obtain and use different kinds of contexts. This infrastructure consists of sensors that sense various contexts, reasoners that infer new context information from sensed data and applications that make use of context to adapt the way they behave. We use ontologies to describe context information. This ensures that the different entities that use context have the same semantic understanding of contextual information.
The use of ontology to describe context information is useful for checking the validity of context information. It also makes it easier to specify the behavior of contextaware applications since we know the types of contexts that are available and their structure.
There are different types of contexts that can be used by applications. These include physical contexts (like location, time), environmental contexts (weather, light and sound levels), informational contexts (stock quotes, sports scores), personal contexts (health, mood, schedule, activity), social contexts (group activity, social relationships, whom one is in a room with), application contexts (email, websites visited) and system contexts (network traffic, status of printers).
We represent contexts as predicates. We follow a convention where the name of the predicate is the type of context that is being described (like location, temperature or time).
The structure of the context predicate depends on the type of context. This structure is defined in the ontology. For example, location context information must have three fields -a subject that is a person or object, a preposition or a verb like "entering," "leaving," or "in" and a location like a room or a city. For instance, Location ( Chris , entering , room 3231) is a valid location context. Each type of context corresponds to a class in the ontology. The fields of the context are defined as restrictions on this class. Other example context predicates are:
1. Temperature ( room 3231 , "=" , 98 F) 2. Sister( venus , serena) 3. StockQuote( msft , ">" , $60) 4. PrinterStatus( srgalw1 printer queue , is , empty) 5. Time( New York , "<" , 12:00 01/01/01)
Use of Ontologies in GAIA
The ontologies that describe entities and context information are used to enable different parts of the pervasive environment interact with each other easily. In this section, we describe some of the ways in which ontologies are used in our pervasive environment, GAIA.
Configuration Management
A key advantage of using ontologies for describing entities and contextual information is that we can determine whether these descriptions are valid with respect to the axioms defined by the ontology. When a new entity is introduced into the system, its description can be checked against the existing ontology to see whether it is satisfiable. If the description is not consistent with the concepts described in the ontology, then either the description is faulty (in which case the owner of the entity/context has to develop a correct description of the entity/context), or there are safety or security issues with the new entity or context. For example, the ontology may dictate that the power of a bulb in the environment should have a value between 20 and 50 Watt. In that case, if somebody tries to install a new 100 Watt bulb, then the description of the new bulb would be inconsistent with the ontology and a safety warning may be generated.
When a new entity is first introduced into the environment, its description in DAML+OIL (or in any other format) is sent to the Ontology Server to make sure that the description of this instance is not inconsistent with the definition of the class of the entity and other axioms that are laid out in the ontologies. If there is a logical inconsistency, then the developer of that entity is required to revise the description of the entity (or change the properties of the entity) to ensure that it does meet the constraints defined in the ontologies. The operation of checking the logical consistency of the description of an entity is computationally intensive; and hence is performed only the first time the entity is introduced into the environment (or whenever the description of the entity changes). It is not performed every time the Space is bootstrapped.
Formal ontologies also increase the capability to use descriptions from different, autonomous sources. The DAML+OIL ontologies can be published, to enable autonomous developers and service providers to describe their products with the correct vocabulary. Conversely, autonomous entities can specify the correct formal vocabulary to be used to interpret their descriptions by referring to the relevant DAML+OIL ontology. These actions require more than the URL: the formal semantics defined for DAML+OIL ensures that ontologies from different sources can be used together.
Defining Terms
One of main uses of ontologies in a ubiquitous computing environment is that it allows us to define all the terms that can be used in the environment. Ontologies allow us to attach precise semantics to various terms and clearly define the relationships between different terms. It, thus, prevents semantic ambiguities where different entities in the environment have different ideas of what a particular term means. Different entities in the environment can refer to the ontology to get a definition of a term, in case they are not sure.
For example, we have defined the term "meeting" as a subclass of "GroupActivity". A meeting is defined to have a location, a time, an agenda (optional) and a set of participants. It has a human-understandable comment that goes as follows "A meeting is an activity that is performed by a group of people. A meeting involves different people coming together at a particular time or place with a common purpose in mind". Thus, both humans and automated entities in the environment can get a clear understanding of the term "meeting" by looking it up in the ontology.
Semantic Discovery and Matchmaking
A ubiquitous system is an open system, in which the components are heterogeneous and autonomous. Before entities can compose and collaborate to deliver services, they must discover each other. Conventional object registries provide a limited capability for object discovery, and so-called discovery protocols (such as Salutation (Pascoe 1999) or JINI (Edwards 1999) ), support limited ability to spontaneously discover entities on a network. For a ubicomp system, these protocols must be enhanced to provide semantic discovery (McGrath 2000) : it must be possible to discover all and only the "relevant" entities, without knowing in advance what will be relevant. This process has also been termed "matchmaking" (Trastour, Batolini, and Conzalez-Castillo 2001) .
One of the main issues with traditional discovery services is that in a massively distributed environment with a large number of autonomous entities, it is unrealistic to expect advertisements and requests to be equivalent, or even that there exists a service that fulfills exactly the needs of the requester. Advertisers and requesters could have very different perspectives and knowledge about the same service. Semantic discovery aims to bridge this semantic gap between advertisers and requesters. A service that tries to provide semantic discovery would use it's knowledge of the environment and its semantic understanding of the advertisement and the request to recognize that the two are related, even if they, say, use different terms or different concepts.
DAML+OIL is based on description logics, that supports some of the operations required for semantic discovery like classification and subsumption. DAML+OIL also allows the definition of relations between concepts. DAML-S is a language that is specifically meant for service description. It can be used to semantically match advertisements and requests.
In our system, matchmaking is performed by the Ontology Server. It translates requests into logical queries to the FaCT reasoning engine (which supports subsumption and classification queries). The results are then returned.
Better User Interfaces
An important part of pervasive computing environments are the humans in the environment. These environments automate several tasks and proactively perform various actions to make life easier for the humans. Ontologies can be used to make better user interfaces and allow these environments to interact with humans in a more intelligent way. Very often users, especially novice users, do not know what various terms used in interfaces mean or how different parts of the system are related to each other. The problem is especially acute in pervasive environments with its myriad devices, applications and services. It is very easy for users to get lost in these environments especially if they do not have a clear model of how the system works. Ontologies can be used to alleviate this problem. Ontologies describe different parts of the system, the various terms used and how various parts interact with each other. All classes and properties in the ontology also have documentation that describe them in greater detail in userunderstandable language. Users can thus browse or search the ontology to better understand the system. Ontologies enable semantic interoperability between users and the system.
We have developed a GUI called the Ontology Explorer that allows users to browse the ontology describing the environment. A user can search for different classes in the ontology. He can then browse the results -for example, he can get documentation about the classes returned, get properties of the class, etc. He can also get instances of the class. For example, if the user searches using the string "MP3", he gets all classes in the Ontology that deals with "MP3" -this includes an MP3 Server, MP3 Files, MP3 Attributes, etc. He can then get more details about the classes. He can get instances of MP3 Files and interact with the MP3 Server.
We also use ontologies to let users send correct search queries to different entities. Entities that support searches have their schemas described in the ontology. The ontology also specifies which fields in the query are required to be filled and which are optional. Thus any other entity can browse the ontology to learn the schema and query formats supported by the searchable component. They can then frame their query and get the results. The Ontology Explorer also generates graphical search interfaces based on the schema which humans can use to enter queries. This greatly speeds development time, since each entity that allows searches need not have a separate GUI for users to send it queries. Instead, all they have to do is to specify their schema in an ontology -the schema is then used to automatically generate the interface.
The same idea is used to let users interact with different entities in a more general way, i.e. by sending the entities different commands. Different components allow different types of actions to be performed on them. For example, a music player allows different commands to be sent to itstart, stop, pause, change volume, etc. In our framework, entities specify the commands they support and the parameters of these commands in an ontology. Thus, other entities can learn what commands can be sent to a particular component and can thus easily interact with this component. As in the case of search, the Ontology Explorer generates graphical interfaces where users can specify commands to be sent to a particular component.
The description of the properties of different classes of entities thus allows users to interact with them more easily by performing searches on them or sending them various commands. This has proved to be one of the major advantages to using ontologies in a pervasive computing environment since it helps simplify the user's interaction with such complex systems.
Context Sensitive Behavior
A key feature of applications in pervasive computing environments is that they are context-aware, i.e. they are able to obtain the current context and adapt their behavior to different situations. For example, a music player application in a smart room may automatically play a different song depending on who is in the room and it may decide the volume of the song depending on the time of day. Gaia allows application developers to specify different behaviors of their applications for different contexts. We use ontologies to make it easier for developers to specify context-sensitive behavior. In order to write such a rule, an application developer must know the different kinds of contexts available as well as possible actions that can be taken by the application. We have ontologies that describe the different kinds of context information -location, time, temperature, activities of people, etc. We also have ontologies that describe different applications and what commands can be sent to them. These ontologies greatly simplify the task of writing rules. We have developed a tool that uses these ontologies to allow a developer to write rules easily. The tool allows him to construct conditions out of the various possible types of contexts available. It then allows him to choose the action to be performed at these contexts from the list of possible commands that can be sent to this application as described in the ontology. Developers can, thus, very quickly, impart context-sensitive behavior to applications.
Smoother Interaction between Entities
Just as ontologies have been used to enable better interaction between users and entities, they have also been used to enable smoother interaction between different entities in the environment. Since all terms are defined in the ontology, there is not much chance of semantic misunderstanding when two different entities talk to one another. Entities also describe their search schemas and the commands they support in the ontology. This allows other entities to interact with them easily. We are also planning on encoding different types of interaction mechanisms (like automated negotiation or discovery mechanisms) in the ontology. This would allow different entities to know exactly how to interact with one another. It would also allow new entities that enter the environment to interact with existing entities easily.
Evaluation and Discussion
In other work, the technology described in this report was applied to the standard CORBA Trading Service to enhance the service with the advantages of a Knowledge Base (KB) (McGrath 2003) . The same idea can be applied to other CORBA registries, and other systems, such as JINI (Edwards 1999) or .NET (Hoffman et al. 2001 ). For example, Chakraborty et al. report an augmented JINI registry, Dreggie, which is similar to our approach (Chakraborty et al. 2001) .
A lot of work has been done in the area of context-aware computing in the past few years. However, not much effort has been spent in developing ontologies for context information. Seminal work has been done by Anind Dey, et al. in defining context-aware computing, identifying what kind of support was required for building context aware applications and developing an infrastructure that enabled rapid prototyping of context-aware applications . While the Context Toolkit does provide a starting point for applications to make use of contextual information, it does not provide much help in organizing the wide range of possible contexts in some structured format. It also doesn't provide ways of defining the different kinds of contexts available to applications.
Ontologies have been used in Multi-Agent Systems. MyCampus (Sadeh et al. 2002) , which is an agent-based environment for context-aware mobile services uses ontologies for describing contextual attributes, user preferences and web services, making it easy to accomodate new task-specific agents and web services. It, however, does not make use of reasoning mechanisms to ensure logical consistency of the ontologies.
Several research projects have similar goals to our work, though they are not in the area of pervasive computing. Rcal (Payne, Singh, and Sycara 2002 ) is a Distributed Meeting Scheduling software that negotiates meeting times based on user's availability and preferences. RCal can reason about schedules published on semantic web (written in RDF, based on some ontology) and automatically incorporate them in user's schedules. The RETSINA MultiAgent System Infrastructure (Sycara et al. 2001 ) uses ontologies based on WordNet to enable mappings between similar words or synonyms. This allows agents to communicate with each other more effectively. Tamma, et al. (Tamma, Wooldridge, and Dickinson 2002) describes the use of ontologies to enable automated negotiation between agents. The ontologies used describe various terms used in the negotiation process.
In this study, ontologies written in DAML+OIL have proven to be quite useful, especially in combination with a programming interface. However, it seems clear that the DAML and the Description Logic underlying DAML are necessary but not sufficient for some requirements of ubiquitous computing applications. . Description Logics (DL) are not well suited for some critical aspects of ubiquitous computing. DL does not deal with quantitative concepts; including order, quantity, time, or rates. Unfortunately, this kind of reasoning is essential to certain aspects of ubiquitous computing, including, for instance, Quality of Service management, resource scheduling, and location tracking. Future research should seek to extend DAML+OIL with additional logical models from spatial and temporal logic, geometry, and so on.
This study did not consider security, privacy, or access control. Indeed, the Semantic Web as a whole is largely conceived as a completely open system, in which everything is published for everyone to see. It is far from clear how any sort of access control could or should be applied, e.g., to the information in an ontology or a KB.
Reasoning engines and KBs typically do not and cannot enforce any security policies, and the DAML language has no facility to limit visibility other than protecting the file that contains the XML (i.e., at the level of granularity of the URL). This topic must be addressed in future research.
Conclusion
This study has applied AI methods in the emerging field of pervasive computing. The initial experience has shown ontologies expressed in DAML+OIL augment services in the pervasive computing environment. There are many applications of this technology that have not yet been tried. Description Logics are not sufficient for all the concepts that must be modeled in a pervasive computing environment. Temporal logic and other automated reasoning will be needed, with standard XML languages and interfaces.
