Abstract Importance sampling is a widely used technique to reduce the variance of a Monte Carlo estimator by an appropriate change of measure. In this work, we study importance sampling in the framework of diffusion process and consider a change of measure which is realized by adding a control force to the original dynamics. For certain exponential type expectation, the corresponding control force of the optimal change of measure leads to a zero-variance estimator and is related to the solution of a Hamilton-Jacobi-Bellmann equation. We prove that for a certain class of multiscale diffusions, the control force obtained from the limiting dynamics is asymptotically optimal, and we provide an error bound for the importance sampling estimators under such suboptimal controls. We also discuss two other situations in which one can approximate the optimal control force by solving simplified dynamics. We demonstrate our approximation strategy with several numerical examples and discuss its application to large-scale systems, e.g. from molecular dynamics or material science.
Introduction
Monte Carlo (MC) methods are powerful tools to solve high-dimensional problems that are not amenable to grid-based numerical schemes [32] . Despite their quite long history since the invention of the computer, the development of the MC method and applications thereof are a field of active research. Variants of the standard Monte Carlo method include Metropolis MC [21, 6] , Hybrid MC [13, 39] , Sequential MC [33, 12] , to mention just a few.
A key issue for many MC methods is variance reduction to improve the convergence of the corresponding MC estimators. Although all unbiased MC estimators share the same O(N decay of their variances with the sample size N , the prefactor matters a lot for the performance of the MC method. Therefore variance reduction techniques (see, e.g., [2] ) seek to decrease the constant prefactor and thus to increase the accuracy and efficiency of the estimators.
In this paper, we focus on the importance sampling method for variance reduction. The basic idea is to generate samples from an alternative probability distribution (rather than sampling from the original probability distribution), so that the "important" regions in state space are more frequently sampled. To give an example, consider a real-valued random variable X on some probability space (Ω, A, P) and the calculation of a probability P(X ∈ B) = E(χ B (X)) of an event {ω ∈ Ω : X(ω) ∈ B} that is rare. When the set B is rarely hit by the random variable X, it may be a good idea to draw samples from another probability distribution, say, Q so that the event {X ∈ B} has larger probability under Q. An unbiased estimator of P(X ∈ B) can then be based on the appropriately reweighted expectation under Q, i.e., E(χ B (X)) = E Q (χ B (X)Ψ ) , with Ψ (ω) = (dP/dQ)(ω) being the Radon-Nikodym derivative of P with respect to Q. The difficulty now lies in a clever choice of Q, because not every probability measure Q that puts more weight on the "important" region B leads to a variance reduction of the corresponding estimator. Especially in cases when the two probability distributions are too different from each other so that the Radon-Nikodym derivative Ψ (or likelihood ratio) becomes almost degenerate, the variance typically grows and one is better off with the plain vanilla MC estimator that is based on drawing samples from the original distribution P. Importance sampling thus deals with clever choices of Q that enhance the sampling of events like {X ∈ B} while mimicking the behaviour of the original distribution in the relevant regions (e.g. in the tails). Often such a choice can be based on large deviations asymptotics that provides estimates for the probability of the event {X ∈ B} as a function of a smallness parameter; see, e.g., [5, 19, 3, 15, 14, 43] .
Here we focus on the path sampling problem for diffusion processes. Specifically, given a diffusion process (X t ) t≥0 governed by a stochastic differential equation (SDE), our aim is to compute the expectation of some functional of X t with respect to the underlying probability measure P generated by the Brownian motion. In this setting, we want to apply importance sampling and draw samples (i.e. trajectories) from a modified SDE to which a control force has been added that drives the dynamics to the important state space regions. The control force generates a new probability measure on the space of continuous functions (i.e. on the space of trajectories (X t ) t≥0 ), and estimating the expectation of the path functional with respect to the original probability measure by sampling from the controlled SDE is possible if the trajectories are reweighted according to the Cameron-Martin-Girsanov formula [34] . We confine ourselves to certain exponential path functionals which will be explicitly given below. For this type of path functionals, an optimal change of measure exists that admits importance sampling estimator with zero variance. Furthermore, the path sampling problem admits a dual formulation in terms of a stochastic optimal control problem, in which case finding the optimal change of measure is equivalent to solving the Hamilton-Jacobi-Bellmann (HJB) equation associated with the stochastic control problem. See the recent article [44] for a discussion of the underlying optimal control problem in the context of cross-entropy minimization. We would also like to point out that this type of path functionals and their expectation values are important when studying the dynamical phase transitions of various physical dynamical systems, see [24, 22] and the reference therein.
Suboptimal importance sampling. While generally it is impractical to find the optimal control force by solving an optimal control problem, especially for high-dimensional systems or systems with vastly different time scales, there is some hope that it is possible to find computable approximations to the optimal control problem that yield importance sampling estimators that are sufficiently accurate in that they have small variance. The main purpose of this paper is to show that such approximations naturally pop up in the context of diffusions with singular perturbations and to analyze this situation. To this end, we first study the estimator's variance when a general control force is applied and demonstrate that the closer the control force is to the optimal one, the smaller the variance is. This indicates that designing good, but suboptimal estimators can be based on approximating the underlying HJB equation. For the specific case of multiscale diffusions with slow and fast degrees of freedom, we study the time-scale separation limit in the original HJB equation. It turns out that the limiting equation corresponds to an HJB equation that is associated with a limiting dynamics, which can be obtained by disregarding the control. Our main result is that, under certain assumptions, the control force constructed from the limiting equation is asymptotically optimal in the time-scale separation limit. From a numerical point of view, we also discuss two other situations, in which the approximate control forces can be obtained by solving a simpler equation (cf. [40] ).
Here we want to emphasize the necessity of the importance sampling step, even though the solution to the limiting HJB equation provides-by duality-the asymptotically exact expectation value that we want to compute. Firstly, it is difficult to verify whether the expectation value that could be obtained from the original HJB equation is close to its asymptotic limit. Secondly, even if it is, it is difficult to quantify the error between the true expectation value and its asymptotic limit by solving the asymptotic equation alone. Moreover, the importance sampling step provides us reliable results and has good performance even when the system is not in the limiting regime (see numerical results and discussions in Section 4). Last but not least, we emphasize that the asymptotic equations can be solved on a much coarser grid and thus the computation of the control forces is numerically relatively cheap.
Related work. Our work is inspired by the related works [14, 43] . In [14] , the authors considered multiscale diffusions with a specific form, and the corresponding control force were found by studying viscosity subsolutions of HJB equation for the rate function of an underlying large deviations principle in the limit of vanishing noise. Also see [40, 42, 41] for continuation studies of various types of problems by large deviation approach. On the other hand, in the closely related approach [43] , the authors propose to compute the approximate control force by solving a deterministic optimal control problem that is associated with the small noise limit of the diffusion and gives estimators that are asymptotically efficient, however, multiscale aspects are not an issue there. In [43] , the authors also discuss the various notions of asymptotic optimality. Compared to the aforementioned works, our idea based on suboptimal approximations is simpler in that it does neither require to be in the large deviations regime or to solve for viscosity (sub)solutions of the underlying HJB equation in the full-dimensional space. As a consequence it is easier to implement numerically, especially in high dimensions; cf. [44] . We remark that the asymptotic optimality proof by itself may have independent value for the study of singularly perturbed Fokker-Planck equations.
Organization of the article. This paper is organized as follows. In Section 2, we briefly introduce the importance sampling method in the diffusion framework and discuss the variance of Monte Carlo estimators corresponding to a general control force. Section 3 states the key assumptions and our main result: a bound of the relative error based on suboptimal controls for the case of multiscale diffusions; the result is proved in Section 5, but we provide some heuristic arguments based on formal asymptotic expansions already in Section 3; possible generalizations of the approach for the case of small noise diffusions are discussed in Subsection 3.3. Section 4 records various numerical examples that demonstrate the performance of the different approximation strategies. Appendix A and B contain technical results that are used in the proof.
Importance sampling of diffusions
We consider the conditional expectation [14, 43] 
on fixed time interval [t, T ], where β > 0, h : R n → R + , and z s ∈ R n satisfies the dynamics
Wiener process. It is known that the SDE (2.2) induces a probability measure P over the path ensembles z s , t ≤ s ≤ T starting from z. To apply the importance sampling method, we introduce
where u s will be referred to as the control force. Then it follows from Girsanov theorem [34] thatw s is a standard Wiener process under probability measureP, where the Radon-Nikodym derivative is dP dP
In the following, we will omit the conditioning on the initial value at time t . LetĒ denote the expectation underP, then we have
with variance
Moreover, underP, we have
Now consider the calculation of (2.5) by a Monte Carlo sampling in path space, and suppose that N independent trajectories {z u,i s , t ≤ s ≤ T } of (2.7) have been generated where i = 1, 2, · · · , N . An unbiased estimator of (2.1) is now given by
whose variance is
Notice that Z t = 1 when u s ≡ 0, and we recover the standard Monte Carlo method. In order to quantify the efficiency of the Monte Carlo method, we introduce the relative relative error
The advantage of introducing the control force u s is that we may choose u s to decrease the variance of the estimator (2.8). From (2.6) and (2.9) we conclude that minimizing the variance of the new estimator and hence the relative error is equivalent to choosing u s such that
is as close as possible to I 2 .
2.1 Dual optimal control problem and variance estimate.
To proceed, we make use of the following duality relation [7, 11] :
We call the unique controlû s , at which the infimum on the right-hand side (RHS) of (2.12) is attained the optimal control force. Accordingly we defineŵ s ,Ẑ t ,P to be the respective quantities (2.3) and (2.4) with u s replaced byû s , and we callẑ s =ẑû s the solution of (2.7) with control forceû s . Using Jensen's inequality one can show that (2.12) implies
Combining the last equation with (2.9) it follows that the change of measure induced byû s is optimal in the sense that the variance of the importance sampling estimator (2.8) vanishes.
It is helpful to note that the RHS of (2.12) has an interpration as the value function of a stochastic control problem:
From dynamic programming principle, we know U (t, z) satisfies the following Hamilton-JacobiBellman or dynamic programming equation:
which implies that the optimal control forceû s is of feedback form and satisfieŝ
Now we estimate (2.11) and thus the variance (2.6) for a general u s . To this end we suppose that the probability measuresP andP are mutually equivalent. Then, using (2.13), we can conclude that
and thereforē 18) where by Girsanov's formula (2.4), we have
In order to simplify (2.18), we follow [14] and introduce another control forceũ s and change the measure again. Specifically, we chooseũ s = 2û s − u s and definew t ,P,Z t as in (2.3)-(2.4), with u s being replaced byũ s . If we now letẼ denote the expectation with respect toP then, using equations (2.18) and (2.19), we obtain
Hence the last equations suggests that in order to reduce the variance, we should choose a control u that is uniformly close to the optimal controlû. In Section 3, we shall discuss several situations when such a uniformly close, suboptimal control force can be constructed based on simplifications of the original dynamics.
Relative sampling error. Before closing this section, we define the relative error ρ s (I) for the sample variance which will be used in the numerical examples in Section 4. Note that both Var s I and ρ s (I) depend on the control u, but the dependence is omitted to simplify the notations.
3 Importance sampling of multiscale diffusions
Our main result in this paper concerns multiscale dynamics. Specifically, we consider the case when the state variable z ∈ R n can be split into a slow variable x ∈ R k and a fast variable y ∈ R l , i.e. z = (x, y), k + l = n, and we assume that (2.2) is of the form
where
are smooth noise coefficients and w
s ∈ R l are independent Wiener processes. The parameter ǫ ≪ 1 describes the time-scale separation. Let x ∈ R k be given and suppose that the fast subsystem
is ergodic with unique invariant measure whose density is ρ x (y) with respect to Lebesgue measure.
(Note that ρ x should be distinguished from the relative error in (2.10) or (2.22).) Then it is well known that when ǫ → 0, under some mild conditions on the coefficients, the slow component of (3.1) converges in probability to the reduced dynamics [16, 26, 36] 
where for every x ∈ R k , we have
Further define
and consider the averaged value function
The idea of using suboptimal controls for importance sampling of multiscale systems such as (3.1) is to use the solution of the limiting control problem (3.6)-(3.7) to construct an asymptotically optimal control of the form
for the full system. Comparing (3.8) to the optimal control force (2.16), this means that we construct the control for the slow variable by using the optimal control of the reduced dynamics (3.3) and leave the fast variable uncontrolled.
Remark 1 Another variant of a suboptimal control would bê
where the x-component is the optimal control of the averaged system (3.6)-(3.7). The advantage of using (3.9) rather than (3.8) is that the fast variables do not need to be explicitly known or observable to control the system. In the following we will assume that α 1 is independent of y, in which case (3.8) and (3.9) coincide (see Assumption 3).
Main result
Our main assumptions are as follows (cf. [30] ).
Assumption 1 f, g, h, α 1 , α 2 are C 2 functions, with derivatives that are uniformly bounded by a constant C. α 1 , α 2 and h are bounded. Furthermore, there exists constant C 1 , C 2 , such that
where · denotes the Frobenius norm.
Assumption 3 α 1 and h do not depend on y.
Remark 2 1. Assumption 1 implies the coefficients are Lipschitz functions. In particular, it holds that |f (x, y)| ≤ C(1 + |x| + |y|) ∀x ∈ R k , y ∈ R l (similarly for the other coefficients).
2. For f as given by (3.4), Lemma B.4 in Appendix B implies that f is Lipschitz continuous. Unlike [30] , we do not assume that f is bounded. 3. Assumption 2 guarantees that the fast dynamics are sufficiently mixing, even when x is slowly moving. As we study the asymptotic solution of (3.1) as ǫ → 0 at fixed noise intensity, the inverse temperature β can be absorbed into the coefficients α 1 , α 2 and h. In Section 5, we will therefore assume β = 1, in which case Assumption 2 implies that
Combining this with Assumption 1, we have
The constant 3 in (3.11) is not optimal, but it will simplify matters later on.
Now we are ready to state our main result, whose proof will be given in Section 5.
Theorem 3.1 Let Assumptions 1-3 hold, and consider the importance sampling method for computing (2.1) with the dynamics (3.1) and controlû 0 as given by (3.8) . Then, for ǫ ≪ 1, the relative error (2.10) of the importance sampling estimator satisfies
where constant C > 0 is independent of ǫ.
Formal expansion by asymptotic analysis
The proof of the theorem in Section 5 is relatively long and technical, which is why we shall give a formal derivation of (3.8). The idea is to identify the suboptimal controlû 0 as the leading term of the optimal control using formal asymptotic expansions [4, 36] . To this end, let U ǫ denote the solution of (2.15), for which we seek an asymptotic expansion in powers of ǫ. Further let φ ǫ (t, x, y) = exp(−βU ǫ ). From the dual relation (2.12), we know that φ ǫ is the expectation (2.1)
we want to compute. By the Feynman-Kac formula, we have
(3.13)
Now consider the expansion φ ǫ = φ 0 + ǫφ 1 + . . . of φ ǫ in powers of ǫ. Plugging it into (3.12) and comparing different powers of ǫ, we obtain to lowest order:
By the assumption that the fast dynamics (3.2) are ergodic for every x ∈ R k with unique invariant density ρ x (y), it follows that ρ x (y) > 0 is the unique solution to the linear equation
is the formal adjoint of L 0 with respect to the standard scalar product in the space L 2 . Hence we can conclude from (3.15) that φ 0 = φ 0 (t, x) is independent of y, and integrating both sides of (3.14) against ρ x (y), we obtain a closed equation for φ 0 : 17) and h, f , α as given by (3.4) and (3.5) . Notice that L is the infinitesimal generator of the averaged dynamics (3.3). Again by the Feynman-Kac formula, the solution to (3.16) is recognized as the conditional expectation
of the averaged path functional over all realizations of the averaged dynamics (3.3) starting at
Recalling that U ǫ = −β −1 log φ ǫ , it follows that U ǫ has the expansion
Hence U 0 = −β −1 log φ 0 . Combining (3.18) and the dual relation (2.12), we conclude that U 0 satisfies (3.6). Finding the corresponding expression for the optimal control is now straightforward: Settingû s = (û 1,s ,û 2,s ) the relation (2.16) between the optimal feedback and the value function yieldsû
where all functions are evaluated at (s, xû s ) or (s, xû s , yû s ). The last equation shows that (3.8) appears to be the leading term of the optimal control force as ǫ → 0. Reiterating the argument given in Section 2, we expect (3.8) to be a reasonably good approximation of the exact control force that gives rise to sufficiently accurate importance sampling estimators of (2.1) in the asymptotic regime ǫ ≪ 1.
As for the corresponding numerical algorithm, our little derivation suggest that one possible strategy for finding good control forces for importance sampling is to first compute U 0 from (3.6) or (3.18), which corresponds to a low-dimensional stochastic optimal control problem, and then to construct the control force as in (3.8) to perform importance sampling. The numerical strategy will be discussed in Section 4, along with some details regarding the numerical implementation.
Remark 3 Another variant of the above are homogenization problems that appear in connection with diffusions that exhibit more than two time scales [36] . Although a rigorous treatment of multiscale diffusions with three or more time scales is beyond the scope of this work, we stress that the formal asymptotic argument carries over directly. As an example, we study a three-scale system in Subsection 4.2 using the formal framework and comparing it with results obtained in the related work [14] .
Possible generalizations
In this subsection, we briefly discuss the case when β ≫ 1, which corresponds to zero-temperature limit of (2.2), and discuss how suboptimal controls for importance sampling based on viscosity subsolutions of an appropriate simplified HJB equation can be obtained. The rigorous justification of the viscosity solution approach is due to Dupuis and co-workers (see [14, 40] ). We illustrate the ideas with suitable numerical examples in Section 4.
Zero temperature limit. In this subsection, we briefly discuss the case when β ≫ 1, which corresponds to zero-temperature limit of (2.2). Instead of (2.15), we consider the equation
and approximateû in (2.16) byû
It readily follows from the dynamic programming principle that U solving (3.21) is the value function of the following deterministic optimal control problem:
where the minimization is over all bounded measurable controls u and subject to (3.23).
Replacing a stochastic control problem by the corresponding deterministic control problems may sound weird, for (3.21) is typically not very well behaved, in that the solutions of (3.21) may fail to be differentiable or unique, even though the coefficients are smooth and (2.15) has a classical solution (i.e., a solution of class
. Nevertheless it may be beneficial to employ the relation (3.22) with U being a viscosity solution of (3.21): has a unique vicosity solution under fairly mild assumptions, which, more importantly, can be computed by solving a finite dimensional optimization problem using a discretization of ϕ, rather than solving a partial differential equation like (3.21) . This is exactly the idea pursued in [43] , and readers are referred to this work for examples and details on the numerical implementation.
Multiscale diffusions in the zero-temperature limit. Another generalization concerns multiscale diffusions like (3.1) at low temperature, i.e. ǫ ≪ 1 and β ≫ 1. From the dynamic programming principle and (3.6), we know that the leading term of U ǫ satisfies
where f , h, α are given in (3.4) . Pushing the idea of the small noise asymptotics a bit further, we conjecture that good approximations of the optimal control may be obtained by replacing (3.26) by its deterministic counterpart (cf. [40, 42] ):
In accordance with the previous considerations, the solutions (3.27) are associated with the low-dimensional deterministic optimal control problem:
where the minimization over all bounded measurable controls u is subject to
As before, an approximation of the optimal control forceû may be obtained from
Here, the bound of the relative error of the importance sampling estimator depends on both parameters ǫ and β. In the next section, we illustrate this situation with a numerical example.
Numerical examples
In this section, we present two numerical examples and discuss possible strategies for finding good suboptimal control forces as outlined in Section 3. We whish to keep the presentation as lucid as possible, which is why we confine ourselves to relatively simple, but illustrative one-and two-dimensional toy systems. We emphasize that our examples may violate Assumptions 1-3, and hence go beyond Theorem 3.1 in Subsection 3.1. As a consequence they indicate that our assumptions may be too tight and that generalizations are possible.
Two-dimensional diffusion with stiff potential
We consider the potential V : R 2 → R with (x, y) → V 1 (x) + V 2 (x, y) and
and the two-dimensional SDE
A similar slow-fast system has been studied in [28] . We seek to calculate the expectation
where h(x, y) = (x − 1) 2 . For every x ∈ R, the invariant measure of the fast dynamics y s in (4.2) has the density
The reduced slow dynamics then is a one-dimensional diffusion in a double well potential:
Before we proceed, it is worthy to briefly illustrate the difficulties to compute (4.3) by the standard Monte Carlo method, especially when β is large. On one hand, in path space, the exponential integrand in (4.3) is peaked around trajectories which spend a large portion of time at the minimum of h, that is located at x = 1. On the other hand, in order to get close to x = 1, trajectories starting from x 0 = −1 need to cross the energy barrier ∆V 1 of V 1 (see Fig. 1(a) ). The probability of these barrier-crossing trajectories is exponentially small in −β∆V 1 when β is large. Combining these two facts, we can see that the rare barrier crossing events play an important role when computing (4.3). Standard Monte Carlo will be inefficient in such a situation due to insufficient sampling of the rare events (cf. the discussion in Section 1).
Computation of a suboptimal estimator based on an averaged equation. Now let us consider the method outlined in Subsection 3.1. Recalling (3.16), the averaged conditional expectation φ 0 solves the linear backward evolution equation
The equation for φ 0 is one-dimensional (in space), and can be solved by standard methods: For instance, using Rothe's method, we can first discretize (4.6) in time, which yields
where φ j 0 denotes the approximation of φ 0 at time t j = j∆t, j = 0, 1, · · · , m with time step ∆t = T /m. Equation (4.8) is then further discretized in space using the structure-preserving finite volume method described in [29] . Even though Markov chain discretizations of control problems that are based on grid-based discretizations such as the the finite difference method are a popular means to solve stochastic control problems (see [27] ), we do not advocate any particular scheme here. Our choice is merely conventional and works fine when the reduced dynamics is low-dimensional. For an efficient, meshless discretizations in case of higher dimensional reduced dynamics, see, e.g., [44, 38] .
In accordance with (3.1), a candidate for the suboptimal control is now given bŷ
Plugging the last expression into (4.2) then yields the controlled dynamics
10) which will be employed to sample (4.3) using the reweighted estimator (2.8).
Performance of the suboptimal estimator for varying β. Table 1 shows some numerical results of the Monte Carlo method with the above importance sampling strategy, which should be compared to Table 2 that shows the result of standard Monte Carlo. For the weighted and unweighted estimates, the sample size was set to N = 10 4 trajectories of length T = 1 with time step ∆t ≤ 10 −7 that is chosen small enough to remove any possible discretization bias. The suboptimal control was computed by a finite difference method (4.8) on a grid of size n x . For comparison, we have computed a reference Monte-Carlo solution ("exact mean value") based on N = 10 5 independent realizations that is displayed in Table 1 in the column with label "I".
In order to quantify the efficacy of the control, we monitor the barrier crosssing events x s ≥ 0 for some 0 < s ≤ T and call R c the ratio of trajectories that cross the barrier among all the trajectories.
Looking at the results shown Tables 1 and 2 more closely, we observe that, for β = 1, both methods give acceptable mean values, while the sample variance is smaller when importance sampling is used. In the case of standard Monte Carlo, only about 0.2% of trajectories cross the barrier when β = 5, which becomes worse when β is further increased to β = 10, at which no barrier-crossing trajectories are sampled. This observation is in accordance with the fact that the probability of barrier crossing events decays like exp(−β∆V 1 ) as β → ∞. It therefore does not come as a surprise that the mean values for β = 10 are far off the exact mean value, i.e. the standard Monte Carlo method doesn't work in this case. In contrast to this, the barrier-crossing trajectories under importance sampling make up about 70% ∼ 80% of the trajectories, showing that important events are well sampled; mean values remain close to the correct value when several runs are carried out.
Performance of the suboptimal estimator for varying ǫ. Another aspect we want to address is that performance of the suboptimal importance sampling estimators even for moderate values of ǫ, i.e. away from the asymptotic regime of the multiple time scale dynamics. Table 1 shows that the exact mean value may vary drastically when ǫ varies from ǫ = 0.1 to ǫ = 0.001, which entails that it is not possible to approximate the exact mean value simply by taking the logarithm of the limiting value function or by Monte Carlo sampling of the averaged dynamics; especially when β is large, resampling of the multiscale dynamics is necessary in order to get a reliable estimate of the correct mean value. Comparing the relative errors ρ s (I) in Table 1 and Table 2 , we observe again that the importance sampling estimator is much more efficient than standard Monte Carlo for all values of ǫ ∈ {0.1, 0.01, 0.001}. In order to get a idea of how the control acts in order to enhance sampling of the rare barrier crossing event, Figure 2 shows the control force as a function of x and t for various values of β. We clearly observe that, for all values of β, the control acts against the energy barrier (blue region) where the effect is more prononounced for smaller values of t. We moreover ovserve that the force converges to a stationary profile as β = +∞ (see below). Performance of the suboptimal viscosity solution estimator. We also carry out the importance sampling method as discussed in Subsection 3.3, based on the averaged zero temperature dynamics where the limits are taken in the order ǫ → 0 and then β → ∞. Combining and the deterministic dynamics
The suboptimal control is the given bŷ
One advantage of the viscosity solution approach is that the deterministic control problem can be solved "on the fly" for any given x u t = x, e.g. using the geometric minimum action method [43] . Here we did not minimize the control functional on the fly, but precomputed the control forces in a parallelized fashion by minimization on a coarse grid of size 2000 × 1000 for (x, t). The resulting control forceû 0 is depicted in the rightmost panel of Figure 2 as a function of x and t, and the numerical results of the corresponding importance sampling method are shown in Table 3 . By comparison with Table 1 , we see that the accuracy and the efficiency is in the range of the averaged stochastic control problem, where the agreement is best when β = 5 or 10. However, more computation effort is required in order to solve (4.11) rather than (4.6). 
Motion in a multiscale potential
The following example is inspired by the works [14, 36] . We consider the one-dimensional SDE
with a periodically perturbed potential V ǫ (x) = V (x)+p(x/ǫ), where p(x) is a γ-periodic function for some γ > 0. When ǫ ≪ γ, the potential function V ǫ is the sum of a smooth potential function V and a highly oscillatory potential p(x/ǫ). The aim is to compute the conditional expectation
Setting U = −β −1 log φ and using the duality relation (2.12), we know that U is related to a stochastic optimal control problem with value function
and the dynamics
To connect the latter with the homogenization problem mentioned in Remark 3 of Subsection 3.2, we introduce the auxiliary variable y = x/ǫ, by which (4.14) turns out to be equivalent to the following singularly perturbed system of equations
Now consider the expectation
and the associated optimal control problem
with the dynamics
Notice that the same noise and the same control are applied to both variables. Thus y s = x s /ǫ for all t ≤ s ≤ T , and the dual relation U (t, x, y) = −β −1 log φ(t, x, y) holds with the identification U (t, x) = U (t, x, x/ǫ). Following the procedure of Subsection 3.1, we aim at computing the leading term of U (t, x, y) which satisfies a limiting control problem with value function
under the homogenized dynamics
where 19) h is given in (3.17), ρ(y) = ρ x (y) is the conditional invariant density of fast dynamics y s , and Φ(y) solves the cell problem L 0 Φ = p ′ , with L 0 being the infinitesimal generator of the fast dynamics y s when the slow variable x is held fixed (see [37, 35, 36] for the derivation).
Suboptimal estimator based on a homogenized equation. In our particular case, the limiting equation (4.18)-(4.19) can be explicity computed [20] . Letting φ = φ 0 + ǫφ 1 + o(ǫ), formal asymptotic expansion of (4.16) yields that φ 0 is independent of y. The second perturbation terms φ 1 (t, x, y) is γ-periodic in y and satisfies the Poisson equation
where L 0 , L 1 are second and first order differential operators given by
Here, L 0 denotes the infinitesimal generator of the fast dynamics y s that has a unique invariant measure with a density ρ(y) ∝ exp(−2βp(y)) that is independent of x. The corresponding cell problem L 0 Φ(y) = p ′ can be solved analytically:
The first order term is then given by φ 1 (t, x, y) = Φ(y)∇ x φ 0 . Calling
Then, from the duality relation (2.12), the optimal feddback control (2.16), and the perturbation expansion φ(t, x, x/ǫ) = φ 0 (t, x) + ǫφ 1 (t, x, x/ǫ) + O(ǫ 2 ), it holds that Performance of the suboptimal estimator for varying ǫ and β. For the numerical test, we set the coefficients and simulation parameters equal to
Thus p(x) is periodic with period γ = 2π. We compute φ 0 and henceû 0 as in the previous example in Section 4.1, with the homogenized generator given by
The corresponding importance sampling estimator will be based on the control forceû 0 as defined in (4.21), so that instead of running the dynamics (4.14) we generate realizations of
The numerical simulation results for β = 5.0 and 10.0 with different values of ǫ are shown in Table 4 . Here, again, n x is the mesh size used to compute φ 0 , N = 10 4 is the number of independent realizations used in standard Monte Carlo and importance sampling, and the column "I" contains the "exact mean value" based on N = 10 5 independent realizations of (4.14). As before, the discretiztion time step ∆t is chosen small enough to avoid discretization bias. The results are in agreement with the averaging case that was extensively discussed in Section 4.1: By inspecting Table 4 , we can see that, for all values of ǫ or β, importance sampling reduces the variance comparing to standard Monte Carlo. Furthermore, holding β fixed, we clearly observe that sample variance of the suboptimal importance sampling estimator decreases as ǫ goes to zero, which agrees with the results presented in [20] for the closely related optimal control problem on an indefinite time-horizon. For illustration, Figure 3 shows the non-oscillatory (homogenized) part of the control force, which drives the dynamics closer towards x = 0 where h attains its minimum.
Proof of the main result
In this section, we prove our main result, Theorem 3.1 in Section 3.1. Since β is fixed, it can be absorbed into the noise coefficients α 1 and α 2 , h, and thus we can assume β = 1 without loss of generality. Our analysis is based on the solution φ ǫ of the linear backward evolution equation (3.12) and the solution φ 0 of (3.16) where, by the Feynman-Kac formula, both φ ǫ and φ 0 can be expressed in terms of conditional expectations like (3.18).
Idea of the proof. Under Assumption 1, it is well known that both φ ǫ and φ 0 are C 1 function [10, 8, 17] and that, using the probabilistic representation (3.18), their derivatives have explicit representation formulas in terms of conditional expectations : (That is, the derivatives can be pulled inside the expectation, see [1, 8, 9] ). Here, we have used that, by Assumption 3, the running cost h depends only on x, and that x s , y s and x s satisfy (3.1) and (3.3). Moreover, we have employed the shorthand E x,y to denote the expectation conditioned on x t = x, y t = y and similarly for E x .
The partial derivatives x s,xi ∈ R k , y s,xi ∈ R l in (5.1) satisfy
Notice that the above dynamics also hold when α 1 depends on both x, y, so terms involving ∇ y α 1 are kept there). The above formulas (5.1)-(5.3) will allow us to compare the dynamics x s , y s , x s , the controlled dynamics and the resulting importance sampling estimators on the basis of pathwise estimates. For simplicity, we consider the dynamics on [0, T ] that entails similar estimates for the case s ∈ [t, T ]. We therefore suppose that the initial values of x s , x s are x 0 and the initial value of y s is y 0 .
To prove Theorem 3.1, we will adapt some estimates used in [30] ; cf. also [9, 8, 31, 23, 18] . To this end, we follow [30] 
, with the continuity condition
and initial conditionsx 0 = x 0 ,ŷ 0 = y 0 . Without loss of generality, we can suppose that ∆ ≤ 1. This auxiliary process will serve as a bridge between (3.1) and (3.3) . In contrast to [30] and owed to the fact that we consider controlled dynamics, estimates for 4th-order moments as well as for the processes (5.2) and (5.3) will be needed to prove the theorem. Before entering the details of the estimates, we first summarize our main technical results, the proofs of which will be given in the following subsections.
For the derivative processes satisfying (5.2) 
For the approximation results, we have (see Theorem 5.7 and Theorem 5.8 below):
Theorem 5.2 Let Assumptions 1-3 hold. Then ∃C > 0, independent of ǫ (possibly depending on x 0 and y 0 ), such that
Theorem 5.3 Let Assumptions 1-3 hold. Then ∃C > 0, independent of ǫ (possibly depending on x 0 and y 0 ), such that
From these results that will be proved in the remainder of this Section we then obtain:
Theorem 5.4 Let Assumptions 1-3 hold. Then ∃C > 0, independent of ǫ (possibly depending on x and y), such that 1.
Proof We use (5.1). For ∇ y φ ǫ , using Assumption 1 and Theorem 5.1, we have
To compare ∇ x φ ǫ with ∇ x φ 0 , we use that
For I 1 , using Assumption 1, Theorem 5.2 and Theorem 5.3, it follows that
For I 2 , we have
(1−r)h(xs)+rh( xs)ds
which then entails the estimates for φ ǫ . The estimates for U ǫ , U 0 follows from the fact that φ ǫ → φ 0 uniformly on any bounded subset of [0, T ] × R k × R l with rate ǫ (see [36, 30, 16] ), and the fact that e −C(T −t) ≤ φ ǫ ≤ 1 is uniformly bounded for all ǫ > 0.
Recall that, in Section 2 and Subsection 3.1,û is the optimal control as given by (2.16) and that the averaged forceû 0 as defined in (3.8) is a candidate for the suboptimal control which is used for estimating (2.1) with nearly optimal variance. Theorem 3.1 that is entailed by the above results expresses this fact, and we restate it for the readers' convenience: for ǫ ≪ 1 where C > 0 is a constant independent of ǫ.
Proof In the following we will regard the optimal controlû as a function of t, x and y, which is possible by the identification of the controlû t = H(t, xû t , yû t ) with its feedback function H(t, x, y). Similarly, for x ∈ R k , y ∈ R l , we define χ R (x, y) = 1, if |x| ≤ R and |y| ≤ R, otherwise χ R (x, y) = 0. Then we can recast (2.20) as
Then Theorem 5.4 implies thatû converges uniformly toû
where C R is a constant that depends on R. Now for any δ > 0 we can choose R > 0 such that
where C > 0 is independent of ǫ. Combing this with (2.6) and (2.10), we conclude that
whenever ǫ is sufficiently small.
Estimates for x s,yi and y s,yi
We consider x s,yi and y s,yi first, since the arguments are simpler and largely unrelated to the rest of the proof. In the following and throughout this section, we denote by C a generic constant that is independent of ǫ and which value may change from line to line.
Lemma 5.1 Under Assumptions 1-2 there exists C > 0, independent of ǫ, x 0 and y 0 , such that
Proof Applying Ito's formula to |x s,yi | 2 and |y s,yi | 2 , equation (5.3) yields
Then, by using the Cauchy-Schwarz inequality, Lipschitz continuity of the SDE coefficients (Assumption 1) and Remark 2 on page 9, it follows that
with E|x 0,yi | 2 = 0, E|y 0,yi | 2 = 1. The conclusion then follows from Claim A.1 in Appendix A.
The last result can be improved if we additionally impose Assumption 3 and if we treat the (transient) initial layer at t = 0 more carefully. Theorem 5.6 Let Assumptions 1-3 hold. Then ∃C > 0, independent of ǫ, x 0 and y 0 , such that
Proof Set t 1 = − 2ǫ ln ǫ λ and introduce the function η :
from which, using a similar argument as in (5.9), we thus obtain
with E|x 0,yi | 2 = 0, E|y 0,yi | 2 = 1. The conclusion follows from Claim A.2 in Appendix A.
Stability estimates
We start with some basic facts related to the stability of the dynamics (3.1), (3.3), (5.2) and (5.4). Bear in mind that β = 1 throughout this section. Then, for x s , y s satisfying (3.1), we have:
Lemma 5.2 Under Assumption 1, 2, there exists C > 0, independent of ǫ, x 0 and y 0 , such that
Proof Ito's formula implies that
By Assumption 1, f is Lipschitz and α 1 is bounded. Hence we obtain (cf. Remark 2)
An argument similar to the one in Claim A.1 of Appendix A provides us with the desired estimates.
Remark 4
Reiterating the last step, it follows that the solutions of (5.4) and (3.3) satisfy
since f is Lipschitz as well (Remark 2).
The above results entail estimates for the supremum of the solution x s of the averaged SDE (3.1), as well as for the occupation times of y s on arbitrary finite time intervals: Lemma 5.3 Letting Assumptions 1-2 hold, there exists C > 0, independent of ǫ, x 0 and y 0 , such that
Moreover, for all δ, R > 0, it holds
Proof The proof is standard. Since f is Lipschitz, we have that
Taking first the supremum and then the expected value in both sides, we find
The first integral in the last equation can be bounded using Lemma 5.2, whereas the second one is bounded by the maximal martingale inequality [25] . Hence
and the boundness of α 1 entails
As for the second part of the assertion, notice that for all δ > 0 and R > 0 it holds:
Thus, by Chebyshev's inequality,
The second inequality follows in the same fashion.
We proceed our analysis by inspecting the SDE (5.2) for x s,xi , y s,xi , for which we seek the analogue of the inequality (5.9). In this case the initial values satisfy E|x 0,xi
and by similar argument as in the proof of Lemma 5.1, we find:
Lemma 5.4 Under Assumptions 1-2, there exists C > 0, independent of ǫ, x 0 and y 0 , such that
Upper bounds on 4th moments can be obtained in the same manner:
Lemma 5.5 Under Assumptions 1-2, there exists C > 0, independent of ǫ, x 0 and y 0 , such that
Proof By Ito's formula,
Assumption 1 (cf. Remark 2) and the Cauchy-Schwarz inequality now readily imply that
with E|y 0,xi | 4 = 0, E|x 0,xi | 4 = 1. The assertion then follows by the same argument as the in the proof of Claim A.1 in Appendix A.
For the discretized processes, we have the following bounds.
Then, for all p ≥ 1, we have 17) with constants C ′ , C that are independent of ǫ, x 0 , y 0 . The same inequality holds if x s,xi is replaced by the processx s,xi and x s,xi (and the corresponding discrete counterpart). For x s , it holds
with a constant C that may depend on x 0 and y 0 . The same bound is satisfied by the processes x s ,x s (and their discretizations).
Proof The first part of the Lemma follows from Lemma 5.4 and the moment inequalities for martingales, since coefficients in (5.2) are bounded.
As for the second part, related to the processes x s , x s andx s , using that f is Lipschitz and α 1 is bounded (Assumption 1) and Lemma 5.2, we can conclude that
where, in the last inequality, we have taken advantage of the fact that ∆ ≤ 1.
Approximation by the auxiliary process
In this subsection, we will study the approximations of the original dynamics (3.1) by the auxiliary discrete process (5.4) and the reduced dynamics (3.3) . To this end, we recall Hölder and Young inequalities: Given two random variables X, Y , and
Lemma 5.7 Suppose that Assumptions 1-3 are met. Then there exists C > 0, independent of ǫ (possibly depending on of x 0 , y 0 ), such that
Proof Let j = s ∆ . By Ito's formula, using Assumptions 1-2, we have
which, by Gronwall's Lemma, yields the first inequality. The second inequality follows from
The following auxiliary result will be use below.
As the next step, we show that the averaged process x s can be approximated by the timediscrete process as well.
Lemma 5.8 Under Assumptions 1-3, there exists C > 0, independent of ǫ (possibly depending on x 0 and y 0 ), such that
Especially, for ∆ = ǫ 1/2 , we have max
Proof Applying Ito's formula to |x s − x s | 4 , integrating both sides and taking expectations, we
We estimate the 4 terms in the sum separately.
⌊s/∆⌋ j=0 |x j∆ | + |ŷ j∆ | + 1
In the first inequality, E j∆ denotes the expectation conditionalŷ s at time s = j∆, and Lemma B.3 in Appendix B is used to derive the second inequality. Therefore, by Lemma 5.2 and Remark 4,
For I 2 , using Claim 5.1, the fact that f, f are Lipschitz, and Lemmas 5.2 and 5.6, we conclude that
For I 3 , since f is Lipschitz, we have
Finally, since α 1 is Lipschitz, we obtain the following bound for I 4 :
We thus have proved the bound (assuming ∆ ≤ 1)
and Gronwall's Lemma yields the assertion with
Summarizing Lemma 5.7 and Lemma 5.8, we have proved the following estimate for the 4th moments of the process (see [30] for stronger result on the 2nd moments):
Theorem 5.7 Suppose that Assumption 1-3 hold. Then there exists C > 0, independent of ǫ (possibly depending on x 0 and y 0 ), such that
As the next step, we consider the derivative of the time-discrete auxiliary process (5.4)
where j = ⌊ s ∆ ⌋. The following lemma shows that (5.23) is an approximation of (5.2).
Lemma 5.9 Under Assumptions 1-3, there exists C > 0, independent of ǫ (possibly depending on x 0 and y 0 ), such that
The first term can be bounded by
Inspecting the second term, we find
For the third term, we have
Now by Lemma 5.5, Lemma 5.6, Lemma 5.7 and Assumption 2, we conclude that
E|y s,xi −ŷ s,xi | 2 + C∆ ǫ and the first part of the assertion follows from Gronwall's Lemma. In the same way, we can conclude that
which, by Gronwall's Lemma, implies the second part of the assertion.
We continue our journey by comparingx s,xi with x s,xi , where
Recalling (3.4) we can write
where ξ x t is the stationary process defined in Appendix B and E ξt denotes the expectation with respect to the stationary process. Proof Let j = ⌊ r ∆ ⌋. By Ito's formula, we have
Using the notations in Appendix B, we can identifyŷ r with ξ xj∆ j∆,r andŷ r,xi with ξ xj∆ j∆,r,xj∆,x i . Then, the term I 1 on the right hand side can be recast as
For I 1,1 , using Lemma B.3 in Appendix B and Lemma 5.6, we have
For I 1,2 , since f is Lipschitz, it follows that
and therefore
The remaining term I 1,4 can be estimated in pretty much the same way as I 1,2 and I 1,3 : where the last inequality follows from Lemmas 5.6, 5.7 and 5.9.
We proceed with I 2 , which can be bound similarly to I 1 , noting that and applying Gronwall's Lemma yields the conclusion.
Combining Lemma 5.9 and Lemma 5.10, we have proved:
Theorem 5.8 Suppose that Assumptions 1-3 hold. Then there exists C > 0, independent of ǫ (possibly depending on x 0 and y 0 ), such that 
Conclusions
Importance sampling is a widely used variance reduction technique for the design of efficient Monte Carlo estimators. A crucial point in order to achieve substantial variance reduction, is a clever (and careful) change of measure. In the diffusion process setting, this change of measure can be realized by adding a control force to the original system, where the optimal control that leads to a zero-variance estimator is related to a Hamilton-Jacobi-Bellman (HJB) equation that may not be easily solvable numerically, e.g. when the state space is high-dimensional.
Our starting point is that, although it may not be possible to compute the optimal control, it is possible to approximate it in such a way that and the resulting estimators remain efficient. Based on the dynamic programming principle of stochastic control, we study approximations to the solution of the HJB equation in three different situations that give rise to efficient importance sampling estimators: time-scale separation between degrees of freedom, small temperature (i.e. low noise), and a combination of the two former. For multiscale diffusions with time-scale separation between the degrees of freedom and exponential type expectations, the asymptotic optimality of the approximation based on a low-dimensional averaged (or homogenized) equation has been proved. Our result implies that it is possible to design efficient importance sampling strategies that are close-to-optimal, in that they yield estimators with vanishing variance and a small relative error, based on low-dimensional averaged equations.
Even though the situations studied in this paper are prototypical for some multiscale system that arise in molecular physics, climate modelling, material science etc., it remains an open question how to treat systems that have multiscale features, but in which the scale separation is not strong and which therefore cannot be treated by asymptotic methods. Another aspect concerns systems that are so large that even a reduced (e.g. averaged or homogenized) equation cannot be discretized by any grid-based method. We leave these questions for future work and refer to [44, 20] for some recent algorithmic and methodologic developments in this regard.
Proof Applying Gronwall's inequality to the equation of x 2 , we have The assertion then follows by using Gronwall's inequality in integral form again, using (A.2).
For 0 < ǫ < 1, we set t 1 = − x 1 (t) ≤ a 1 (1 + ǫ −η(t) )x 1 (t) + a 2 ǫ η(t) x 2 (t)
where η is given in (A.5), a i ≥ 0, 1 ≤ i ≤ 3, and x 1 (0) = 0, x 2 (0) = 1. Further assume that x 1 (t) ≥ 0 on t ∈ [0, T ]. Then there is a constant C > 0 independent of ǫ, such that The proof is completed by combining (A.10) and (A.11). 
