Abstract Reduced ordered binary decision diagram (ROBDD) is one of the most influential knowledge compilation languages. We generalize it by associating some implied literals with each node to propose a new language called ROBDD with implied literals (ROBDD-L) and show that ROBDD-L can meet most of the querying requirements involved in the knowledge compilation map. Then, we discuss a kind of subsets of ROBDD-L called ROBDD-L i with precisely i implied literals (0 ≤ i ≤ ∞), where ROBDD-L 0 is isomorphic to ROBDD. ROBDD-L i has uniqueness over any given linear order of variables. We mainly focus on ROBDD-L ∞ and demonstrate that: (a) it is a canonical representation on any given variable order; (b) it is the most succinct subset in ROBDD-L and thus also meets most of the querying requirements; (c) given any logical operation ROBDD supports in polytime, ROBDD-L ∞ can also support it in time polynomial in the sizes of the equivalent ROBDDs. Moreover, we propose an ROBDD-L i compilation algorithm for any i and an ROBDD-L ∞ compilation algorithm, and then we implement an ROBDD-L package called BDDjLu. Our preliminary experimental results indicate that: (a) the compilation results of ROBDD-L ∞ are significantly smaller than those of ROBDD; (b) the standard d-DNNF compiler c2d and our ROBDD-L ∞ compiler do not dominate the other, yet ROBDD-L ∞ has canonicity and supports more querying requirements and relatively efficient logical operations; and (c) the method that first compiles knowledge base into ROBDD-L ∞ and then converts ROBDD-L ∞ into ROBDD provides an efficient ROBDD compiler.
Introduction
Propositional reasoning problems in the general form are intractable from the viewpoint of computational complexity. Knowledge compilation has emerged as a key direction of research for dealing with such kind of intractability so far [1] [2] [3] [4] [5] [6] . According to this approach, the reasoning process is split into two phases: an off-line compilation phase, in which a propositional knowledge base is compiled into some tractable target language, and an online query-answering phase, in which the compiled target is used to efficiently answer the queries. The main motivation behind knowledge compilation is to push most of the computational overhead of reasoning into the off-line phase, and then to amortize the compilation overhead by a (potentially) exponential number of online queries. Furthermore, the simplicity of queries and transformations algorithms associated with target compilation languages facilitates the development of online reasoning systems for practical application platforms.
The target language is one of the key aspects for any compilation approach. So far, dozens of target languages have been proposed, including Horn theories [1, 7, 8] , prime implicates/prime implicants (PIs/IPs) [6, 9, 10] , reduced ordered binary decision diagrams (ROBDDs) [11, 12] , free binary decision diagrams (FBDDs) [13, 14] , decomposable negation normal form (DNNF, three subsets deterministic DNNF (d-DNNF), structured DNNF and deterministic structured DNNF) [4, 15, 16] , and EPCCL theories [5, 17] . Due to the nontriviality of choosing an appropriate target compilation language in applications, Darwiche and Marquis argued that the choice should be based on two key considerations [2] , that is, the succinctness of the language, and the class of queries and transformations that the language supports in polytime. Moreover, they proposed the now well-known knowledge compilation map, which analyzes many existing target compilation languages according to these two aspects. Afterward, more target languages were introduced into this map [16, [18] [19] [20] .
The ROBDD language is one of the most tractable target languages satisfying all the querying requirements involved in the knowledge compilation map (To our knowledge, the compilation languages meeting these requirements include ROBDD, MODS, deterministic structured DNNF, and EPCCL theory [2, 16, 17] ), and it supports many polytime transformation operations, for example, negation, conjunction, and disjunction. Moreover, ROBDD is a canonical representation over any given linear order of variables; that is, there is exactly one ROBDD representing a given Boolean formula, and this ROBDD has the minimal size among all equivalent OBDDs. Due to these main advantages, ROBDD has been quite influential in many communities so far, such as model checking [21, 22] , automated planning [23, 24] , data mining [25, 26] , and ontological reasoning [27, 28] .
Despite the current success of the ROBDD community in compiling a wide range of relatively complex knowledge bases in practice, a well-known problem with ROBDD is the explosion in size for many Boolean formulas [2, 4, 13, 14] , which limits the application of ROBDD to some specific areas (e.g., model-based diagnosis [4] ). Some previous results, as well as our empirical data, indicate that ROBDD seems redundant for certain Boolean formulas; for example, the ROBDD representing the formula (x 1 ↔ y 1 )∧· · ·∧(x n ↔ y n ) has an exponential size over the variable order x 1 ≺ · · · ≺ x n ≺ y 1 ≺ · · · ≺ y n . In fact, whenever x i is assigned some value (true or f alse), y i must have the same value (otherwise this formula will be falsified). Such kind of redundancy, which explains the reason of exponential blowup to some extent, seriously affects the online query-answering efficiency, and even leads to the problem that the space cost of storing compilation results is unbearable for many knowledge bases.
One of the intuitions behind ROBDD is that of reasoning by case analysis, which is a very common form of human reasoning (in fact, the reader will see that such kind of reasoning is used in many proofs of this paper). In order to solve a complicated problem, we often try to simplify it by considering a variety of cases, which correspond to a set of mutually exclusive and exhaustive assumptions. After all the cases are discussed, however, people often synthesize them to extract the common properties among the cases, and then can explore these properties to simplify the previous case analysis. Inspired by the synthesis process, we make some changes to ROBDD so that, on the one hand, the redundancy mentioned previously can be avoided, and thus the exponential blowup of size can be mitigated to some degree; on the other hand, we do not lose the canonicity and too much tractability about queries and transformations. 1 The main contributions made in this paper are as follows:
1. We add a new label called implied literals to each node in ROBDD. An implied literal is a simple fact that is implied by the knowledge base; that is, it is a common property among all cases of the corresponding Boolean formula. We call this new target language ROBDD-L. Given an integer i (0 ≤ i ≤ ∞), we discuss a subset of ROBDD-L called ROBDD-L i -precisely i implied literals on each node. Then, we prove that given any linear order of variables, there is exactly one ROBDD-L i (0 ≤ i ≤ ∞) representing a given Boolean formula, in particular, both ROBDD-L 0 (namely, ROBDD) and ROBDD-L ∞ are canonical representations. 2. We show that in addition to the canonicity, ROBDD-L ∞ has three other interesting properties. First, we prove that ROBDD-L ∞ is the most succinct part in ROBDD-L by proposing an algorithm called L2Inf which can convert each ROBDD-L into the equivalent ROBDD-L ∞ in polytime. Second, we reveal that ROBDD-L ∞ can meet all the query requirements mentioned in the knowledge compilation map except one (it is unknown whether ROBDD-L ∞ satisfies this requirement or not). Third, we demonstrate that given any logical operation ROBDD admits in polytime, ROBDDs-L ∞ can also support it in time polynomial in the sizes of the equivalent ROBDDs. 3. We devise two compilation algorithms called Build and Build-inf, respectively. The former can compile any Boolean formula into ROBDD-L i (0 ≤ i ≤ ∞), while the latter is specifically tailored for ROBDD-L ∞ . Moreover, we propose two algorithms called Inf2FBDD and Inf2ROBDD which can convert any ROBDD-L ∞ into an equivalent FBDD and the corresponding ROBDD, respectively. Combining these four algorithms and several operations supported by ROBDD-L in polytime, we implement an ROBDD-L package called BDDjLu and then report some experimental results to show its strength and potential.
The remainder of this paper is organized as follows. In Sect. 2, we provide some technical and notational preliminaries, and then introduce the definition of ROBDD-L i (0 ≤ i ≤ ∞) step by step. In Sect. 3, we present the uniqueness of ROBDD-L i and the canonicity of ROBDD-L ∞ . In Sects. 4 and 5, we analyze ROBDD-L i according to the two key aspects in the knowledge compilation map, where the succinctness is presented in Sect. 4 , and the inferential power with respect to queries and transformations is studied in Sect. 5. Section 6 presents the two compilation algorithms for ROBDD-L i and ROBDD-L ∞ , respectively, and then describes how ROBDD-L ∞ can be efficiently converted into ROBDD, which brings an interesting property of ROBDD-L ∞ . In Sect. 7, we report the preliminary experimental results about BDDjLu, and we conclude in Sect. 8.
Reduced ordered binary decision diagram with implied literals
In the sequel, we use x, y, z to denote (Boolean) variables, and X, Y, Z to denote sets of variables. A formula is constructed from constants true, f alse and variables using negation operator ¬ and conjunction operator ∧, and other logical operators can be defined using ¬ and ∧, for example, disjunction operator ∨ and equality operator ↔ can be defined as ϕ ∨ ϕ = ¬(¬ϕ ∧ ¬ϕ ) and ϕ ↔ ϕ = (ϕ ∧ ϕ ) ∨ (¬ϕ ∧ ¬ϕ ). A literal is either a variable x (positive literal) or its negation ¬x (negative literal). Given a literal l, its negation ¬l is ¬x if l is x and ¬l is x otherwise. A clause C is a set of literals representing their disjunction. C is a Horn clause if it contains at most one positive literal. A max-clause over a set of variables X is a clause in which each variable in X appears exactly once. A term T is a set of literals representing their conjunction. A minterm over a set of variables X is a term in which each variable in X appears exactly once. 2 A formula in conjunctive normal form (CNF) is a set of clauses representing their conjunction. A CNF formula is a Horn theory if all its clauses are Horn clauses. A Krom CNF formula is a set of clauses whose lengths are not greater than two. A formula in disjunctive normal form (DNF) is a set of terms representing their disjunction. A formula in negation normal form (NNF) is constructed from true, f alse and literals using only the conjunction and disjunction operators. It is obvious that any clause, term, CNF formula and DNF formula are in NNF. A practical representation of NNF formula [2, 4] is a rooted, directed acyclic graph (DAG) where each leaf node is labeled with true, f alse or a literal; and each internal node is labeled with ∧ or ∨ and can have arbitrarily many children.
An assignment ω over a set of variables X (we also say that ω is an X -assignment) is a set of literals such that ω does not contains any literal and its negation. ω is complete over X if ω contains one and only one literal for each variable x in X , and it is partial otherwise. It is obvious that there exist 2 |X | complete assignments over X . Given any complete X -assignment ω, it satisfies tr ue and falsifies f alse; ω satisfies a literal l over X iff l ∈ ω, and it falsifies l otherwise; ω satisfies a formula ¬ϕ over X iff it falsifies ϕ, and it falsifies ¬ϕ otherwise; ω satisfies a formula ϕ ∧ ϕ over X iff it satisfies both ϕ and ϕ , and it falsifies ϕ ∧ ϕ otherwise; ω satisfies a formula ϕ ∨ϕ over X iff it satisfies either ϕ or ϕ , and it falsifies ϕ ∨ϕ otherwise. A model M of any formula over X is a complete assignment over X satisfying this formula. We call a formula satisfiable (or consistent) if it has at least one model, and we say it is unsatisfiable (or inconsistent) otherwise. Hence, a term T is consistent iff there does not exist any variable x such that both x and ¬x belong to T . It is obvious that any min-term is consistent. The satisfiability problem (SAT) asks whether a given CNF formula is satisfiable or not. We say a formula over X is a tautology (or is valid) if all complete assignments over X satisfy it. Obviously, a clause C is a tautology iff there exists some variable x such that both x and ¬x belong to C. Given two formulas ϕ and ϕ over X , ϕ implies ϕ (denoted by ϕ | ϕ ) iff the models of the former are subsumed by those of the latter, ϕ is (logically) equivalent to ϕ (denoted by ϕ ≡ ϕ ) iff ϕ and ϕ imply each other. Now, we give the definition of reduced ordered binary decision diagram with implied literals step by step. 
Definition 1 A binary decision diagram with implied literals (BDD-
The formula represented by the BDD-L is defined as the one represented by its root.
Usually, an implied literal corresponds to a simple fact implied by knowledge base, for example, John does not like pink coat, and block A is on block B. Note that BDD-L is defined in a recursive way, where each node is a root of some BDD-L. In a BDD-L, some or all simple facts are pulled out and then stored explicitly at its root. By Definition 1, we know that the only difference between BDD-L and BDD [11] is the set of implied literals. If every node in BDD-L is restricted to have no implied literal, then the resulting language is isomorphic to BDD, for which Eq. ( * ) will be
Any FBDD is a special BDD satisfying that each variable appears at most once on any path from its root to either terminal node.
Given a BDD-L node v, it is denoted by ⊥ if v is the False node, it is denoted by L(v) if v is a True node, and it is denoted by var(v), lo(v), hi(v), L(v) otherwise. Hereafter, without loss of generality, we assume that L(v) is consistent if v is non-False and that at least one child of v is non-False if v is non-terminal. 3 Given any BDD-L, we use a hash Fig. 1a by u i , where i is its ID. According to Eq. ( * ), the high child of the root in Fig. 1a represents
in addition, the reader can verify that for the root, φ(u 8 
Given any BDD-L node v, hereafter, |v| is used to denote the number of nodes in the BDD-L rooted at v; and V ARS(v) is used to denote the variables appearing in the BDD-L 3 4 
otherwise.
For example, for the left child of root of BDD-L in Fig. 1a , |u 7 | = 4 and V ARS(u 7 ) = {x 1 , x 2 , x 3 , x 4 }. Next, we give a concept for any non-False node v in BDD-L which indicates all the potential "common properties" among all cases of φ(v):
is defined as follows:
Given any BDD-L, we can compute the maximal set of implied literals for all its nodes in polytime by use of dynamic programming. Note that due to the recursive definition of BDD-L, the dynamic programming method will be applied to devising most algorithms in this paper. In detail, we will use an associative array in each of those algorithms to avoid re-visiting a BDD-L node, in order to save time cost.
Definition 3 A BDD-L is ordered (OBDD-L) if all following conditions hold:
(1) The set of variables is imposed over a given linear order ≺; (2) Given a node u and one of its children v, var(u) ≺ x for any x ∈ V ARS(v); and (3) For any non-terminal node v, any variable appearing in L(v) is less than the ones appearing in
Obviously, the BDD-L in Fig. 1a is not ordered over any linear variable order; one reason is that in order to satisfy the condition 2 in Definition 3 on u 6 , x 2 is required to be less than x 3 , and then the condition 2 will be violated at u 7 ; another reason is that in order to satisfy the condition 2 on u 4 , x 3 is required to be less than x 4 , and then the condition 3 will be violated at u 3 . The reader can verify that the BDDs-L in Fig. 1b-d are three OBDDs-L over
For any two OBDDs-L, unless otherwise stated, hereafter we assume that they are over the same linear order of variables. Here, we give three simple but useful observations, where Observation 1 will be used in the proofs of Proposition 1, Proposition 4 and Proposition 13, respectively; Observation 2 will be used in the proofs of Proposition 1, Proposition 2 and Proposition 15, respectively; and Observation 3 will be used in the proofs of Proposition 4 and Proposition 15. Observation 2 For any non-False node in an OBDD-L , φ(v) is satisfiable. We prove this conclusion by induction on the size of |v|. The case |v| = 1 immediately follows from the previous assumption that a set of implied literals present a consistent term. Assume that the case |v| ≤ n holds. According to another assumption that any non-terminal BDD-L node has at least one non-False child, without loss of generality, we suppose lo(v) is non-False. Then, we get two facts: (a) according to Eq.
Observation 3 For any non-False node
It is known by Observation 1 that just like OBDD, OBDD-L requires that each variable appears at most once in any path. However, it takes advantage of the implied literals to relax the orderedness to some degree, which brings strictly more succinctness (see Sect. 4).
Next, we prove that the maximal set of implied literals in OBDD-L has an interesting property. That is, for any non-False OBDD-L node v, L max (v) exactly includes all the "common properties" among all cases of φ(v).
Proposition 1 Given any non-False node v in any OBDD-L, its maximal set of implied literals equals to the set of the literals implied by
Proof By induction on the size of |v|. Assume that the conclusion holds for |v| ≤ n. The case |v| = 1 is immediate. We proceed by case analysis:
(1) lo(v) = ⊥: According to the previous assumption about BDD-L, we know hi(v) is non-False. By the induction hypothesis, L max (hi(v)) = {l : φ(hi(v)) | l}, and thus there exists some formula ϕ satisfying that (v) . According to Observation 1, ϕ does not share any variable with L max (v) . By Observation 2, both φ(v) and ϕ are satisfiable. Then we have φ(hi(v)) | ϕ | l, which contradicts the induction hypothesis. Hence, the conclusion holds.
(2) hi(v) = ⊥: It is analogous to (1) .
. This means that there exists some formula ϕ
holds. According to Observation 1, ϕ (resp. ϕ ) does not share any variable with L max (v) . By Observation 2, φ(v), ϕ and ϕ are all satisfiable. Then, we have that either
This contradicts the induction hypothesis. Hence, the conclusion holds.
Note that the conclusion in Proposition 1 does not hold any more if we replace OBDD-L with BDD-L. The BDD-L in Fig. 1a is a counterexample for it, the reason of which is that
Definition 4 An OBDD-L is reduced (ROBDD-L) if the following conditions hold: (1) No two distinct nodes u and v have the identical variable, implied literals, low child and high child; and (2) No node has two identical children.
Obviously, the OBDD-L in Fig. 1b is not reduced; one reason is that v 1 is identical with v 2 ; another reason is v 3 has two identical children, namely, v 2 . Figure 1c , d depict two ROBDDs-L, respectively.
Definition 5 Given a number
According to Definition 5, we know that the ROBDD-L in Fig. 1d precisely has one implied literal. However, for the ROBDD-L in Fig. 1c , there does not exists any number i such that this ROBDD-L precisely has i implied literals. The reason is as follows: it is known that L( In particular, OBDD-L ∞ is also called "OBDD with implied literals as many as possible" since all literals implied by it are pulled out and then stored at the root. In addition, according to Definition 5, it is known that the False node does not appear in any OBDD-L ∞ but the one rooted at ⊥ itself, 4 and then we give an observation which will be used in the following paragraph and the proof of Proposition 5:
Obviously, ROBDD-L 0 is isomorphic to ROBDD. We give an example to show the difference between ROBDD and ROBDD-L i (0 < i ≤ ∞). Figure 2 depicts the ROBDD and ROBDD-L i representing the formula ϕ = (
It is pointed out that due to the uniqueness of ROBDD and ROBDD-L i (see the next section), we use "the" here, and that according to Observation 4, all ROBDD-L 1 , . . . , ROBDD-L ∞ are as same as each other. The nodes in the ROBDD are obviously more than that the ones in the ROBDD-L i . When ϕ is extended to the formula
, the corresponding ROBDD has more than 2 n+1 nodes while the number of nodes in the corresponding ROBDD-L i is 2n + 1. Note that ϕ ↔ will be used several times in the remainder of the paper. It is well known that for any formula, there is exactly one ROBDD representing it over any given linear order of variables. We will show that for any i(0
has this property. First, we give the definition of conditioning [2, 4] , which is a useful logical operation in both theoretical analysis and practical applications. Note that we do not restrict this definition to NNF formulas here.
Definition 6
Let ϕ be a formula over a set of variables X , and let T be a consistent term. The conditioning of ϕ on T (denoted by ϕ|T , simply denoted by ϕ|l if T = l) is a formula obtained by replacing every variable x in ϕ with true (resp. f alse) if x ∈ T (resp. ¬x ∈ T ).
Given any formula ϕ, variable x, literal l and consistent term T , we say x can be omitted in ϕ iff ϕ|x ≡ ϕ|¬x; then according to Theorem 1 in [4] , we have that ϕ ≡ (ϕ|l) ∧ l if ϕ | l and that ϕ ≡ ϕ|x if x can be omitted in ϕ. Then, according to Definition 6 and Eq. ( * ), we obtain two observations, which will be used in the proofs of many propositions in this paper, particularly including the proof of uniqueness.
Observation 5 Given two equivalent formulas ϕ and ϕ , any variable which does not appear in either ϕ or ϕ can be omitted in both ϕ and ϕ . Proof Obviously, the ROBDD-L i rooted at ⊥ exactly represents any unsatisfiable formula since all OBDDs-L are satisfiable except it. We prove the proposition by induction on the size of X. The case |X | = 0 is obvious. Assume now that we have proven the proposition for |X | ≤ n. We proceed to show it for |X | = n + 1.
Observation 6 Given any non
First, we show that there does exist some ROBDD-L i equivalent to ϕ such that every variable appearing in the ROBDD-L i belongs to X. By the induction hypothesis, this assertion is obvious if there exists some variable x ∈ X that can be omitted in ϕ. Otherwise, we construct an ROBDD-L i equivalent to ϕ. Note that the construction method here is just the idea of the compilation algorithm called Build (see Sect. 6). First, we introduce a new BDD-L node v. Let l 1 , · · · , l m be the set of literals implied by ϕ, where the variable of l j is less than that 
; that is, u has two identical children by the induction hypothesis. This violates the condition 1 of Definition 4, and thus var(u) = var (v) . Then according to Observation 6, φ(lo(u) ) (resp. φ(hi(u))) must be equivalent to φ(lo(v)) (resp. φ(hi(v))), otherwise φ(u) is not equivalent to φ(v). Thus, we know that the low (resp. high) child of u is identical with the low (resp. high) child of v by the induction hypothesis; that is, u is identical with v.
It was shown that any given OBDD can be transformed into the corresponding ROBDD over the same variable order in linear time by gradually meeting the conditions in Definition 4, that is, fusing the identical nodes and merging the nodes having two identical children with their children [11, 29] . Then the resulting ROBDD is a canonical representation of the knowledge base over a fixed variable order; in other words, the minimal-size OBDD representation is unique and reduced. The canonicity is one of the main advantages of ROBDD. We show that ROBDD-L ∞ is also a canonical representation, while ROBDD-L i (0 < i < ∞) does not have the canonicity. 
, and thus L(u) does not need to be changed). Every step in a single call (i.e., without consideration of the recursive calls) of Reduce terminates in constant time, including the call of MK (the reader is referred to [12, 29] for the reason that its running time is constant). Note that A 1 is a global associative array whose keys are ROBDD-L i nodes. The value of each pair in A is initialized as nil and is updated on Line 7 as the output of Reduce(v). With the aid of A 1 , there are at most |v| recursive calls of Reduce. Thus, Reduce(v) terminates in linear time. In a single call of Reduce, at most one new node is introduced into the result (the new node is introduced only when MK(u) returns u itself). Thus, the number of nodes in the resulting ROBDD-L i is not more than the number of nodes in the input. Then, the conclusion immediately follows from the uniqueness.
Algorithm 1: Reduce(v)
Input: an OBDD-L i rooted at v, where i ∈ {0, ∞} Output: the root of the ROBDD-L i which is equivalent to φ(v)
For any 0 < i < ∞, the algorithm Reduce does not work any more, and the reason is that for an OBDD-L i node with two identical children, the sets of implied literals of its children may be non-empty. In fact, for any ROBDD-L i , it is obvious that relaxing the condition 1 (i.e., admitting identical nodes) in Definition 4 always leads to an increase in size; however, relaxing the condition 2 (that is, allowing some node to have identical children) is sometimes helpful for reducing size; for example, for the ROBDD-L i in Fig. 3a , we relax the condition 2 by splitting the node v into two nodes and then fusing the identical nodes, and thus we generate the OBDD-L i in Fig. 3b . The example depicted in Fig. 3 contradicts the canonicity of ROBDD-L i , where the OBDD-L i in Fig. 3b only has 5 nodes, yet the ROBDD-L i in Fig.  3a has 7 nodes. Furthermore, it is obvious that we will lose the uniqueness if only allowing size-reducing such nodes. For example, the variable x 3 in the OBDD-L i in Fig. 3b can be replaced with x 4 , and then we get the OBDD-L i in Fig. 3c , which is not identical with the 
On the succinctness of ROBDD-L ∞
In this section, we first show that ROBDD-L ∞ is the most succinct part in OBDD-L, then prove that ROBDD-L i is not at least as succinct as ROBDD-L j for i < j. These mean that ROBDD-L i is indeed a different target language from ROBDD-L j with i = j and that ROBDD-L ∞ is strictly more succinct than ROBDD-L i for i < ∞, particularly including ROBDD. Finally, we reveal the succinctness relations between ROBDD-L ∞ and some other target languages already in the knowledge compilation map. The definition of succinctness is as follows [2] :
Let L 1 and L 2 be two target languages. L 1 is at least as succinct as L 2 , if and only if there exists a polynomial p such that for every sentence α ∈ L 2 , there exists an equivalent sentence β ∈ L 1 where |β| ≤ p(|α|). Here, |α| and |β| are the sizes of α and β, respectively. L 1 is strictly more succinct than L 2 if and only if L 1 is at least as succinct as L 2 , while L 2 is not at least as succinct as L 1 .
Given two target languages L 1 and L 2 , obviously, we can prove the conclusions that L 1 is at least as succinct as L 2 by giving an algorithm which can convert any sentence in L 2 into an equivalent polysize sentence in L 1 , and that L 1 is not at least as succinct as L 2 by providing a counterexample. In order to prove that ROBDD-L ∞ is the most succinct part in OBDD-L, we propose an algorithm called L2Inf, which can convert every sentence in the latter into the equivalent one in the former. L2Inf is presented in Algorithm 2.
The algorithm L2Inf just reflects the idea of "extracting the common properties from cases". In the algorithm, we first compute the maximal set of implied literals for every node of the OBDD-L in the input (Line 22); we then call the function L2Inf-sub to convert the OBDD-L rooted at v into an equivalent OBDD-L ∞ (Line 23); finally, we call Reduce to simplify the resulting OBDD-L ∞ into the corresponding ROBDD-L ∞ (Line 23). In L2Inf-sub, we need to check whether there exists any variable appearing in the descendents of v (here we assume the descendents include v itself) but not in L max (v); if not, we just need to return L max (v) (Line 9); otherwise, we need to find the minimum variable as the variable
Create a new node u
while v is non-terminal and ⊥ is either of its children do
labeled with the output. By Definition 2 and Definition 3, it is sufficient to find the minimum variable by searching the nearest descendant v of v such that neither children of v is the False node (Lines 5-8). For the sake of simplicity, any non-terminal node whose children does not include ⊥ is called a solid non-terminal node in the following. When v is not a True node on Line 9, we first recursively call L2Inf-sub on Lines 13 and 15 to get two OBDDs-L ∞ (assume their roots are u 1 and u 2 ) which are equivalent to φ(lo(v )) and φ(hi(v )), respectively; then we remove the implied literals which are already in
on Lines 14 and 16, respectively; finally, we return the node var(v ), u 1 , u 2 , L max (v) . Note that we maintain a global associative array A 2 in L2Inf-sub. For any pair in A 2 whose key is an OBDD-L node v, the value A 2 (v) is initialized as nil and is updated as the output of L2Inf-sub(v), and thus the use of A 2 can avoid recursively calling L2Inf-sub(v) more than once.
As the algorithm L2Inf plays a key role in this paper, we first give an example to show how it works.
Example 1 Let us consider the ROBDD in Fig. 2a . The reader can verify that the number of solid non-terminal nodes equals to three. According to the depth-first postorder in which L2Inf-sub is recursively called, we use v 1 , . . . , v 7 depicted in Fig. 4a to denote the True nodes and the nodes whose children do not include ⊥. The corresponding outputs u 1 , . . . , u 7 of L2Inf-sub(v 1 ), . . . , L2Inf-sub(v 7 ) are shown in Fig. 4b . According to the algorithm L2Inf, we first compute the maximal set of implied literals for each node in the ROBDD on Line 22, and then recursively call L2Inf-sub in the depth-first postorder. In the single call of L2Inf-sub(v 1 ), v equals to the node ∅ on Line 9, and then the result u 1 = {¬y 1 , ¬y 2 } is returned. Similarly, the output of L2Inf-sub(v 2 ) is u 2 = {¬y 1 , y 2 } . In the single call of
Fig. 4 The illustration of running L2Inf on the ROBDD in Fig. 2 L2Inf-sub(v 3 ), v equals to v 3 on Line 9 since both children of v 3 are non-False; and then lo(u) (resp. hi(u)) is initialized as u 1 (resp. u 2 ) on Line 13 (resp. Line 15); then ¬y 1 is removed from
is returned. The result u 6 of L2Inf-sub(v 6 ) can be computed in a similar fashion. Finally, L2Inf-sub(v 7 ) returns u 7 . It is known that in the processing of calling L2Inf-sub(v 3 ) (resp. L2Inf-sub(v 6 ) and L2Inf-sub(v 7 )), exactly two new nodes, that is, the children of u 3 (resp. u 6 and u 7 ), are introduced into the resulting OBDD-L ∞ rooted at u 7 . Together with the root u 7 itself, there are 2 × 3 + 1 = 7 nodes in the resulting OBDD-L ∞ . Note that this is not a coincidence. Finally, we call Reduce on Line 23 to convert the OBDD-L ∞ into the corresponding ROBDD-L ∞ , namely, the one shown in Fig. 2b .
As an extension of Example 1, we explain the reason that for the formula ϕ ↔ over the variable order x 1 ≺ · · · ≺ x n ≺ y 1 ≺ · · · ≺ y n , the size of the corresponding ROBDD is exponential while the equivalent ROBDD-L ∞ only has a linear number of nodes. Let us first recall Sieling and Wegener's bound for ROBDD [30] . Let ϕ be a formula over x 1 ≺ · · · ≺ x n , and let m be the number of distinct (from the equivalence point of view) sub-formulas obtained by conditioning ϕ on all minterms over {x 1 , . . . , x j−1 } and satisfying that x j cannot be omitted in these sub-formulas. The ROBDD representing ϕ contains exactly m nodes which are labeled with variable x j . For ϕ ↔ , we have 2 n distinct sub-formulas (that is, all the min-terms over {y 1 , . . . , y n }) after x 1 , . . . , x n are assigned, and thus the size of the ROBDD representing ϕ ↔ is exponential. However, Sieling and Wegener"s bound does not hold any more for ROBDD-L ∞ since some common implied literals are pulled out. For example, given ϕ = (x 1 ↔ y 1 ) ∧ (x 2 ↔ y 2 ), ϕ|{x 1 , x 2 } and ϕ|{¬x 1 , x 2 } are two distinct sub-formulas as they are equivalent to y 1 ∧ y 2 and ¬y 1 ∧ y 2 , respectively; moreover, it is obvious that they both include the appearance of y 1 ; however, y 1 and ¬y 1 will be pulled out (see the process of calling L2Inf on the equivalent ROBDD, that is, Figs. 2 and 4), respectively; thus, the residual parts of them are identical with each other. For ϕ ↔ , let ω and ω be any two partial assignments over {x 1 , . . . , x j }(1 ≤ j ≤ n), where x j is assigned the same value in ω and ω . After the common implied literals are pulled out, the residual parts of ϕ ↔ |ω and ϕ ↔ |ω are the same (in particular, the residual parts is y n or ¬y n if j = n; in other words, the corresponding ROBDD-L ∞ does not have any node associated with any variable from {y 1 , . . . , y n }). Therefore, in the ROBDD-L ∞ representing ϕ ↔ , the number of nodes associated with variable x 1 is exactly one (i.e., the root); the number of nodes labeled with variable x j+1 for 1 ≤ j < n is exactly two; and the number of the terminal nodes is also exactly two. In summary, the ROBDD-L ∞ has a linear number of nodes. Now we prove that the algorithm L2Inf possesses the following property:
Proposition 4 Given any OBDD-L, let n be the number of solid non-terminal nodes, and then L2Inf can convert this OBDD-L into the corresponding ROBDD-L ∞ in polytime, where the number of nodes in the resulting ROBDD-L ∞ is not more than 2n + 1.
Proof The conclusions for the case v = ⊥ obviously holds, and thus we only consider the OBDDs-L with a non-False root in this proof. Firstly, we show that the output u of L2Inf-sub(v) is indeed the root of an OBDD-L ∞ which is equivalent to φ(v) and satisfies V ARS(u) ⊆ V ARS(v); and thus Reduce(L2Inf-sub(v)) can return the corresponding ROBDD-L ∞ by Proposition 3. We prove the assertion by induction on the size of |v|. The case |v| = 1 is immediate. Assume that the conclusion holds for |v| ≤ n. For the case |v| = n + 1, if v is a True node after running Lines 5-8 (i.e., there does not exist any descendant v of v such that ⊥ is not a child of v ), the assertion obviously holds. Otherwise, we have |lo(v )| ≤ n and |hi(v )| ≤ n. Then, we denote the output of L2Inf-sub(lo(v )) (resp. L2Inf-sub(hi(v ))) by u 1 (resp. u 2 ). And we demonstrate that the assertion holds after running Lines 11-16 by the following four steps:
(1) The DAG rooted at u is a BDD-L: By the induction hypothesis, the output of L2Inf-sub(lo(v )) (resp. L2Inf-sub(hi(v )) is an OBDD-L ∞ . After some implied literals are removed from its root on Line 14 (resp. Line 16), the DAG with root lo(u) (resp.
by Definition 2 since both children of v are non-False. Therefore, we just need to prove that any variable appearing in L(u) does not appear in the descendants of u. Let l be a literal in L(u) and x be the variable appearing in l. If x appears in v or some ancestor of v , then x doesn't appear in any descendent of v since the DAG rooted at v is an OBDD-L; that is, x / ∈ V ARS(lo(v )) and x / ∈ V ARS(hi(v )); thus, we have that x does not appear in any descendent of u because
by Definition 5 and the induction hypothesis; and thus l is removed from L(lo(u)) and L(hi(u)) on Lines 14 and 2.16, respectively; that is, x does not appear in any descendent node u. Therefore, the output of L2Inf-sub(v) is the root of some BDD-L.
This conclusion immediately follows from these facts: 
By Definition 3, var(v ) is less than any variable appearing in lo(v ) and hi(v ), and then var(v ) is less than any variable appearing in lo(u) and hi(u) since V ARS(lo(u)) ⊆ V ARS(lo(v )) and V ARS(hi(u)) ⊆ V ARS(hi(v )
by the induction hypothesis
by Equation ( * )
Secondly, we show that the call of L2Inf-sub(v) on Line 23 terminates in polytime for any OBDD-L rooted at v. This means that L2Inf(v) terminates in polytime because of two facts: we can compute L max (v ) for any node v in polytime (Line 22), and the output of L2Inf-sub(v) can be converted into the equivalent ROBDD-L ∞ in polytime by Proposition 3 (Line 23). Obviously, the loop on Lines 5-8 and other steps except the recursive calls (i.e., Lines 13 and 15) terminate in polytime. Thus, the time cost of a single call of L2Inf-sub is polynomial. With the cache A 2 , we need at most |v| recursive calls of L2Inf-sub. 5 Therefore, L2Inf-sub(v) terminates in polytime.
Finally, we will show that the OBDD-L ∞ rooted at L2Inf-sub(v) has exactly 2n + 1 nodes, and consequently there exist at most 2n + 1 nodes in the resulting ROBDD-L ∞ by Proposition 3. We prove the assertion by induction on the number of solid non-terminal nodes. For the case n = 0 (i.e., v is a True node on Line 9), it is obvious |L2Inf-sub(v)| = 1. Now assume that the assertion holds for n ≤ m. For the case n = m + 1, it is obvious that the condition on Line 9 is not satisfied (otherwise n = 0). Let m 1 (resp. m 2 ) be the number of solid non-terminal nodes in the OBDD-L rooted at lo(v ) (resp. hi(v )). It is obvious that m 1 + m 2 = m. Thus the OBDD-L ∞ rooted at u 1 (resp. u 2 ) has 2m 1 + 1 (resp. 2m 2 + 1) 5 Further, we show that at most min{|v|, 2n +1} recursive calls of L2Inf-sub are needed. First, we can represent the calling process of L2Inf-sub as a DAG. In the DAG, each terminal node corresponds to a single call of L2Inf-sub where v is a True node on Line 9, each non-terminal node corresponds to a single call of L2Inf-sub where v is not a True node, and each non-terminal node exactly has two children. It is easy to see that the number of the terminal nodes in the DAG is n, then we can prove that the number of terminal nodes in the DAG is not more than n + 1, and thus at most 2n + 1 recursive calls of L2Inf-sub are needed. Together with the other upper bound |v|, we need at most min |v|, 2n + 1 recursive calls.
nodes. Since the OBDD-L ∞ rooted at lo(u) (resp. hi(u)) has the same number of nodes as the OBDD-L ∞ rooted at u 1 (resp. u 2 ), we have |u| = 1+(2m 1 +1)+(2m 2 +1) = 2(m +1)+1. Therefore, the assertion holds.
Note that the separateness of the calls of L2Inf-sub and Reduce is not necessary in the implementation of L2Inf. We can add some code (i.e., fusing the identical nodes and merging the nodes having two identical children with their children) to L2Inf to make the resulting OBDD-L ∞ reduced, in order to save the space overhead.
The algorithm L2Inf is of importance due to several reasons (in fact, L2Inf will be called in many algorithms in the rest of the paper), and we emphasize two points here: (a) L2Inf immediately gives us an ROBDD-L ∞ compilation method, that is, firstly compiling the knowledge base into ROBDD and then employing L2Inf to turn the result into ROBDD-L ∞ ; (b) although Sieling and Wegener"s bound does not work for ROBDD-L ∞ any more, L2Inf provide a bridge between the size of a specific ROBDD-L ∞ and that of the corresponding ROBDD; in other words, we can use it to ascertain lower and upper bounds for certain knowledge bases. After one observation about L2Inf is pointed out, we introduce an important application of the second point in Proposition 5; that is, by computing lower and upper bounds, we prove that the size of ROBDD-L ∞ is linear in that of ROBDD for a special kind of knowledge bases. The conclusions in Proposition 5 are useful for proving that the size of the ROBDD-L i (0 < i ≤ ∞) corresponding to some formula ϕ is exponential in the size of ϕ itself.
Observation 7
If the input of L2Inf-sub satisfies that the formulas represented by the low and high children of any node are not equivalent to each other, then its output also satisfies this condition. Thus, the condition 2 in Definition 4 is satisfied; in other words, any node does not have two identical children. The main reason is that given two distinct formulas and a consistent term, where both formulas imply the term, the conditionings of these two formulas on the term are not equivalent to each other. Hence, in order to satisfy the condition 1 in Definition 4, we only need to fuse the identical nodes in the final output of L2Inf-sub by calling the function MK since the condition on Line 5 in Reduce is never satisfied. Proof First, we give the outline of the proof. According to Observation 4, it is sufficient to prove the conclusion (a) by showing that for any node in the ROBDD-L ∞ , the number of implied literals is not more than one. For the conclusion (b), we mainly take advantage of the algorithm L2Inf to prove it. We will show that the number of solid non-terminal nodes in the ROBDD rooted at v is not more than |v| − 3 and not less than |v| − 4, and then we get the right inequality by Proposition 4 and know that the number of nodes in the OBDD-L ∞ (its root is denoted by u) generated by calling L2Inf-sub(v) is not less than 2|v| − 7. Then, we show that the number of nodes removed by Reduce(u) from the OBDD-L ∞ rooted at u is not more than |u| 2 , and thus we can prove the left inequality by Observation 6. Next, we introduce some notations which will be used in the rest of the proof. We use a term pth to denote any path in OBDD-L, and any literal ¬x (resp. x) belongs to pth iff there exists some node labeled with variable x such that its low (resp. high) branch is on the path. We use v and w with some index to respectively denote the nodes in the ROBDD and ROBDD-L ∞ , and u with some index to denote the nodes in the OBDD-L ∞ generated by L2Inf-sub(v).
Last, the detailed proof is organized as the following three parts in track of the outline:
(1) Let w 1 be any node in the ROBDD-L ∞ . According to Observation 4, it is sufficient to prove the conclusion a) by showing |L max (w 1 )| ≤ 1. We first explain that the case var(w 1 ) = x n is impossible, which will be used in the next step. We then show that there does not exist any implied literal in L max (u 1 ) in addition to x n and ¬x n . Therefore, we have |L max (w 1 )| ≤ 1: 
We prove it by contradiction. Assume that there exists some literal l such that l ∈ L max (w 1 ) \ {x n , ¬x n }. For any path pth from w to w 1 , 6 we have that ϕ ∧ pth ≡ (φ(w)| pth) ∧ pth ≡ φ(w 1 ) ∧ T ∧ pth by Eq. ( * ) and Observation 6, where T is the set of implied literals of nodes on pth; in addition, we know φ(w 1 ) | l by Proposition 1; hence, we have ϕ | ¬ pth ∨ l. In the previous step, we have shown that x n is not associated with any non-terminal node; that is, var(w 1 ) ≺ x n . Therefore,¬ pth ∨ l is a non-tautology clause in which x n does not appear, which violates the condition of this proposition.
(2) We exploit the algorithm L2Inf to prove the right inequality of the conclusion b), that is, |w| ≤ 2 · |v| − 5 = 2 · (|v| − 3) + 1. By Proposition 4, it is sufficient to prove this inequality by showing that the number of solid non-terminal nodes in the ROBDD rooted at v is not more than |v|−3. Let X be the set of variables appearing in ϕ which cannot be omitted. Since ϕ is not equivalent to a constant, there exists some max-clause C over X such that ϕ | C. Therefore, x n cannot be omitted in ϕ (otherwise C is a non-tautology clause without appearance of x n , and thus the condition of the proposition is violated); that is,
⊥, ∅ appears in the ROBDD rooted at w. Hence, there exist at least three nodes in the ROBDD which are not solid non-terminal nodes, that is, v 1 or v 2 , ⊥, and ∅ , so the right inequality holds. (3) We exploit L2Inf once again to prove the left inequality of the conclusion b). According to Observation 7, when we call Reduce(u) on Line 23, it is only needed to fuse the identical nodes because the input of L2Inf-sub(v) is an ROBDD and thus both children of any node are not equivalent to each other by Proposition 2. Then, we prove the left inequality by two steps. That is, we show that the number of nodes in the OBDD-L ∞ rooted at u is not less than 2 · |v| − 7 and that the number of nodes removed in Reduce(u) is not more than |u| 2 . Since |w| is an integer, the left inequality holds. It is known that all nodes in the OBDD-L ∞ rooted at u is introduced on Lines 13-16 except u itself. In the following steps, we use U to denote the set of nodes in the OBDD-L ∞ except its root u, and V to denote the set of nodes in the ROBDD rooted at v.
(a) In the ROBDD rooted at v, it can be shown by Definition 4 that the number of nodes with variable x n is not more than two (otherwise there exists identical nodes in the ROBDD), that is, v 1 = x n , ⊥, ∅ , ∅ and v 2 = x n , ∅ , ⊥, ∅ . In addition, we show by contradiction that there does not exist any non-terminal nodes v 3 which is not solid and satisfies var(v 3 ) ≺ x n , and thus we have
Let v 3 be a solid non-terminal node in the ROBDD rooted at v such that var(v 3 ) ≺ x n and ⊥ is one of its children. Without loss of generality, we assume lo(v 1 ) = ⊥. Let pth be any path from v to v 3 . We have that ϕ ∧ pth ) is a non-tautology clause without appearance of x n , which violates the condition of this proposition. Furthermore, we point out a conclusion which will be used in the next step. For any non-terminal node v 4 in the ROBDD, x n cannot be omitted in φ(v 4 ) because of two facts: there exists some path from v 4 to a terminal node which contain a node labeled with variable x n ; 7 any variable appearing in some ROBDD cannot be omitted in the formula represented by the ROBDD. (b) For the sake of simplicity, we first define two functions f and g from U to V , and a function h from 2 U to N: Obviously, h(U ) equals to the number of nodes which are removed from the OBDD-L ∞ rooted at u by Reduce(u). We have shown that any implied literal in the ROBDD-L ∞ rooted at w must be either ¬x n or x n . When we call Reduce to convert the OBDD-L ∞ rooted at u into ROBDD-L ∞ , the sets of implied literals in it do not change. Then, any implied literal in the OBDD-L ∞ is also either ¬x n or x n . Therefore, U can be partitioned into three sets U 1 , U 2 and U 3 , where
Then, we get two conclusions about these three sets: (i) for any two nodes u 1 and u 2 in U 1 (resp. U 2 and U 3 ), u 1 is not identical with u 2 , and otherwise g(u 1 ) is identical with g(u 2 ), which violates the condition 1 in Definition 4; and (ii) for any two nodes u 1 = ∅ in U 1 and u 2 in U 2 (resp. U 3 ), u 1 is not identical with u 2 since x n cannot be omitted in φ(u 1 ) (since it was mentioned in the last step that there exists some path from g(u 1 ) to a node labeled with x n ) while x n does not appear in φ(u 2 ) (since x n is extracted away). We use c to denote the number of nodes in U which is identical with ∅ . It is obvious that 0 ≤ c ≤ 3 (it appears at most one time in each of U 1 , U 2 and U 3 ). Therefore, we have that
Now we prove the second conclusion mentioned at the beginning of this section:
Proposition 6 Given any two integers i and j
Proof According to Definition 7, we just need to provide a counterexample here. Let us consider the formula below over the linear order
Applying a similar approach to that of computing the sizes of the ROBDD and ROBDD-L ∞ representing ϕ ↔ , it is known that the size of the ROBDD-L i representing the above formula is exponential, while the corresponding ROBDD-L ∞ has a linear number of nodes. Since the number of implied literals on each node in the ROBDD-L ∞ is not greater than i + 1, we know that the corresponding ROBDD-L j is as same as the ROBDD-L ∞ by Observation 4. Therefore, this example contradicts the fact that ROBDD-L i is at least as succinct as ROBDD-L j .
By Proposition 4, Proposition 6 and Definition 7, it is easy to get the following conclusions:
Now we turn to show the succinctness relations between ROBDD-L ∞ and some other target languages already in the knowledge compilation map. We first prove that ROBDD-L ∞ is strictly less succinct than FBDD:
Proposition 8 ROBDD-L ∞ is strictly less succinct than FBDD.
Proof First, we propose a specific algorithm called Inf2FBDD which is presented in Algorithm 3 to prove that FBDD is as succinct as ROBDD-L ∞ . The algorithm can convert any ROBDD-L ∞ into the equivalent FBDD in polytime. Recall that for any non-False node v in FBDD, L(v) = ∅. It is trivial to prove the correctness of Inf2FBDD by induction. Note that the global associated array A 3 are used to avoid calling Inf2FBDD twice for the same node.
Algorithm 3: Inf2FBDD(v)
Input: an ROBDD-L ∞ rooted at v Output: the root of an FBDD which is equivalent to φ(v)
Next, we show that ROBDD-L ∞ is not as succinct as FBDD by giving a counterexample, and then this proposition holds. Let us consider the formula ϕ ↔ over the variable order x 1 ≺ · · · ≺ x n ≺ y 1 ≺ · · · ≺ y n . As pointed out previously, the size of the ROBDD representing ϕ ↔ is exponential, and thus the size of the ROBDD corresponding to ¬ϕ ↔ is also exponential, the reason of which is that the latter ROBDD can be generated by swapping the nodes ⊥ and ∅ in the former ROBDD, that is, replacing each edge from some node v to ⊥ (resp. ∅ ) with an edge from v to ∅ (resp. ⊥). Let C be any non-tautology clause without appearance of y n . Since at least one literal in {x n , ¬x n } does not belonged to C, without loss of generality, we assume ¬x n / ∈ C. Then, there exists some assignment ω which falsifies C (i.e., falsifying all its literals) but satisfies x n ∧ ¬y n . It is obvious that ω falsifies ϕ ↔ ; in other words, it satisfies ¬ϕ ↔ . Then ¬ϕ ↔ | C does not hold. That is, ¬ϕ ↔ satisfies the condition in Proposition 5. Hence, the size of the ROBDD-L ∞ representing ¬ϕ ↔ is also exponential. However, there does exist some linear FBDD which is equivalent to ¬ϕ ↔ , for example, the ROBDD representing ¬ϕ ↔ over another variable order x 1 ≺ y 1 ≺ · · · ≺ x n ≺ y n . Hence, ROBDD-L ∞ is not as succinct as FBDD.
By Proposition 7, Proposition 8, Proposition 3.1 in [2] , and the transitivity of succinctness, we know that:
Proposition 9 ROBDD-L ∞ is strictly less succinct than DNNF and d-DNNF; and ROBDD-L ∞ is incomparable to DNF, CNF, IP and PI.
We close this section by noting that given two target languages L 1 and L 2 , the fact that L 1 is strictly more succinct than L 2 does not prevent the latter from being widely used in practical applications (e.g., ROBDD is strictly less than both d-DNNF and FBDD, but it has been widely applied in practice so far). The reason is threefold. Firstly, the fact L 1 is strictly more succinct than L 2 does not prevent that L 2 is more space-efficient than L 1 for some kind of knowledge bases, because a polynomial magnification of size is admitted in the definition of succinctness. Secondly, the succinctness is only concerned about the best case; however, for the compilation languages without canonicity, the time cost of finding an optimal representation for a given knowledge base is usually so high that it is impractical to use such kind of algorithms. Finally, there is naturally a trade-off to face between the succinctness and the efficiency of logical operations, and the less succinct language often admits more operations in polytime.
The operations of ROBDD-L ∞
We have shown that ROBDD-L ∞ is the most succinct subset in OBDD-L in the previous section. In order to evaluate the inferential power of this interesting subset, we examine ROBDD-L ∞ with respect to the criterion proposed in the knowledge compilation map in this section. The knowledge compilation map involves the following requirements about queries and transformations. We just recall them here, and the reader is referred to [2] for their importance.
Definition 8 Given any target language L,
• L satisfies CO (resp. VA) iff there exists a polytime algorithm that maps every formula ϕ in L to 1 if ϕ is consistent (resp. valid), and to 0 otherwise; • L satisfies CE iff there exists a polytime algorithm that maps every formula ϕ in L and every clause C to 1 if ϕ | C holds, and to 0 otherwise; • L satisfies IM iff there exists a polytime algorithm that maps every formula ϕ in L and every term T to 1 if T | ϕ holds, and to 0 otherwise; • L satisfies EQ (resp. SE) iff there exists a polytime algorithm that maps every pair of formulas ϕ, ϕ in L to 1 if ϕ ≡ ϕ (resp. ϕ | ϕ) holds, and to 0 otherwise; • L satisfies CT iff there exists a polytime algorithm that maps every formula ϕ in L and some the variable set X which includes all variables appearing in ϕ to a non-negative integer that represents the number of models of ϕ over X (in binary notation); • L satisfies ME iff there exists a polynomial p(., .) and an algorithm that outputs all models of an arbitrary formula ϕ in L over some the variable set X which includes all variables appearing in ϕ in time p(n, m), where n is the size of ϕ and m is the number of its models over X .
Definition 9 Given any target language L,
• L satisfies CD iff there exists a polytime algorithm that maps every formula ϕ in L and every consistent term T to a formula in L that is equivalent to ϕ|T . • L satisfies FO iff there exists a polytime algorithm that maps every formula ϕ in L and every subset X of the set of variables appearing in ϕ to a formula in L that is equivalent to ∃X.ϕ, that is, the formula that does not mention any variable in X and for every formula ϕ that does not mention any variable in X , we have ϕ | ϕ precisely when ∃X.ϕ | ϕ . If the property holds for singleton X , we say that L satisfies SFO.
• L satisfies ∧C (resp. ∨C) iff there exists a polytime algorithm that maps every finite set of formulas ϕ 1 , · · · , ϕ n in L to a formula of L that is equivalent to ϕ 1 ∧ · · · ∧ ϕ n (resp.
• L satisfies ∧BC (resp. ∨BC) iff there exists a polytime algorithm that maps every pair of formulas ϕ and ϕ in L to a formula of L that is equivalent to ϕ ∧ ϕ (resp. ϕ ∨ ϕ ). Table 1 The polytime query of ROBDD-L ∞ . √ means "satisfies", • means "does not satisfy unless P = NP", and ? means "unknown"
• L satisfies ¬C iff there exists a polytime algorithm that maps every formula ϕ in L to a formula of L that is equivalent to ¬ϕ. Table 1 summarizes query-related properties of ROBDD-L ∞ . As ROBDD, FBDD and d-DNNF are three of the most widely used target languages in practical applications, their properties are also shown here for comparison. Table 1 hold.
Proposition 10 The results in
Proof CO, VA and EQ: Recall that for any formula, there is exactly one ROBDD-L ∞ representing it. This means, in particular, that there is exactly one ROBDD-L ∞ for the constant formula true (resp. f alse), that is, the ROBDD-L ∞ rooted at ∅ (resp. ⊥). In addition, given two ROBDDs-L ∞ , they are equivalent if and only if they are identical with each other. Thus we have that: (a) Deciding the satisfiability and validity of an ROBDD-L ∞ can be done in constant time, respectively, which means that both CO and VA are satisfied; and (b) Deciding the equivalence between two ROBDDs-L ∞ can be done in polytime, and thus EQ is satisfied.
CT, CE, IM and ME: Counting the models of a given ROBDD-L ∞ over a variables set which includes every variable appearing in the ROBDD-L ∞ can be done in linear time. Algorithm 4 presents an algorithm called Count to do this. A single call of Count terminates in constant time with the data unit "size" in the L-table. The global associated array A 4 is used to guarantee that each node is visited exactly once by Count. Then, this algorithm has a linear time complexity. Furthermore, we prove that the result of Count(v, X) equals to the number of models of φ(v) over X by induction on the size of |v|. The case |v| = 1 is immediate. Assume that Count(v, X ) returns the correct result for |v| ≤ n. When |v| = n +1, it is obvious that |lo(v)| ≤ n and |hi(v)| ≤ n. According to Eq. ( * ), the number of models of φ(v) equals to the sum of two numbers of models of
these two formulas share no model. Since neither var(v) nor any variable appearing in L(v) belongs to V ARS(lo(v)) (resp. V ARS(hi(v))) by Observation 1, the number of models of ( l ∈ L(v))∧var(v)∧(lo(v))
) by the induction hypothesis. Therefore, Count(v) can return the correct number of models of φ(v) in linear time, which means that CT is satisfied. In Proposition 12, we will show that ROBDD-L ∞ satisfies CD. Then by Lemma A.3, A.4 and A.7 in [2], we know that ROBDD-L ∞ satisfies ME, CE and IM, respectively.
It is well known that two broad areas in formal verification of hardware are distinguished [21] : one is checking whether a combinational circuit complies with a given specification, and the other is checking whether a circuit's behavior conforms to certain desired properties. The former is a case of equivalence checking, while the latter is mostly a case of clausal
Algorithm 4: Count(v)
Input: an ROBDD-L ∞ rooted at v, a set X which includes V ARS(v) Output: the root of an FBDD which is equivalent to φ(v) Table 2 The polytime query of ROBDD-L ∞ .
√ means "satisfies", • means "does not satisfy", • means "does not satisfy unless P = NP", and ? means "unknown"
entailment. By Proposition 10, ROBDD-L ∞ has the potential to be widely used in formal verification field. Note that we just need some fragment information (i.e., the size) about the sets of implied literals in Count, which is pre-recorded in the L-table. Thus, we can visit a node of ROBDD-L ∞ in Count in constant time. The same situation occurs for the operation about computing the minimum cardinality of an ROBDD-L ∞ [4] , which is useful in model-based diagnose. Given any ROBDD-L ∞ , we only need an extra data unit in the L-table for any non-False node v to pre-record the number of negative literals in L(v), and then the minimum cardinality of this ROBDD-L ∞ can also be computed in linear time.
By Proposition 4, every OBDD-L can be converted into the corresponding ROBDD-L ∞ in polytime, and then we can use the resulting ROBDD-L ∞ to answer queries. Therefore, we have the following conclusion: Proposition 11 OBDD-L satisfies CO, VA, CE, IM, EQ, CT and ME. Table 2 summarizes transformation-related properties of ROBDD-L ∞ . Again, properties of d-DNNF, FBDD and ROBDD are also shown here for comparison. Table 2 hold.
Proposition 12 The results in
Proof CD: Algorithm 5 presents an algorithm called Condition which is used to condition an ROBDD-L ∞ rooted at v on a consistent term T . The global associative array A 5 guarantees that each node in the ROBDD-L ∞ rooted at v is visited at most once by the function Condition-sub, and thus Condition-sub terminates in polytime. Moreover, we have shown that L2Inf terminates in polytime in the previous section. Thus, the algorithm Condition has a polynomial time complexity. Next, we prove that the result of Condition-sub(v, T ) is an OBDD-L which is equivalent to φ(v)|T by induction on the size of |v|. Given two consistent terms T 1 and T 2 , it is known by Definition 6 that T 1 |T 2 is satisfiable iff there exists some literal l ∈ T 1 such that ¬l ∈ T 2 and that T 1 |T 2 ≡ T 1 \ T 2 if T 1 |T 2 is satisfiable. Therefore, the case |v| = 1 is immediate. For the case |v| ≤ n, we assume that the output u of
Condition-sub(v, T ) is an OBDD-L equivalent to φ(v)|T and that V ARS(u) ⊆ V ARS(v).
When |v| = n + 1, it is obvious that |lo(v)| ≤ n and |hi(v)| ≤ n. Then, we proceed by case analysis:
(1) The condition on Line 4 is satisfied: By Observation 2, it is obvious that the OBDD-L representing φ|T is rooted at ⊥. 
(v)|T ≡ [( l ∈ L(v))|T ] ∧ [(¬var(v)|T ∧ φ(lo(v))|T ) ∨ (var(v)|T ∧ φ(hi(v))|T )], and thus φ(u)
≡ φ(v)|T .
Note that computing L(v) \ T and deciding whether ∃l ∈ L(v)
.¬l ∈ T or not are needed to be done just once for the same sets of implied literals with the use of L-table. This is another example that the L-table is helpful for saving the computing time of logical operations. ∨BC, ∨C, SFO and FO: Let us consider the formula ϕ ↔ ∨ z over the variable order x 1 ≺ · · · ≺ x n ≺ y 1 ≺ · · · ≺ y n ≺ z. Let v and w be the roots of the ROBDD and ROBDD-L ∞ corresponding to ϕ ↔ , respectively. It was mentioned previously that |v| is exponential while |w| is linear. The ROBDD representing z has three nodes, that is, ∅ , ⊥ and the root v = z, ⊥, ∅ , ∅ . The ROBDD-L ∞ representing z has only one node, namely, {z} . The ROBDD corresponding to ϕ ↔ ∨z can be generated by replacing the False node in the ROBDD rooted at v with v ; 8 in other words, the ROBDD representing ϕ ↔ ∨ z has an exponential number of nodes. Let C be any non-tautology without appearance of z. Obviously, there exists some assignment ω which falsifies both C and ¬z. Then ω falsifies (¬ϕ ↔ ∧ ¬z) ∨ C; namely, ϕ ↔ ∨ z does not implies C. Therefore, ϕ ↔ ∨ z satisfies the condition in Proposition 5; that is, the size of the corresponding ROBDD-L ∞ is exponential. Hence, there exists no polytime algorithm, which can map the two ROBDDs-L ∞ representing ϕ ↔ and z to the ROBDD-L ∞ corresponding to ϕ ↔ ∨ z. This means that ∨BC cannot be satisfied. Then ∨C also cannot be satisfied. Now we introduce a new node u and a new variable x ≺ x 1 , where var(u) = x, L(u) = ∅, lo(u) = w and hi(u) = {z} . It is obvious that the DAG rooted at u is an ROBDD-L ∞ . According to Eq. ( * ), φ(u) ≡ (¬x ∧ ϕ ↔ ) ∨ (x ∧ z). Thus there exists no polytime algorithm, which can map the ROBDD-L ∞ with root u to the ROBDD-L ∞ corresponding to ∃x.φ(u) because ϕ ↔ ∨ z ≡ ∃x.(¬x ∧ ϕ ↔ ) ∨ (x ∧ z). This means that SFO cannot be satisfied. Then FO also cannot be satisfied.
∧C: By Proposition 9, ROBDD-L ∞ is not at least as succinct as CNF. Therefore, there exist some family of CNF formulas such that the sizes of the corresponding ROBDDs-L ∞ are not polynomial in the sizes of those formulas. Let ϕ be one of such CNF formulas. Obviously, there does not exist any polytime algorithm that can convert ϕ into the corresponding ROBDD-L ∞ . However, it is obvious that each clause in ϕ can be converted into the corresponding ROBDD-L ∞ in linear time. Then, the fact that ROBDD-L ∞ satisfies ∧C implies that ϕ can be converted into the corresponding ROBDD-L ∞ in polytime, which is impossible. Thus ∧C cannot be satisfied.
¬C: The formula ϕ ↔ over the variable order x 1 ≺ · · · ≺ x n ≺ y 1 ≺ · · · ≺ y n is a counterexample here. We have shown that the size of the ROBDD-L ∞ representing ¬ϕ ↔ is exponential in the proof of Proposition 8. However, it was pointed out that the ROBDD-L ∞ corresponding to ϕ ↔ only has a linear number of nodes. Thus, there exists no polytime algorithm, which can map the ROBDD-L ∞ corresponding to ϕ ↔ to the ROBDD-L ∞ representing ¬ϕ ↔ (otherwise, the ROBDD-L ∞ representing ¬ϕ ↔ will have a polynomial number of nodes). This means that ¬C cannot be satisfied.
According to Observation 4, the first conclusion in Proposition 5, and Proposition 11, it is easy to extend the proof of Proposition 12 to get the following conclusion:
Proposition 13 ROBDD-L i (1 ≤ i < ∞) does not satisfy FO, SFO, ∧C, ∨C, ∨BC and ¬C.
We close this section by a summative theoretical comparison between ROBDD, ROBDD-L ∞ , FBDD and d-DNNF. Both ROBDD and ROBDD-L ∞ possess canonicity over any given variable order, while neither FBDD nor d-DNNF has this property. ROBDD-L ∞ is strictly more succinct than ROBDD, but it is strictly less succinct than FBDD, which is strictly less succinct than d-DNNF. From Table 1 , we know that, on the one hand, ROBDD satisfies SE, which neither FBDD nor d-DNNF satisfies, and it is not clear whether ROBDD-L ∞ satisfies SE; on the other hand, both ROBDD and ROBDD-L ∞ satisfy EQ, while it is unknown so far whether FBDD and d-DNNF satisfy it or not. In the future, practical applications might need some other class of queries (i.e., not involved in the knowledge compilation map) such that ROBDD can answer them in polytime, while none of ROBDD-L ∞ , FBDD and d-DNNF can; or both ROBDD and ROBDD-L ∞ can answer them in polytime, while neither FBDD nor d-DNNF can; or only d-DNNF cannot. From Table 2 , it seems that both d-DNNF and ROBDD-L ∞ have some problems for the transformations, while FBDD is a bit better than them. Fortunately, on the one hand, the transformations usually can be completed in the offline phase; on the other hand, we will see in the next section that given any logical operation, if operating ROBDDs can be done in polytime, then ROBDDs-L ∞ can also support this operation in time polynomial in the sizes of the equivalent ROBDDs.
Compiling knowledge base into ROBDD-L i (0 ≤ i ≤ ∞)
In this section, we present two compilation algorithms about ROBDD-L i (0 ≤ i ≤ ∞). Here, we focus on the top-down compilation manner rather than the bottom-up one on account of two facts: a) we do not know whether ROBDD-L ∞ satisfies ∧BC or not, which is required in the bottom-up compiling fashion; and b) a well-known problem [31, 32] with the bottom-up methods is that the intermediate results arising in the process of compilation can grow so large as to make further manipulation impossible, even when the final result would have a tractable size (in the extreme case when the knowledge base is unsatisfiable, the final compilation result of ROBDD-L i will have only one node (namely, ⊥); however, the intermediate results may be satisfiable and thus have a great number of nodes). First, we propose a compilation algorithm called Build for ROBDD-L i (0 ≤ i ≤ ∞). Moreover, we exploit some specific models of the given knowledge base obtained in the process of compilation to optimize Build and then devise another algorithm called Build-inf for ROBDD-L ∞ . After introducing some techniques which are likely to improve the performance of these two compilation algorithms when their inputs are in CNF, we propose an algorithm called Inf2ROBDD which can convert any ROBDD-L ∞ into the equivalent ROBDD, and then we reveal an interesting property: given any logical operation ROBDD supports in polytime, ROBDD-L ∞ can also support it in polytime with the sizes of the equivalent ROBDDs as the parameters of polynomial.
Compilation algorithms
Algorithm 6 presents the compilation algorithm Build, which recursively converts any formula ϕ into ROBDD-L i (0 ≤ i ≤ ∞). The output of Build is a node v which is the root of the resulting ROBDD-L i . We check whether v is ⊥ or not on Line 1. On Lines 4-7, we compute the set of implied literals of v. Then on Lines 9-14, we check whether v is a True node or not; that is, we try to find a variable which cannot be omitted in ϕ; if successful, it means that v is a non-terminal node and then we recursively compute lo(v) and hi(v) on Line 11; otherwise v is a True node. It is guaranteed that v is not redundant on Line 17 (otherwise, the existing identical node is returned). Now we prove the correctness of this algorithm in the following proposition, and then point out three observations about Build:
Proposition 14 Given any formula ϕ over ≺ and any 0 ≤ i ≤ ∞, the output of Build(ϕ, i, ≺) is the root of the ROBDD-L i representing ϕ.
Proof For the sake of simplicity, we use ϕ 0 to denote ϕ in the input, ϕ 1 to denote ϕ just after running Line 8, and ϕ 2 to denote ϕ on Line 11. Let X be the set of variables appearing in (1) ϕ 0 is unsatisfiable: The conclusion is obvious. (2) ϕ 1 is equivalent to true (i.e., the condition on Line 15 is satisfied): The fact that ϕ 0 is satisfiable guarantees that ϕ 0 does not imply both any literal and its negation. Therefore, we have ϕ 0 ≡ L(v). Then, the conclusion obviously holds by Eq. ( * ) and Proposition 1. (3) Otherwise: Let X 1 and X 2 be the sets of variables appearing in ϕ 2 |¬x j and ϕ 2 |x j , respectively. It is obvious that X 1 ⊂ X and X 2 ⊂ X. By the induction hypothesis, we know that the output of Build(ϕ 2 |¬x j , i, ≺) (resp. Build(ϕ 2 |x j , i, ≺)) is the root of the ROBDD-L i corresponding to ϕ 2 |¬x j (resp. ϕ 2 |¬x j ) such that V ARS(lo(v)) ⊆ X 1 (resp. V ARS(hi(v)) ⊆ X 2 ). Then, we prove the conclusion by the following five steps: 
by the induction hypothisis
Observation 8 In order to guarantee that at least one child of any node in ROBDD-L i is non-False, we check the satisfiability of ϕ on Line 1 in Build. In the implementation, we can remove this line. Instead, we add a line just before Line 17 to return ⊥ if both children of v are ⊥.
Observation 9
For the cases i = 0 and i = ∞ of Build, we do not need to check whether a variable can be omitted in ϕ on Line 10 or not any more, and we just need to call the algorithm Reduce to turn the final result of Build into the equivalent ROBDD and ROBDD-L ∞ instead.
Observation 10
For the case i = 0 of Build, we do not need to compute implied literals on Lines 4-8.
From Observations 8-10, we know that Build is equivalent to Algorithm 5 in [31, page 205] when its input is in CNF. In the remainder of this subsection, we focus on the case i = ∞. It is known that when we check satisfiability on Line 1 or compute implied literals on Lines 5-6, we can often obtain a model if the formula is satisfiable or it does not imply a literal. We use such models to optimize Build to propose the ROBDD-L ∞ algorithm Build-inf (in Algorithm 7).
In Build-inf, for any formula ϕ , Decide(ϕ ) will return a model of ϕ if it is satisfiable, and its output will be the empty set otherwise. We call Decide to determine the satisfiability of ϕ on Line 23. If ϕ is satisfiable, then we return ⊥ on Line 24. Otherwise, on Line 25, we call the function Build-inf-sub to get an OBDD-L ∞ equivalent to ϕ and then call Reduce to convert the resulting OBDD-L ∞ into the corresponding ROBDD-L ∞ . The second parameter Ω of Build-inf-sub is a set of models of ϕ. Instead of Lines 4-8 in Build, we call the function Get-imps to compute the literals implied by ϕ on Line 13 in Build-inf. In Get-imps, T 1 records the literals really implied by ϕ while T 2 records the literals which are likely to be implied by ϕ (in other words, the literals not in T 2 cannot be implied by ϕ). On Lines 18-19, Ω is partitioned into two parts: Ω 1 includes the models of ϕ|¬x, while Ω 2 includes the ones of ϕ|x. We prove the correctness of Build-inf as follows:
Proposition 15 Given any formula ϕ, the output of Build-inf(ϕ) is the root of the ROBDD-L ∞ representing ϕ.
Proof Given a formula ϕ and its models set Ω, we prove that the output of Get-imps(ϕ, Ω) is exactly all literals implied by ϕ, and then the correctness of Build-inf is easy to be proved by some proof analogous to the one of Proposition 14. We use T to denote the set of literals implied by ϕ. Loop invariants are helpful for proving this assertion; in order words, we just need to prove that the function Get-imps has the following property:
Input: a propositional knowledge base presented as formula ϕ over the variables set x 1 ≺ · · · ≺ x n Output: the root of the ROBDD-L ∞ over ≺ which is equivalent to ϕ 1 function Get-Imps(v, Ω) // this function also output Ω
while there exists some literal l in
Let x be the minimum variable appearing in ϕ
(1) T 1 is always a subset of T : This conclusion immediately follows from the fact that ϕ ∧¬l is unsatisfiable (i.e., M = ∅ on Line 6) iff ϕ | l. (2) T 2 is always a superset of T : Given any model M of ϕ and any literal l ∈ M, it is known that ϕ | ¬l does not hold since M is a model of ϕ ∧ l. Thus, the initialization of T 2 on Line 2 is a superset of T . After running Line 7, M is a model of ϕ ∧ l, and consequently T 2 is still a superset of T . (3) The loop on Lines 4-9 terminates: After one cycle, we add l to T 1 if M = ∅, and remove at least one literal (namely, l) from T 2 otherwise. Therefore, the number of cycles on Lines 4-9 is not more than the number of variables appearing in ϕ.
Note that Build-inf-sub is backtrack-free for any satisfiable formula (in other words, the inputting formulas of the two recursive calls on Line 20 are still satisfiable), which is in accordance with the fact that the False node does not appear in ROBDD-L ∞ . The efficiency of Build-inf is heavily dependent on the calling number and efficiency of the function Decide. The main motivation of Get-imps is to reuse the models we have obtained to reduce the number of calling Decide, in order to improve the efficiency of Build-inf. In the extreme case when we have got two models M 1 and M 2 of ϕ satisfying that l ∈ M 1 iff ¬l ∈ M 2 , it can be known without calling Decide any more that ϕ does not imply any literal. We point out two observations about Get-imps as follows to show that its efficiency can be further improved for some special cases:
Observation 11 If the input ϕ of Get-imps is in NNF, then the term T 2 on Line 3 can be initialized as the set of literals appearing in ϕ. The reason is twofold: (a) any satisfiable NNF formula only imply the literals appearing in it; and (b) the conditioning of NNF formula on some consistent term is still in NNF.
Observation 12
If the input ϕ of Get-imps is in CNF, then the term T 1 on Line 2 can be initialized as the set of literals in the unit clauses in ϕ.
Some techniques to improve the performance of build and build-inf
The algorithms Build and Build-inf are applicable to the compilation of any propositional knowledge base. However, in practical applications, knowledge bases are often represented as CNF formulas since people can read and write them with ease. Here are some techniques that are likely to improve the performance of Build and Build-inf when the knowledge base is represented in CNF: (1) aims at reducing the number of recursive calls of Build or Buildinf-sub; (2) can be used to speed up determining satisfiability and computing implied literals in both Build and Build-inf, and getting the minimum variable that cannot be omitted in Build; and (3) is utilized to further reduce the number of calling Decide in Build-inf.
(1) CNF caching
In the process of recursively calling Build or Build-inf-sub, we may encounter the formula that has been compiled in some previous call. In order to save the compiling time, both Build and Build-inf-sub avoid compiling the same CNF formula twice to some extent. We exploit the CNF caching scheme introduced in [33] to do this. Assume that the knowledge base ϕ 0 = C 1 ∧· · ·∧C n . It is obvious that each input ϕ of Build or Build-inf-sub comes from conditioning ϕ 0 on a partial assignment. Given any two inputs ϕ = ϕ 0 |ω and ϕ = ϕ 0 |ω , we know ω ≡ ω if the following two conditions hold. First, the variables appearing in ω and ω are the same. Second, let bv be a Boolean vector with n bit, where for any 1 ≤ i ≤ n, bv(i) = true if C i shares some literal with ω, and bv(i) = f alse otherwise; bv is generated from ω in the same way; bv equals to bv . For example, let ϕ 0 = (x 1 ∨ ¬x 2 ) ∧ (¬x 1 ∨ x 2 ) ∧ (x 3 ∨ ¬x 4 ), we can detect that ϕ = ϕ 0 |x 1 ∧ x 2 is equivalent to ϕ = ϕ 0 |¬x 1 ∧¬x 2 by this scheme. Assume that ϕ has been compiled into the corresponding ROBDD-L i in Build or an equivalent OBDD-L ∞ in Build-inf-sub. When we need to compile ϕ , we can simply reuse the previous compilation result about ϕ. Obviously, the current CNF scheme cannot detect the equivalence of the conditionings of ϕ on two partial assignments which are over two different sets of variables, respectively.
(2) Adopting efficient SAT solving techniques It has been shown that SAT solving (particularly, the classical DPLL algorithm [34] , which is the basis of most of the complete SAT solvers) and knowledge compilation are closely related. For example, [35] proposed an algorithm to exploit DPLL search to generate Horn GLB; [31] proposed a new method to map different versions of exhaustive DPLL search to different compilation languages such as ROBDD, FBDD, and d-DNNF; and [17] extended the idea in [31] to map another version of systematic search to the EPCCL theory. It is known that we need to employ SAT solver on Lines 1, 5, 6, 10 in Build and Lines 5, 23 in Build-inf. Despite that many times of such employment can be avoided in Build-inf, the efficiency of SAT solver still significantly affect its efficiency (see Sect. 7). Fortunately, sustained research during the past few decades has greatly enhanced the efficiency and scalability of DPLL-based search algorithm, and many efficient complete SAT solvers which were implemented in the framework of DPLL have been reported so far, for example, MiniSAT [36] , PrecoSAT [37] and CryptoMiniSat [38] . Techniques contributing to the improvement include two-literal watch scheme for fast BCP, clause learning by conflict analysis, dependency directed backtracking, new variable ordering heuristics and timely restarts [31, [36] [37] [38] . Note that we must be cautious enough when introducing an optimization technique into the SAT engine employed by our compilation algorithms, since some functions whose calling time is negligible in a single employment of SAT solver may cost a great deal of time when the SAT engine is called a large number of times. We emphasize that the clause learning by conflict analysis is very practical here due to the reason that we always perform DPLL searches on the same CNF formula (i.e., the original knowledge base which is being compiled) only under different initial partial assignments, 9 thus learnt clauses generated in one DPLL search can be inherited by the other DPLL searches.
(3) Exploiting Horn lower approximation As pointed out previously, the efficiency of the compilation algorithms is heavily dependent on the calling number of Decide. A Horn lower approximation of any CNF formula ϕ is a Horn theory that implies ϕ. It has two interesting properties: (a) ϕ implies a literal only if any Horn lower approximation of ϕ implies it; and (b) all implied literals of Horn theory can be computed in polytime. We exploit these two properties to fast remove some literals not implied by the knowledge base (namely, the ones not implied by its Horn lower approximation), and thus can reduce the number of calling Decide. That is, we replace the function Get-imps in Build-inf with the function Get-imps-CNF in Algorithm 8. The function Horn-app in Get-imps-CNF is used to generate a Horn lower approximation of ϕ according to its model M. We first give an example to illustrate how Get-imps-CNF works. 4 , ¬x 4 }. Obviously, ϕ does not imply x 1 . And we assume that Decide(ϕ ∪ {¬x 1 }) on Line 13 returns a model M = {¬x 1 , ¬x 2 , x 3 , ¬x 4 }. Then Horn-app(ϕ, M) generates a Horn lower approximation ϕ = {x 3 , ¬x 2 ∨ x 3 , ¬x 1 ∨ ¬x 4 }. We know that ϕ only implies x 3 . That is, T 2 = {x 3 } after running Line 15. Then, we find that ϕ does imply x 3 on Line 13. Note that we only need to employ SAT solver twice here, while the solver will be called at least 3 up to 5 times in Get-imps (the number is dependent on the models obtained by the SAT solver).
In particular, a model M of ϕ is also a Horn lower approximation (each literal in M can be seen as a unit Horn clause). However, the approximation generated by Horn-app(ϕ, M) is obviously greater than M, that is, M | Horn-app(ϕ, M). For example, the Horn approximation in Example 2 have 6 models, particularly including M itself. The idea of Horn theory approximation in [1] is to generate a greatest lower bound (GLB), that is, an approximation which is not implied by other approximations not equivalent to it. However, [7] showed that this problem is at least P NP[O(logn)] -hard; in other words, generating a GLB is an even more expensive task than determining the satisfiability and computing an implied literal since NP ∪ co-NP ⊂ P NP[O(log n)] . Furthermore, the effect of using a generated GLB is unknown. That is, it is possible that using a GLB on Line 11 or 15 cannot remove more literals from T 2 than using the lower approximation generated by the function Horn-app. The reason is that, on the one hand, the lower approximation generated by Horn-app sometimes is already a GLB (e.g., the one generated in Example 2); on the other hand, a strictly greater lower approximation may not imply less literals. Therefore, it seems that using a GLB in Get-imps-CNF is not desirable.
Converting ROBDD-L ∞ into ROBDD
As mentioned previously, the algorithm Build can be transformed into Algorithm 5 in [31] when the input is in CNF. However, the results in [31] , as well as our empirical results, show that the performance of Algorithm 5 in [31] can be further improved. In this subsection, we present a good alternative-we show that any ROBDD-L ∞ can be converted into the equivalent ROBDD using the algorithm Inf2ROBDD in Algorithm 9, and thus we can first compile the knowledge base into ROBDD-L ∞ and then convert the resulting ROBDD-L ∞ into ROBDD (simply called Build-inf+Inf2ROBDD). We will show that Inf2ROBDD is of theoretical significance in the second half of this subsection. Furthermore, it will be seen in the next section that this ROBDD compilation method outperforms Algorithm 5 in [31] .
In Inf2ROBDD, if the input v is ⊥ or ∅ (i.e., the condition on Line 2 is satisfied), then we return v itself. Otherwise, we find the minimum variable x in V ARS (v) . For the case when x appears in L(v) (namely, the condition on Line 5 is true), we first remove the literal whose variable is x from L(v) on Line 6; we then return the BDD node x, ⊥, Inf2ROBDD Inf2ROBDD(lo(v) ), Inf2ROBDD(hi(v)), ∅ on Line 11. Note that we maintain a cache H 6 in Inf2ROBDD to avoid making too many recursive calls. The key of any entry H 6 is a root of some ROBDD-L ∞ . A 6 is used to store previously computed results of calling Inf2ROBDD. We first give an observation and then prove that Inf2ROBDD has two interesting properties: by Equation ( * )
by the annihilator law
Since ⊥ does not appear in any OBDD-L ∞ with a non-False root, the ROBDD rooted at hi(u) represents a satisfiable formula by Observation 2. Then lo(u) and hi(u) are not identical with each other by the uniqueness of ROBDD, and thus the OBDD rooted at u is reduced. by Equation ( * )
Then, the OBDD rooted at u is reduced for the same reason in (1) . (4) 
is not identical with hi(v 2 ) by the uniqueness of ROBDD-L ∞ . By the induction hypothesis and the uniqueness of ROBDD, lo(u) is not identical with hi(u); that is, the condition 2 in Definition 4 is satisfied. By virtue of hash table A 6 , any two distinct nodes in the OBDD rooted at u are not identical to each other according to the uniqueness of ROBDD and ROBDD-L ∞ . Therefore, the OBDD rooted at u is reduced. (5.c) The ROBDD rooted at u is equivalent to φ(v):
Next, we prove the second part of the proposition. Given any non-empty entry in A 6 , its key is a root of some ROBDD-L ∞ . By the uniqueness of ROBDD and ROBDD-L ∞ , each single call of Inf2ROBDD introduces exactly one new node u into the resulting ROBDD if the condition on Line 1 is not satisfied; in other words, u is not identical with any node introduced in some previous call of Inf2ROBDD. Hence, |u| equals to the number of calling Inf2ROBDD in which the condition on Line 1 is not satisfied. And the number of calling Inf2ROBDD in which the condition on Line 1 is satisfied is not more than 2 · |u|. Notice that a single call of Inf2ROBDD terminates in polytime. Therefore, there exists some polynomial p such that for any ROBDD-L ∞ rooted at v which corresponds to the ROBDD rooted at u,
Inf2ROBDD(v) terminates in O( p(|u|)).
The algorithm Inf2ROBDD, together with the algorithm L2Inf, provides a new approach to answering query using ROBDDs-L ∞ and performing transformation on ROBDDs-L ∞ . That is, first, we call Inf2ROBDD to convert the ROBDDs-L ∞ into the equivalent ROBDDs; next, we answer the query using the ROBDDs, or we perform the transformation on the ROBDDs and then convert the resulting ROBDD into ROBDD-L ∞ . Figure 5 depicts an illustration about applying this approach to answer the implication query and to perform the conjunction operation. According to Proposition 4 and Proposition 16, we know that both L2Inf and Inf2ROBDD terminate in time polynomial in the size of ROBDD. Therefore, it is trivial to prove the following property: From Tables 1 and 2 , we know that the requirements which ROBDD satisfies but ROBDD-L ∞ does not satisfy (or it is unknown whether ROBDD-L ∞ satisfies or not) include SE, SFO, ∧BC, ∧BC and ¬C. By Proposition 17, we have that the operations corresponding to these requirements can be done on ROBDD-L ∞ in polytime with the sizes of the corresponding ROBDDs as the parameters of polynomial. In particular, even though it is unknown so far whether ROBDD-L ∞ satisfies ∧BC or not, we believe that there exists some more efficient algorithm for binary conjunction than the one illustrated in Fig. 5b . The reason is that when conditioned on the same term, the conjunction of two ROBDDs-L ∞ may imply more literals than either one. Finally, we point out that neither FBDD nor d-DNNF has the property in Proposition 17. The reason is that for certain formulas, due to lack of the uniqueness, there exists some equivalent FBDD (equivalent d-DNNF formula), which has a far greater number of nodes than the corresponding ROBDD over a given variable order. For example, the ROBDD representing ϕ ↔ over x 1 ≺ y 1 ≺ · · · ≺ x n ≺ y n only has a linear number nodes, but the equivalent ROBDD over another order x 1 ≺ · · · ≺ x n ≺ y 1 ≺ · · · ≺ y n has a exponential size; the latter is both an FBDD and a d-DNNF formula since 5 An illustration about using ROBDDs to answer query or perform transformation on ROBDDs-L ∞ : a illustrates the process of answering whether an ROBDD-L ∞ implies another one or not, and b shows how to compute the conjunction of two ROBDDs-L ∞
Preliminary experimental results
In this section, we present some experimental results about our initial implementation of an ROBDD-L package called BDDjLu. The main purpose of this preliminary report is, on the one hand, to show some strength and potential of BDDjLu, on the other hand, to verify several theoretical properties from an experimental point of view. In this ROBDD-L package, any CNF formula can be compiled into ROBDD-L i (0 < i < ∞) by the algorithm Build or into ROBDD-L ∞ by the algorithm Build-inf. BDDjLu also includes all the operations involved in the knowledge compilation map, which are supported by ROBDD and ROBDD-L ∞ in polytime, respectively. In addition, the algorithms Inf2ROBDD and Inf2FBDD are contained by BDDjLu, and thus we can compile CNF instances into ROBDD and FBDD using Buildinf+Inf2ROBDD and Build-inf+Inf2FBDD, respectively. In Build and Build-inf, as it was mentioned previously, SAT engine will be employed to decide whether a CNF formula is satisfiable or not, to compute implied literals of a CNF formula, and to determine whether a variable can be omitted in a CNF formula or not. The current SAT solver employed in BDDjLu is an improved version of the prototypical implementation of DPLL which was used in an EPCCL compiler called C2E [17] . We adopted four modern optimization techniques, which have been proved effective for compilation, to optimize the old version, that is, twoliteral watch scheme for fast BCP, clause learning by conflict analysis, dependency directed backtracking and variable ordering heuristic VSIDS.
We compare BDDjLu against a standard d-DNNF compiler known as c2d 10 [33] and the ROBDD compiler 11 in [31] (we call it H&D for simplicity). These three compilers were tested on eight groups of benchmarks from SATLIB 12 and another group iscas89. 13 We used c2d to compile the benchmarks into d-DNNF. ROBDDs-L ∞ and FBDDs were generated by Buildinf and Build-inf+Inf2FBDD, respectively. H&D and Build-inf+Inf2ROBDD were both used to convert each instance into the corresponding ROBDD. It seems that an FBDD compiler was implemented by Huang and Darwiche in [31] . But we cannot compare Build-inf+Inf2FBDD with it. The reason that we compare Build-inf+Inf2ROBDD with H&D rather than other BDD packages (e.g., BuDDy 14 and CUDD 15 ) is twofold: both Build-inf+Inf2ROBDD and H&D are top-down compilers; and the results in [32] showed that H&D runs orders of magnitude faster than the traditional bottom-top compilation fashion on many benchmarks. c2d was run under the directives "-reduce" and "-dt-method 4" (i.e., the min-fill heuristic for constructing d-trees): "-reduce" is helpful to generate smaller d-DNNF formulas and "-dt-method 4" works best on a broad set of benchmarks. 16 In our experiments, the variables were denoted by their indices (i.e., some positive integers), and x j ≺ x k iff j < k. All experiments were conducted on a computer with a two-core 2.99 GHz CPU and 3.46 GB RAM. The timeout for each problem was set to 1,200 s.
The experimental results are shown in Tables 3, 4 , and Fig. 6 respectively: • Table 3 summarizes the performance of these compilers on the considered set of problems.
Here "#compiled" indicates the number of instances which can be compiled into the corresponding target language using 3.46 GB memory in 20 min. "total time" and "total size" indicate the sum of compiling time and the sum of resulting sizes (reflecting the numbers of edges in results) of the benchmarks which can be compiled under the given condition, respectively. Table 4 shows the detailed data about two instances selected from each group in Table 3, where problem types ("#vars", "#cls" and "#models" indicate the number of variables, clauses and models of the corresponding instance, respectively), compilation output types of d-DNNF, ROBDD-L ∞ , FBDD and ROBDD ("#nodes" and "#edges" indicate the number of nodes and edges, respectively), individual compiling time ("-" indicates timeout or memory overflow), and the time cost of employing SAT engine in Build-inf ("sat" indicates it) are reported.
From the experimental results, we know that c2d and H&D compiled 271 and 106 of 338 instances, respectively, while our ROBDD-L ∞ , FBDD and ROBDD compilers succeeded for 269, 260 and 227, respectively. Our ROBDD-L ∞ compiler outperforms c2d on bejing, blocksworld, II, logistics and qg. For uf200, the total compiling time of our ROBDD-L ∞ compiler is less than c2d, but its total size is slightly larger. c2d surpasses our ROBDD-L ∞ compiler in the rest of groups. Our ROBDD compiler outperforms H&D on all the domains except bejing and iscas89. Note that the fact that one compiler outperforms another on a group of instances does not prevent the latter from surpassing the former in some individuals in this group. For example, c2d outperforms our ROBDD-L ∞ compiler on 2bitcomp_5 in bejing, while Build-inf outperforms c2d on flat200-24 in flat200; thus, the combination of these two compilers may lead to better results; in fact, there exist 281 instances such that they can be compiled by either c2d or BDDjLu under the given condition.
On the whole, ROBDD-L ∞ is significantly smaller than ROBDD for each instance, and this tracks well with the theoretical succinctness relation of the two languages in Proposition 7; although ROBDD-L ∞ can support more queries in polytime, c2d cannot dominate the ROBDD-L ∞ compiler in BDDjLu for either compiling time or resulting size, the main reason of which is that d-DNNF does not have canonicity and that c2d failed to find the optimal results for many instances; Build-inf+Inf2ROBDD compiled most of the benchmarks that Build-inf did (the reason that Inf2ROBDD failed in some problems is due to overflow of memory), which is in accordance with the conclusion about the running time of Inf2ROBDD in Proposition 16; our ROBDD-L package succeeded in converting more instances into ROBDDs than H&D, and for most of the problems that both compiled, the former is obviously faster than the latter. In addition, the experimental results also indicate that the time cost of employing SAT solver in Build-inf plays a very important role in the total running time of generating ROBDD-L ∞ and that the Build-inf can generate smaller compilation results than c2d for the instances whose resulting sizes are relatively small; especially, we explain the reason why c2d and BDDjLu perform different behaviors among the benchmarks from the viewpoint of the numbers of their models. It is easily understood that for two CNF formulas over the same set of variables, the one with less models has a greater chance to imply more literals (in the extreme case when a formula has no model, it implies any literal). Once an implied literal is got, we can use it to simplify the original formula, that is, conditioning the formula on this literal. When a formula or a sub-formula in which a few variables are assigned implies many literals, BDDjLu will exploit these implied literals to save a lot of compiling time and to generate a relatively small ROBDD-L ∞ . Implied literal is a special kind of decomposition which is hidden in knowledge bases; in other words, we cannot capture such decomposition by simply partitioning the primal graphs corresponding to knowledge bases. For example, the primal graph corresponding to ϕ = (x 1 ∨ x 2 ) ∧ (¬x 1 ∨ x 2 ) ∧ (x 1 ∨ ¬x 2 ) is not decomposable, but this formula can be decomposed into two literals x 1 and x 2 implied by it, that is, ϕ ≡ x 1 ∧ x 2 . Hence, BDDjLu is comparatively efficient for the domains in which each problem has a relatively small number of models, for example, blocksworld. On the contrary, for the instances with a lot of models, we cannot often obtain enough useful information by spending much time in employing the SAT solver, since there are fewer literals implied by these instances. However, a CNF formula with a lot of models often has a relatively low ratio of clauses and variables, which means that the degrees of the edges in its corresponding primal graph are relatively small, and thus the primal graph can often be partitioned into some sub-graphs after a few variables are assigned. At the same time, c2d can easily capture such decomposability and then utilize it to simplify compilation. Therefore, c2d is comparatively efficient for the groups where the number of models of each problem is large, such as bmc. For the remaining domains whose instances have neither too many nor too few models, for example, uf200, c2d and BDDjLu do not dominate the other.
Finally, it is pointed out that although the current implementation of BDDjLu has shown potential strength, a sustained and extensive engineering effort is required to maximize such kind of potential, mainly including: a) choosing a highly efficient modern SAT solver (e.g., MiniSAT) as a template and then customizing a SAT engine well fit for BDDjLu; and b) devising a smart variable order heuristic rather than the current one (i.e., simply sorting the variables by ascending order of positive integers) to conduct compilation. The former is expected to further improve compiling efficiency, while the latter can be used to generate more space-efficient representations.
Conclusions and further work
In this paper, we introduced a new knowledge compilation approach ROBDD-L, in which each node is associated with a new label, that is, a set of implied literals. Then, we discussed an interesting kind of subsets of ROBDD-L-ROBDD-L i for any 0 ≤ i ≤ ∞. ROBDD-L i requires that all its nodes should be associated with precisely i implied literals. Among these subsets, ROBDD-L 0 whose nodes have no implied literal is isomorphic to ROBDD, and ROBDD-L ∞ requires that every node should be labeled with implied literals as many as possible. Given any number i and any formula, we showed that there is exactly one ROBDD-L i representing this formula over any given variable order. In particular, ROBDD and ROBDD-L ∞ are the canonical representations in OBDD and OBDD-L ∞ , respectively.
Furthermore, we showed that every sentence of OBDD-L can be converted into the equivalent sentence of ROBDD-L ∞ in polytime. This means that ROBDD-L ∞ is the most succinct subset of OBDD-L. In particular, this target language is strictly more succinct than ROBDD. Compared with FBDD and d-DNNF, we demonstrated that ROBDD-L ∞ is strictly less succinct. Then, we proposed the algorithm Inf2FBDD, which can convert any ROBDD-L ∞ into FBDD. In order to evaluate the inferential power of this interesting subset in ROBDD-L, we compared it with ROBDD, FBDD and d-DNNF on the operations involved in the knowledge compilation map. For the queries, ROBDD satisfies all eight requirements; ROBDD-L ∞ , FBDD and d-DNNF all supports CO, VA, CE, IM, CT and ME; and ROBDD-L ∞ satisfies another requirement EQ. For the transformations, ROBDD satisfies CD, SFO, ∧BC, ∨BC and ¬C; both ROBDD-L ∞ and d-DNNF only satisfy CD; and FBDD satisfies CD and ¬C.
Finally, we proposed two compilation algorithms Build and Build-inf, where the former can compile any formula into ROBDD-L i for 0 ≤ i ≤ ∞, while the latter is specifically tailored for ROBDD-L ∞ . In addition, we proposed the algorithm Inf2ROBDD, which can convert any ROBDD-L ∞ into ROBDD, and we showed that Inf2ROBDD terminates in a time which is polynomial in the size of its output. Therefore, it is known that given any logical operation ROBDD supports in polytime, ROBDD-L ∞ can also support it in time polynomial in the sizes of the equivalent ROBDDs. Combining Build, Build-inf, Inf2FBDD, Inf2ROBDD and all the polytime operations supported by ROBDD and ROBDD-L ∞ , we implemented the ROBDD-L package BDDjLu. This package was tested on nine groups of benchmarks, and the preliminary experimental results showed that: for the same instance, the corresponding ROBDD-L ∞ is significantly smaller than the ROBDD; c2d and our ROBDD-L ∞ compiler do not dominate the other; and Build-inf+Inf2ROBDD provides an obviously faster ROBDD compiler.
The most significant contribution of the paper is the target language ROBDD-L ∞ , which has great possibilities to be widely used in practice. In comparison with ROBDD, its main advantage is the succinctness, and thus it has more efficient compilation algorithms from both aspects of time and space; moreover, through converting ROBDD-L ∞ into ROBDD, we can comparatively efficiently compile the knowledge base into ROBDD. Compared with FBDD and ROBDD, the competitive advantage of ROBDD-L ∞ is twofold. On the one hand, it is a canonical representation over any given variable order, which is a critical factor in practice as it facilitates the search for optimal compilations. On the other hand, this language meets more querying requirements involved in the knowledge compilation map and supports relatively efficient logical operations (e.g., conjunction, disjunction and negation); therefore, it can meet more operation requirements originating from practical applications and can significantly facilitate the development of software systems.
Besides the potential strengths this work has shown, the idea in the paper still leaves plenty of room for future improvements. Here, we reveal four possibilities among them:
(1) An important research line in ROBDD field is to study the sizes of ROBDDs for various Boolean functions (e.g., total symmetric Boolean functions, parity functions, threshold functions) or for a certain type of knowledge bases (e.g., the ones represented in Krom or Horn CNF), and many lower and upper bounds have been obtained for them. The result in Proposition 5 relates the size of an ROBDD to the size of the corresponding ROBDD-L ∞ , and thus for many formulas (this paper provides a few examples), we can immediately get a lower and an upper approximation about the size of the equivalent ROBDD-L ∞ , respectively. In order to be applicable to more formulas, it is needed to relax the condition in Proposition 5. (2) It would be worthwhile dedicating effort to further studying the distinction between ROBDD-L i with different 0 < i < ∞ from the perspective of the knowledge compilation map, in addition to the results in Proposition 6 (i.e., given any two number i and j (0 < i < j < ∞), ROBDD-L i is not at least as succinct as ROBDD-L j ). Our intuition suggests that ROBDD-L i is strictly less succinct than ROBDD-L j , and we need to find a polytime algorithm to convert the former into the latter, or provide a counterexample. Furthermore, according to Propositions 12-15, it is not easy to differentiate ROBDD-L i and ROBDD-L ∞ using the current querying and transformation requirements in the knowledge compilation map (according to previous experience, different succinctness will bring different tractability). Maybe more logical operations not included in the knowledge compilation map so far are needed to differentiate these languages. (3) We have known that c2d and Build-inf do not dominate the other and that the number of models can explain the reason to some degree. For knowledge bases in certain practical applications, however, it is unrealistic to select some compilation approach (assume that both meet the querying and transformation requirements in applications) by exactly measuring the number of models of the knowledge base, since the model counting problem is #P-complete. Undoubtedly, it is significant to devise a good heuristic about how to select a compilation approach in practice according to its time and space efficiency. The approximate model counters could be helpful here if they can efficiently obtain good low and upper approximations about the number of models of the knowledge base. (4) It is an ongoing work to further enhance the efficiency and scalability of BDDjLu.
Specially, both compilation efficiency and quality of BDDjLu have huge potential for further improvements by embedding a more suitable SAT solver and devising a smart heuristic to generate better orders of variables. For the latter, a simple idea is to give variants of classical heuristics (e.g., min-fill) for reordering ROBDD which work fine with ROBDD-L ∞ , and the variants are expected to be able to capture the information about implied literals. Moreover, we can also improve the time efficiency of BDDjLu by devising better CNF caching schemes since the current one can only detect the equivalence between certain classes of CNF formulas.
