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ON EXPLICIT CONSTRUCTIONS OF AUERBACH
BASES IN SEPARABLE BANACH SPACES.
ROBERT BOGUCKI
Abstract. This paper considers explicit constructions of Auer-
bach bases in separable Banach spaces. Answering the question of
A. Pe lczyn´ski, we prove by construction the existence of Auerbach
basis in arbitrary subspace of c0 of finite codimension and in the
space C(K) for K compact countable metric space.
1. Introduction
The problem of Auerbach basis in finite dimensional Banach spaces
has a simple, classical solution. Yet, the infinite-dimensional, separa-
ble case seems to be much more challenging. By using naive methods,
namely Gramm-Schmidt orthogonalisation techniques one can construct
a total and fundamental biorthogonal system, however we have no war-
ranty about its boundedness. In order to obtain the boundedness, one
needs a more subtle approach. This problem was first solved by A.
Pe lczyn´ski and R. Ovsepian in 1975 [2]. One year later, Pe lczyn´ski [3]
strengthened the result by obtaining a ”1 + ǫ Auerbach basis”, one of
the main ingredients of the proof was the celebrated Dvoretzky theo-
rem. The problem whether every separable Banach space contains an
Auerbach basis seems to be still open. A. Pe lczyn´ski [4] asked about
the explicit construction of Auerbach bases in the subspaces of c0 and
general C(K) spaces for K compact, countable metric space. In section
2 we prove the c0 case assuming that the space is of finite codimenision
and in section 3 we present the proof for C(K).
Let X be a separable Banach space. We shall recall some essential
definitions.
Notation. To avoid confusion, by |·| we will denote the Euclidean
norm, whereas ‖ · ‖ will always refer to the underlying Banach space
norm. By [xn]
∞
n=1 we will denote the closed linear span of {xn}
∞
n=1.
Definition 1.1. A sequence (xn; x
∗
n)
∞
n=1, where xn ∈ X , and x
∗
n ∈ X
∗
is called:
(1) biorthogonal, if x∗k(xj) = δk,j for k, j = 1, 2, ...,
(2) total, if x∗n(x) = 0 for every n = 1, 2, ... implies x = 0,
1
2 ROBERT BOGUCKI
(3) fundamental, if [xn]
∞
n=1 = X (equivalently, x
∗(xn) = 0 for every
n = 1, 2, ... implies x∗ = 0),
(4) bounded by M , if ‖xn‖‖x
∗
n‖ ≤M for every n = 1, 2, ....
Definition 1.2. Auerbach basis of X is a sequence satisfying (1), (2),
(3), with the property that ‖xn‖ = ‖x
∗
n‖ = 1 for every n = 1, 2, ....
A sequence satisfying (1), (2), (3) is sometimes called a Markushevich
basis.
Recall the following classical results.
Theorem (Auerbach, [1]). Every finite dimensional Banach space has
an Auerbach basis.
Theorem (Pe lczyn´ski, [3]). Let X be an infinite-dimensional, separa-
ble Banach space. Then, for every ǫ > 0 there exists a fundamental,
total, biorthogonal sequence (xn; x
∗
n)
∞
n=1, satisfying ‖xn‖‖x
∗
n‖ ≤ 1 + ǫ.
2. Subspaces of c0.
We will now construct an Auerbach basis in an arbitrary subspace
of c0 of finite codimension. Naturally we assume them to be closed (so
that they are still Banach spaces).
Theorem 2.1. Let X be a subspace of c0 of finite codimension. Then
X has an Auerbach basis.
Proof. We start with the case when codimX = 1. Let us take f ∈ c∗0 =
l1 such that X = ker f . We can expand f in the standard basis, namely
f =
∞∑
n=1
ane
∗
n. Where e
∗
n are coordinate functionals. By permuting
indices, we can assume without a loss of generality, that |a1| = supn |an|
(supremum is attained and finite since the sequence converges to 0).
For n = 1, 2, ... let us take
xn = en+1 −
an+1
a1
e1,
x∗n = e
∗
n+1,
it is clear that x∗i (xj) = δij and ‖xn‖ = ‖x
∗
n‖ = 1 for all n. To check
that xn spans the whole X , consider an arbitrary y = (y1, y2, ...) ∈ X .
We claim that y =
∞∑
n=1
yn+1xn. The only non-trivial part is the equality
on the first coordinate, however f(y) = 0, so
y1 =
−1
a1
∞∑
n=2
ynan
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where the series is absolutely convergent because (an) ∈ l1. Therefore
∞∑
n=1
yn+1xn =
∞∑
n=1
yn+1en+1 − e1
1
a1
∞∑
n=2
ynan =
∞∑
n=1
ynen = y.
Totality is also trivially satisfied. Let y = (y1, y2, ...) ∈ X and suppose
that x∗n(y) = 0 for all n. This implies yi = 0 for i > 1, therefore
f(y) = a1y1 = 0 and finally y1 = 0.
We will now generalise this approach to the case when codimX =
n > 1. Let
X =
n⋂
k=1
ker fk,
f i =
∞∑
n=1
f ine
∗
n,
where f j ∈ l1 for j = 1, 2, .., n are linearly independent function-
als on c0. We can now consider an infinite matrix D = [f
i
j ]
1≤i≤n
1≤j≤∞,
the rows of which corresponds to the aforementioned functionals. Let
A = [f ij ]
1≤i≤n
1≤j≤n be a n× n matrix consisting of the first n columns of D.
Suppose for a moment that A maximizes the absolute value of deter-
minant over all n × n matrices composed from the columns of D. In
particular detA 6= 0. We are now in position to construct the biorthog-
onal sequence. The idea is similar to the case n = 1, namely we would
like to have
x∗k = e
∗
n+k,
xk = en+k + v(k),
for k = 1, 2, ..., where v(k) ∈ span(e1, e2, ..., en). Fix k for a moment
and suppose v(k) = (v1, v2, ..., vn, 0, ...). The coordinates can now be
computed as follows. The condition xk ∈ X implies that that f
j(xk) =
0 for j = 1, 2, ..., n, thus we have n equations of the form
f j1v1 + f
j
2v2 + ...+ f
j
nvn + f
j
n+k = 0.
Rewriting these equations in terms of the matrix A, we have
A


v1
..
..
vn

 =


−f 1k+n
..
..
−fnk+n

 .
By using Cramer’s formula we obtain
vi =
detAi
detA
,
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where Ai is the matrix A with the i-th column substituted for

−f 1n+k
−f 2n+k
..
−fnn+k

 .
Notice, that − detAi is the determinant of a matrix consisting of n first
columns ofD with i-th column substituted for the column with number
n+ k in D. We have assumed that A maximizes the absolute value of
determinant over matrices consisting of columns of D. Therefore we
have
|vi| =
∣∣∣∣detAidetA
∣∣∣∣ ≤ 1,
which implies that ‖xk‖ = 1. The construction itself also ensures
that ‖x∗k‖ = 1 and x
∗
k(xj) = δk,j. Note that for every i, the sequence
{xk(i)}
∞
k=1 is in l1. Indeed, there is nothing to do if n < i, otherwise,
let us take
M = sup
k
∣∣(f 1k , ..., fnk )∣∣ .
M is finite since f j ∈ l1 for every 1 ≤ j ≤ n. Using Hadamard
inequality yields
|xk(i)| =
∣∣∣∣detAidetA
∣∣∣∣ ≤ Mn−1|detA| ∣∣(f 1n+k, ..., fnn+k)∣∣ ≤ M
n−1
|detA|
(∣∣f 1n+k∣∣ + ...+ ∣∣fnn+k∣∣) .
Let us check that {xk}
∞
k=1 spans the whole X. Consider an arbitrary
y = (y1, y2, ...) ∈ X and set y˜ =
∞∑
k=1
yn+kxk. This series makes sense
because its coordinates are in l1. Once again we claim that y = y˜ =
∞∑
k=1
yn+kxk. It is clear that we have yk = y˜k for k > n. Let us now
justify the equality on the first n coordinates. Since y, y˜ ∈ X , we have
f j(y) = f j(y˜) = 0, that is
f j1y1 + f
j
2y2 + ... + f
j
nyn = −
∞∑
k=n+1
f jkyk,
and
f j1 y˜1 + f
j
2 y˜2 + ... + f
j
ny˜n = −
∞∑
k=n+1
f jk y˜k = −
∞∑
k=n+1
f jkyk,
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for every 1 ≤ j ≤ n and therefore the vectors (y1, y2, ..., yn) and
(y˜1, y˜2, ..., y˜n) both satisfy the following system of equations
Ax =


−
∞∑
k=n+1
f 1k yk
..
..
−
∞∑
k=n+1
fnk yk

 .
Since A is nonsingular, this system has unique solution and the argu-
ment follows.
To check that {x∗k} is total, once more suppose y = (y1, y2, ...) ∈ X
and x∗n(y) = 0 for all k. This implies yi = 0 for i > n. Once more
we can construct a system of equations which determines (y1, y2, ..., yn)
and y = 0 follows from the fact that A is nonsingular.
To finish the proof, we need to justify our assumptions on the deter-
minant of A. We will say that the matrix is maximal if it maximizes
the absolute value of determinant among all n× n matrices composed
from columns of D. From the independence of {f j}1≤j≤n we can find
n linearly independent columns of D. Let us denote by B the matrix,
consisting of this columns. There exists m such that B does not have
columns with indices greater than m. Once again, recall that
M = sup
k
∣∣(f 1k , ..., fnk )∣∣ ,
is finite, since f j ∈ l1 for j = 1, 2, .., n. Moreover, we can select N > m
so large, that the following inequality will hold for any v column of D
with number greater that N
|v| <
|detB|
Mn−1
.
Once again recall Hadamard inequality, which implies that a maximal
matrix cannot have columns with numbers greater than N . Therefore,
to find a maximal matrix, one has to consider only the first N columns
of D. By permuting indices we could have assumed that the first n
columns of D were maximal. 
Remark 2.1. The assumption that the codimension of X is finite was
crucial. In fact, the author does not know the answer in the case where
both, dimension and codimension are infinite.
6 ROBERT BOGUCKI
3. Continuous functions on a countable metric compact
In this section, we start with an elementary construction in the space
c. This simple idea will then be extended and the proof of the gen-
eral case will follow from transfinite induction and a suitable isometric
classification of C(K) spaces.
Proposition 3.1. Let K be a countable metric compact with finitely
many accumulation points. Then C(K) has an Auerbach basis.
Proof. Let n be the number of accumulation points. We will first con-
sider the case when n = 1 (so we are looking at the space c). Assume
that K = {zk}
∞
k=1 ∪ {z} where zk → z. Define Zj = {zk}
∞
k=j+1 ∪ {z}.
Now take x0 ≡ 1, x
∗
0 =
∑∞
k=1 δzk2
−k, and for j = 1, 2, ...
xj = −1zj + 1Zj ,
x∗j =
∞∑
k=j
xj(zk)δzk2
j−k−1 = −
δzj
2
+
∞∑
k=j+1
δzk2
j−k−1.
It is clear that ‖xj‖ = ‖x
∗
j‖ = 1 and the sequence
(
xj ; x
∗
j
)∞
j=0
is
biorthogonal. Fundamentality becomes clear when one realizes that
the matrix 

1 1 1 ... 1
−1 1 1 ... 1
0 −1 1 ... 1
... ... ... ... ...
0 0 0 −1 1


is nonsingular and therefore every x ∈ C(K) with finite amount of
values can be expressed as a linear combination of {xj}
∞
j=1. In order
to check totality, take y ∈ X such that x∗j (y) = 0 for j = 0, 1, 2, ....
To simplify notation, set yj = y(zj). We now arrive at the following
system of equations
∞∑
k=1
yk2
−k = 0
and
−yj +
∞∑
k=j+1
yk2
j−k−1 = 0
for j = 1, 2, .... It is elementary to check that this forces yj = 0 and
consequently y ≡ 0.
For the case n > 1 split K into disjoint copies K1, K2, ..., Kn where
each Kj is just as in the case n = 1 and apply the same construction.

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Proposition 3.2. Let X be a Banach space with Auerbach basis, then
c(X) has an Auerbach basis.
Proof. Suppose that (xm; x
∗
m)
∞
m=1 forms an Auerbach basis in X . Set
v0 =
∞∑
k=1
ek,
v∗0 =
∞∑
k=1
e∗k2
−k.
and consider the following sequences
vn = −ek +
∞∑
k=n+1
ek,
v∗n =
∞∑
k=1
vn(k)e
∗
k2
n−k−1 = −
e∗n
2
+
∞∑
k=n+1
e∗k2
n−k−1.
where n = 1, 2, .... Now we can define
xn,m = vn · xm,
x∗n,m = v
∗
n · x
∗
m,
where · is pointwise product and n,m = 1, 2, .... It is obvious that
‖xn,m‖ = ‖x
∗
n,m‖ = 1 and this sequence is biorthogonal. To check
that it is fundamental, consider ǫ > 0 and an arbitrary sequence
(y1, y2, ...) = y ∈ c(X). For a sufficiently large index N , we have
‖y − (y1, y2, ..., yN , yN , ...)‖ < ǫ/2.
Now, for each yj, where j = 1, 2, .., N we can find αj ∈ c00, such that
‖yj −
∞∑
k=1
αj(k)xk‖ < ǫ/2.
Set αj(k) = αN(k) for j > N , k = 1, 2, ... and let M be an integer
guaranteeing that αj(k) = 0 for j = 1, 2, ... whenever k > M . Recalling
the matrix from Preposition 3.1, one sees that for every k, we can find
{βj,k}
∞
j=1
∈ c00, such that
x˜k :=
∞∑
j=1
βj,kxj,k
satisfies x˜k(j) = αj(k) for j = 1, 2, ... Take
x =
M∑
k=1
x˜k =
M∑
k=1
∞∑
j=1
βj,kxj,k.
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From the construction, we see that x lies in the span of {xn,m}
∞
n,m=1
and ‖y − x‖ < ǫ. In order to prove that the sequence is total, fix m.
Arguing similarly as in Prepositon 3.1, one sees that if x∗n,m(y) = 0
for every n = 1, 2, ..., then x∗m(yk) = 0 for every k = 1, 2, .... Since
{x∗m}
∞
m=1 was total, the claim follows. 
Before going any further, let us recall some basic facts about C(K)
spaces, where K is countable compact metric space. For a complete
survey, see [5].
Theorem. For every K infinite countable compact metric space, there
exists a unique ordinal 1 ≤ α < ω1 and a unique n ∈ N such that the
space C(K) is isometric to C (ωα+)⊕ ...⊕ C (ωα+)︸ ︷︷ ︸
n
where the direct
sum is taken in the supremum norm.
Let us also recall the following construction from [5]. Set X =
⊕∞n=1Xn where each Xn = C(Kn) for some compact metric space Kn.
By c0(X) ⊕ 1 we will denote the ”unitization” of c0(X). That means
we consider pairs ({xn}
∞
n=1, c) ∈ X × R with the norm
‖({xn}
∞
n=1, c)‖ = sup
n
sup
ω∈Kn
|xn(ω) + c|.
Now define Yα as follows. Let Y1 = c0⊕ 1 = c. Now, we can proceed
by induction. If β = α + 1 set Yβ = c0(Yα) ⊕ 1 and if β is a limit
ordinal, choose αn ր β and set Yβ = (Yα1 ⊕ Yα2 ⊕ ...)c0 ⊕ 1.
It turns out that these spaces can be seen as building blocks for C(K)
spaces. Namely, we can reformulate the previous theorem as follows
(see [5]).
Theorem. For every K infinite countable compact metric space, there
exists a unique ordinal 1 ≤ α < ω1 and a unique n ∈ N such that the
space C(K) is isometric to Yα ⊕ ...⊕ Yα︸ ︷︷ ︸
n
where the direct sum is taken
in the supremum norm.
It is now clear that in order to construct an Auerbach basis in an ar-
bitrary C(K) space for K countable compact metric space, it is enough
to consider the case Yα or C (ω
α+). It turns out, that the rudimentary
construction from Preposition 3.1 can be easily extended to the general
case. Before giving the proof, let us provide an illuminating example.
Example 3.1. Consider Kj =
{
1
n
| n ≥ j
}
∪ {0} and set
K = (0, 0) ∪
⋃
j≥1
{
1
j
}
×Kj.
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K ∈ R2 with the euclidean distance is a compact metric space and
C(K) is isometric to (c⊕ c⊕ ...)c0 ⊕ 1 and C(ω
2+), while C(Kj) is
isometric to c. In 3.1 we have constructed an Auerbach basis (xk; x
∗
k)
∞
k=0
of c such that x0 ≡ 1. Therefore we can proceed as follows. For each
Kj take the sequence (xk; x
∗
k)
∞
k=0 and let
(
xk,j; x
∗
k,j
)∞
k=0
be its extension
by zero to the whole K. Now once again consider the basis (xk; x
∗
k)
∞
k=0
but now treat the sequence {xk(j)}
∞
j=1 as a function on C(K) which is
constant on each Kj and equal to xk(j). We can proceed similarly for
the functionals and obtain a formula
xk =
∞∑
j=1
xk(j)1Kj =
∞∑
j=1
xk(j)x0,j ,
x∗k =
∞∑
j=1
2−jx∗k(j)x
∗
0,j .
We claim that (xk; x
∗
k)
∞
k=0 ∪
⋃
j≥1
(
xk,j; x
∗
k,j
)∞
k=1
is an Auerbach basis in
C(K) (notice that we omit the functions x0,j). Indeed, it is clear that
all the vectors and all the functionals have norm 1. Biorthogonality
follows from the properties of underlying basis of c. In order to check
fundamentality, a moment of reflection should convince us that every
function f ∈ C(K) with finite amount of values can be expressed as
a linear combination of vectors from the proposed basis. To see that
the basis is total it is enough to understand that if x∗k,j(f) = 0 for
k = 1, 2, ..., then f is constant on Kj and if a function is constant on
each Kj we may treat it as an element of c and use totality of {x
∗
k}
∞
k=0
to conclude that the function is zero on the whole K.
A similar procedure will now allow us to prove the key lemma.
Lemma 3.3. For j = 1, 2, ... let Kj be a metric space and suppose that(
fk,j; f
∗
k,j
)∞
k=0
is an Auerbach basis in C(Kj) such that f0,j ≡ 1. Then
the space
X := (C(K1)⊕ C(K2)⊕ ...)c0 ⊕ 1
has an Auerbach basis (xk; x
∗
k)
∞
k=0 such that x0 = (0, 1).
Proof. We start by introducing some notation. Given a function f ∈
C(Kj), we set
fej := (0, ...0︸ ︷︷ ︸
j − 1
, f, 0, ...) ∈ (C(K1)⊕ C(K2)⊕ ...)c0 ,
similarly for f ∗ ∈ C(Kj)
∗,
f ∗e∗j := (0, ...0︸ ︷︷ ︸
j − 1
, f ∗, 0, ...) ∈ (C(K1)
∗ ⊕ C(K2)
∗ ⊕ ...)l1 ,
10 ROBERT BOGUCKI
and finally
f ∗e∗j (fek) =
{
f ∗(f) if j = k,
0 otherwise.
For (x, c) ∈ X we may write
(x, c) =
∞∑
j=1
(xj + c1Kj )ej ,
and therefore we may interpret elements of X and X∗ as linear combi-
nations of ej or e
∗
j with suitable coefficients. We now mimic the con-
struction from example in order to construct the basis. For j = 1, 2, ...
and k = 1, 2, ... consider
xk,j = fk,jej,
x∗k,j = f
∗
k,je
∗
j .
Notice, that we purposely omit the constant functions. Set x0 =
(0, 1) =
∑∞
j=1 1Kjej . and define x
∗
0 by
x∗0 =
∞∑
j=1
2−jf ∗0,je
∗
j ,
and for k = 1, 2, ...
xk = −ek +
∞∑
j=k+1
ej ,
x∗k =
−f ∗
0,ke
∗
k
2
+
∞∑
j=k+1
f ∗0,je
∗
j
2j−k+1
.
We claim that (xk; x
∗
k)
∞
k=0
∪
⋃
j≥1
(
xk,j; x
∗
k,j
)∞
k=1
is an Auerbach basis in
X . It is clear that ‖xk‖ = ‖x
∗
k‖ = ‖xk,j‖ = ‖x
∗
k,j‖ = 1. Biorthogonality
follows from the fact that
(
fk,j; f
∗
k,j
)∞
k=0
were Auerbach bases containing
constant function 1 and that (xk; x
∗
k)
∞
k=0 is essentially the Auerbach
basis from c in disguise. As for totality and fundamentality, the double-
indexed part of the basis corresponds to setting the value on each block
C(Kj) independently, up to the constant factor. On the other hand,
the single-indexed part is connected to providing the missing constants
and the scalar value. More formally, given (y, c) ∈ X and ǫ > 0, we
find N , a sequence gj ∈ C(Kj), where j = 1, 2, ..., N and t ∈ R such
that ∥∥∥∥∥(y, c)−
[
N∑
j=1
gjej +
∞∑
j=N+1
t1Kjej
]∥∥∥∥∥ < ǫ/2.
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We can approximate each gj by hj =
∑∞
k=0 αj(k)fk,j, where αj ∈ c00
and ‖gj − hj‖ < ǫ/2. It is also possible to find β ∈ c00 such that
∞∑
j=0
βjxj =
N∑
j=1
αj(0)1Kjej +
∞∑
j=N+1
t1Kjej.
Therefore∥∥∥∥∥
[
N∑
j=1
gjej +
∞∑
j=N+1
t1Kjej
]
−
[
∞∑
j=0
βjxj +
N∑
j=1
∞∑
k=1
αj(k)xk,j
]∥∥∥∥∥
=
∥∥∥∥∥
N∑
j=1
gjej −
N∑
j=1
hjej
∥∥∥∥∥ < ǫ/2,
and we have just proven fundamentality. To check that the sequence
is total, notice that for y =
∑∞
j=1 yjej , the condition x
∗
k,j(y) = 0 for
k = 1, 2, ... implies that f ∗k,j
(
yj − f
∗
0,j(yj)f0,j
)
= 0 for k = 0, 1, 2, ...
and therefore yj is a constant function. If yj is constant for every
j = 1, 2, ..., then (xk; x
∗
k)
∞
k=0 mimics an Auerbach basis in c and totality
is established.

Theorem 3.4. Let K be a countable compact metric space, then C(K)
has an Auerbach basis.
Proof. Using transfinite induction and lemma 3.3 we can find a basis for
all Yα where 1 ≤ α < ω1. From the aforementioned isometric classifica-
tion of C(K) spaces, we know that C(K) is isometric to Yα ⊕ ...⊕ Yα︸ ︷︷ ︸
n
for some 1 ≤ α < ω1 and n ∈ N, where the direct sum is taken in
the supremum norm. It is now enough to take n distinct copies of
Auerbach basis in Yα. 
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