In a recent paper, it was shown that (i) any reciprocal system with a proper transfer function possesses a signaturesymmetric realization in which each state has either even or odd parity; and (ii) any reciprocal and passive behavior can be realized as the driving-point behavior of an electric network comprising resistors, inductors, capacitors and transformers. These results extended classical results to include uncontrollable systems. In this paper, we establish new lower bounds on the number of states with even parity (capacitors) and odd parity (inductors) for reciprocal systems that need not be controllable.
Introduction
It is well known that any symmetric transfer function H possesses a so-called signature symmetric realization in which the states are partitioned into a number with even parity (n 1 ) and a number with odd parity (n 2 ) [1, 2] . Furthermore, the numbers n 1 and n 2 are related to the properties of Hankel, Sylvester, and Bezoutian matrices associated with H (see [3, 4, 5] ). In [5] , a physical consequence of these results was provided, which related to electric networks comprising resistors, inductors, capacitors and transformers (RLCT networks). Specifically, it was shown that the number of capacitors (resp., inductors) is bounded below by n 1 (resp., n 2 ) in any RLCT network whose impedance is H.
In [6, 7, 8, 9] , it was noted that there are many important RLCT networks that are uncontrollable. Moreover, there are RLCT networks which do not possess an impedance. Also, even if the impedance does exist, then it does not fully determine the driving-point behavior when the RLCT network is uncontrollable. In [6, Definition 4] , a definition of reciprocity was provided which does not assume the existence of a transfer function (of relevance to RLCT networks which do not possess an impedance), and it was shown that any RLCT network is reciprocal. That paper then developed a theory of reciprocal systems that extends the classical results on signature symmetric realizations to systems that need not be controllable (see, e.g., [6, Theorem 8] ). In particular, it was shown that any behavior that is reciprocal and passive (in accordance with [6, Definitions 4 and 11] ) can be realized as the drivingpoint behavior of an RLCT network [6, Theorem 13] .
The results in this paper establish new lower bounds on the number of states with even parity (capacitors) and odd parity (inductors) for reciprocal systems. These bounds coincide with the aforementioned known lower bounds when the system is controllable, but they are higher for uncontrollable systems. In Theorem 8, we show that, for any signature symmetric realization of a reciprocal system, the number of states with even (resp., odd) parity is bounded below by the sum of the number of uncontrollable modes and the number of positive (resp., negative) eigenvalues of a Bezoutian matrix derived from the high order differential equations describing the system. Theorem 9 shows that, for RLCT realizations of passive and reciprocal behaviors, both an inductor and a capacitor are required to realize each uncontrollable mode. These theorems prove that the realization provided in Theorem 8 (resp., Theorem 13) of [6] is minimal in the sense that it contains the least possible numbers of states with even parity (resp., capacitors) and states with odd parity (resp., inductors). To prove these results, we use the concept of the extended Cauchy index of a real-rational function, first defined in [5] , and the related concept of the McMillan degree. In particular, we obtain new bounds concerning the McMillan degree and extended Cauchy index of functions of the form S T HS where H is a symmetric real-rational function and S is a real matrix (see Theorem 13).
Notation and preliminaries
We denote the real numbers by R. The polynomials, rational functions, and proper (i.e., bounded at infinity) rational functions in the indeterminate ξ with real coefficients are denoted R[ξ], R(ξ), and R p (ξ). The m×n matrices with entries from R (resp.,
, then H T denotes its transpose, and if H is nonsingular (i.e., det (H) = 0) then H −1 denotes its inverse. If H ∈ R m×n , then #col(H) denotes the numbers of columns (n); #row(H) denotes the number of rows (m); rank(H) denotes the dimension of its column space: {z ∈ R m | ∃y ∈ R n with z = Hy}; and nullity(H) denotes the dimension of its nullspace: {z ∈ R n | Hz = 0}. As is well known, rank(H) is also the dimension of the column space of H T ; rank(H) + nullity(H) = #col(H); and rank(H) + nullity(H T ) = #row(H). If M ∈ R m×m is symmetric, then all of the eigenvalues of M are real; M > 0 (M ≥ 0) indicates that M is positive (non-negative) definite; and π(M ) (resp., ν(M )) denotes the number of strictly positive (resp., strictly negative) eigenvalues of M . A matrix Σ ∈ R n×n is called a signature matrix if it is diagonal and all of its diagonal entries are either 1 or −1. We denote the block column and block diagonal matrices with entries
If H ∈ R m×n (ξ), then δ(H) denotes its McMillan degree. If, in addition, H is symmetric, then γ(H) denotes its extended Cauchy index (see Definition 11) . If R ∈ R m×n [ξ] has full row rank, then ∆(R) denotes the maximal degree among all m×m determinants formed from columns of R, and normalrank(R) := max λ∈C (rank(R(λ))).
We consider behaviors (systems) defined as the set of weak solutions (see [10, Section 2.3.2] ) to a differential equation of the form:
where L loc 1 (R, R q ) denotes the (q-vector-valued) locally integrable functions [10, Defns. 2.3.3, 2.3.4] . B is called controllable if, for any two trajectories w 1 , w 2 ∈ B and t 0 ∈ R, there exists w ∈ B and t 1 ≥ t 0 such that w(t) = w 1 (t) for all t ≤ t 0 and w(t) = w 2 (t) for all t ≥ t 1 [10, Definition 5.2.2]. A particular focus is on state-space systems: 
More generally, for any given
q×q is a nonsingular matrix, and integer 1 ≤ m ≤ n, we denote the projection of B onto T 1 w, . . . , T m w by
such that w ∈ B}.
Reciprocity and minimality
This section contains the formal statement of our main results (Theorems 8 and 9), which extend classical results on the minimal realization of reciprocal behaviors (Lemmas 6 and 7) to systems which need not be controllable. Motivation for considering such uncontrollable behaviors was outlined in [6] . There, it was noted that many important reciprocal physical systems are uncontrollable, for example, the famous Bott-Duffin electric networks. That paper established a theory of reciprocal systems that extended classical results on signature symmetric realizations of behaviors to include such uncontrollable systems. However, [6] did not address the question of minimality, which is the focus of the current paper.
An equally important topic is passivity of uncontrollable behaviors, which was considered in [7] . Both [6] and [7] considered behaviors of the form:
In [11] , it was shown that the driving-point behavior of any passive electrical circuit necessarily has the above form, where i denotes the driving-point currents and v the corresponding driving-point voltages. We note that the partitioning (i, v) need not be an input-output partition in the sense of [10, Definition 3.3.1], as Q need not be nonsingular, and if Q is nonsingular then Q −1 P need not be proper. In this general setting, the papers [6, 7] defined reciprocity and passivity as follows.
Definition 1 (Reciprocal system). Let B be as in (4) .
Definition 2 (Passive system). B in (4) is called passive if, given any (i, v) ∈ B and any t 0 ∈ R, there exists a K ∈ R (dependent on (i, v) and t 0 ) such that, if t 1 ≥ t 0 and (ĩ,ṽ) ∈ B satisfies (ĩ(t),ṽ(t)) = (i(t), v(t)) for t < t 0 , then − t1 t0ĩ
It is shown in [6] thatB in (3) is reciprocal if and only if the transfer functionQ −1P is symmetric. The paper [6] then provided the following extension of a classical result on the existence of signature symmetric realizations to systems that need not be controllable.
Lemma 3. LetB be as in (3) . Then the following are equivalent.
1.B is reciprocal.

There exists B s as in (2) and a signature matrix
If B s is as in Lemma 3, then we say that the entries in x corresponding to +1 (resp., −1) entries in Σ i have even (resp., odd) parity, so the number of states of even (resp., odd) parity is equal to π(Σ i ) (resp., ν(Σ i )).
Moreover, from [6, 11, 7] , the driving-point behavior of any given RLCT network is necessarily passive and reciprocal, and we have the following result on the realization of passive and reciprocal behaviors.
Lemma 4. Let B in (4) be passive and reciprocal. Then there exists an RLCT network whose driving-point behavior is B.
IfB in Lemma 3 is controllable, then it can be shown that the number of states with even and odd parity are related to the properties of Hankel, Sylvester, and Bezoutian matrices associated with the polynomial matricesP and Q in (3) (see [3, 5] ). The most relevant results for this paper involve the Bezoutian matrix Bez(Q,P ) defined as follows.
, and let m be the maximum of the degrees of the entries in P and Q. Then Bez(Q, P ) is the block matrix whose block entries (Bez) ij satisfy
It is easily verified that, for any given P, Q ∈ R n×n [ξ], Bez(Q, P ) is uniquely specified by Definition 5. Also, if Q is nonsingular with Q −1 P symmetric, then Bez(Q, P ) is symmetric. Then, from results in [3, 5, 6] , we have the following lemma. 
and ν(Σ i ) ≥ ν(Bez(Q,P )).
Similarly, if B in (4) is controllable, then the following result follows from [5] . The purpose of this paper is to extend Lemmas 6 and 7 to include systems that need not be controllable. We will show that none of the lower bounds in those two lemmas are achievable when the corresponding behaviors are uncontrollable. Our main results are stated in the following two theorems. Here, for a given B of the form of (4), the notation ζ(Q, P ) denotes the number of uncontrollable modes of B (see Appendix A). 
and ν(Σ i ) ≥ ν(Bez(Q,P )) + ζ(Q,P ). (4) is the driving-point behavior of an RLCT network N , then N contains at least π(Bez(Q, P ))+ ζ(Q, P ) capacitors and at least ν(Bez(Q, P )) + ζ(Q, P ) inductors.
These two theorems will be proven in Section 5, using results on the extended Cauchy index and McMillan degree of real-rational functions that are established in Section 4.
Remark 10. Using the results of Theorem 8, it is easily verified that the realization in [6, proof of Theorem 8] is minimal, in the sense that the number of states with even and odd parity achieve the lower bounds established in Theorem 8. Similarly, using the results in Theorem 9, it can be verified that the RLCT network realization in [6, proof of Theorem 13] is minimal, in the sense that the numbers of capacitors and inductors achieve the lower bounds in Theorem 9. However, we note that the lower bounds in Theorem 9 do not apply to networks that contain gyrators in addition to resistors, inductors, capacitors and transformers (RLCTG networks). Specifically, if B in (4) is passive, then B can be realized as the drivingpoint behavior of an RLCTG network that contains exactly rank(Bez(Q, P )) + ζ(Q, P ) energy storage elements (inductors or capacitors). This is ζ(Q, P ) fewer energy storage elements than are required to realize B with a reciprocal (i.e., RLCT) network.
The extended Cauchy index and the McMillan degree
To prove Theorems 8 and 9, we will use the concepts of the McMillan degree and extended Cauchy index of a realrational transfer function H, which we denote by δ(H) and γ(H), respectively. The extended Cauchy index is defined for symmetric real-rational transfer functions as follows: Definition 11. Extended Cauchy Index, [5] Let H ∈ R n×n (ξ) be symmetric. The extended Cauchy index of H (denoted γ(H)) is the difference between the number of jumps in the eigenvalues of H(ξ) from −∞ to +∞ less the number of jumps in the eigenvalues of H(ξ) from +∞ to −∞ as ξ increases from a point a through +∞ and then from −∞ to a again, for any a ∈ R that is not a pole of H.
The extended Cauchy index and McMillan degree can be computed using matrix Bezoutians as follows:
, and let H = Q −1 P be symmetric. Then δ(H) = π(Bez(Q, P )) + ν(Bez(Q, P )) = rank(Bez(Q, P )), and γ(H) = π(Bez(Q, P )) − ν(Bez(Q, P )).
Proof. See [5, Section 9] .
We now state the main result in this section.
Theorem 13. Let H ∈ R m×m (ξ) be symmetric, and let S ∈ R m×n . Then
The proof of Theorem 13 will use the following generalization of Sylvester's law of inertia. Lemma 14. Let P ∈ R m×m be symmetric, and let S ∈ R m×n . Then
and
Proof. This result was shown in [12] . We present an independent proof here that uses only basic linear algebra and the classical Sylvester's law of inertia. We prove the result for three different cases of increasing generality. Case (a): P = diag I n1 −I n2 and S has full column rank.
Let S = col S 1 S 2 be partitioned compatibly with P = diag I n1 −I n2 ; let the columns of Y 2 be a basis for the null space of S 1 ; and let Y := Y 1 Y 2 ∈ R m×m be nonsingular. If z is a real vector satisfying S 2 Y 2 z = 0, then SY col(0 z) = 0. Since S has full column rank and Y is nonsingular, then this implies that z = 0. It follows that (
+ (which is the Moore-Penrose pseudoinverse of S 2 Y 2 ), and let
Then Z is nonsingular, and
Since (S 2 Y 2 )
T (S 2 Y 2 ) for some real symmetric matrix X 11 ∈ R rank(S1)×rank(S1) . Also, by Sylvester's law of inertia, π(S T P S) = π((SZ) T P (SZ)) and ν(S
nullity(S1)×nullity(S1) , and nullity(S 1 ) = #col(S)−rank(S 1 ) = rank(S)−rank(S 1 ) ≥ #row(S)− #row(S 1 )− nullity(S T )+ nullity(S T 1 ), then π((SZ)
T P (SZ)) ≤ rank(X 11 ) ≤ rank(S 1 ) ≤ n 1 , and
Hence, π(S T P S)≤π(P ) and ν(S T P S)≥ν(P )−nullity(S T ). An entirely similar argument then shows that ν(S T P S) ≤ ν(P ) and π(S T P S) ≥ π(P ) − nullity(S T ), and completes the proof of case (a).
Case (b): P nonsingular. Let the columns of X 2 be a basis for the null space of S, and let X = X 1 X 2 ∈ R n×n be nonsingular, so SX 1 has full column rank. Then diag X T 1 S T P SX 1 0 = X T S T P SX, which implies that
, and
By Sylvester's law of inertia, there exists a nonsingular
Since, in addition, RSX 1 has full column rank, then
by case (a). But R and X are nonsingular, and RSX = RSX 1 0 , so nullity((RSX 1 ) T ) = nullity((RSX) T ) = nullity(S T ). This proves case (b). Case (c): general case.
By Sylvester's law of inertia, there exists a nonsingular R ∈ R m×m such that
from case (b). But R is nonsingular, so R 1 has full row rank, and so nullity((R 1 S) T ) ≤ nullity(S T ). This proves case (c).
Prior to proving Theorem 13, we note that, if H ∈ R n×n (ξ) is proper, then the McMillan degree of H may also be computed using Hankel matrices. The same is true of the extended Cauchy index (providing H is also symmetric). Specifically, any H ∈ R n×n p (ξ) is uniquely determined by its Markov parameters, which are the terms in the formal series expansion H(ξ) = W −1 + W 0 /ξ + W 1 /ξ 2 + . . .. We let H r (H) be the block matrix 
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We prove this first for the case that H is proper, and then for the general case. such that [−PQ] = [−P Q]S, so it is easily shown from notes A1-A2 that ζ(Q,P ) = ζ(Q, P ). The present theorem then follows from Theorem 8.
To see thatB has a state-space representation of the form indicated in the previous paragraph, we first note from [11, Theorem 5] that there exist partitions of the driving-point, inductor and capacitor currents and voltages as in that paragraph such that, with the notation
with Σ e , Σ 1 and Σ 2 signature matrices that, partitioned compatibly with e, e 1a and e 1b , respectively, take the form Σ e =diag(I −I), Σ 1 =diag(−I I), and Σ 2 =diag(−I I);
and with Λ 1 (resp., Λ 2 ) the diagonal matrix whose entries correspond to the inductances and capacitances relating to the corresponding entry in e 1a (resp., e 1b ); theñ B (e,r,e1a,r1a,e 1b ,r 1b ) is determined by equations of the form:
e 2a =Σ 1 e 1a , r 2a =−Σ 1 r 1a , r 2b =Σ 2 r 1b and e 2b =−Σ 2 e 1b , (13)
Here, (15) describes the driving-point behavior of a network containing only resistors and transformers, so 
Moreover, Ω : 
dt =Ãx +Bu and y =Cx +Du}, with
Finally, we let Ω 1/2 , Ω . Furthermore, it is straightforward to verify that
Thus, with Σ i = Σ 1 , then it follows from (16) that
Appendix A. Behaviors and state-space realizations
In this appendix, we present a number of relevant results on behaviors and state-space realizations. For references, see [10, 14, 15] . A2 In note A1, we define ζ(Q, P ) := deg (det (F )), and it is easily shown that this is invariant of the specific choice of decomposition in that lemma. Here, ζ(Q, P ) represents the number of uncontrollable modes of B. Specifically, for any given decomposition as in note A1, it is easily shown that B a is a subspace of L B4 If S ∈ R k×l , T ∈ R m×n and Y ∈ R l×m (ξ), then δ(SY T ) ≤ δ(Y ) [13, Chapter 3] .
