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5Resumé
La théorie non ommutative des hamps est un andidat possible pour la
quantiation de la gravité. Dans notre thèse nous nous intéressons plus pré-
isément au modéle φ4 sur le plan de Moyal dans un potentiel harmonique,
introduit par Grosse et Wulkenhaar. Dans e modèle la dualité de Langmann-
Szabo présente au niveau du vertex est étendue au propagateur. Le long de nos
études plusieurs résultats ont été obtenus onernant e modèle. Nous avons
ainsi prouvé la renormalisabilite à touts les ordres diretement dans l'espae des
positions. Nous avons introduit la représentation paramétrique du modèle, ainsi
que la représentation de Mellin Complète. Nous avons prouvé que le ot de la
onstante de ouplage est borné à tous les ordres de la théorie des perturbations.
De plus nous avons introduit la régularisation et la renormalisation dimmensio-
nelle du modèle. Les diretions futures de reherhe omprennent l'étude des
théories de jauge sur le plan de Moyal et leur possible pertinene pour la quan-
tiation de la gravitation. Les liens ave la théorie des ordes et la gravitation
quantique à boules pourront aussi être détaillés.
Abstrat
Non ommutative quantum eld theory is a possible andidate for the quanti-
zation of gravity. In our thesis we study in detail the φ4 model on the Moyal
plane with an harmoni potential. Introdued by Grosse and Wulkenhaar, this
model exhibits the Langmann-Szabo duality not only for the vertex but also
for the propagator. We have obtained several results onerning this model. We
have proved the renormalisability of this theory at all orders in the position
spae. We have introdued the parametri and Complete Mellin representation
for the model. Furthermore we have proved that the oupling onstant has a
bounded ow at all orders in perturbation theory. Finally we have ahieved the
dimensional regularization and renormalization of the model. Further possible
studies inlude the study of gauge theory on the Moyal plane and there possible
appliations for the quantization of gravity. The onnetions with string theory
and loop quantum gravity should also be investigated.
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Chapitre 1
Introdution
Aujourd'hui la physique est une des sienes les plus aomplies. Elle ex-
plique ave une préision remarquable les phénomènes les plus divers, sur une
plage d'éhelles omprise entre l'éhelle du système solaire et l'éhelle nuléaire.
Entre es deux limites les lois physiques fondamentales (la méanique quantique,
l'életromagnétisme, la gravitation, et.) sont aussi bien préditives que simples.
Elles omportent un nombre réduit de paramètres et de postulats. Les phéno-
mènes émergents, omme la himie, la biologie, et., sont très omplexes à ause
du grand nombre des onstituants et non pas de la omplexité des prinipes
fondateurs.
La situation dégénère au fur et à mesure qu'on s'éarte de ette fenêtre
d'énergies : on manque de modèles non seulement susamment préditifs mais
surtout mathématiquement satisfaisants. Le modèle standard, qui s'est imposé
pour la desription de la physique à petite éhelle, a plus de 30 paramètres
indépendants et son Lagrangien est omposé de plus de 100 termes.
Toutes les théories physiques omprennent deux aspets : les lois valides à
une ertaine éhelle d'énergie et la façon dont elles inuenent les lois "eetives"
à d'autres éhelles d'énergie. Par exemple la méanique quantique fournit une
desription presque parfaite des phénomènes à l'éhelle atomique, mais il n'est
pas raisonnable de l'appliquer diretement au alul de la pression d'un gaz dans
une boîte. Pour e alul on doit utiliser la méanique statistique lassique.
Les phénomènes à l'éhelle nuléaire sont dérits par la théorie des hamps.
Elle ombine la méanique quantique et la relativité restreinte (e qui onstitue
un pas vers l'uniation) et elle a une puissane préditive impressionnante.
L'histoire de la théorie des hamps est remarquable en elle-même. Proposée
dans les années 40 elle a failli être abandonnée dans les années 60 pour revenir
en fore dans les années 70.
L'outil oneptuel le plus neuf de ette théorie est la renormalisation. Au
début simple "reette de uisine" utile pour aher des quantités innies dans
des paramètres non physiques, la renormalisation est devenue un des onepts
de base de notre ompréhension de la physique à très ourte éhelle grâe à
11
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l'interprétation moderne à la Wilson.
Etant donné une théorie à une éhelle d'énergie élevée, la renormalisation
nous indique omment ette théorie se transforme à toutes les éhelles d'énergie
plus basses (don à plus grande distane). Ainsi, il se peut que la struture de
la théorie se reproduise, mais les valeurs de ses paramètres hangent (et dans
e as la théorie est dite renormalisable), ou il se peut que la théorie initiale
engendre une autre théorie eetive omplètement diérente.
Comme nous ne onnaissons pas la théorie ultime, nous pouvons supposer
qu'à une énergie très élevée on a un réservoir ave toutes les théories possibles.
Si l'une de es théories ne survit pas sur plusieurs éhelles alors, plutt qu'une
véritable théorie universelle, elle est un aident du point de vue des autres
éhelles. Par ontre, si la théorie se reproduit sur plusieurs éhelles nous allons la
renontrer génériquement. Cette remarque nous mène à onsidérer de préférene
des théories renormalisables pour dérire la physique.
Parmi les théories des hamps possibles nous nous intéressons aux théories
des hamps sur des espaes non ommutatifs (TCNC). Ces théories pourraient
être adaptées à la desription de la physique au-delà du modèle standard. De
plus, elles sont ertainement pertinentes pour la desription de la physique en
hamp fort. La question de leur renormalisabilité est don fondamentale pour
savoir si es théories sont génériques et universelles au sens dérit i-dessus.
C'est l'étude de ette question qui est le thème entral de notre thèse.
Comme la renormalisation est une tehnique assez ompliquée nous devons
nous poser la question du niveau de rigueur des résultats que nous souhaitons
avoir. Il y a trois niveaux de rigueur que nous pourrions nous proposer dans
notre étude.
Un résultat peut être vérié jusqu'à un ertain ordre de la théorie de pertur-
bations. C'est le niveau auquel s'arrête le physiien expérimentateur. Le modèle
standard a été vérié dans les expérienes de haute énergie jusqu'à l'ordre trois
au moins dans ertains eets ns omme le alul du fateur g− 2 de l'életron
prédit ave dix hires en életrodynamique quantique
1
. Du point de vue du
groupe de renormalisation la plus spetaulaire vériation est la variation de la
onstante de struture ne par deux pour ent sur la plage d'éhelle aessibles
aux expérienes au LEP.
Le deuxième niveau de rigueur que nous pouvons nous proposer est de prou-
ver un résultat à tous les ordres dans la théorie des perturbations. C'est le
niveau du physiien théoriien, et 'est à e niveau-i que nous présentons tous
les travaux de notre thèse.
Le troisième niveau est onstrutif. C'est le niveau ultime du physiien ma-
thématiien. Il s'agit par exemple de prouver la ressommation au sens de Borel
des séries de perturbations en une fontion, et ensuite d'étendre les proprié-
tés prouvées pour la série à sa somme de Borel. Des développements réents
prometteurs existent dans ette diretion qui nous permettent d'espérer que la
onstrution des modèles de théories des hamps sur des espaes non ommu-
tatifs ne va pas tarder.
1
Ce fateur est la quantité physique prédit ave la plus grande préision par une théorie.
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Dans le hapitre suivant nous présentons une introdution générale aux théo-
ries des hamps sur des espaes non ommutatifs. Le hapitre trois omprend une
introdution générale au modèle Φ⋆44 sur l'espae de Moyal et présente d'autres
modèles traités par nous. Les hapitres quatre à huit présentent diérents résul-
tats obtenus au ours de notre thèse. Le hapitre neuf présente les onlusions
de ette thèse. Le hapitre dix présente quelques aspets tehniques onernant
le plan de Moyal. Les appendies ontiennent les diérents travaux qui sont à
la base de nos résultats.

Chapitre 2
Historique et problématique
des TCNC
L'idée de herher une représentation géométrique nouvelle du monde à très
petite éhelle est bien plus anienne qu'on ne pourrait le roire. Des idées dans
e sens ont été avanées par Shrödinger [1℄ dès l'année 1934. Reprises par Hei-
senberg [2℄, Pauli et Oppenheimer, es idées sont pour la première fois formulées
mathématiquement par Snyder [3℄. Les études initiales ont été motivées d'une
part par l'étude des partiules dans des forts hamps magnétiques et d'autre
part par l'espoir que le omportement à petite éhelle (UV) de telles théories
sera amélioré.
Après es travaux initiaux, l'idée de ombiner une non-ommutativité des
oordonnées ave la physique a été longtemps négligée à ause prinipalement
des diultés mathématiques (notamment liées à l'invariane de Lorentz) et du
développement spetaulaire des théories des hamps ommutatives.
Nous avons aujourd'hui plusieurs raisons de nous intéresser de nouveau aux
TCNC. Nous les renontrons omme andidates pour la physique des hautes
énergies mais aussi omme une desription naturelle de la physique des par-
tiules non relativistes dans un hamp magnétique fort. L'eet Hall quantique
déouvert en 1980 par von Klitzing [4℄ a été l'une des plus grandes surprises de la
physique moderne : les életrons dans un hamp fort ont un omportement ol-
letif qui onduit à la quantiation de la résistane. L'eet Hall frationnaire,
mis en évidene par Tsui et Störmer [5℄ n'a pas été prévu par les théoriiens et
il est enore plus surprenant. Les travaux théoriques sur e sujet ont ulminé
ave l'introdution par Laughlin [6℄ d'une fontion d'onde non loale dérivant
le liquide de Hall. Cette fontion d'onde peut être interprétée en termes d'un
gaz d'anyons, des objets ayant des harges frationnaires. Ces objets ont été
mis en évidene expérimentalement sous la forme de bruit de grènaille (voir [7℄
pour une présentation détaillée). Dans es expérienes nous "voyons" en quelque
sorte onrètement les harges frationaires.
En plus de la desription de Laughlin nous disposons d'une desription d'un
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système de Hall en terms d'une théorie de hamp de Chern Simons. Une inter-
prétation de ette théorie en terme de partiules omposées formées d'életrons
habillés ave des quanta du hamp magnétique à été proposée par Read [8℄.
Les deux desriptions de l'eet Hall font intervenir des objets non loaux.
Leur analyse devrait faire intervenir en onséquene des théories de hamps
non loales. La non-loalité peut, à son tour, être traduite omme provenant
d'une desription non ommutative de l'espae. Ces onsidérations ont mené
Susskind [9℄ à onjeturer que l'eet Hall devrait être bien dérit par une théorie
de Chern Simons non ommutative. Ses travaux formels ont été anés par
Polyhronakos [10℄ qui a proposé une version matriielle ave des oupures raides
(sharp utos) du modèle de Chern Simons non ommutatif omme théorie
nitaire utilisable dans la desription de l'eet Hall. Van Raamsdonk et al. [11℄
ont mis en orrespondane les états propres de la théorie de Polyhronakos ave
les fontions d'onde de Laughlin. Ces idées sont à la base de l'étude des liquides
non ommutatives (voir [12℄ pour une présentation du sujet).
Nous espérons que le développement dans ette thèse du groupe de renorma-
lisation adaptée aux TCNC s'appliquera à es problèmes. Il n'existe pas enore
une étude de la renormalisation des théories de hamps qui s'appliquent à l'eet
Hall. Les omportements à longue distane aratéristiques de l'eet Hall de-
vraient pouvoir être ompris en termes d'un ot du groupe de renormalisation.
Une telle étude apporterait l'expliation ab initio de l'eet Hall frationnaire
ainsi qu'une desription préise et uniée des transitions entre tous les plateaux
de Hall.
La deuxième raison en faveur de l'étude des TCNC est la physique des hautes
énergies. Nous allons maintenant nous onentrer sur les arguments apportés par
ette physique ar la bonne théorie de la gravitation quantique reste à e jour
le "Graal" de la physique théorique moderne.
Une fois le modèle standard formulé dans les années 70 les physiiens ont
ommené à se poser sérieusement le problème de la quantiation de la gravi-
tation. Après de nombreux eorts dans ette diretion nous avons aujourd'hui
plusieurs andidats pour ette théorie quantique de la gravitation. Parmi es
propositions la théorie des ordes et la gravité quantique à boules sont les plus
élaborées.
La théorie des ordes à été introduite dans les années 70 par Veneziano
omme théorie eetive des interations fortes. A partir des travaux de 1984 de
Green et Shwarz, qui prouvent l'absene d'anomalies, elle s'est imposée omme
la proposition dominante dans la physique au delà du modèle standard. Les
ordes supersymétriques semblent promettre une bonne théorie de la gravitation
quantique. Le prinipal suès de ette théorie reste à e jour la présene du
graviton (partiule de masse nulle et spin 2) dans le spetre de la orde fermée.
Ainsi elle nous fournit un formalisme qui unie naturellement les hamps de
jauge ave les gravitons.
De plus l'entropie des trous noirs à été alulée par Strominger et Vafa [13℄
et ensuite Maldaena et al. [14℄. Ce alul, un grand suès de la théorie des
ordes, est ependant limité à des trous noirs très partiuliers (Q ≈M , appellée
aussi quasi-extrémaux).
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D'autre part, malgré de nombreux eorts dans e sense, la seonde quantia-
tion de la théorie des ordes et l'identiation du vide restent non omplètement
eluidés. La possibilité de vides multiples ompatibles ave la phenoménologie
atuelle (le problème du "paysage") rendent les préditions physiques diiles.
La gravité quantique à boules renone totalement aux notions géométriques
habituelles et essaie de les retrouver omme engendrées dynamiquement. L'ob-
jet fondamental dans ette théorie sont les réseaux de spins. Nous essayons
d'assoier à haque onguration d'un réseau de spins un espae-temps. Cette
hypothèse, ertes séduisante est très diile à manipuler et donne diilement
des préditions.
Parmi les avanées réentes dans la domaine de la gravité quantique on
doit aussi mentionner les théories de la relativité modiées omme la relativité
doublement restreinte. Cette dernière rend ompte d'une longueur minimale
égale pour tous les observateurs, xée à l'éhelle de Plank. On ne dispose pas
pour l'instant d'un shéma de quantiation satisfaisant de telles théories.
Pour tous es raisons une théorie mathematiquement plus simple qui rende
ompte d'une partie des aratéristiques des théories présentées auparavant se-
rait fort souhaitable.
Les TCNC étudiées dans ette thèse sont un autre andidat à la quanti-
ation de la gravité. A ause de leur énorme suès expérimental les théories
des hamps ommutatives sont notre point de départ. Nous voulons trouver une
desription des phénomènes reonstituant dans une ertaine limite la théorie
des hamps ommutative mais qui, en plus, prenne en ompte des eets de la
relativité générale.
La théorie mathématique de la géométrie non ommutative a été développée
dans les années 80-90 par des mathématiiens omme Alain Connes, Mihel
Dubois-Violette, John Madore, et.. Leurs travaux mathématiques ont semblé
au début peu liés à la physique.
Tout a hangé dans les années 90. Plusieurs résultats de la théorie des ordes
ont pointé vers un régime limite de la théorie de type IIA dérit par la théo-
rie non ommutative sur le plan de Moyal. Cela, et l'espoir de onstruire des
théories automatiquement régularisées dans l'UV, a relané la reherhe sur les
TCNC. Assez tt Filk [17℄ s'est rendu ompte que dans les nouvelles TCNC
le seteur planaire a le même omportement que les théories ommutatives. La
renormalisation du seteur planaire de es théories, qui ontient une innité de
graphes, est don néessaire.
Les théories de jauge non ommutatives sur le plan de Moyal ont attiré
l'intérêt à partir des travaux de Martin et Sanhez-Ruiz en 1999 [18℄. Des études
ont été menées sur le tore non ommutatif par Sheikh-Jabbari [19℄. Les auteurs
ont vérié la renormalisabilité à une boule de es théories.
Ces travaux ont ulminé ave les travaux de Seiberg et Witten en 1999 [20℄.
Ces auteurs ont donné une relation (stritement formelle) entre les théories de
Yang-Mills non ommutatives et les théories ordinaires. Cette relation a engen-
dré une ativité fébrile et de milliers des papiers sur le sujet. Dans la même
période, les travaux de Maldaena [21℄ ont mis en relation la théorie des ordes
et les théories de jauge maximalement supersymétriques. Nous voyons ainsi un
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triangle de relation se développer entre les théories des hamps ommutatives,
les TCNC et la théorie des ordes.
D'autre part, dans les années 97 Chamseddine et Connes [22℄ ont trouvé une
reformulation du modèle standard (au niveau lassique) en terme d'un prinipe
d'ation spetrale sur une géométrie non ommutative très simple. Leurs tra-
vaux ont inspiré un vif intérêt (spéialement du té des mathématiiens) et les
ations spetrales ont aujourd'hui une vie sientique propre. Malgré l'inontes-
table réussite de ondenser le modèle standard sous une forme très ompate es
travaux suivent enore les shémas de quantiation habituelle. En partiulier
ils ne fournissent pas un nouveau groupe de renormalisation pour le traitement
du modèle standard ni une ompréhension nouvelle de la gravité quantique. En
e sens les ation spetrales semblent être seulement le sommet d'un ieberg non
ommutatif enore largement à déouvrir.
Les TCNC ont été ensuite mis en relation ave la M-théorie ompatiée sur
des tores, et une étude approfondie des instantons et solitons dans les TCNC a
été menée par Nekrasov [23℄. En plus la géométrie non ommutative s'est avérée
un outil très puissant pour la quantiation par déformation dans la théorie des
ordes. L'étude des groupes et groupoïdes quantiques a été entreprise à l'aide
de la géométrie non ommutative.
Entre les années 1995 et 2000 les progrès rapides dans les TCNC amenèrent
l'espoir de faire des aluls plus sûrs et plus poussés que dans la théorie des
ordes. Les TCNC avaient été prouvées renormalisables à une et deux boules
et tout le monde supposait qu'elles le seraient à tous les ordres. Un papier de
2000 par Chepelev et Roiban [24℄ (révélé aujourd'hui faux) semblait dire que
'était vraiment le as. On avait alors une reformulation élégante du modèle
standard, et on ommençait à omprendre très bien les théories de jauge non
ommutatives. Un ompte-rendu de l'état des TCNC dans l'année 2001 se trouve
dans [25℄.
Les premiers troubles sont apparus peu après le papier de Chepelev et Roi-
ban. Minwalla, Van Raamsdonk et Seiberg [26℄ ont trouvé un problème qui avait
éhappé à es auteurs : il existe des graphes non-planaires qui sont onvergents
UV grâe à ertains fateurs osillants mais qui, à ause de leur omportement
IR, insérés dans des graphes plus grands engendrent des divergenes (e phéno-
mène est expliqué en détail dans le hapitre suivant). Ces divergenes ne sont
pas renormalisables et portent le nom de mélange UV/IR. Malgré e problème,
le omptage de puissane de Chepelev et Roiban semblait être orret. On sait
aujourd'hui que e n'est pas le as. Même leur théorème de omptage des puis-
sanes (sans preuve publiée) s'est révélé en fait erroné.
Le mélange UV/IR est un problème fondamental des TCNC. Toute théorie
des hamps réels va sourir de es divergenes. Malgré de nombreux eorts an
de surmonter e problème on n'a pas trouvé de solution satisfaisante pendant
quelques années. Entre temps les TCNC ont été abandonnées par une bonne
partie de la ommunauté des ordes.
Pourquoi revenir sur des théories qui semblent inonsistantes ? Nous allons
présenter un "Gedanken Experiment" en faveur des TCNC.
Commençons par un argument lassique de méanique quantique, présenté
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par Feynman. Quand nous mesurons la position d'une partiule (supposons
un életron) nous l'illuminons ave un photon. Nous observons le proessus
d'absorbtion du photon par l'életron.
La préision de la mesure de la position de l'életron est donnée par la lon-
gueur d'onde du photon. Cette limitation est due au fait que la probabilité de
présene du photon est étendue sur une largeur spatiale donnée par sa lon-
gueur d'onde. Pour l'augmenter on doit utiliser des photons d'énergie de plus
en plus haute. Les photons vont subir un ho ave les életrons, et vont leur
ommuniquer une ertaine impulsion. Comme le ho est élastique on ne peut
pas armer ave préision quelle impulsion va être transférée entre les photons
et les életrons. L'impulsion de transfert maximal nous donne l'inertitude sur
l'impulsion de l'életron. Les photons ave de hautes énergies vont perturber
l'impulsion de l'életron de plus en plus. Les deux mesures sont onurrentes :
aroître la préision de la mesure de la position d'un életron va augmenter l'in-
ertitude de la mesure de son impulsion. Nous sommes ainsi forés d'introduire
le prinipe d'inertitude de Heisenberg.
Toutes les théories qui essaient de dérire l'au-delà du modèle standard ont
onvergé sur l'idée qu'il existe une éhelle fondamentale dans la nature où les
eets de la quantiation de la gravitation seront ressentis : l'éhelle de Plank
ℓP . Le rapport entre ette éhelle et l'éhelle de la orde joue un rle essen-
tiel dans la théorie des ordes. En même temps 'est l'éhelle unité du réseau
de spin dans la gravitation quantique, et l'éhelle invariante dans la relativité
doublement restreinte.
Il est assez naturel de onjeturer qu'à ette éhelle la nature même de
l'espae-temps présente des hangements profonds. Il devrait être impossible de
loaliser un objet ave une préision plus petite que la longueur de Plank. Ce
qui est plus profond et moins évident au sujet de l'éhelle de Plank 'est qu'elle
est plus profondément une éhelle d'aire qu'une éhelle de longueur.
Faisons une expériene de pensée inspirée par l'expériene lassique de Feyn-
man. Nous voudrions mesurer la position d'un életron dans l'espae-temps.
Supposons qu'on est loin de toute matière don que l'espae temps est plat.
Nous envoyons un photon (ou toute autre partiule) dans la diretion de l'éle-
tron. Nous essayons de mesurer la position de l'életron à l'aide de e photon.
La longueur d'onde assoiée à un photon libre d'énergie E est λ ≈ hcE−1. C'est
la préision maximale ave laquelle on peut loaliser le photon dans sa dire-
tion de mouvement (et dans le temps). C'est ainsi la préision de la mesure de
la position du point dans es deux diretions. Jusqu'ii on n'a pas innové par
rapport à l'expériene de Feynman. Mais supposons maintenant qu'on veuille
mesurer en même temps la position du point sur les diretions transversales
au mouvement du photon. A tout photon d'énergie E on assoie un rayon de
Shwarzshild rS ≈ GEc−4. Ce rayon représente l'horizon du photon. Auune
information (omme la position d'un életron à l'intérieur de et horizon) ne
peut le franhir. Ce que nous pouvons armer ave ertitude 'est que le point
est soit à l'intérieur soit à l'extérieur de l'horizon. Le rayon de Shwarzshild
nous donne une borne sur la préision de la loalisation du point sur les deux
diretions orthogonales au mouvement du photon. Comme rS augmente ave
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l'énergie, les mesures de la position d'un point sur les diretions parallèles et
orthogonales à son mouvement sont inompatibles !
Le produit de es deux inertitudes est λrS = ℓ
2
P . On ne peut pas sonder
la géométrie sur des aires plus petites que ette aire fondamentale, le onept
d'espae-temps ontinu doit être repensé !
Ce argument est lassique et a été largement débattu au ours du temps.
La prinipale ritique qu'on lui a opposé 'est qu'il repose sur le préjugé que la
relativité générale s'applique à des éhelles où elle n'a jamais été testée. Cette
ritique n'est pas totalement fondée. En eet le seul ingrédient de relativité
générale dont on s'est servi est la notion d'horizon. Cette notion est beauoup
plus large que la relativité générale. La thermodynamique des trous noirs, dont
la théorie mirosopique est gouvernée par une théorie quantique de la gravité
enore à déouvrir, est fondée sur ette notion
1
.
La façon la plus simple d'engendrer un prinipe d'inertitude entre les po-
sitions est d'introduire la non-ommutation des oordonnées (en tant qu'opéra-
teurs quantiques) :
[xi, xj ] = ıθij , (2.1)
où θ est une nouvelle onstante analogue à la onstante de Plank. Un espae
de e type porte le nom d'espae de Moyal. Nous pouvons évidemment essayer
de traiter des ommutateurs plus ompliqués θij(x).
Cet argument simple nous dit que les TCNC sont fondamentales pour la
ompréhension de la physique à l'éhelle de Plank ! Nous devons don herher
des solutions an de ontourner les problèmes de es théories omme le mélange
UV/IR !
La solution du mélange a dû attendre les années 2003-2004 et les travaux
fondateurs de Grosse et Wulkenhaar [27, 28, 29℄ portant sur le modèle φ44 sur l'es-
pae de Moyal R4. Le vertex de ette théorie possède une symétrie non triviale2 :
il a la même forme dans l'espae des positions et dans l'espae des impulsions.
L'idée de Grosse et Wulkenhaar a été de modier aussi le propagateur du mo-
dèle pour obéir à ette symétrie
3
! Cette modiation relie les régimes UV et IR
au niveau de l'ation libre et onstitue la bonne solution du mélange. Grosse et
Wulkenhaar ont pu prouver que le modèle Φ⋆44 ainsi modié est renormalisable
à tous les ordres de perturbation. Nous allons dorénavant appeler e modèle
vulanisé.
Leurs travaux ont été ensuite repris et développés et la grande majorité des
résultats de notre thèse porte sur e sujet.
Nos études nous poussent à omplètement hanger notre intuition habituelle
sur les petites et les grandes éhelles. Il s'avére que penser aux éhelles en termes
de distane n'a plus de sens dans les TCNC : il y a une symétrie entre les
omportements à longue et ourte distane. Seul a un sens de parler de zones
1
En eet, omme tout objet ne peut être observé qu'à travers son horizon, nous disposons
aujourd'hui d'une entière théorie physique basèe sur le prinipe holographique, disant que tout
phénomène observable doit être dérit omme une théorie sur la frontière du ph«omène.
2
Introduit par Langmann et Szabo [30℄.
3
Un tèrme du même type a été deja introduit dans [31℄ mais dans un ontexte très dierent.
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de haute et basse énergie. Comme l'énergie est bornée inférieurement on a une
seule diretion du groupe de renormalisation ! Ce point de vue peut être qualié
de spetral, ar on base notre analyse sur le spetre du hamiltonien. Il rejoint
ainsi les idées de l'ation spetrale et nous fournit probablement le bon adre
pour leur quantiation future.
Nous pouvons adopter deux attitudes envers e problème : soit essayer de
trouver le plus vite possible le maximum de modèles ayant la symétrie de
Langmann-Szabo et qui ne présentent pas de mélange, soit essayer de om-
prendre en plus grand détail la théorie Φ⋆44 et le nouveau groupe de renormali-
sation qui lui est assoié. Le long de ette thèse nous allons prendre le deuxième
point de vue. Nous espérons ainsi dégager le plus grand nombre de traits spé-
iques des TCNC sur l'espae de Moyal, et développer une panoplie d'outils
plus omplète.
Parmi les modèles réents vulanises de TCNC nous avons le modèle de
Gross-Neveu étudié par Vignes-Tourneret [32℄ et des propositions de théories de
jauge développées indépendemment par Grosse et al. [33℄, de Goursa et al. [34℄.
Tandis que le modèle de Vignes-Tourneret a été prouvé renormalisable nous ne
disposons pas enore de preuve que les théories de jauge réemment proposé le
soient. Le modèle Φ⋆36 a été prouvé renormalisable par Gross et Steinaker [35℄,
et le modèle Φ⋆63 par Zhi Tuo Wang.
Le premier trait spéique des TCNC est la non-loalité. Comme la notion
de point perd son sens il est inévitable de perdre la notion de loalité. Cette
perte et tous les problèmes orrespondants d'unitarité et perte d'invariane sous
le groupe de Poinaré font que les TCNC ont des diultés à s'imposer dans la
ommunauté des physiiens.
Cependant une non-ommutation de type Moyal est ovariante sous le groupe
de Lorentz restreint. Nous onsidérons les TCNC omme une première étape en
diretion de la physique de l'éhelle de Plank. Nous onjeturons qu'au fur et
à mesure qu'on monte dans les énergies on va renontrer des omportements
de TCNC sur l'espae de Moyal qui seront ensuite remplaés par des ompor-
tements plus ompliqués ave un paramètre θ qui deviendra sans doute dyna-
mique, jusqu'à l'éhelle de Plank où nous espérons atteindre une formulation
réellement indépendante du fond.

Chapitre 3
Le modèle Φ
⋆4
4
Nous voulons entreprendre une étude qui nous révèle ave préision le plus
grand nombre des traits spéiques des TCNC. Pour ela nous sommes forés de
hoisir un espae non ommutatif très simple. Par la suite nous allons nous plaer
sur l'espae de Moyal. Sa desription préise se trouve dans l'appendix 10.1. En
quelques mots, il s'agit de l'espae RD muni d'un produit non ommutatif de
façon que le ommutateur des deux oordonnées soit une onstante.
3.1 Dénition du modèle
Nous voulons généraliser le modèle Φ44 ommutatif déni par l'ation :
S =
∫
dDx[
1
2
∂µφ¯(x)∂µφ(x) +
1
2
µ2φ¯(x)φ(x) +
λ
4!
φ¯(x)φ(x)φ¯(x)φ(x)] , (3.1)
qui dérit un boson hargé muni d'une interation à quatre orps.
Dans un premier temps on va simplement remplaer les produits par des
produits de Moyal :
S =
∫
dDx[
1
2
∂µφ¯(x) ⋆ ∂
µφ(x) +
1
2
µ2φ¯ ⋆ φ(x) +
λ
2
φ¯ ⋆ φ ⋆ φ¯ ⋆ φ(x)] , (3.2)
où ⋆ est le produit de Moyal déni par (10.1).
Une propriété (10.5) du produit de Moyal est que dans toute intégrale qua-
dratique on peut le remplaer par le produit habituel. Par onséquent la partie
libre de l'ation est elle habituelle (ommutative), la diérene entre e mo-
dèle et le modèle orrespondant ommutatif provenant exlusivement du terme
d'interation (expliité en eq. (10.8)).
Pour un hamp salaire réel, le modèle naïf soure d'un nouveau type de
divergene : le mélange ultraviolet infrarouge. Il existe un graphe (appelé tadpole
non planaire pour des raisons qui seront plus laires par la suite), représenté
dans la gure 3.1, qui est onvergent ultraviolet, mais qui, enhaîné un nombre
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Fig. 3.1: Le tadpole nonplanaire
arbitraire de fois dans une boule, engendre une divergene infrarouge aussi forte
que l'on veut.
Son amplitude à impulsion de transfert p est :
A ∝
∫
d4k
eipµkνθ
µν
k2 + µ2
≃p→0 p−2 , (3.3)
et l'on peut engendrer une puissane négative de p toute aussi grande que l'on
désire ! Cette divergene ne peut pas être réabsorbée dans la redénition des
paramètres initiaux de la théorie et rend la théorie non renormalisable.
Ce type de divergene s'avère être très générique dans la TCNC. Non seule-
ment elle est présente dans toutes les théories réelles dénies sur l'espae de
Moyal, mais elle est aussi présente pour des théories dénies sur des variétés
non ommutatives plus générales.
Il est vrai que e mélange n'est pas présent dans une théorie omplexe, ar les
graphes omme le tadpole non planaire ne sont pas permis dans un tel modèle,
mais ette solution n'est pas satisfaisante. C'est plutt un aident dû aux règles
de ontration qu'une solution de prinipe.
Malgré de nombreux eorts sur e sujet, le mélange n'a pu être résolu qu'ave
l'introdution par Grosse et Wulkenhaar d'une modiation de l'ation initiale
du modèle.
Le vertex de e modèle possède une symétrie non triviale : son expression
dans l'espae des impulsions et des positions est identique ! On appelle ette
symétrie la dualité de Langmann-Szabo. La perée de Grosse et Wulkenaar
onsiste dans l'addition d'un nouveau terme quadratique dans l'ation pour
rendre ovariante sous ette transformation aussi la partie libre du modèle. Le
modèle de Φ⋆44 "vulanisé" qui sera analysé en détail tout le long de ette thèse
est don dérit par l'ation :
S =
∫
dDx[
1
2
∂µφ¯ ⋆ ∂
µφ+
1
2
Ω2x˜2φ¯ ⋆ φ+
1
2
µ2φ¯ ⋆ φ+
λ
2
φ¯ ⋆ φ ⋆ φ¯ ⋆ φ] , (3.4)
ave x˜ = 2θ−1x.
Les études initiales de e modèle ont été menées dans la base matriielle
(BM) introduite dans l'appendie 10.1. Nous présentons par la suite un bref
survol des prinipaux résultats obtenus par es méthodes.
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3.2 L'ation dans la BM
L'ation (3.4) s'érit dans la base matriielle omme :
S = 2πθ
∑
m,n,k,l
(
φ¯mnHmn,klφkl +
λ
2
φ¯mnφnkφ¯klφlm
)
, (3.5)
ou par φ¯ on a noté la matrie hermitienne onjuguée de φ. Les indies m, n, et.
sont des paires de nombres entiers positifs m = (m1,m2) ∈ N2.
La partie quadratique de l'ation est donnée par (voir [28℄) :
Hmn,kl =
[
µ2 +
2(1 + Ω2)
θ
(m+ n+ 1)
]
δnkδml − 2(1− Ω
2)
θ
×
[√
(n+ 1)(m+ 1)δn+1kδm+1l +
√
nmδn−1kδm−1l
]
. (3.6)
L'inverse de la partie quadratique est le propagateur. La grande réussite teh-
nique de Grosse et Wulkenhaar onsiste dans le alul expliite de e propaga-
thor, faisant intervenir des familles de polynmes orthogonaux.
Une preuve alternative et direte de leur résultat se trouve en appendie A.
Le alul rèpose sur l'astue de Shwinger. Nous représentons la matrie inverse
par l'intégrale :
H−1 =
θ
8Ω
∫ 1
0
dα
1− α (1− α)
θ
8ΩH . (3.7)
Les seuls éléments matriiels non nuls sont donnés par :
[(1− α) θ8ΩH ]mm+h,l+hl =
min(m,l)∑
u=max(0,−h)
A(m, l, h, u)
(
C
1 + Ω
1− Ω
)m+l−2u
E(m, l, h, u) , (3.8)
ave C = (1−Ω)
2
4Ω , et
A(m, l, h, u) =
√
m!(m+ h)!l!(l + h)!
(m− u)!(l − u)!(h+ u)!u!
E(m, l, h, u) =
(1− α)h+2u+12 αm+l−2u
(1 + Cα)m+l+h+1
. (3.9)
3.2.1 Les graphes de Feynman
Le modèle (3.5) est un modèle dit "pseudomatriiel
1
". Les graphes de Feyn-
man d'un tel modèle sont beauoup plus rihes en information topologique que
eux du modèle ommutatif. Comme le propagateur lie deux indies à deux
autres, nous le représentons par un ruban (voir g. (3.2)).
1
Pseudomatriiel ar le propagateur n'est pas une matrie diagonale : il ne onserve pas
parfaitement les indies matriiels
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Fig. 3.2: Le propagateur et le vertex dans l'espae des matries
De même, le vertex est représenté omme un arrefour de quatre rubans (voir
g. 3.2). Les graphes de Feynman de e modèle ressemblent à eux d'un modèle
matriiel à la diérene que les indies ne sont pas parfaitement onservés le
long des rubans.
Prenons l'exemple des deux tadpoles, présenté dans la gure 3.3.
a a
b c
d
m
n
p
q
Fig. 3.3: Le tadpole planaire et non planaire
Pour le premier tadpole l'indie d est sommé sur la boule interne et les
indies a, b et c sont des indies externes. Pour le deuxième tous les indies
sont des indies externes. Le tadpole dans la partie gauhe de la gure a une
fae interne (ave indie de fae d) et une fae brisée par des pattes externes.
Nous l'appelons "planaire". Le tadpole de droite a deux faes brisées et nous
l'appelons (de manière impropre) non-planaire.
Tout graphe ave N vertex, L propagateurs et F faes dont B brisées par
les Ne pattes externes peut être dessiné sur une surfae de Riemann de genre g,
donné par :
2− 2g = N − L+ F . (3.10)
et ave B frontières.
A haque ligne on assoie une orientation de φ¯ à φ. Autour d'un vertex les
èhes entrantes et sortantes se suèdent. A ause de ette propriété le modèle
est appelé orientable. Séparons les deux bords d'un ruban en bord droit et bord
gauhe par rapport à ette orientation.
Pour un graphe donné, son omplexe onjugué est donné par le graphe ayant
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toutes les èhes renversées. Dans le graphe omplexe onjugué tous les bords
droits sont devenus gauhes et inversement.
Le propagateur de e modèle est réel, et le vertex aussi. Par onséquent
nous devons toujours extraire la partie réelle des fontions de orrélation. Nous
symétrisons toujours un graphe et son omplexe onjugué. Par onséquent notre
modèle a une symétrie parfaite entre la gauhe et la droite
2
.
Une notion très importante est elle de "graphe dual". A tout "graphe diret"
on assoie le graphe ayant toutes les faes remplaées par des vertex et tous les
vertex par des faes. Ainsi nous le onstruisons de la manière suivante :
 A toute fae on assoie son vertex dual.
 A haque indie que l'on renontre en tournant autour de la fae on assoie
un oin sur le vertex dual.
 Tout propagateur de mn à kl est remplaé par son dual allant de mk à
nl.
L'exemple du graphe "sunshine" et de son dual est présenté dans la gure
3.4.
a1
a 2
b1
b2
m1 m2
n1 n2
a 2
a1
n1
m1
n2
m2
b1
b2
Fig. 3.4: Le sunshine et son dual
Les aratéristiques topologiques du graphe G dual de G sont :
N (G) = F (G), F(G) = N(G), L(G) = L(G),
Ne(G) = B(G), B(G) = Ne(G), γ(G) = g(G) , (3.11)
où nous avons noté en alligraphique le nombre de vertex, faes et lignes du
graphe dual et ave γ son genre.
3.2.2 Comptage de puissanes
On s'intéresse à établir le omptage de puissanes de e modèle. D'une ma-
nière opportune on se plae à Ω = 1, où le modèle devient purement matriiel.
Cela signie que dans la gure 3.4 on a m1 = m2 et n1 = n2. Nous devons
2
Cei n'est pas le as pour un modèle général. Nous verrons dans la sous-setion suivante
que les modèles qui ne possèdent pas ette symétrie sont onsidérablement plus ompliqués.
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par onséquent sommer un indie par fae. Les modiations à Ω 6= 1 seront
indiquées au long du texte.
Nous déomposons les propagateurs en tranhes :
1
m+ n+A
=
∫ ∞
0
dte−t(m+n+A) =
∞∑
i=0
Ci , (3.12)
ave
Ci =
∫ M−i
M−(i+1)
dte−t(m+n+A) ≤M−ie−KM−i(m+n+A) . (3.13)
Nous voulons sommer tous les indies de faes, à attribution des indies de
tranhes donnée (la somme sur les attributions est faile).
Pour tout graphe, onsidérons son dual. Il sera très important par la suite.
Les indies des faes du graphe diret sont maintenant assoiés aux vertex du
graphe dual.
A attribution d'éhelle donnée, nous notons à l'étage i les omposantes
onnexes Gik du graphe formé par toutes les lignes ave des indies supérieurs
ou égaux à i. Il est faile de prouver que si un graphe n'est pas onnexe alors
son dual ne l'est pas non plus.
Supposons que le dual deGik, noté Gik, n'est pas onnexe. AlorsGik ne sera pas
onnexe non plus, e qui est faux. Nous onluons que les omposantes onnexes
à l'éhelle i du graphe dual Gik sont les duaux des omposantes onnexes Gik du
graphe diret à l'éhelle i.
Les préfateurs des propagateurs donnent :∏
ℓ
M−iℓ =
∏
i;k
M−L(G
i
k) . (3.14)
Tout indie sommé ave la déroissane d'un propagateur d'éhelle i va nous
oûter M2i. Nous avons don intérêt à sommer les indies ave les propagateurs
les plus infrarouges possible.
Appellons J l'ensemble des propagateurs qu'on utilise pour sommer. Pour
le onstruire ommençons par la plus basse tranhe. Parmi les lignes qui ont
l'éhelle exatement égale à i, on hoisit toutes les lignes de tadpole et l'on
eae les vertex sur lesquels elles se branhent. Ensuite on hoisit le maximum
des lignes qui relient des vertex, à ondition qu'elles ne forment pas des boules.
Une fois qu'un maximum de lignes de l'éhelle i a été hoisi nous passons à
l'éhelle i+ 1.
On obtient ainsi l'ensemble J des lignes les plus infrarouges tel que tout
vertex ait une ligne de tadpole, ou bien soit relié au reste des vertex par une
ligne d'arbre.
Ensuite nous analysons notre graphe des hautes éhelles vers les basses. Pour
autant qu'un vertex porte enore des demi-lignes non ontratées nous ne som-
mons pas son index. A l'éhelle où toutes les demi-lignes du vertex se branhent
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sur des propagateurs nous sommons son index ave la ligne de l'ensemble J qui
le touhe. Les sommes nous oûtent :∏
ℓ∈J
M2iℓ =
∏
i,k
M2[N (G
i
k)−Ne(Gik)] . (3.15)
En mettant ensemble (3.14) et (3.15) et en passant aux nombres topologiques
du graphe diret on obtient :
∏
i,k
M−4g(G
i
k)−2[B(Gik)−1]−
Ne(G
i
k)−4
2 . (3.16)
Nous pouvons maintenant omprendre pourquoi ette théorie ne possède pas
le mélange UV/IR.
Dans la théorie non vulanisée on ne peut pas sommer les indies ave des
lignes de tadpole du graphe dual. Nous ne devons hoisir dans J que des lignes
d'arbre. Supposons qu'à l'éhelle basse i les demi lignes d'un vertex se branhent
dans un tadpole. Nous sommes obligés de sommer son index ave une ligne
d'arbre qui est d'éhelle plus élevée j. La ontribution totale est don :
M−iM−jM2j = M j−i , (3.17)
qui n'est pas sommable sur j par rapport à i. Une telle ontribution divergente,
ayant plus d'une fae brisée n'a pas la forme du lagrangien et ne peut pas être
renormalisée !
Dans notre théorie, par ontre, 'est possible de sommer ave les lignes de
tadpole du graphe dual. On somme toujours un vertex ave la ligne la plus
infrarouge qui le touhe ! Par onséquent, pour l'exemple i-dessus on a :
M−iM−jM2i = M−(j−i) , (3.18)
qui est sommable sur j par rapport à i.
3.2.3 Renormalisation dans la BM
Le omptage de puissanes établi dans la setion préédente nous dit que les
ontributions divergentes viennent seulement des sous fontions planaires ave
une seule fae brisée ave deux ou quatre pattes externes
3
:
g(Gik) = 0, B(G
i
k) = 1, Ne(G
i
k) = 2 ou 4 . (3.19)
Nous notons Γ4(m,n, k, l) la fontion à quatre points, planaire ave une seule
fae brisée, une partiule irrédutible amputée ave indies externes m, n, k et
l.
3
Pour le modèle à Ω 6= 1 une étude plus détaillée aboutit à séletionner parmi es dernières
seules les fontions à quatre points ave des index onservés et les fontions à deux points
ave index onservé, ou ave un saut aumulé d'index de 2 le long de la fae externe.
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Nous notons Σ(m,n) la fontion à deux points, planaire ave une seule fae
brisée, une partiule irrédutible amputée ave des indies externes m et n.
Nous eetuons un développement de Taylor de la fontion à quatre points :
Γ4(m,n, k, l) = Γ4(0, 0, 0, 0) +m∂mΓ
4 + . . . . (3.20)
Le premier terme de la relation i-dessus est logarithmiquement divergent. Pour
le soustraire il sut de rajouter dans l'ation un ontre-terme de la forme :
Γ4(0, 0, 0, 0)φ¯mnφnkφ¯klφlm . (3.21)
La fontion à deux points a un développement de Taylor de la forme :
Σ(m,n) = Σ(0, 0) + (m+ n)∂Σ(0, 0) + . . . , (3.22)
où l'on a noté ∂Σ la dérivée de Σ par rapport à un de ses indies externes (à
ause de la symétrie gauhe droite on peut hoisir librement l'index par rapport
auquel on dérive). Cette dérivée fait intervenir les fontions à deux points ave
un saut d'index sur les pattes externes.
La fontion à deux points s'érit omme :
G2(m,n) = Hmn,nm − Σ(0, 0)− (m+ n)∂Σ(0, 0) , (3.23)
et on reonnaît dans le premier terme une renormalisation quadratique de la
masse et dans le deuxième une renormalisation logarithmique de la fontion
d'onde
4
.
3.3 Autres modèles dans la BM
Nous voulons étendre les méthodes présentées dans e hapitre à des mo-
dèles plus généraux. Nous voulons traiter un système de partiules dans un
hamp magnétique onstant. Cette étude devrait être pertinente pour l'eet
Hall. De plus, l'invariane par translation n'est pas brisée dans es théories, ar
les translations sont remplaées par des translations magnétiques. Suite à ette
étude nous allons pouvoir déterminer si la vulanisation peut être réinterprétée
omme la présene d'un hamp externe onstant ou non.
Nous ne onnaissons pas la forme de l'interation entre les partiules adaptée
à l'eet Hall. En eet la littérature est très peu préise à e sujet. Le onsensus
est que les interations ne devraient pas jouer de rle pour l'eet Hall entier
mais qu'elles sont essentielles pour l'eet Hall frationnaire. Cela dit, l'eet
Hall frationnaire ne repose pas sur la forme préise de l'interation, il sut
d'avoir une interation déroissante ave la distane pour l'obtenir.
Nous pourrions être tentés de prendre omme interation elle de Coulomb,
traduite par l'éhange de photons. Certes, ette interation est l'interation fon-
damentale entre les életrons. Cependant, omme il s'agit de partiules non
4
À Ω 6= 1 on analyse aussi les omposantes G2(m± 1, n± 1, n,m) qui seront renormalisées
par les fontions à deux points ave saut aumulé de 2 au long du yle extérieur entre les
pattes externes Σ(m+ 1, n+ 1, n,m) =
p
(m+ 1)(n + 1)Σ(11, 00) + . . .
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relativistes il est raisonnable de supposer que l'interation eetive est dié-
rente. Nous supposons que ette interation est à quatre orps. Le point de vue
darwinien que nous adoptons dans ette thèse nous mène à onsidérer toutes
les interations qui sont juste renormalisables dans l'ultraviolet, étant ainsi des
points xes du groupe de renormalisatoin. Une fois ahevée l'étude détaillée du
propagateur, nous allons tester si les interations de type Moyal entrent dans
ette atégorie.
La partie quadratique de l'ation est simple. Dans la jauge symétrique, la
dérivée ovariante est :
Dµ = ∂µ + ıΩx˜µ , (3.24)
et le hamiltonien libre devient :
HΩ = −1
2
DµDµ =
1
2
(
−∂2 + 4Ω
2
θ2
x2 + 2ı
Ω
θ
x ∧ ∂
)
. (3.25)
Nous pouvons en eet analyser un modèle enore plus général, ave le Ha-
miltonien libre donné par :
HB =
1
2
(
−∂2 + 4Ω
2
θ2
x2 + 2ı
B
θ
x ∧ ∂
)
. (3.26)
L'étude détaillée du propagateur d'un tel modèle fait l'objet du travail pré-
senté en annexe A.
Pour mener l'analyse en tranhes de e propagateur nous obtenons les re-
présentations suivantes dans l'espae diret et dans la BM :
Lemma 3.3.1 Si H est :
HB =
1
2
[− ∂20 − ∂21 +Ω2x2 − 2ıB(x0∂1 − x1∂0)]. (3.27)
Le noyau intégral de l'opérateur e−tH est :
e−tHB (x, x′) =
Ω
2π sinhΩt
e−A, (3.28)
A =
ΩcoshΩt
2 sinhΩt
(x2 + x′2)− ΩcoshBt
sinhΩt
x · x′ − ıΩ sinhBt
sinhΩt
x ∧ x′. (3.29)
Et dans la base matriielle on a :
Lemma 3.3.2
(1 − α) θ8ΩHBmm+h,ll+h = (1− α)
θ
8ΩH
mm+h,ll+h(1− α)−
B
2Ωh . (3.30)
Grâe à la simpliité du vertex de Moyal dans la BM, on peut espérer prouver
la renormalisabilité de tels modèles de TCNC une fois que le omportement
d'éhelle de e propagateur a été détaillé dans la BM.
Les prinipaux résultats de l'annexe A sont les suivants :
32 CHAPITRE 3. LE MODÈLE Φ⋆44
 Nous trouvons toujours une déroissane d'ordre 1 dans l'indie l−m. Les
indies sont très bien onservés le long des rubans. Les modèles ave un
tel propagateur sont pseudo-matriiels.
 A B 6= Ω le omportement est semblable à elui à B = 0. Nous avons une
déroissane d'ordre M i dans l'indie h = n −m (l'éart entre les bords
des rubans) e qui nous permet de reproduire le omptage de puissane
de φ⋆44 . Dans ette atégorie entre le modèle LSZ général.
 Pour Ω = B la situation hange drastiquement. Un modèle de e type est le
modèle de Gross-Neveu de [32℄. Le omportement d'éhelle est gouverné
par un point ol non-trivial dans l'espae d'indies de matrie. Dans la
région d'indies près de e ol on perd les déroissanes d'éhelle en h.
Il s'avère que le seul as pour lequel ette perte est dangereuse est le
"sunshine".
Le traitement de [32℄ est mené dans l'espae diret. Le propagateur n'a pas
de déroissane dans v2 mais seulement une osillation eıΩu∧v. Un tel fateur
osillant nous permet en prinipe d'armer que u∧v ≈ 1 (et nous donne le bon
ordre de grandeur pour v) à l'aide des intégrations par parties. Les intégrations
par partie requises pour haque graphe sont dérites en détail dans [32℄. Ces os-
illations du propagateur doivent être ombinées ave les osillations des vertex.
Il faut hoisir un ensemble de variables indépendantes par rapport auxquelles
on eetue les intégrations par partie.
Nous renontrons le "problème du sunshine" à Ω = 1. Les osillations des
vertex ompensent exatement elles des propagateurs ! Cette ompensation fait
que nous ne pouvons pas obtenir le bon omptage des puissanes. Dans l'espae
des matries le statut spéial de e point peut être vu omme la renontre du
premier niveau de Landau. Dans la base matriielle le propagateur devient :
Cmn =
1
m
, (3.31)
et on n'a auune déroissane en n !
Nous pouvons onlure que le point Ω = 1 a un statut très spéial pour es
modèles : la renormalisabilité de es modèles à Ω = 1 est remise en question.
Nous n'avons pas trouvé pour l'instant une façon de déouper e propagateur
en tranhes dans l'espae diret ou dans la base matriielle adaptée à l'étude du
point Ω = 1. Des progrès réents dans ette diretion ont été faits par Disertori
et Rivasseau, mais on manque enore de preuves que es modèles à Ω = 1 soient
renormalisables.
En eet il s'avère que es problèmes sont génériques. Nous les renontrons
haque fois que nous essayons de traiter la vulanisatoin omme une pure dérivée
ovariante dans un hamp externe onstant.
Si les termes de vulanisation ne sont pas engendrés par un hamp de fond,
quelle est don leur origine ? De plus, si l'on ne peut pas absorber la brisure de
l'invariane par translation dans un hangement de jauge, est-e que es théories
peuvent être vraiment physiques ?
Pour répondre à es questions nous pensons que la lé est de trouver un
modèle fermionique du type modèle de Gross-Neveu, vulanisé sans singularité à
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Ω = 1. Une proposition de théorie fermionique est détaillée dans les onlusions.
Malheureusement, pour l'instant es théories brisent l'invariane par translation.

Chapitre 4
Renormalisation dans l'espae
diret
Dans e hapitre nous présentons une preuve alternative de la renormalisa-
bilité de la théorie Φ⋆44 .
Pourquoi a-t-on besoin d'une nouvelle preuve de la renormalisabilité ? Il y a
plusieurs arguments en faveur d'une telle démarhe.
À ause de la omplexité du propagateur dans la base matriielle, la preuve
dans ette dernière est très tehnique. Nous souhaiterions avoir une preuve plus
simple.
Plus important, la renormalisabilité d'une théorie repose sur deux araté-
ristiques : le omptage de puissanes et la forme des ontre-termes. Le omptage
de puissanes est assez transparent dans la base matriielle, mais la forme des
ontre-termes n'est pas du tout transparente. Qu'est-e qui remplae le prin-
ipe de loalité pour notre théorie ? L'étude qui suit nous mène à introduire un
prinipe de Moyalité qui est la bonne généralisation de ette notion.
En D = 4 le propagateur dans l'espae diret est [36℄ :
C(x, x′) =
∫ ∞
0
dt
Ω2
[2π sinhΩt]2
e−
Ω
4 coth
Ωt
2 (x−x′)2−Ω4 sinh Ωt2 (x+x′)2−µ20t , (4.1)
et le vertex [17℄ peut se représenter omme :
V (x1, x2, x3, x4) = δ(x1 − x2 + x3 − x4)ei
P
16i<j64(−1)i+j+1xiθ−1xj , (4.2)
ave xθ−1y ≡ 2θ (x1y2 − x2y1 + x3y4 − x4y3).
La partie interation de l'ation est réelle. On représente le vertex omme
dans l'équation (4.2), mais on devrait se rappeler que la somme des parties
imaginaires est nulle. De plus, le vertex est invariant sous la transformation
1↔ 3 et 2↔ 4.
La fontion δ du vertex nous impose que les quatre hamps soient positionnés
dans les oins d'un parallélogramme. Le fateur d'osillation fait intervenir l'aire
du parallélogramme. Il la ontraint à être d'ordre θ.
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La valeur de θ, le ommutateur des deux oordonnées, nous donne en terme
de méanique quantique la plus petite aire qu'on peut mesurer. Il est don
naturel de trouver que l'interation de quatre hamps est maximale quand ils
se distribuent sur une surfae d'aire minimale admise.
Pour tout propagateur nous introduisons une variable "ourte" u (et une
"longue" v) égale à la diérene (somme) entre les positions des deux extrémités
du propagateur. Dans la zone ultraviolette (t ≈M−2i) on a u ≈M−i et v ≈M i.
Ces variables sont entrales pour la suite.
Nous avons déjà vu que dans l'espae diret les vertex sont représentés par
des parallélogrammes. Chaque parallélogramme est muni d'un sens de rotation
orrespondant à l'ordre ylique des quatre oins. Pour représenter un graphe
nous représentons tous ses vertex ave le même sens de rotation (trigonomé-
trique) sur un plan et ensuite nous branhons les propagateurs représentés par
des lignes.
4.1 Le omptage de puissanes
Le propagateur de la théorie Φ44 ommutative est borné dans une tranhe
par :
Ci ≤M2ie−Mi|u| . (4.3)
Le omptage de puissane est neutre ar tout vertex a en moyenne deux pro-
pagateurs, don un préfateur M4i et un point à intégrer, e qui nous rapporte
M−4i.
Pour la théorie Φ⋆44 , nous déompossons le propagateur (à masse nulle)
omme :
C =
∑
i
Ci Ci =
∫ M−2i
M−2(i+1)
dt
Ω2
[2π sinhΩt]2
e−
Ω
4 coth
Ωt
2 u
2−Ω4 sinh Ωt2 v2 , (4.4)
et le propagateur dans une tranhe est borné par :
Ci ≤M2ie−Mi|u|−M−i|v| . (4.5)
Tout vertex a en moyenne deux propagateurs omme avant, don un fateurM4i,
et nous devons intégrer deux variables ourtes et deux variables longues. Nous
utilisons la fontion δ pour intégrer l'une des variables longues. Nous obtenons
M−8i pour les intégrales ourtes et M4i pour l'intégrale longue : le omptage
de puissanes est de nouveau neutre.
Cette argument doit être ané pour une attribution d'éhelle générale (de
nouveau la somme sur les attributions est simple). Choisissons un arbre qui est
ompatible ave l'attribution d'éhelle
1
. En intégrant les variables longues de
1
Cela signie qu'il est sous arbre dans tout les omposantes onnexes a haque étage.
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l'arbre ave les fontions δ et en bornant les fateurs osillants par 1, l'amplitude
d'un graphe A est bornée par :
AG ≤
∏
ℓ∈G
M2iℓ
∏
ℓ∈T
M−4iℓ =
∏
i,k
M2L(G
i
k)
∏
i,k
M−4[N(G
i
k)−1]
=
∏
i,k
M−[Ne(G
i
k)−4] , (4.6)
ar pour toutes les lignes de boule le fateur obtenu par l'intégration de la
variable longue ompense exatement elui de la variable ourte.
Il faut améliorer e omptage de puissane pour obtenir les modiations
dues à la topologie du graphe. Pour ela l'on doit exploiter les fateurs osillants
des vertex. Ils s'expriment à l'aide d'une opération topologique, appelée premier
mouvement de Filk.
Soit une ligne du graphe qui joint deux vertex. Nous réduisons ette ligne et
nous ollons les deux vertex adjaents dans un seul grand vertex. Cette opération
onserve le sens de rotation des vertex. Itérons ette opération pour toutes les
lignes d'un arbre dans le graphe pour aboutir à un graphe réduit, appelé rosette,
formé d'un seul vertex ayant uniquement des lignes de tadpole (un exemple est
présenté dans la gure 4.1).
Fig. 4.1: Premier mouvement de Filk : la ligne 2 est réduite et les vertex se
ollent.
Cette opération ne modie ni le genre g, ni le nombre de faes F , ni le
nombre de faes brisées B du graphe. Si le graphe est non-planaire il y aura un
roisement des deux lignes de la rosette (voir par exemple 4.2).
A un tel roisement orrespond un fateur osillant eıva∧vb entre les variables
longues des deux lignes de boule (eıv2∧v4 dans Fig : 4.2). Si, avant de borner
l'osillation par 1, on utilise e fateur pour intégrer la variable v2 on arrive à
gagner un fateurM−4ia (M−4i2 dans Fig. 4.2) au lieu de payer un fateurM4ib
(M4i4 dans Fig. 4.2), e qui rend toute fontion non-planaire onvergente. Un
argument similaire nous donne l'amélioration due aux faes brisées. Nous obte-
nons ainsi, diretement dans l'espae diret, un omptage de puissane partiel
de la théorie, susant pour prouver la renormalisabilité.
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Fig. 4.2: Une rosette nonplanaire
Fig. 4.3: Un pavage divergent
4.2 Les soustrations
Nous venons de omprendre dans le nouveau ontexte pourquoi seules les
fontions planaires à une seule fae brisée ave deux ou quatre pattes externes
sont divergentes. Il faut maintenant omprendre pourquoi es divergenes ont
la forme du Lagrangien initial. Qu'est-e qui remplae la notion de loalité dans
notre théorie ?
Soit une fontion divergente à quatre points. Si tous les propagateurs in-
ternes sont très ultraviolets leurs extrémités sont presque onfondues. Dans es
onditions la fontion est un pavage planaire de parallélogrammes. Ils vont for-
ément avoir la forme d'un parallélogramme entre les points externes ! De plus
l'aire orientée du parallélogramme résultant est la somme des aires orientées
des parallélogrammes. La fontion réproduit préisément la forme du produit
de Moyal ! Un exemple est présenté dans la gure 4.3.
En termes mathématiques ela se traduit par le lemme suivant :
Lemma 4.2.1 La ontribution de vertex d'un graphe planaire à une fae brisée
peut s'exprimer sous la forme :
δ(
∑
i
(−1)i+1xi +
∑
l∈T∪L
ul)e
ı
P
i,j(−1)i+j+1xiθ−1xj
eı
P
l∈T∪L, l≺j ulθ
−1(−1)jxj+ı
P
l∈T∪L, l≻j(−1)jxjθ−1ul
e−ı
P
l,l′∈T∪L, l≺l′ ulθ
−1ul′−ı
P
l∈T
ulθ
−1vl
2 ε(l)−ı
P
l∈L
ulθ
−1wl
2 ε(l)
e−ı
P
l∈L, l′∈L∪T ; l′⊂l ul′θ
−1wlε(l) , (4.7)
où T est l'arbre réduit et L est l'ensemble des lignes de boule.
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Dans la première ligne du lemme i-dessus on reonnaît la forme du noyau
du produit de Moyal. Nous eetuons un développement de Taylor dans la
deuxième ligne i-dessus. Tous les termes orretifs font intervenir au moins une
insertion d'une variable ourte u, e qui les rend sous-dominants. Comme la
fontion à quatre points est logarithmiquement divergente l'on peut négliger les
ontributions sous-dominantes. Nous onluons que la partie divergente de la
fontion a quatre points reproduit bien le produit de Moyal.
La fontion à deux points est plus ompliquée. Elle se divise dans la ontri-
bution des tadpoles qui sont de la forme :
A =
∫
dudv δ(x1 − x2 +
∑
u)eıx1θ
−1x2F (u, v) , (4.8)
et les autres ontributions qui peuvent être mises sous la forme :
A =
∫
dudv δ(x1 − x2 +
∑
u)δ(−x2 +
∑
u+
∑
v)F (u, v) . (4.9)
Nous allons eetuer un développement de Taylor des ontributions du haut.
Commençons par les tadpoles :
A = δ(x1 − x2)eıx1θ−1x2
∫
dudv F (u, v)
+ δ′(x1 − x2)eıx1θ−1x2
∫
dudv (
∑
u)F (u, v)
+ δ′′(x1 − x2)eıx1θ−1x2
∫
dudv (
∑
u)(
∑
u)F (u, v) . (4.10)
Toutes les intégrales du haut sont gaussiennes. Par onséquent, le seond terme
est nul.
Le premier terme est une ontribution loale, de masse, quadratiquement
divergente. Le dernier terme est une ontribution logarithmiquement divergente.
Pour voir à quel opérateur e dernier orrespond nous allons lisser l'amplitude
ave des fontions test :∫
dx1dx2 δ
′′(x1 − x2) eıx1θ−1x2 φ¯(x1)φ(x2)
=
∫
dx1dx2 δ(x1 − x2)
(
∂1 + ıθ
−1x2
)2
φ¯(x1)φ(x2) . (4.11)
Cet opérateur n'est pas de la forme du lagrangien initial. La subtilité onsiste
à omprendre qu'il faut ombiner e tadpole ave son omplexe onjugué. En
eet, omme notre modèle est réel, il est naturel de toujours ombiner les graphes
ave leurs omplexes onjugués. D'une manière équivalente, l'on peut branher
un même graphe sur la ombination réelle des patte externes omme :∫
dx1dx2 δ(x1 − x2)
(
∂1 + ıθ
−1x2
)2
[φ¯(x1)φ(x2) + φ(x1)φ¯(x2)] . (4.12)
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En dévéloppant l'expression i-dessus, nous trouvons que la somme des deux
tadpoles nous fournit un ontre-terme pour l'opérateur :
∂2 +
1
θ2
x2 . (4.13)
Nous devons maintenant eetuer un développement de Taylor des autres
ontributions à la fontion à deux points :
A =
∫
dudv δ(x1 − x2 +
∑
u)δ(−x2 +
∑
u+
∑
v)F (u, v)
= δ(x1 − x2)
∫
dudv δ(
∑
u+
∑
v)F (u, v) (4.14)
+ δ(x1 − x2)(−x2)
∫
dudv δ′(
∑
u+
∑
v)F (u, v)
+ δ(x1 − x2)x22
∫
dudv δ′′(
∑
u+
∑
v)F (u, v)
+ δ′(x1 − x2)
∫
dudv (
∑
u)δ(
∑
u+
∑
v)F (u, v)
+ δ′(x1 − x2)(−x2)
∫
dudv (
∑
u)δ′(
∑
u+
∑
v)F (u, v)
+ δ′′(x1 − x2)
∫
dudv(
∑
u)(
∑
u)δ(
∑
u+
∑
v)F (u, v) .
Le premier terme i-dessus est une renormalisation de masse. Le deuxième est
nul à ause du fait que F (u, v) est gaussienne. Le troisième est une renormalisa-
tion de l'opérateur x2. Le quatrième est nul dû de nouveau au fait que F (u, v)
est gaussienne. Le dernier est une renormalisation du p2.
Nous analysons maintenant le inquième terme. De nouveau, nous ombinons
un graphe ave son omplexe onjugué. L'opérateur orrespondant prend la
forme : ∫
δ′(x1 − x2)(−x2)[φ¯(x1)φ(x2) + φ(x1)φ¯(x2)]
=
∫
(−x)[∂φ¯φ+ φ¯∂φ] =
∫
φ¯φ , (4.15)
et nous onluons qu'il est une sous-divergene de masse.
Nous avons ainsi prouvé que la fontion à deux points nous donne unique-
ment des ontre-termes de la forme du Lagrangien initial.
A l'aide des mêmes tehniques nous pouvons prouver que le modèle LSZ est
renormalisable. La seule diérene vient du fait que les noyaux des propagateurs
ne sont pas réels, e qui fait que les graphes ne se ombinent pas exatement
ave leurs omplexes onjugués et nous avons par onséquent aussi une renor-
malisation du terme ∂ ∧ x.
Chapitre 5
La fontion bêta du modèle
Φ
⋆4
4
Pour toute théorie des hamps, nous nous intéressons uniquement aux fon-
tions de orrélation. Pour les exprimer, nous ommenons en imposant un uto
qui rend toute quantité nie. En suite, nous essayons de prendre la limite du
uto tendant vers l'inni.
En eetuant le développement perturbatif, nous exprimons les fontions de
orrélation en fontion des paramètres nus de notre théorie. Nous renontrons
des ontributions qui divergent ave le uto. La renormalisatoin absorbe es
divergenes dans une rédénition des paramètres nus. Ainsi nous réexprimons
les fontions de orrélation en fontion des ontributions renormalisées (nies)
et des paramètres eetifs (également nis). Une fois la renormalisabilité d'une
théorie établie, la question naturelle qui se pose est d'étabir la variation des
paramètres eetifs ave le uto. Les ots des diérents paramètres sont a-
ratérisés par leurs fontions bêta.
Pour notre modèle, le ouplage eetif est donné par la fontion à quatre
points, une partiule irrédutible, amputée Γ4. A tout vertex orrespondent deux
propagateurs. Le ouplage eetif est donné par :
λi−1 =
Γ4i
Z2i
, (5.1)
où Z est la renormalisation de la fontion d'onde. Pour une théorie ave un
uto ultraviolet Λ, on peut dérire l'évolution du ouplage eetif ave l'éhelle
à l'aide de la fontion β(λ) dénie omme :
β(λ) =
dλnu
d ln Λ
∣∣∣
λren=ct.
. (5.2)
Alternativement, dans le adre de l'analyse multi-éhelle nous préférons la dé-
nition :
β(λ)i = λi−1 − λi . (5.3)
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Pour la théorie Φ44 ommutative le ouplage eetif évolue ave l'éhelle.
Cette évolution est assez faile à omprendre au premier ordre. Nous avons une
ontribution non nulle pour la fontion Γ4 provenant des boules. Le tadpole,
étant loal, est un ontre-terme de masse, et Z = 1 à une boule.
Une étude détaillée nous montre que, si l'on veut une onstante renormalisée
non nulle nous devons ommener ave une onstante nue grande. En eet le
ouplage nu devient inni pour un uto UV ni. Inversement, toute onstante
nue nie donne naissane à une théorie libre triviale dans l'infrarouge. Cei
est un grave problème dans la théorie des hamps ommutative et a reçu le
nom "fantme de Landau". Les innis qu'on élimine par la renormalisation
ressurgissent dans ette nouvelle divergene.
Ce problème a failli tuer la théorie des hamps. Grâe à l'universalité de
e phénomène on l'a presque abandonnée omme desription des interations
fondamentales. L'issue de ette situation n'apparaît qu'ave la déouverte de
la liberté asymptotique dans les théories de jauge non abéliennes. Mais même
ette solution n'est pas entièrement satisfaisante. La liberté asymptotique est le
fantme renversé. Cette fois-i 'est la théorie ultraviolette qui devient triviale !
Il est vrai qu'une théorie libre dans l'ultraviolet est beauoup plus physique
qu'une théorie à ouplage fort dans l'ultraviolet, et ela a permis notamment
l'introdution du modèle standard pour les interations fondamentales, néan-
moins des problèmes subsistent. La onvergene des ots du modèle standard
vers une seule onstante de ouplage demande l'altération des ots. Cela peut
être réalisé à l'aide de la supersymétrie, mais il n'y a eu auune détetion des
partenaires supersymétriques jusqu'à maintenant.
De plus, e même fantme a empêhé la onstrution du modèle Φ44 om-
mutatif. Bien qu'on puisse penser que la théorie onstrutive des hamps soit
plutt un jeu mathématique qu'une question physique, il n'empêhe que sans
elle les aluls perturbatifs n'ont pas de sens. Si l'on ne peut pas onstruire une
théorie des hamps, la série perturbative risque d'être fausse à partir du premier
ordre !
Nous onluons don que les ots des modèles de théories des hamps om-
mutatives posent un problème profond et les rendent mathématiquement ma-
lades.
La situation hange omplètement dans les TCNC. Pour le modèle Φ⋆44 le
tadpole n'est plus loal ! Il nous donne une renormalisation non triviale de la
fontion d'onde à partir du premier ordre. Les aluls à une boule eetués
par Grosse et Wulkenhaar [37℄ nous donnent un ot du paramètre Ω vers 1 et
à ette valeur le ot du ouplage s'arrête. Ce résultat a été généralisé jusqu'à
trois boules par Disertori et Rivasseau en [38℄.
Ces résultats ouvrent la porte vers une possibilité tentante. Est-il possible
que le ot de ette théorie soit borné sans que la théorie soit triviale ? Dans e
as on aurait une théorie bien dénie et non triviale tout au long de sa trajetoire
sous le (semi-)groupe de renormalisation ! Pour le reste du hapitre nous nous
plaçons à Ω = 1.
Nous avons le théorème suivant :
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Theorem 5.0.1 L'équation :
Γ4(0, 0, 0, 0) = λ(1 − ∂Σ(0, 0))2 (5.4)
est vraie aux orretions irrelevantes près
1
à tous les ordres de perturbation,
soit omme équation entre les quantités nues ave uto UV xé ou omme
équation entre les quantités renormalisées. Dans e dernier as λ est la onstante
nue exprimée omme série en puissanes de λren.
Prouver un tel résultat est dans un ertain sens très diile. Il faut prouver
qu'il est vrai à tous les ordres de perturbation, et ensuite onstrutivement !
Comme nous allons le voir par la suite, la preuve de la validité à tous les ordres
de perturbation est en eet beauoup plus simple que prévu.
Elle repose sur deux idées : les identités de Ward et l'équation de Dyson.
Nous allons travailler dans la base matriielle. Comme Ω = 1, nous avons :
Cmn;kl = Cmnδmlδnk ; Cmn =
1
A+m+ n
, (5.5)
ave A = 2 + µ2/4, m,n ∈ N2 et
δml = δm1l1δm2l2 , m+ n = m1 +m2 + n1 + n2 . (5.6)
La fontionnelle génératrie est
Z(η, η¯) =
∫
dφdφ¯ e−S(φ¯,φ)+F (η¯,η,;φ¯,φ)
F (η¯, η; φ¯, φ) = φ¯η + η¯φ
S(φ¯, φ) = φ¯Xφ+ φXφ¯+Aφ¯φ+
λ
2
φφ¯φφ¯ (5.7)
où les traes sont sous-entendues et Xmn = mδmn. S est l'ation et F sont les
soures externes.
5.1 Les identités de Ward
Nous rappelons l'orientation des propagateurs de φ¯ à φ. Pour un hamp φ¯ab
l'indie a est un indie gauhe et b un indie droit. Le premier (seond) indie
de φ¯ se ontrate toujours ave le seond (premier) indie de φ. Par onséquent
pour φcd, c est un indie droit et d est un indie gauhe.
Soit U = eıB ave B une matrie petite hermitienne. Nous faisons un han-
gement de variable gauhe" (ar il agit seulement sur les indies gauhes)
φU = φU ; φ¯U = U †φ¯ . (5.8)
Comme il s'agit d'un simple hangement de variable, nous avons :
∂η∂η¯
δ lnZ
δBba
= 0 , (5.9)
1
Elles inluent les termes non- planaires ou ayant plus d'une fae brisée.
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ave η des terms de soure. En expliitant ette relation on trouve pour les
fontions planaires à deux points l'identité de Ward :
(a− b) < [φ¯φ]abφνaφ¯bν >c=< φνbφ¯bν >c − < φ¯aνφνa >c . (5.10)
(les indies répétés ne sont pas sommés).
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Fig. 5.1: L'identité de Ward pour les fontions à 2p points ave insertion sur
une fae gauhe.
Les indies a et b sont des indies gauhes, et notre identité de Ward dérit
des fontions ave une insertion sur la fae gauhe, omme dans la gure 5.1.
Il est possible d'obtenir une identité similaire ave l'insertion sur la fae droite.
De plus, en dérivant davantage par rapport aux soures externes nous pouvons
obtenir de telles identités ave un nombre arbitraire de pattes externes.
Cette équation a été déduite de l'intégrale fontionnelle. Elle est don vraie
ordre par ordre dans la théorie des perturbations, ar elle-i se déduit à partir
de l'intégrale fontionnelle.
On a l'habitude de regarder les identités de Ward omme onséquenes de
l'invariane de jauge. Dans notre traitement on obtient une identité de Ward
omme onséquene d'une invariane du vertex sous un hangement de variable
qui ne laisse pas invariante la partie quadratique. Peut-on interpréter e han-
gement de variable omme une invariane de jauge ?
Le premier pas dans ette diretion est d'introduire des opérateurs ovariants
de multipliation X qui se transforment sous le hangement de variable omme :
XU = U †XU . (5.11)
Il faut ensuite onstruire une ation invariante sous ette transformation, telle
que sa forme xée de jauge soit (5.7). Cette invariane sera l'invariane habituelle
d'un modèle de matrie sous les transformations unitaires.
Nous devrons de plus utiliser es "transformations de jauge" pour onstruire
une théorie de Yang-Mills assoiée aux théories non ommutatives vulanisées.
Elle sera très ertainement diérente des théories Yang-Mills vulanisées propo-
sées par [33℄ et [34℄, ar dans leurs travaux seulement les hamps φ et φ¯ hangent
sous les transformations de jauge.
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5.2 L'équation de Shwinger Dyson
Nous introduisons maintenant le deuxième outil oneptuel dont nous avons
besoin pour prouver le théorème (5.0.1).
Soit G4(m,n, k, l) la fontion à quatre points onnexe planaire ave une fae
brisée ave m, n, k et l les index de la fae externe dans l'ordre ylique. Le
premier index m est toujours hoisi omme index gauhe.
Soit G2(m,n) la fontion à deux points onnexe ave indies externes m,n
(appelé aussi propagateur habillé). Comme d'habitude, Σ(m,n) est la fontion
à deux points, une partiule irrédutible, amputée. G2(m,n) et Σ(m,n) sont
liées par :
G2(m,n) =
Cmn
1− CmnΣ(m,n) =
1
C−1mn − Σ(m,n)
. (5.12)
Soit Gins(a, b; ...) la fontion onnexe à deux points planaire à une fae brisée
ave une insertion sur la fae gauhe ave saut d'index de a à b. L'identité de
Ward (5.10) s'érit omme :
(a− b) G2ins(a, b; ν) = G2(b, ν)−G2(a, ν) . (5.13)
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Fig. 5.2: L'équation de Dyson
AnalysonsG4(0,m, 0,m). Soit une patte externe φ¯ et le premier vertex qui lui
est attahé. En tournant vers la droite sur le bordm à e vertex nous renontrons
une nouvelle ligne (marquée dans la gure 5.2). Cette ligne peut soit séparer
le graphe en deux omposantes déonnetées (G4(1) et G
4
(2) dans 5.2) soit non
(G4(3) dans 5.2). De plus, si ette ligne sépare le graphe en deux omposantes
disonnetées, le premier vertex peut soit appartenir à la omposante à deux
pattes (G4(1) dans 5.2) soit à la omposante à quatre pattes (G
4
(2) dans 5.2).
Cela est une simple lassiation des graphes : les omposantes représen-
tées dans la gure 5.2 prennent en ompte leurs fateurs ombinatoires. Nous
pouvons don érire l'équation de Dyson :
G4 = G4(1)(0,m, 0,m) +G
4
(2)(0,m, 0,m) +G
4
(3)(0,m, 0,m) . (5.14)
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Le terme G4(2) est zéro par renormalisation de masse. G
4
(1) + G
4
(3) donne
Γ4 = λ(1− ∂Σ)2 après amputation des propagateurs externes.
Nous allons analyser ii en détail la ontribution G4(1). Elle est de la forme :
G4(1)(0,m, 0,m) = λC0mG
2(0,m)G2ins(0, 0;m) . (5.15)
Mais, par l'identité de Ward :
G2ins(0, 0;m) = lim
ζ→0
G2ins(ζ, 0;m) = lim
ζ→0
G2(0,m)−G2(ζ,m)
ζ
= −∂LG2(0,m) . (5.16)
En utilisant la forme expliite du propagateur on a ∂LC
−1
ab = ∂RC
−1
ab = ∂C
−1
ab =
1. En utilisant l'équation (5.12), on onlut :
G4(1)(0,m, 0,m) = λC0m
C0mC
2
0m[1− ∂LΣ(0,m)]
[1− C0mΣ(0,m)](1− C0mΣ(0,m))2
= λ[G2(0,m)]4
C0m
G2(0,m)
[1− ∂LΣ(0,m)] . (5.17)
Le traitement de G4(3)(0,m, 0,m) est plus diile et nous allons seulement l'es-
quisser ii. Nous "ouvrons" la fae première à droite. Son index sommé est
appelé p (gure 5.2). Cette opération se traduit pour les fontions de Green
nues par :
G4,bare(3) (0,m, 0,m) = C0m
∑
p
G4,bareins (p, 0;m, 0,m) . (5.18)
et pour les fontions renormalisées par :
G4(3)(0,m, 0,m) = C0m
∑
p
G4ins(0, p;m, 0,m)
− C0m(CTlost)G4(0,m, 0,m) . (5.19)
Si on utilise l'identité de Ward pour la fontion G4,bareins (p, 0;m, 0,m) on peut
négliger l'un des deux termes. En ombinant le deuxième ave le ontre-terme
manquant on obtient un terme qui, ombiné ave (5.17) nous donne 5.0.1.
Nous arrivons ainsi à prouver que le ot de la onstante de ouplage λ
est borné au long de la trajetoire du groupe de renormalisation. Comme déjà
mentionné, il faut étendre e résultat au niveau onstrutif. Les premiers pas
dans ette diretion ont été faits par Rivasseau et Magnen. Leurs travaux nous
permettent d'espérer que l'extension de e résultat au niveau onstrutif ne va
pas tarder.
L'invariane de jauge sous-jaente reste enore à omprendre. La transforma-
tion des X mentionnée i-dessus est en relation direte ave les diféomorphismes
qui préservent l'aire. Nous espérons qu'une telle étude nous aidera à formuler une
théorie invariante de fond et sera un pas vers une proposition de quantiation
de la gravitation.
Chapitre 6
Représentation paramétrique
Un outil essentiel dans la théorie ommutative des hamps est la représenta-
tion paramétrique. Elle donne une représentation ompate des amplitudes. De
plus, elle fournit des formules topologiques et anoniques. Elle est le point de dé-
part pour la régularisation dimensionnelle, qui est la seule façon de renormaliser
une théorie de jauge sans briser l'invariane de jauge.
Dans les théories habituelles, la onstrution de ette représentation n'est pas
trop ompliquée. Au lieu de résoudre les onservations d'impulsion au vertex on
exprime les fontions δ de onservation d'impulsion en transformée de Fourier.
L'amplitude d'un graphe G ave impulsion externe p en D dimensions est, après
intégration des variables internes :
AG(p) = δ(
∑
p)
∫ ∞
0
e−VG(p,α)/UG(α)
UG(α)D/2
∏
l
(e−m
2αldαl) . (6.1)
Les deux polynmes de Symanzik UG et VG sont :
UG =
∑
T
∏
l 6∈T
αl , (6.2)
VG =
∑
T2
∏
l 6∈T2
αl(
∑
i∈E(T2)
pi)
2 . (6.3)
Les deux polynmes sont expliitement des sommes de termes positifs. Cette
positivité terme à terme est essentielle pour la renormalisation et la régularisa-
tion dimensionnelle ar il nous sut d'évaluer une partie des termes et de borner
le reste. Les sommes sont indexées par des objets topologiques : les arbres d'un
graphe ou les paires d'arbres d'un graphe. On remarque aussi la démoratie des
arbres : ils ontribuent haun ave un terme de poids 1.
La représentation paramétrique du modèle φ⋆44 fait intervenir des polynmes
dans les variables tℓ = tanh
αℓ
2 , appelés don hyperboliques. Nous allons retrou-
ver la positivité expliite de la représentation et nous allons pouvoir isoler des
termes dominants indexés par des bi-arbres, qui sont des objets topologiques
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qui généralisent les arbres. A ause des ompliations tehniques, nous allons
présenter ii seulement le premier polynme.
A e point nous renontrons une subtilité : dans la théorie ommutative
nous ne pouvons pas intégrer sur toutes les positions internes. A ause de l'inva-
riane par translation, l'intégrale sur toutes les positions internes nous fournit
un fateur inni de volume. Nous intégrons sur toutes les positions sauf une !
Les polynmes sont indépendants par rapport à e point non intégré, et ils
restent don anoniques. Dans notre théorie l'invariane par translation est per-
due. Nous pouvons intégrer sur toutes les positions internes. Nous préférons par
ontre isoler un vertex (noté v¯) et ne pas intégrer sur sa fontion δ. Cela nous
permettra de retrouver les résultats ommutatifs dans une ertaine limite. No-
tons que les polynmes dépendent de ette raine expliite, mais leurs termes
dominants n'en dépendent pas.
Nous notons ℓ = (i, j) la ligne du graphe qui va du oin i d'un vertex au oin
j d'un autre. Nous allons passer aux variables ourtes et longues. Deux matries
sont ruiales par la suite :
 La matrie εℓi est la matrie d'inidene du graphe. Elle vaut 1 si ℓ entre
en i, −1 si ℓ sorte de i, et zero si ℓ ne touhe pas i,
 ηℓi = |εℓi|.
Pour un graphe orientable on a εℓi = (−1)i+1ηℓi.
En s'appuyant sur une propriété de fatorisation sur les dimensions de l'espae-
temps, nous érivons l'amplitude d'un graphe omme :
AG,v¯({xe}, pv¯) = K ′
∫ 1
0
L∏
ℓ=1
[dtℓ(1− t2l )D/2−1]
e
−HVG,v¯(t,xe,pv¯)
HUG,v¯(t)
HUG,v¯(t)D/2
, (6.4)
ou tℓ = tanh
αℓ
2 . Nous dénissons aussi cℓ = 1/tℓ.
Le premier polynme est :
HUG,v¯ =
(
L∏
ℓ=1
tℓ
)
det(A+B) , (6.5)
ave A+B une matrie arrée 2L+N− 1 dimmensionnelle. La matrie A est la
ontribution (diagonale dans les variables ourtes et longues) des propagateurs :
A =

cℓ 0 00 tℓ 0
0 0 0

 , (6.6)
et la matrie B (antisymétrique) provient des osillations des vertex et des
fontions δ :
B =
(
1
ΩE C−Ct 0
)
. (6.7)
La ontribution détaillée des fontions δ est :
Cvl =
(∑
i∈v(−1)i+1εli∑
i∈v(−1)i+1ηli
)
, (6.8)
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et elle des vertex :
Evvl,l′ =
∑
v
∑
i6=j; i,j∈v
(−1)i+j+1ω(i, j)ηliηl′j ,
Euul,l′ =
∑
v
∑
i6=j; i,j∈v
(−1)i+j+1ω(i, j)εliεl′j ,
Euvl,l′ =
∑
v
∑
i6=j; i,j∈v
(−1)i+j+1ω(i, j)εliηl′j , (6.9)
ave ω(i, j) = 1 si i < j, ω(i, j) = −1 si i > j ; de plus Evul,l′ = −Euvl′,l.
6.1 La positivité
Le premier polynme posseède une propriété de positivité. En eet, nous
avons prouvé le lemme suivant :
Lemma 6.1.1 Soit A,B ∈ M(N × N) des matries ave A = (aiδij) une
matrie diagonale et B = (bij) une matrie arbitraire, ave bii = 0 (B n'est pas
néessairement antisymétrique). Nous avons :
det(A+B) =
∑
K⊂{1,...,N}
det(BKˆ)
∏
i∈K
ai (6.10)
où BKˆ est la matrie obtenue de B en eaçant les lignes et olonnes ayant des
indies dans le sous-ensemble K.
Si en plus B est antisymétrique, BKˆ l'est aussi et son déterminant est positif,
ar il est le arré d'un Pfaen.
Cette propriété de positivité est vraie aussi pour le modèle réel, ar sa preuve
ne fait pas appel à l'orientabilité.
Choisissons K = I ∪ J ave I un sous-ensemble d'indies hoisis parmi les
premiers L, assoiés aux variables ourtes et J un sous-ensemble hoisi parmi les
L indies suivants assoiés aux variables longues. Le premier polynme prend
la forme :
HUG,v¯(t) =
∑
I,J
(
1
Ω
)2g(G)−kI,J
n2I,J
∏
ℓ 6∈I
tℓ
∏
ℓ′∈J
tℓ′ , (6.11)
ave kI,J = |I| + |J | − L(G) − F (G) + 1, et nI,J = Pf(B′IˆJˆ ) ave B′ = ΩB.
La matrie B′ a des entrées entières et son paen est un nombre entier. Cette
forme est générale, et la preuve, de nouveau, ne fait pas appel à l'orientabilité.
Parmi les termes de la somme du (6.11) ertains sont nuls. Pour trouver des
termes dominants nous devons trouver des ensembles I et J tels que nI,J 6= 0.
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Fig. 6.1: Le premier mouvement de Filk pour le Sunshine
6.2 Les termes dominants
Dans la région UV les termes dominants sont eux ayant un degré minimal
en t. Nous n'allons pas donner ii la liste exhaustive des termes dominants1.
Néanmoins, les termes qu'on expliite susent pour trouver le omptage de
puissane d'un graphe.
Choisions I = {1 · · ·L}. Cela nous garantit que le premier produit de (6.11)
est vide. Nous herhons les sous-ensembles J de ardinal minimal tel que nI,J 6=
0. Nous verrons que es termes ont |J | = F − 1, e qui justie la normalisation
de (6.11).
Nous généralisons les mouvements de Filk [17℄, pour dénir trois opérations
topologiques pour un graphe à rubans. Nous représentons les pfaens d'intérêt
omme des intégrales grassmanniennes.
La première est l'habituelle "premier mouvement de Filk" déjà introduit,
la rédution d'une ligne d'arbre dans le graphe diret. Cela revient à oller les
deux vertex touhant la ligne, de oordination p et q pour obtenir un grand
vertex de oordination p + q − 2. Le nouveau graphe ainsi obtenu a une ligne
et un vertex en moins N(G′) = N(G) − 1, L(G′) = L(G) − 1, F (G′) = F (G).
Le genre du graphe est onservé sous ette opération, à ause de la relation
2g(G)− 2 = N(G) − L(G) + F (G). Dans le graphe dual ette opération eae
la ligne d'arbre du graphe diret. La rédution par ette opération de la ligne
entrale du graphe sunshine est présentée dans la gure 6.1, et son eet sur le
graphe dual du sunshine est présenté dans la gure 6.2. En terme des variables
grassmanniennes ette opération apparie la variable de la ligne réduite ave elle
d'un des vertex ollés.
Itérons ette opération un maximum de fois. On peut toujours réduire un
arbre qui reouvre le graphe diret, ayant N(G)− 1 lignes. Le résultat de ette
opération est un graphe ave un seul vertex n'ayant que des lignes de tadpole
et ayant le genre du graphe initial : la rosette assoiée au graphe. La rosette a
une raine orrespondant au vertex v¯. De plus, la rosette a un ordre ylique,
trigonométrique diret. Nous avons besoin de et ordre ylique pour préiser
1
Notamment, une atégorie de termes dominants néessaires pour la régularisation dimen-
sionnelle sera expliitée dans le hapitre suivant. Ces termes seront notament néessaires pour
trouver le omportement des sous-graphes primitivement divergents.
6.2. LES TERMES DOMINANTS 51
Fig. 6.2: Le premier mouvement de Filk pour le dual du Sunshine
Fig. 6.3: Rosette ave raine expliitée
l'ordre des points sur la rosette. Un exemple est donné dans la gure 6.3. Les
lignes onservent leurs orientations et pour les graphes orientables elles sortent
des points pairs et entrent dans les points impairs.
Dans l'annexe D nous prouvons que ette opération reproduit la forme du
fateur d'osillation d'un graphe. Par onséquent, pour évaluer un terme de la
somme 6.11 il sut de regarder la rosette assoiée à un graphe et de lui assoier
le fateur :
−
∑
i,j
ωv¯(i, j)εℓiεℓj (6.12)
La seonde opération topologique est la rédution d'une ligne d'arbre dans
le graphe dual. Cette opération eae la ligne dans le graphe diret. Le genre
du graphe (diret et dual) ne hange pas sous ette opération. En itérant ette
operation maximalement, nous réduisons F (G) − 1 lignes d'un arbre dans le
graphe dual. Nous aboutissons à un graphe ayant N(G) − 1 lignes d'un arbre
T (G) dans le graphe diret réduites et F (G) − 1 lignes d'un arbre T (G) du
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Fig. 6.4: Une superrosette
Fig. 6.5: Troisième mouvement de Filk
graphe dual réduites. Ce graphe est une rosette ave une seule fae, appelé
superrosette. Son dual est aussi une superrosette. Un exemple est présenté dans
la gure 6.4.
Cette opération va simplement eaer les lignes et olonnes orrespondantes
aux lignes du graphe dual réduites de la matrie B′.
La troisième opération topologique est la rédution du genre d'une rosette.
Un roisement naturel est un roisement des deux lignes sur une rosette tel que
le point nal de la première ligne suède au point initial de la deuxième sur
la rosette. De telles lignes ont une fae interne ommune. Si une rosette a des
roisements, elle aura ertainement des roisements naturels. Les lignes 2− 5 et
4− 8 dans la gure 6.3 sont un exemple de roisement naturel.
La rédution du genre eae les lignes d'un roisement naturel et permute les
points survolés par les deux lignes, omme dans la gure 6.5. On appelle ette
opération le troisième mouvement de Filk. Elle diminue le nombre de lignes par
2, reolle les faes d'une manière ohérente, et déroît le genre par 1. En terme
des variables grassmanniennes, ela orrespond à apparier les deux variables des
lignes d'un roisement naturel.
A l'aide de ette troisième opération nous prouvons que
Lemma 6.2.1 Le déterminant assoié à une rosette vaut
 0 si F (G) est plus grand que 1
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 22g si F (G) = 1
Pour avoir un terme non nul il sut don de hoisir J admissible, e qui
veut dire que :
 J ontient un arbre T (G) dans le graphe dual,
 le omplément de J ontient un arbre T (G) dans le graphe diret
 La rosette obtenue en eaçant les lignes de J et en ontratant les lignes
de T (G) est un superrosette, don à une seule fae.
Nous avons la borne :
HUG,v¯ ≥
∑
Jadmissible
(
2
Ω
)2g−kJ ∏
ℓ∈J
tℓ , (6.13)
ave kJ = |J | − F (G) + 1.
Les termes dominants sont eux ave |J | minimal, don eux pour lesquels
J est un arbre T (G) dans le graphe dual et l'on a :
HUG,v¯ ≥
(
2
Ω
)2g ∑
T (G)
∏
ℓ∈T (G)
tℓ . (6.14)
Nous allons utiliser ette borne pour évaluer le degré de divergene d'un
graphe. Nous nous plaçons à attribution d'éhelle xée 0 ≤ t1 ≤ t2 · · · ≤ tL(G)2.
Nous hangeons de variable dans t1 = λ
2
, ti = λ
2xi. La divergene ou onver-
gene du graphe est gouvernée par la nature de l'intégrale sur λ :
A ≤
∫
0
dλλ2L(G)−1+D[F (G)−1] ∼
∫
0
dλλ−1λ8g(G)+Ne(G)−4 , (6.15)
où nous avons utilisé N(G) − L(G) + F (G) = 2 − 2g(G) et 2L(G) = 4N(G)−
Ne(G). Nous voyons tout de suite que l'intégrale au-dessus est ertainement
onvergente si le graphe a plus de quatre pattes externes ou s'il est non-planaire.
Par des traitements similaires nous pouvons onlure qu'un graphe est onvergent
aussi s'il a plus d'une fae brisée.
Dans e hapitre nous avons introduit la représentation paramétrique dans
la TCNC. La ontinuation naturelle de notre traitement est de proéder à la ré-
gularisation et renormalisation dimensionnelle de notre modèle. Ce programme
sera ahevé dans le hapitre suivant.
Une autre diretion de reherhe est d'approfondir les nouveaux polynmes
hyperboliques introduits dans notre travail. Les bi-arbres, ensembles des lignes
formés d'un arbre dans le graphe diret et un arbre dans le graphe dual, sont
la généralisation des arbres de Symanzik pour les TCNC sur le plan de Moyal.
Leur étude semble être néessaire pour la onstrution nale du modèle. Nous
pensons que des théorèmes généralisant elles du type "tree-matrix" (voir [67℄)
pourront être établis.
La dualité de Langmann-Szabo se traduit au niveau des polynmes par une
symétrie Ω→ Ω−1. Cette propriété sera exploitée pour établir la liste omplète
des termes des polynmes.
2
Ce traitement est détaillé dans la setion suivante

Chapitre 7
Régularisation dimensionnelle
Dans le hapitre préédent nous avons obtenu la représentation paramétrique
du modèle Φ⋆44 . Dans e hapitre nous allons appliquer ette représentation an
d'ahever sa régularisation et la renormalisation dimensionnelle (RRD).
Une raison pour s'intéresser à la régularisation dimensionnelle est qu'elle
est le seul shéma d'extration des singularités dans la théorie des hamps qui
respete les invarianes de jauge. Il est vrai que l'on ne possède pas pour l'instant
une théorie de jauge non ommutative vulanisée bien établie ; néanmoins, une
fois une telle théorie obtenue, il sera naturel de la renormaliser à l'aide des
tehniques introduites dans e hapitre.
Il y a une deuxième raison d'examiner la RRD. La loalité des ontre-termes
dans les théories ommutatives répose sur des propriétés de fatorisation des
polynmes de Symanzik. Ces propriétés sont failes à prouver à partir de la
forme expliite des polynmes. La moyalité, dans notre as, va reposer sur le
même type de propriétés. Cette fois-i la fatorisation est bien plus diile à
prouver. Nous devons nous appuyer sur des manipulations nontriviales au niveau
des variables de Grassmann.
Une fois la fatorisation des amplitudes établie il est possible de réformuler
la RRD dans le langage des algèbres de Connes-Kreimer. L'approhe algébrique
à la renormalisation peut ensuite être exploitée pour formuler et résoudre des
nouvelles lasses de problèmes de Hilbert.
Pour eetuer la RRD nous devons ombiner les tehniques lassiques du
as ommutatif ave les résultats nouveaux haratéristiques du monde non
ommutatif. La prinipale diérene par rapport au as ommutatif vient du fait
que nous avons une nouvelle atégorie de graphes primitivement divergents. La
preuve de la méromorphie et l'extration des ples, par ontre, est formellement
identique dans les as ommutatif et non ommutatif.
Comme déjà mentionné auparavant, nous avons besoin d'une amélioration
par rapport aux résultats obtenus dans le hapitre préédent. En eet, l'amélio-
ration du omptage des puissanes d'un graphe dans le nombre de faes brisées
n'est apparente qu'en utilisant le deuxième polynme. Pour un sous-graphe d'un
grand graphe, par ontre, nous avons une amélioration déjà au niveau du premier
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polynme. Pour la mettre en évidene l'on doit utiliser des termes dominants
supplémentaires de G, ave un saling global en t
F (G)+2g(G)−1
G , mais ave un sa-
ling dans les variables de S en t
F (S)−2
S si B(S) ≥ 2. L'existene de tels termes
sera prouvée par la suite.
L'extration des singularités dans la RRD se fait de la manière suivante :
Nous introduisons des seteurs de Hepp. Les intégrales sur les paramètres de
Hepp des sous-graphes S du graphe G qui ne sont pas primitivement divergents
onvergent. Pour les S primitivement divergents nous obtenons des singularités
expliites que nous extrayons.
Pour prouver tehniquement que les intégrales orrespondantes aux sous-
graphes planaires ave plus d'une fae brisée sont onvergentes nous avons be-
soin de nous appuyer sur ertains termes dominants du première polynme.
Ces termes existent, mais ils ne sont pas parmi eux expliités dans le hapitre
préédent.
7.1 Les termes dominants supplémentaires
Les nouveaux termes sont assoiés à des ensembles I et J partiuliers. Pour
les spéier nous devons introduire quelques dénitions.
Appelons "ligne de genre" une ligne qui fait partie d'un roisement naturel.
Soit S un sous-graphe planaire de G ave plus d'une fae brisée. Nous appelons
ℓ˜ la ligne de G qui brise la fae de S.
Si l'on réduit S à une rosette il existe une ligne de boule ℓ2 ∈ S qui soit
roise ℓ˜, soit la survole. Cette ligne ℓ2 sépare deux faes brisées de S.
Denition 7.1.1 Soit J0 un sous-ensemble de lignes internes du graphe G. J0
est appelé pseudo-admissible si :
 Son omplément est l'union d'un arbre T (G) de G et ℓ2,
 Ni ℓ˜ ni ℓ2 n'appartienent pas à T (G),
Soit I0 = {ℓ1 . . . ℓL} − ℓ˜ ≡ I − ℓ˜. Nous avons |I0| = L(G) − 1 et |J0| =
L(G)−N(G) = F (G)− 2 + 2g(G).
Theorem 7.1.1 Le pfaen assoié à I0 et J0 est
n2I0,J0 = 4, si ℓ˜ est une ligne de genre de G
= 16, si ℓ˜ n'est pas une ligne de genre de G.
Nous utilisons le lemme préédent de la façon suivante : Choisissons pour
T (G) un arbre, qui restreint à S est sous-arbre 1. Un terme orrespondant à un
pfaen du haut a un préfateur de la forme :
tℓ˜
∏
ℓ/∈T (G) et ℓ 6=ℓ2
tℓ . (7.1)
1
L'existene de tels arbres est triviale. Nous ommençons par hoisir un arbre en S qui ne
ontient pas l2 (e qui est toujours possible ar S est une partiule irrédutible) et ensuite
nous le omplétons en un arbre de G ne ontenant pas ℓ˜ (e qui est de nouveau possible ar
G est également une partiule irrédutible).
7.2. FACTORISATION 57
Le degré global dans les variables tG est F (G) + 2g(G) − 1, don il s'agit
bien d'un terme dominant pour le graphe G.
Le degré dans les variables tS est L(S)− (N(S)− 1)− 1 = L(S)−N(S) =
F (S) − 2, ar S est planaire. Par onséquent, sous resaling de tous les tS par
x2i le degré minimal de xi est au plus x
2[L(S)−N(S)]
i .
7.2 Fatorisation
Dans la représentation paramétrique la loalité des ontre-termes dans la
théorie ommutative se traduit par les propriétés de fatorisation des polynmes.
Au niveau du premier polynme, présenté dans l'équation (6.2) :
UG =
∑
T
∏
l 6∈T
αl , (7.2)
ela se traduit par la propriété suivante : Soit S un sous-graphe primitivement
divergent de G (un sous-graphe à deux ou à quatre pattes externes) et G/S le
graphe G où le sous-graphe S a été réduit à un point. Le polynme des G se
sépare dans la somme des deux ontributions suivantes :
UG =
∑
T,T |S arbre en S
∏
l 6∈T
αl +
∑
T,T |S n'est pas un arbre en S
∏
l 6∈T
αl , (7.3)
Sous un resaling de tous les paramètres αS 7→ ρ2αS l'ordre dominant en ρ du
polynme UG est donné par la première ontribution du haut, U
1
G :
U1G = ρ
2[L(S)−N(S)+1] ∑
T1 arbre en S
∏
l 6∈T1
αl
∑
T2,T2 arbre en G/S
∏
l 6∈T2
αl
= ρ2[L(S)−N(S)+1]USUG/S . (7.4)
Nous allons prouver une propriété similaire pour les polynmes des TCNC.
Comme la forme de es polynmes est beauoup plus omplexe que la forme
des polynmes de Simanzik, la preuve de ette fatorisation est très tehnique.
En eet, pour prouver la fatorisation nous devons retourner à l'expression
des polynmes omme déterminants et ensuite prouver que es déterminants se
fatorisent omme des produits des deux autres déterminants.
Soit S un sous-graphe primitivement divergent deG. S est don planaire ave
une seule fae brisée et à deux ou quatre pattes externes. G/S est le graphe G
où S a été réduit à un vertex de Moyal (voir gures 7.1, et 7.2).
Nous notons par l(ρ) les termes dominants en ρ dans la zone ultraviolette.
Dans l'appendie E nous prouvons les deux armations suivantes :
Theorem 7.2.1 Sous le resaling
tα 7→ ρ2tα (7.5)
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Fig. 7.1: Un graphe ave un sous-graphe primitivement divergent (ℓ4, ℓ5 ℓ6)
Fig. 7.2: Le graphe G/S
des paramètres orrespondant à un sous-graphe divergent S d'un graphe G, le
premier polynme fatorise omme :
HU
l(ρ)
G,V¯
= HU
l(ρ)
S,V¯S
HUG/S,V¯ . (7.6)
Pour la partie exponentielle on a le résultat :
Proposition 7.2.2 Sous le resaling tα 7→ ρ2tα des paramètres du sous-graphe
S nous avons :
HVG
HUG
∣∣∣
ρ=0
=
HVG/S
HUG/S
. (7.7)
Mis ensemble es deux résultats donnent la fatorisation des intégrants des
amplitudes :
e
−HVG(ρ)HUG(ρ)
HUG(ρ)D/2
=
1
[HU
l(ρ)
S ]
D/2
(1 + ρ2OS)e
−HVG/SHUG/S
HU
D/2
G/S
. (7.8)
Pour la fontion à deux points nous prouvons en plus que l'opérateur OS or-
respond à une renormalisation de masse et de fontion d'onde.
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7.3 Méromorphie
Nous présentons i-dessous en détail la preuve de la méromorphie des ampli-
tudes de Feynman en TCNC. La proédure de soustration est similaire à elle
des théories ommutatives et nous n'insistons pas sur es détails ii.
L'amplitude d'un graphe de Feynman s'érit :
AG,V¯ (xe, pV¯ , D) =
(
Ω˜
2
D
2 −1
)L ∫ 1
0
L∏
ℓ=1
dtℓ(1− t2ℓ)
D
2 −1 e
−HVG,V¯ (tℓ,xe,pv¯)
HUG,v¯(t)
HUG,V¯ (t)
D/2
. (7.9)
Nous analysons seulement les graphes onnexes ave au moins deux pattes ex-
ternes. Nous prolongeons ette expression dans le plan omplexe. On dénit un
seteur de Hepp σ omme :
0 ≤ t1 ≤ . . . ≤ tL , (7.10)
et nous eetuons le hangement de variables adapté :
tℓ =
L∏
j=ℓ
x2j , ℓ = 1, . . . , L. (7.11)
Soit Gi le sous-graphe omposé par les lignes t1 à ti. On note L(Gi) = i le
nombre des lignes de Gi, g(Gi) son genre, F (Gi) son nombre de faes, et ainsi
de suite. L'amplitude est :
AG,V¯ =
( Ω˜
2(D−4)/2
)L ∫ 1
0
L∏
i=1

1− ( L∏
j=i
x2j )
2


D
2 −1
dxi
L∏
i=1
x
2L(Gi)−1
i
e
−HVG,V¯ (x
2)
HUG,V¯ (x
2)
HUG,V¯ (x
2)
. (7.12)
Dans l'équation i-dessus nous fatorisons dans HUG,V¯ le monme ave le plus
petit degré dans haque variable xi :
AG,V¯ (xe, pv¯) =
(
Ω˜
2
D
2
)L ∫ 1
0
L∏
ℓ=1
dxℓ

1− ( L∏
j=ℓ
x2j)
2


D
2 −1
x
2L(Gi)−1−Db′(Gi)
i
e
−HVG,V¯HUG,V¯
(asb + F (x2))
D
2
. (7.13)
Le dernier terme i-dessus est toujours borné par une onstante. Des divergenes
ne peuvent apparaître que dans la région xi prohe de 0. Nous retrouvons,
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omme auparavant, que ette théorie n'a pas de divergenes infrarouges même
à masse zéro. Le nombre b′(Gi) est xé par la topologie du graphe Gi. Il vaut :
b′(Gi) =


≤ L(Gi)− [n(Gi)− 1]− 2g(Gi) si g(Gi) > 0
≤ L(Gi)− n(Gi) si g(Gi) = 0 et B(Gi) > 1
= L(Gi)− [n(Gi)− 1] si g(Gi) = 0 et B(Gi) = 1
.
Pour prouver la première et la dernière ligne nous devons analyser des termes
dominants du HUG ave I = {1 . . . L} et J admissible en G, tel que l'arbre
T (G), inlut dans l'ensemble omplémentaire de J , est sous-arbre en Gi.
Pour la deuxième ligne nous devons hoisir I = {1 . . . L} − ℓ˜ et J pseudo-
admissible, omme dans la setion 7.1.
Nous pouvons onlure que b′(Gi) est au plus L(Gi) − n(Gi) + 1 et qu'il
prend ette valeur si et seulement si g(Gi) = 0 et B(Gi) = 1. Par onséquent,
la onvergene dans le régime UV (xi → 0) est assurée si :
ℜ[2L(Gi)−Db′(Gi)] > 0, i = 1 . . . L . (7.14)
Comme
ℜ[2L(Gi)−Db′(Gi)] > ℜ
(
2L(Gi)−D[L(Gi)− n(Gi) + 1]
)
, (7.15)
on a toujours onvergene pourvu que :
ℜD < 2 ≤ 4n(Gi)−N(Gi)
n(Gi)−N(Gi)/2 + 1 ≤
2L(Gi)
L(Gi)− n(Gi) + 1 . (7.16)
aveNe(Gi) le nombre des points externes deGi
2
. DonAG,V¯ (D) est analytique
dans la bande
Dσ = {D | 0 < ℜD < 2}. (7.17)
On prolonge maintenant A omme fontion de D pour 2 ≤ ℜD ≤ 4. Pourvu
que :
 g(Gi) > 0
 g(Gi) = 0 and B(Gi) > 1
 N(Gi) > 4 ,
la bande d'analytiité est immédiatement prolongée à :
Dσ = {D | 0 < ℜD < 4 + εG}. (7.18)
pour εG un petit nombre positif dépendent du graphe.
En eet, dans les premiers deux as on a b′(Gi) ≤ L(Gi) − n(Gi) don
l'intégrale sur xi onverge pour :
ℜD ≤ 4 < 4n(Gi)−N(Gi)
n(Gi)−N(Gi)/2 =
2L(Gi)
L(Gi)− n(Gi) , (7.19)
2
On utilise ii la relation topologique 4N(Gi)−Ne(Gi) = 2L(Gi)
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et dans le troisième as, omme N(Gi) > 4, l'intégrale sur xi onverge pour :
ℜD ≤ 4 < 4n(Gi)−N(Gi)
n(Gi)−N(Gi)/2 + 1 =
2L(Gi)
L(Gi)− n(Gi) + 1 . (7.20)
Seuls les sous-graphes planaires ave une seule fae brisée ave deux ou quatre
points présentent des divergenes UV dans la bande 2, 4 + ε. Ils sont appelés
primitivement divergents. Soit S un sous-graphe primitivement divergent. On
note son paramètre de Hepp ρ. En utilisant l'équation (7.8), sa ontribution à
l'amplitude est :
Aρ
G,V¯G
∼
∫
0
dρρ2L(S)−1−D[L(S)−n(S)+1]
1
HU l
S,V¯S
|ρ=1 (1 + ρ
2OS)e
−HVG/SHUG/S
HUG/S
.
L'intégrale sur ρ est un opérateur méromorphique en D ave la partie diver-
gente donnée par :
r1
2L(S)−D[L(S)− n(S) + 1] +
r2
2L(S)−D[L(S)− n(S) + 1] + 2OS .
Nous avons un ple isolé à D = 4 si S a quatre points. Si S a deux points, nous
avons deux ples, l'un à D = 4− 2/N(S) et l'autre à D = 4. Comme toutes les
singularités sont de e type, nous avons prouve que AG est méromorphe dans
la bande :
Dσ = {D | 0 < ℜD < 4 + εG}. (7.21)
✷
Dans notre étude nous avons prouvé la fatorisation des amplitudes de Feyn-
man des TCNC. Nous avons réussi à prouver que les amplitudes sont des fon-
tions holomorphes dans le plan omplexe (la généralisation de notre preuve pour
la bande 0, 4 pour tout le plan omplexe étant triviale). Une fois la struture des
singularités établie nous avons pu les extraire à l'aide des opérateurs de Taylor
(voir appendie E).
Pour le futur, une voie de reherhe sera de reprendre les mêmes proédures
pour une théorie de jauge vulanisée. Comme nous ne disposons pas pour l'ins-
tant d'une telle théorie, nous ne pouvons pas démarrer un tel programme pour
l'instant.
Une autre voie de reherhe qui devrait aboutir à une réponse est de trouver
lequel des traitements que nous avons eetués peut se généraliser pour d'autres
variétés non ommutatives.
Une autre question très intéressante est d'essayer d'établir un nombre de
onditions néessaires et susantes pour que les amplitudes de Feynman se
fatorisent. Si nous disposons d'une telle aratérisation, nous pourrons nous
prononer sur la question de la renormalisabilité pour des théories des hamps
plus génériques.

Chapitre 8
Le représentation de Mellin
omplète
En s'appuyant sur la représentation paramétrique des TCNC introduite dans
[39, 40℄, nous allons maintenant introduire la représentation de Mellin Complète
(CM) du modèle Φ⋆44 . Cette représentation des amplitudes de Feynman est la
plus ompate onnue. De plus, elle est un nouveau point de départ pour la re-
normalisation et pour l'étude des omportements asymptotiques des amplitudes
sous resaling arbitraire des invariants externes.
Dans les théories ommutatives le problème du développement asympto-
tique est formulé de la manière suivante. Etant donnée une amplitude de Feyn-
man nous resalons l'un de ses invariants externes par un paramètre α. Nous
herhons à exprimer l'amplitude omme série asymptotique de puissanes et
puissanes du logarithme de α. La représentation de Mellin nous fournit e
développement dans ertains as.
Une propriété des polynmes de la représentation paramétrique requise pour
pouvoir prouver l'existene d'un développement asymptotique est la propriété
FINE. Un polynme est appelé FINE s'il se fatorise dans tout seteur de Hepp.
Pour les polynmes FINE la transformation de Mellin inverse, qui nous donne
l'amplitude en fontion de α, a une struture méromorphe et ses résidus nous
donne l'expansion asymptotique.
Si un polynme n'est pas FINE, nous pouvons le déomposer dans plusieurs
moreaux, haun ave la propriété FINE. Nous pouvons ensuite assoier un
paramètre de Mellin à tout sous-polynme FINE. Si nous poussons e raison-
nement à ses limites, nous pouvons assoier un paramètre de Mellin à tout
monme. Cette représentation est appelée "Mellin Complète" (CM).
De plus, dans le adre de ette représentation, nous pouvons intégrer les
paramètres de Shwinger et nous pouvons reformuler la renormalisation omme
l'étude des déplaements des pieds des ontours d'intégration des variables de
Mellin dans des ellules du plan omplexe. Cela nous permet de traiter au même
niveau les amplitudes divergentes et onvergentes dans l'ultraviolet.
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A l'aide de la représentation CM nous prouvons le résultat suivant. Soit une
amplitude de Feynman G(sk) érite en fontion des ses invariants sk (on inlut
aussi les masses des partiules). Soit un régime asymptotique déni par :
sk → αaksk, (8.1)
ave ak positif, négatif, ou nul.
Nous laissons α tendre vers l'inni. G(sk) a un développement asymptotique
omme fontion de α du type :
G(α; sk) =
−∞∑
p=p
max
q
max
(p)∑
q=0
Gpq(sk)α
p lnq α, (8.2)
où p est un nombre rationnel (pmax son maximum) et q, à p donné, est un
nombre naturel.
Notre but nal est de retrouver un tel résultat pour TCNC. Nous allons nous
onentrer par la suite sur le début, soit l'introdution de la CM pour TCNC.
Nous trouvons une struture distributionnelle plus ompliquée que dans le as
ommutatif, mais nous obtenons un premier résultat, elui de la méromorphie
des amplitudes de Feynman.
8.1 La représentation CM dans la TCNC
Pour toute fontion f(u), dérivable par moreaux pour u > 0, si l'intégrale
g(x) =
∫ ∞
0
du u−x−1f(u) (8.3)
est absolument onvergente pour α < ℜx < β, alors pour α < σ < β
f(u) =
1
2πi
∫ σ+i∞
σ−i∞
dx g(x)ux. (8.4)
La fontion g s'appelle la transformée de Mellin de f .
Pour f(u) = e−u, et u = HVk/HU , la transformée de Mellin inverse est :
e−HVk/HU =
∫
τk
Γ(−yk)
(
HVk
HU
)yk
, (8.5)
où
∫
τk
est une notation abrégée pour
∫ +∞
−∞
d(ℑyk)
2π , et ℜyk est xé à τk < 0.
Pour tout u positif, en hoissant x ave ℜx < 0, tel que 0 < ℜx + u, nous
avons l'égalité suivante :
Γ(u) (A+B)−u =
∫ ∞
−∞
d(Im x)
2π
Γ(−x)AxΓ(x+ u)B−x−u. (8.6)
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Nous prenons A ≡ HU1 et B ≡ HU2 +HU3 + · · · et nous utilisons itérati-
vement l'égalité i-dessus pour u =
∑
k yk +D/2, pour obtenir :
Γ
(∑
k
yk +
D
2
)
HU−
P
k yk−D2 =
∫
σ
∏
j
Γ(−xj)HUxjj , (8.7)
ave ℜxj = σj < 0, ℜ
(∑
k yk +
D
2
)
=
∑
k τk +
D
2 > 0, et
∫
σ
veut dire∫ +∞
−∞
∏
j
d(ℑxj)
2π ave
∑
j xj +
∑
k yk = −D2 .
Pour utiliser les deux transformations présentées i-dessus nous devons sé-
parer les polynmes hyperboliques dans des sommes des monmes. Pour ela,
nous ommençons par l'expression du premier polynme :
HUG,V¯ (t) =
∑
KU=I∪J, n+|KU | impaire
s2g−kKU n2KU
∏
ℓ 6∈I
tℓ
∏
ℓ′∈J
tℓ′
=
∑
KU
aKU
∏
ℓ
t
uℓKU
ℓ ≡
∑
KU
HUKU . (8.8)
ave :
 I sous-ensemble des premiers L indies ave son ardinal |I|, J sous-
ensemble des L indies suivants de ardinal |J |,
 B est la matrie antisymétrique restante,
 nKU = Pf(BdKU ) le pfaen de B ave les index de KU = I ∪ J omis,
 kKU est |KU | − L(G)− F (G) + 1,
 aKU = s
2g−kKU n2KU , s = Ω
−1
,
uℓKU =


0 si ℓ ∈ I et ℓ /∈ J
1 si (ℓ /∈ I et ℓ /∈ J) ou (ℓ ∈ I et ℓ ∈ J)
2 si ℓ /∈ I et ℓ ∈ J
. (8.9)
Le seond polynmeHV se déompose en partie réelleHV R et imaginaireHV I .
En plus des ensembles I et J du haut, nous introduisons une ligne partiulière
τ /∈ I, analogue d'une oupure d'un arbre en deux. Dénissons Pf(BKˆV τˆ ) le
pfaen de la matrie obtenue de B en eaçant les lignes et les olonnes dans I,
J et τ . De plus, nous dénissons εI,τ la signature de la permutation :
1, . . . , d→ 1, . . . , iˆ1, . . . , ˆi|I|, . . . , iˆτ , . . . , d, iτ , i|I| . . . , i1 . (8.10)
ave d = 2L(G) +N(G)− 1. Alors :
HV RG,V¯ =
∑
KV =I∪J
∏
ℓ/∈I
tℓ
∏
ℓ′∈J
tℓ′
[∑
e1
xe1
∑
τ /∈KV
Pe1τεKV τPf(BKˆV τˆ )
]2
.
=
∑
KV
sRKV
(
L∏
ℓ=1
t
vℓKV
ℓ
)
≡
∑
KV
HV RKV (8.11)
ave
sRKV =

∑
e
xe
∑
τ /∈KV
Peτ εKV τPf(BKˆV τˆ )


2
(8.12)
66 CHAPITRE 8. LE REPRÉSENTATION DE MELLIN COMPLÈTE
et vℓKV sont donnés par la même formule que uℓKU .
La partie imaginaire fait intervenir de paires des lignes τ, τ ′ et une signature
orrespondante (détaillée en [39℄) :
HV IG,V¯ =
∑
KV =I∪J
∏
ℓ/∈I
tℓ
∏
ℓ′∈J
tℓ′
εKV Pf(BKˆV )
[ ∑
e1,e2
(∑
ττ ′
Pe1τεKV ττ ′Pf(BKˆV τˆ τˆ ′)Pe2τ ′
)
xe1 ∧ xe2
]
.
=
∑
KV
sIKV
(
L∏
ℓ=1
t
vℓKV
ℓ
)
≡
∑
KV
HV IKV (8.13)
ave :
sIKV = εKV Pf(BKˆV )

∑
e,e′
(
∑
τ,τ ′
PeτεKV ττ ′Pf(BKˆV τˆ τˆ ′)Pe′τ ′)xe ∧ xe′

 . (8.14)
Les prinipales diérenes entre la TCNC et la TCC sont :
 la présene des onstantes aj dans HU ,
 la partie imaginaire iHV I de HV ,
 Le fait que uℓj et vℓk peuvent prendre la valeur 2 (pas seulement 0 et 1).
Pour la partie réelle HV R de HV nous utilisons l'identité :
e−HV
R
KV
/HU =
∫
τRKV
Γ(−yRKV )
(
HV RKV
HU
)yRKV
, (8.15)
qui introduit l'ensemble des paramètres de Mellin yRKV .
Pour la partie imaginaire une identité similaire n'est vraie qu'au sens des
distributions. Nous avons, pour HV IKV /U > 0 et −1 < τIKV < 0 :
e−iHV
I
KV
/HU =
∫
τIKV
Γ(−yIKV )
(
iHV IKV
HU
)yIKV
. (8.16)
Nous introduisons ainsi un autre ensemble de paramètres de Mellin yIKV . Le
aratère distributionnel de ette égalité est l'une des prinipales diérenes
ave le as ommutatif.
Pour HU nous utilisons la représentation :
Γ
(∑
KV
yKV +
D
2
)
(HU)−
P
KV
(yRKV +y
I
KV
)−D2 =
∫
σ
∏
KU
Γ(−xKU )HUxKUKU ,
(8.17)
ave yKV = y
R
KV
+ yIKV .
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Une amplitude générale de Feynman s'érit omme :
AG = K′
∫
∆
∏
KU
a
xKU
KU
Γ(−xKU )
Γ(−∑KU xKU )
(∏
KV
(sRKV )
yRKV Γ(−yRKV )
)
(∏
KV
(sIKV )
yIKV Γ(−yIKV )
)∫ 1
0
L∏
ℓ=1
dtℓ(1− t2ℓ)
D
2 −1tφℓ−1ℓ (8.18)
ave :
φℓ ≡
∑
KU
uℓKUxKU +
∑
KV
(vRℓKV y
R
KV + v
I
ℓKV y
I
KV ) + 1. (8.19)
Par
∫
∆
nous entendons une intégrale sur
Im xKU
2πi ,
Im yRKV
2πi et
Im yIKV
2πi , où ∆ est le
domaine onvexe
∆ =

σ, τ
R, τI
∣∣∣∣∣∣∣∣
σKU < 0; τ
R
KV
< 0; −1 < τIKV < 0;∑
KU
xKU +
∑
KV
(yRKV + y
I
KV
) = −D2 ;
∀ℓ, Re φℓ ≡
∑
KU
uℓKUσKU
+
∑
KV
(vRℓKV τ
R
KV
+ vIℓKV τ
I
KV
) + 1 > 0

 (8.20)
et σ, τR et τI représentent Re xKU , Re yRKV et Re y
I
KV
.
Les intégrales dtℓ peuvent être eetuées en utilisant la représentation de la
fontion bêta :
∫ 1
0
L∏
ℓ=1
dtℓ(1− t2ℓ)
D
2 −1tφℓ−1ℓ =
1
2
β(
φℓ
2
,
D
2
). (8.21)
De plus, nous avons :
β(
φℓ
2
,
D
2
) =
Γ(φℓ2 )Γ(
D
2 )
Γ(φℓ+D2 )
. (8.22)
Cette représentation est onvergente pour 0 < ℜD < 2. Nous obtenons ainsi la
représentation CM d'une amplitude de Feynman dans la TCNC :
Theorem 8.1.1 Toute amplitude de Feynman d'un graphe de φ⋆4 est analytique
au moins dans la bande 0 < ℜD < 2 où elle a la représentation CM suivante :
AG = K′
∫
∆
∏
KU
a
xKU
KU
Γ(−xKU )
Γ(−∑KU xKU )
(∏
KV
(sRKV )
yRKV Γ(−yRKV )
)
(∏
KV
(sIKV )
yIKV Γ(−yIKV )
)(
L∏
ℓ=1
Γ(φℓ2 )Γ(
D
2 )
2Γ(φℓ+D2 )
)
.
(8.23)
vraie en tant que distribution tempérée des invariants externes.
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A partir de ette formule nous avons obtenu la ontinuation de la représen-
tation CM d'une amplitude à une distribution tempérée dépendant méromor-
phiquement de D dans tout le plan omplexe.
Une fois la représentation de Mellin Complète introduite et la méromorphie
prouvée nous devrons essayer de trouver les généralisations des résultats las-
siques obtenus à l'aide de ette représentation dans la théorie ommutative. Le
premier but est de reformuler la renormalisation dans le nouveau langage. Dans
les théories ommutatives la renormalisation est équivalente au déplaement des
pieds des ontours d'intégration entre diérentes ellules de Mellin dans le plan
omplexe. La soustration est équivalente ave le passage d'une représentation
de la fontion Γ(p) pour 0 < p à une représentation pour −1 < p < 0. Il faut
vérier que es soustrations sont données par des ontre-termes de la forme du
Lagrangien. En tenant ompte des travaux présentés dans le hapitre préédent
nous pensons que e résultat suivra.
Une fois la renormalisabilité prouvée, le deuxième but est de prouver l'exis-
tene des séries asymptotiques sous un resaling des invariants de l'amplitude.
La ombination de notre représentation de CM et des tehniques lassiques
fournira très ertainement e résultat.
Chapitre 9
Conlusion
Le long de ette thèse nous avons étudié le modèle Φ⋆44 de plusieurs points
de vue. Nous avons étudié le modèle à l'aide de diverses tehniques introduites
le long de nos travaux. Ainsi, nous disposons aujourd'hui pour les TCNC d'une
panoplie d'outils d'analyse presque tout aussi développée que pour leurs parte-
naires ommutatives.
Parmi les divers resultats présentés dans nos travaux, probablement le plus
exitant est l'annulation de la fontion beta du modèle. Les modèles ave des
ots bornés sont très ohérents du point de vue mathématique, notamment nous
pouvons espérer les onstruire non perturbativement. Si ette aratéristique
s'avère générique pour les TCNC vulanisées elle fournira à elle seule un très
fort argument en leur faveur.
Les identités de Ward que nous avons utilisées pour prouver e résultat ont
un statut très partiulier. Dans les théories de hamps ommutatives les identités
de Ward sont la onséquene de l'invariane de jauge. En onsidérant un modèle
invariant de jauge nous devons xer la jauge. Ensuite, si nous agissons ave une
transformation de jauge innitésimale de la même façon que dans nos travaux
nous obtenons les identités de Ward.
Il semble que notre modèle initial orresponde à une ation déjà xée de
jauge ! Nous nous demandons don si il existe une forme invariante de jauge
assoiée à notre modèle. Une fois une telle invariane omprise nous devons
onstruire une ation de Yang Mills assoiée. Cette ation sera diérente des
ations de Yang Mills déjà proposées par [33, 34℄.
Nous onluons que le sens des transformations unitaires qui intervient dans
la preuve de l'annulation de la fontion bêta devrait être approfondi. Si nous
onsidérons que les opérateurs assoiés aux oordonnées se transforment réelle-
ment sous les unitaires nous voyons que es transformations orrespondent aux
diéomorphismes préservant l'aire. En eet, si dans une transformation :
x′µ = U †xµU (9.1)
nous prenons U = eiH ave H une matrie hermétienne innitésimale, nous
voyons qu'au premier ordre en H le jaobien de la transformation x → x′ est
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J(x, x′) = 1. Quel est le sens physique de ette transformation ? Elle apparaît
naturellement dans l'étude des uides non ommutatifs (voir [10℄), ar les uides
sont inompressibles. Nous ne disposons pas pour l'instant d'une interprétation
onvainante de es transformations pour nos modèles.
Une diretion de reherhe future est la onstrution des modèles fermio-
niques non ommutatifs renormalisables. Des pas dans ette diretion ont été
faits par Vignes-Tourneret. L'auteur a proposé une vulanisation du modèle
de Gross-Neveu engendré par un hamp de fond. Le modèle est renormalisable
pour tout Ω 6= 1, mais la fontion bêta du modèle n'est pas nulle. Ces travaux
semble suggérer que la nitude des ots n'est pas générique dans les théories
vulanisées.
Neanmoins, il existe d'autres façons de vulaniser une théorie fermionique.
Une proposition pour le modèle de Gross Neveu (et même le modèle de Yukawa
non ommutatif) qui ne peut pas être interprétée en terme d'un hamp de fond
est la suivante :
S =
∫
ψ¯(γ1∂1 + γ
2∂2 + γ
3x˜1 + γ
4x˜2)ψ + λψ¯ ⋆ ψ ⋆ ψ¯ ⋆ ψ , (9.2)
ave γ des matries de Dira 4× 4. A première vue il semble étrange qu'on ait
besoin des spineurs quadri-dimensionnels pour dérire un système de fermions
à deux dimensions. Une telle théorie peut-elle être raisonnable ?
La réponse est la suivante : la dédution historique de l'équation de Dira
part de l'équation du mouvement pour les bosons. Dira a trouvé la bonne façon
d'extraire la raine arrée du d'Alembertien :
γµ∂µγ
ν∂ν = g
µν∂µ∂ν , (9.3)
Dans les TCNC le bon hamiltonien libre pour les bosons à deux dimensions est :
H0 = ∂
2
1 + ∂
2
2 + x˜
2
1 + x˜
2
2 . (9.4)
Le hamiltonien libre pour les fermions devrait être don la raine arrée de et
opérateur, qui fait intervenir des spineurs quadri-dimensionnels. Une proposi-
tion similaire a été faite indépendament en [94℄. Les auteurs introduisent un
opérateur similaire en quatre dimensions (qui fait intervenir par onséquent des
spineurs en seize dimensions) et l'ont utilisé pour aluler une ation spetrale
du type Connes-Lott d'un hamp de jauge ouplé à un boson de Higgs de la
forme du modèle φ⋆44 .
Nous nous proposons d'étudier par la suite ette théorie et notamment sa
fontion bêta.
L'étude des théories non ommutatives, et en partiulier Φ⋆44 au niveau
onstrutif est d'un grand intérêt. Si le modèle est onstruit nous disposons
d'un deuxième argument de ohérene mathématique en sa faveur.
L'absene du fantme de Landau est un bon signe qui va dans ette dire-
tion. De plus, les travaux réents de Rivasseau et Magnen [92, 93℄ ont abouti
à la onstrution du modèle dans une tranhe. Il nous reste néanmoins enore
plusieurs points déliats à traiter. Nous avons besoin de prouver que la fontion
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beta est nulle onstrutivement, e qui représente un travail tehnique non né-
gligeable. Ensuite es résultats devrait se ombiner en une analyse onstrutive
multi tranhe de notre modèle. Il est intéressant de mentionner que la symétrie
entre les faes droites et gauhes intervient d'une façon ruiale dans les preuves
onstrutives monotranhe. C'est une nouvelle indiation que la symétrie sous-
jaente du modèle est ruiale pour sa ohérene.
Nous avons déjà mentionné les uides non-ommutatifs. Les diéomorphismes
préservant l'aire intervient d'une façon très naturelle omme groupe d'invariane
d'une telle théorie. Cependant nous ne savons pas enore appliquer notre groupe
de renormalisation à es théories. Cela est prinipalement dû aux diultés
tehniques liées aux dégénéresenes du propagateur. Ces singularités sont la
onséquene de la struture des niveaux de Landau. A ause de l'espaement
entre les niveaux nous ne pouvons pas déouper le spetre du hamiltonien libre
en tranhes arbitrairement étroites. Nous avons testé diérentes régularisations
possibles, mais nous ne disposons pas pour l'instant d'une reette dénitive du
traitement des es singularités.
Y-a-t il un lien entre nos travaux et la quantiation de la gravitation ? Nous
proposons le sénario suivant :
Nous voulons traiter les opérateurs de position omme des hamps quan-
tiques et intégrer sur leurs utuations. En n de ompte à l'éhelle de Plank
l'espae temps lui même devient dynamique. Nous pouvons hoisir toujours de
nous plaer dans un système de référene inertiel. Cela veut dire que pour toute
géométrie, loalement l'espae-temps tangent est plat. Nous pensons que les ef-
fets des utuations des opérateurs de position devraient être ressentis aussi
dans e ontexte plat. Dans un tel système, en première approximation la quan-
tiation de l'espae-temps prendra la forme d'un espae de Moyal. Intégrer
sur les utuations des opérateurs de position nous donnerait ainsi le adre gé-
nérique pour la quantiation de la gravitation. Il est en plus possible que les
ongurations des hamps ave des opérateurs de position unitairement équi-
valents soient sur la même setion de jauge, et que nous ayons à eetuer une
xation de jauge.
Les auteurs de [49℄ ont traité le modèle Φ⋆44 ave des tehniques des modèles
intégrables. Dans es travaux les auteurs ont notamment herhé une limite
thermodynamique non triviale du modèle pour ertaines valeurs des paramètres.
L'annulation de la fontion beta au point de dualité (Ω = 1) indique l'existene
de ette limite. Une diretion de reherhe future est don la onstrution expli-
ite de la fontion de partition du modèle. De plus, les onséquenes de nos tra-
vaux pour des modèles de matries généraux, mérite aussi une étude détaillée.
En eet dans la base matriielle au point de dualité nous avons à faire à un
modèle de matries non identiquement distribues, sa ovariane étant
1
m+n . Si
nous arrivons à onstruire expliitement la fontion de partition, nous pourrons
essayer de le faire aussi pour d'autres ovarianes.
Une autre diretion de reherhe future est d'adapter nos méthodes pour des
géométries non ommutatives plus générales. Nous nous proposons de mener
une étude de es modèles sur des espaes-temps ourbes munis de produits de
Moyal adaptés. A la lumière de réents travaux sur e sujet nous mentionnons
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que la Moyalité des ontretermes est une aratéristique trés générale, assoié
aux propriétés d'assoiativité et de traialité de la déformation.
Ensuite nous pourrons tester si la fontion bêta des es modèles est nulle.
La représentation paramétrique peut probablement être introduite d'une façon
similaire au as plat. Dans es onditions la régularisation et renormalisation
dimensionnelle peuvent être envisagées. Nous pouvons aussi espérer appliquer
nos tehniques aux variétés non ommutatives plus générales, omme les sphères
oues par exemple, mais nous ne savons pas enore omment vulaniser les
théories de hamps sur es variétées.
Le nouveau groupe de renormalisation que nous avons développé dans notre
thèse devrait aussi trouver une appliation dans la reformulation du modèle
standard par Connes et Chamseddine. Il est possible que la non-ommutativité
très simple mise en évidene par les deux auteurs (mais limitée à un espae
interne) devienne plus ompliquée au fur et à mesure que nous montons en
énergie et envahisse l'espae-temps R4 ordinaire. Dans es onditions le groupe
de renormalisation ommutatif devrait être remplaé par notre groupe de re-
normalisation non ommutatif à partir d'une ertaine éhelle, entrainant une
modiation des ots du modèle standard.
Comme la dualité de Langmann-Szabo est la raison profonde qui tue le
fantme de Landau, on peut se poser la question de savoir si elle peut jouer
un rle similaire à la supersymétrie pour dompter les divergenes UV. En eet
l'idée de la supersymétrie soure du fait que nous n'avons enore trouvé auun
partenaire supersymétrique. Si dans des expérienes futures nous trouvons de
tels partenaires, ils seront de toute façon de plusieurs ordres de grandeur plus
lourds, e qui devrait être expliqué. Les partenaires des életrons sont déjà bien
plus lourds que eux-i, mais la situation est bien pire pour les neutrinos. Cet
éart énorme a du mal à s'interpréter ave les théories atuelles. Il est don
raisonnable de herher des alternatives à la supersymétrie.
Nous trouvons dans nos travaux que la dualité de Langmann Szabo joue un
rle similaire à la supersymétrie et améliore les omportements UV des théories
de hamps. La non-ommutativité peut don être une alternative à la super
symétrie. Pour être juste il est vrai que tandis que le ot de la onstante de ou-
plage λ est ni dans nos théories, les masses divergent enore quadratiquement.
Pour pouvoir onsidérer les théories vulanisées omme des vraies alternatives
aux théories supersymétriques nous devons premièrement omprendre mieux le
statut de es divergenes. Une telle étude aboutira en n de ompte à la ques-
tion lé : Est-e qu'on peut donner un sens physique à la dualité de Langmann
Szabo entre position et impulsion et si oui, est-e qu'elle peut jouer un rle dans
le modèle standard et dans le méanisme de brisure spontanée de symétrie ?
Même si la TCNC ne s'applique pas à l'au delà du modèle standard elle
fournit un formalisme qui généralise la théorie quantique des hamps habituelle.
Par onséquent elle doit nous permetre de mieux omprendre des problèmes
ouverts de la théorie ommutative, omme des problèmes en hamp fort, tel
l'eet Hall quantique ou le onnement. C'est une motivation supplémentaire
profonde pour poursuivre l'étude de es modèles.
Chapitre 10
Appendie Tehnique
La première setion de e hapitre est dédiée au plan de Moyal, et la seonde
a la renormalisation.
10.1 Le plan de Moyal
Le plan de Moyal peut être introduit de plusieurs façon. On va opter ii pour
une dénition "utilitaire" en sarient les subtilités mathématiques en faveur
de la simpliité.
Soit S l'espae des fontions Shwarz (à déroissane rapide) dénies sur RD
ave D pair. Soit θ une matrie antisymétrique D×D aux entrées réelles. Entre
deux fontions f, g ∈ S on dénit un produit déformé (appelée produit de Moyal
et noté ⋆) par l'intégrale :
(f ⋆ g)(x) =
∫
dDk
(2π)D
dDy f(x+
1
2
θk) g(x+ y) eiky . (10.1)
La ondition que f et g sont Shwarz assure la onvergene de l'intégrale (10.1).
De plus on voit que la valeur du produit de Moyal en un point prend en ompte
les valeurs des fontions dans tout l'espae : on à a faire ave un produit non
loal.
On peut étendre le produit de Moyal pour des fontions plus générales,
notamment si f est une fontion oordonné, f(x) = xµ, l'intégrale est enore
onvergente.
(xµ ⋆ g)(x) =
∫
dDk
(2π)D
dDy (xµ +
1
2
θµνkν)g(x+ y)e
iky
= xµg(x) +
1
2
θµν
∫
dDk
(2π)D
dDy g(x+ y)
∂
ı∂yν
eiky
= xµg(x) +
ı
2
θµν∂νg(x) , (10.2)
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analogue :
(g ⋆ xµ)(x) = xµg(x)− ı
2
θµν∂νg(x) . (10.3)
Les deux relations d'avant nous fournisent une représentation du produit habi-
tuel et de la dérivée a l'aide du produit de Moyal :
θλµ [x
µ, g]⋆ = ı ∂λg , {xµ, g}⋆ = 2 xµg . (10.4)
On note que sous le signe d'intégrale on peut remplaer un produit ⋆ par un
produit habituel. En eet :∫
dDxf ⋆ g =
∫
dDx
dDk
(2π)D
dDy f(x+
1
2
θk) g(x+ y) eiky
=
∫
dDx′
dDk
(2π)D
dDy f(x′ − y + 1
2
θk) g(x′) eiky
=
∫
dDx′
dDk
(2π)D
dDy′ f(x′ − y′) g(x′) eiky′
=
∫
dDx′ dDy′ f(x′ − y′) g(x′) δ(y′)
=
∫
dDx′ f(x′)g(x′) . (10.5)
Cette propriété est essentielle ar elle nous permettra par la suite de trans-
former tous les produits des hamps dans la partie quadratique des ations en
produits de Moyal.
Pour référene ultérieure on alule ii aussi la forme de l'intégrale du produit
de Moyal dans l'espae diret entre quatre fontions :∫
dDx(f1 ⋆ f2 ⋆ f3 ⋆ f4)(x) (10.6)
Un simple hangement de variable dans l'eq. (10.1) nous fournit la représen-
tation suivante :
(f ⋆ g)(x) =
1
(2π)Ddet(2θ−1)
∫
f(x1)g(x2)e
2ıx2θ
−1x1−2ıxθ−1(x1−x2)
(10.7)
et on obtient :∫
f1 ⋆ f2 ⋆ f3 ⋆ f4 =
det(2θ−1)2
(2π)2D
∫
dDx
∏
i=1,4
dDxifi(xi)
e2ıx2θ
−1x1+2ıx4θ−1x3−2ıxθ−1(x1−x2+x3−x4) =
det(2θ−1)
(2π)D∫ ∏
i=1,4
dDxifi(xi)δ(x1 − x2 + x3 − x4)e−2ı(x1θ−1x2+x3θ−1x4) (10.8)
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10.1.1 La base matriielle
Un outil très important dans l'étude du plan de Moyal est la base matriielle.
Pour simpliité on se limite à deux dimensions de l'espae, la généralisation en
toute dimension arbitraire paire étant triviale. En deux dimensions on peut
eetuer un hangement de oordonnées tel que la matrie θ prend la forme de
Jordan :
θ =
(
0 θ
−θ 0
)
≡ θ ∧ . (10.9)
Appellons les oordonnées de l'espae x1 et x2. On introduit les variables
holomorphe et anti holomorphe :
a =
1√
2
(x1 + ıx2) , a¯ =
1√
2
(x1 − ıx2)
∂a =
1√
2
(∂1 − ı∂2) , ∂a¯ = 1√
2
(∂1 + ı∂2) . (10.10)
Ils respetent les proprietés suivantes :
(a ⋆ f)(x) = a(x)f(x) +
θ
2
∂a¯f(x) , (f ⋆ a)(x) = a(x)f(x) − θ
2
∂a¯f(x)
(a¯ ⋆ f)(x) = a¯(x)f(x) − θ
2
∂af(x) , (f ⋆ a¯)(x) = a¯(x)f(x) +
θ
2
∂af(x)(10.11)
et la mesure de Lebesgue sur le plan devient dx1 ∧ dx2 = ıda ∧ da¯
Soit la fontion
f0(a, a¯) = 2e
− 2θ aa¯ . (10.12)
Elle est invariante par le produit de Moyal :
f0 ⋆ f0 = 4
∫
d2y
d2k
(2π)2
e−
1
θ (2x
2+y2+2xy+θx∧k+ θ24 k2+ıky)
=
4e−
2x2
θ
(2π)2
∫
d2yd2ke
− 12
“
y k
”0@ 2θ −ı−ı θ2
1
A
0
@y
k
1
A+“y k”
0
@− 2θx
1
2 ∧ x
1
A
= 2e−
2
θ x
2
e
− 12
“− 2θx − 12x∧
”0@ θ4 ı2
ı
2
1
θ
1
A
0
@− 2θx
1
2 ∧ x
1
A
= f0 . (10.13)
Soit l'ensemble des fontons {fmn} (polynmes d'Hermite en deux dimen-
sions) déni par :
fmn =
1√
m!n!θm+n
a¯⋆m ⋆ f0 ⋆ a
⋆n . (10.14)
Notons que a¯⋆m ⋆ f0 = 2
ma¯mf0 et f0 ⋆ a
⋆n = 2nanf0, ¯fmn = fnm.De plus :
a ⋆ fmn =
√
mθfm−1n , fmn ⋆ a¯ =
√
nθfmn−1 , (10.15)
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e qui nous donne :
fmnfkl = δnkfml ,
∫
fmn = 2πθδmn . (10.16)
Toute fontion peur être développe sur ette base :
φ(x) =
∑
mn
φmnfmn , φmn =
∫
dxfnm ⋆ φ(x) . (10.17)
Le produit de Moyal entre deux fontions est représente dans ette base par
le produit matriielle. De plus la matrie assoie a la omplexe onjuguée d'une
fontion est la hermétique onjuguée de la matrie assoie a la fontion.
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In this paper we provide exat expressions for propagators of nonommu-
tative Bosoni or Fermioni eld theories after adding terms of the Grosse-
Wulkenhaar type in order to ensure Langmann-Szabo ovariane. We emphasize
the new Fermioni ase and we give in partiular all neessary bounds for the
multisale analysis and renormalization of the nonommutative Gross-Neveu
model.
A.1 Introdution
This paper is the rst of a series in whih we plan to extend the proof of
perturbative renormalizability of nonommutative φ44 eld theory [27, 29, 41℄ to
other nonommutative models (see [25℄ for a general review on nonommutative
eld theories).
We have in mind in partiular Fermioni eld theories either of the relati-
visti type, suh as the Gross-Neveu model in Eulidean two dimensional spae
[42, 43℄, or of the type used in ondensed matter for many body theory, in whih
there is no symmetry between time and spae. In the ommutative ase, these
non-relativisti theories are just renormalizable in any dimension [44, 45, 46℄.
Their nonommutative version should be relevant for the study of Fermions in
2 dimensions in magneti elds, hene for the quantum Hall eet. Of ourse a
future goal is also to nd the right extension of the Grosse-Wulkenhaar method
to gauge theories.
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In this paper we generalize the omputation of the Bosoni φ44 propagator
of [29℄ and provide the exat expression of the propagators of Fermioni non-
ommutative eld theories on the Moyal plane. We will restrit our analysis to
one pair of nonommuting oordinates, as the generalization to several pairs
are trivial. These propagators are not the ordinary ommutative propagators :
they have to be modied to obey Langmann-Szabo duality, aording to the
pioneering papers [29, 30℄. We propose to all vulanization this modiation of
the theory, and to all vulanized the resulting theory and propagators.
Like in [41℄ we an slie the orresponding nonommutative heat kernels
aording to the Shwinger parameters in order to derive a multisale analysis.
In this framework the theory with a nite number of slies has a uto, and the
removal of the uto (ultraviolet limit) orresponds to summing over innitely
many slies. However for the Fermioni propagators treated in this paper this
multisale analysis is harder than in the Bosoni ase. In x-spae the propagator
end-terms osillate rather than deay as in the Bosoni φ44 ase. In matrix basis
the behavior of the propagator is governed by a non-trivial ritial point in
parameter spae and in ontrast with the Bosoni ase there is no general saled
deay for all indies. The main result of this paper is the detailed analysis of
this ritial point, leading to Theorem A.4.1, namely to the bounds required for
the multisale analysis of the 2 dimensional Eulidean Non-Commutative Gross-
Neveu model. These bounds are slightly worse than in the φ44 ase. However they
should sue for a omplete proof of renormalizability of the model to all orders
(see the disussion after Theorem A.4.1). This omplete proof is postponed to
a future paper [32℄.
A.2 Conventions
The two dimensional Moyal spae R2θ is dened by the following assoiative
non-ommutative star produt
(a ⋆ b)(x) =
∫
d2k
(2π)2
∫
d2y a(x+ 12θ·k) b(x+y) eik·y . (1.1)
whih orresponds to a onstant ommutator :
[xi, xj ] = iΘij ,where Θ =
(
0 θ
−θ 0
)
. (1.2)
In order to perform the seond quantization one must rst identify the Hil-
bert spae of states of the rst quantization. If we deal with a real eld theory
(for instane the φ4 theory whih is treated in detail in [28℄) one onsiders a
real Hilbert spae, whereas for a omplex eld theory (e.g. any Fermioni eld
theory) one has to use a omplex Hilbert spae.
A basis in this Hilbert spae is given by the funtions fmn dened in [28, 47℄.
Any omplex-valued funtion dened on the plane an be deomposed in
this basis as :
χ(x) =
∑
m,n
χmnfmn(x). (1.3)
A.2. CONVENTIONS 79
A ruial observation is that f¯mn(x) = fnm(x) (whih an be veried on the
expliit expression for fmn). A real funtion in this basis obeys :
χ¯(x) = χ(x)⇒
∑
χmnfmn(x) =
∑
χpqfpq(x) ⇒ χ¯mn = χnm. (1.4)
The salar produt (whih must be sesquilinear for a omplex Hilbert spae)
is then dened as :
〈φ, χ〉 =
∫
d2x
2πθ
φ¯(x)χ(x) =
∑
φ¯pqχrs
∫
d2x
2πθ
f¯pqfrs
=
∑
φ¯pqχrsδprδqs =
∑
φ¯pqχpq. (1.5)
Notie that if φ is a real eld we have :
〈φ, χ〉 =
∑
φqpχpq, (1.6)
so that our onventions restrit to those in [28℄ for the real φ4 theory. With this
onvention 〈fkl, χ〉 = χmn
∫
f¯klfmn = χkl. A linear operator on this spae ats
like :
[Aφ]kl = 〈fkl, Aφ〉 =
∑
m,n
〈fkl, Afmn〉φmn. (1.7)
At this point the onvention onsistent with that for the real φ4 theory found
in [28℄ is to note :
〈fkl, Afmn〉 =
∫
d2x
2πθ
f¯kl(x)
∫
d2yA(x, y)fmn(y) := Al,k;m,n. (1.8)
With this onvention the produt of operators is
[AB]p,q;r,s = 〈fqp, ABfrs〉 =
∑
t,u
〈fqp, Aftu〉〈ftu, Bfrs〉 =
∑
t,u
Ap,q;t,uBu,t;r,s
(1.9)
and the identity operator I has the matrix elements :
φmn =
∑
p,q
〈fmn, Ifpq〉φpq ⇒ In,m;p,q = δpmδnq. (1.10)
We pass now to the seond quantization. The quadrati part of the ation
is generially (in x spae) :
S =
∫
d2x χ¯(x) H(x, y) χ(y). (1.11)
In the matrix basis one has the ation :
S = 2πθ
∑
m,n,k,l
1
2
χ¯pq
(
2
∫
d2x
2πθ
f¯pq(x)H(x, y)fkl(y)
)
χkl. (1.12)
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We dene the Hamiltonian in the matrix basis as :
Hq,p;k,l = 2
∫
d2x
2πθ
f¯pq(x)H(x, y)fkl(y) (1.13)
where the 2 has been inluded in order to maintain the onventions in [28℄ for
the ase of a real eld.
A.3 Non-Commutative Shwinger Kernels
In this setion we provide the expliit formulas for the Shwinger represen-
tation of the non-ommutative kernels or propagators of free salar Bosoni and
spin 1/2 Fermioni theories on the Moyal plane. These formulas are essential
for a multisale analysis based on sliing the Shwinger parameter.
The dierent propagators of interest are expressed via the Shwinger para-
meter trik as :
H−1 =
∫ ∞
0
dt e−tH . (1.1)
A.3.1 Bosoni x Spae Kernel
We dene x ∧ x′ = x0x′1 − x1x′0 and x · x′ = x0x′0 + x1x′1. The following
lemma generalizes the Mehler kernel [48℄ :
Lemma A.3.1 Let H be :
H =
1
2
[− ∂20 − ∂21 +Ω2x2 − 2ıB(x0∂1 − x1∂0)]. (1.2)
The integral kernel of the operator e−tH is :
e−tH(x, x′) =
Ω
2π sinhΩt
e−A, (1.3)
A =
ΩcoshΩt
2 sinhΩt
(x2 + x′2)− ΩcoshBt
sinhΩt
x · x′ − ıΩ sinhBt
sinhΩt
x ∧ x′. (1.4)
Proof We note that the kernel is orretly normalized : as Ω = B → 0 we have
e−tH(x, x′)→ 1
2πt
e−
|x−x′|2
2t , (1.5)
whih is the normalized heat kernel.
We must then hek the equation
d
dt
e−tH +He−tH = 0. (1.6)
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In fat
d
dt
e−tH =
Ωe−A
2π sinhΩt
{
− ΩcothΩt+ Ω
2
2 sinh2Ωt
(x2 + x′2)
+ Ω
B sinhΩt sinhBt− ΩcoshΩt coshBt
sinh2Ωt
x · x′
+ ıΩ
B coshBt sinhΩt− Ω sinhBt coshΩt
sinh2Ωt
x ∧ x′
}
. (1.7)
Moreover
(−∂21 − ∂22)
2
e−tH =
Ωe−A
2π sinhΩt
{
ΩcothΩt− 1
2
[ΩcoshΩt
sinhΩt
x− ΩcoshBt
sinhΩt
x′
]2
+
Ω2 sinh2Bt
2 sinh2Ωt
x′2 + ı
Ω2 coshΩt sinhBt
sinh2Ωt
x ∧ x′
}
(1.8)
and
ıB(x1∂2 − x2∂1) = Ω
2π sinhΩt
e−A
{
(−ıBΩcoshBt
sinhΩt
x ∧ x′ + BΩ sinhBt
sinhΩt
x · x′)
}
.
(1.9)
It is now straightforward to verify the dierential equation (1.6). ✷
Corollary A.3.1 Let H be :
H =
1
2
[− ∂20 − ∂21 +Ω2x2 − 2ıΩ(x0∂1 − x1∂0)]. (1.10)
The integral kernel of the operator e−tH is :
e−tH(x, x′) =
Ω
2π sinhΩt
e−A, (1.11)
A =
ΩcoshΩt
2 sinhΩt
(x2 + x′2)− ΩcoshΩt
sinhΩt
x · x′ − ıΩx ∧ x′. (1.12)
A.3.2 Fermioni x Spae Kernel
The two-dimensional free ommutative Fermioni eld theory is dened by
the Lagrangian
L = ψ¯(x) (/p+ µ)ψ(x). (1.13)
The propagator of the theory
(
/p+ µ
)−1
(x, y) an be alulated thanks to the
usual heat kernel method as(
/p+ µ
)−1
(x, y) =
(−/p+ µ) ((/p+ µ) (−/p+ µ))−1 (x, y)
=
(−/p+ µ) (p2 + µ2)−1 (x, y) (1.14)
=
(−/p+ µ) ∫ ∞
0
dt
4πt
e−
(x−y)2
4t −µ2t
(1.15)
=
∫ ∞
0
dt
4πt
(−ı
2t
(/x− /y) + µ
)
e−
(x−y)2
4t −µ2t. (1.16)
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In the nonommutative ase we have to modify the free ation, adding a Grosse-
Wulkenhaar term to implement Langmann-Szabo duality. This shall prevent
ultra-violet infrared mixing in theories with generi interation of the Gross-
Neveu type and allow onsistent renormalization to all orders of perturbation.
The free ation beomes after vulanization
Sfree =
∫
d2xψ¯a(x)
(
/p+ µ+Ω/˜x
)
ψa(x) (1.17)
where x˜ = 2Θ−1x and Θ =
(
0 θ
−θ 0
)
and a is a olor index whih takes values 1
to N . The orresponding propagatorG is diagonal in this olor index, so we omit
it in this setion
1
. To ompute this propagator we write as in the ommutative
ase :
G =
(
/p+ µ+Ω/˜x
)−1
=
(−/p+ µ− Ω/˜x) .Q−1,
Q =
(
/p+ µ+Ω/˜x
) (−/p+ µ− Ω/˜x)
= 12 ⊗
(
p2 + µ2 +
4Ω2
θ2
x2
)
+
4ıΩ
θ
γ0γ1 ⊗ Id
+
4Ω
θ
12 ⊗ L2, (1.18)
where L2 = x
0p1 − x1p0.
To invert Q we use again the Shwinger trik and obtain :
Lemma A.3.2 We have :
G(x, y) = − Ω
θπ
∫ ∞
0
dt
sinh(2Ω˜t)
e−
Ω˜
2 coth(2Ω˜t)(x−y)2+ıΩ˜x∧y
(1.19)
{
ıΩ˜ coth(2Ω˜t)(/x − /y) + Ω(/˜x− /˜y)− µ
}
e−2ıΩ˜tγ
0γ1e−tµ
2
It is also onvenient to write G in terms of ommutators :
G(x, y) = − Ω
θπ
∫ ∞
0
dt
{
ıΩ˜ coth(2Ω˜t)
[
/x,Γt
]
(x, y)
+Ω
[
/˜x,Γt
]
(x, y)− µΓt(x, y)} e−2ıΩ˜tγ0γ1e−tµ2 , (1.20)
where
Γt(x, y) =
1
sinh(2Ω˜t)
e−
Ω˜
2 coth(2Ω˜t)(x−y)2+ıΩ˜x∧y
(1.21)
with Ω˜ = 2Ωθ and x ∧ y = x0y1 − x1y0.
Proof. The proof follows along the same lines than for Lemma A.3.1 and is given
in detail in Appendix A.7. Note that the onstant term e−2ıΩ˜tγ
0γ1
is developped
in (1.6). ✷
1
There is no star produt in these formulas, sine we redue quadrati expressions in the
elds in non-ommutative theory to usual integrals with ordinary produts.
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A.3.3 Bosoni Kernel in the Matrix Basis
Let H be as in Lemma A.3.1, with Ω→ 2Ωθ and B → 2Bθ . A straightforward
omputation shows that in the matrix basis we have :
Hm,m+h;l+h,l =
2
θ
(1 + Ω2)(2m+ h+ 1)δm,l − 4Bh
θ
δm,l (1.22)
− 2
θ
(1− Ω2)[
√
(m+ h+ 1)(m+ 1) δm+1,l +
√
(m+ h)m δm−1,l].
Notie that in the limiting ase Ω = B = 1 the operator beomes diagonal.
The orresponding propagator in the matrix basis for B = 0 an be found
in [29℄ and [28℄. The result is that the only non zero matrix elements of the
exponential are :
[e−
tθ
8ΩH ]m,m+h;l+h,l = (1.23)
min(m,l)∑
u=max(0,−h)
( 4Ω
(1 + Ω)2
)h+2u+1(1− Ω
1 + Ω
)m+l−2u
E(m, l, h, u)A(m, l, h, u)
with
A(m, l, h, u) =
√
m!(m+ h)!l!(l + h)!
(m− u)!(l − u)!(h+ u)!u! , (1.24)
E(m, l, h, u) = e
−t(h+12 +u)(1− e−t)m+l−2u
(1− (1−Ω1+Ω )2)e−t)m+l+h+1
. (1.25)
Having in mind the sliing of the propagators needed to arry out the renor-
malization (see [41℄ for the φ4 ase), we will use a slightly dierent representation
of the propagator :
H−1 =
θ
8Ω
∫ 1
0
dα
1− α (1− α)
θ
8ΩH . (1.26)
One has then the lemma :
Lemma A.3.3 Let H be given by equation (1.22) with B = 0. We have :
[(1− α) θ8ΩH ]m,m+h;l+h,l =
min(m,l)∑
u=max(0,−h)
A(m, l, h, u)
(
C
1 + Ω
1− Ω
)m+l−2u
E(m, l, h, u) (1.27)
with A(m, l, h, u) as before, C = (1−Ω)24Ω , and
E(m, l, h, u) = (1 − α)
h+2u+1
2 αm+l−2u
(1 + Cα)m+l+h+1
. (1.28)
The proof is given in Appendix A.8 below. Extending to the B 6= 0 ase, we get
easily the following orollary, useful for studying the Gross-Neveu model :
Corollary A.3.2 Let B 6= 0. Denote H0 = H |B=0 We have :
[(1− α) θ8ΩH ]m,m+h;l+h,l = [(1− α) θ8ΩH0 ]m,m+h;l+h,l(1 − α)− 4B8Ω h. (1.29)
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A.3.4 Fermioni Kernel in the Matrix Basis
Let L2 = −ı(x0∂1 − x1∂0). The inverse of the quadrati form
∆ = Q− 4ıΩ
θ
γ0γ1 = p2 + µ2 +
4Ω2
θ2
x2 +
4B
θ
L2 (1.30)
is given by the previous setion :
Γm,m+h;l+h,l =
θ
8Ω
∫ 1
0
dα
(1− α)µ
2θ
8Ω − 12
(1 + Cα)
Γαm,m+h;l+h,l ,
Γ
(α)
m,m+h;l+h,l =
(√
1− α
1 + Cα
)m+l+h
(1− α)−Bh2Ω (1.31)
min(m,l)∑
u=0
A(m, l, h, u)
(
Cα(1 + Ω)√
1− α (1− Ω)
)m+l−2u
, (1.32)
where A(m, l, h, u) is given by (1.24) and C is dened in Lemma A.3.3.
The Fermioni propagator G (1.20) in matrix spae an be dedued from
this kernel. One should simply take B = Ω, add the missing γ0γ1 term, and
ompute the ation of −/p − Ω/˜x + µ on Γ. Hene we have to ompute [xν ,Γ]
in the matrix basis. It is easy to express the multipliative operator xν in this
matrix basis. Its ommutator with Γ follows from
[
x0,Γ
]
m,n;k,l
=2πθ
√
θ
8
{√
m+ 1Γm+1,n;k,l −
√
lΓm,n;k,l−1 +
√
mΓm−1,n;k,l
−√l + 1Γm,n;k,l+1 +
√
n+ 1Γm,n+1;k,l −
√
kΓm,n;k−1,l
+
√
nΓm,n−1;k,l −
√
k + 1Γm,n;k+1,l
}
, (1.33)
[
x1,Γ
]
m,n;k,l
=2ıπθ
√
θ
8
{√
m+ 1Γm+1,n;k,l −
√
lΓm,n;k,l−1 −
√
mΓm−1,n;k,l
+
√
l + 1Γm,n;k,l+1 −
√
n+ 1Γm,n+1;k,l +
√
kΓm,n;k−1,l
+
√
nΓm,n−1;k,l −
√
k + 1Γm,n;k+1,l
}
. (1.34)
This leads to the formula for G in matrix spae :
Lemma A.3.4 Let Gm,n;k,l be the matrix basis kernel of the operator(
/p+Ω/˜x+ µ
)−1
. We have :
Gm,n;k,l = − 2Ω
θ2π2
∫ 1
0
dαGαm,n;k,l
Gαm,n;k,l =
(
ıΩ˜
2− α
α
[/x,Γα]m,n;k,l +Ω
[
/˜x,Γα
]
m,n;k,l
− µΓαm,n;k,l
)
×
(
2− α
2
√
1− α12 − ı
α
2
√
1− αγ
0γ1
)
. (1.35)
where Γα is given by (1.32) and the ommutators by formulae (1.33) and (1.34).
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The rst two terms in (1.35) ontain ommutators and are grouped together
under the name Gα,commm,n;k,l . The last term is alled G
α,mass
m,n;k,l. Hene
Gα,commm,n;k,l =
(
ıΩ˜
2− α
α
[/x,Γα]m,n;k,l +Ω
[
/˜x,Γα
]
m,n;k,l
)
×
(
2− α
2
√
1− α12 − ı
α
2
√
1− αγ
0γ1
)
. (1.36)
Gα,massm,n;k,l = −µΓαm,n;k,l ×
(
2− α
2
√
1− α12 − ı
α
2
√
1− αγ
0γ1
)
. (1.37)
A.4 NC Gross-Neveu Model in the MB
The Eulidean two-dimensional Gross-Neveu model is written in terms of N
pairs of onjugate Grasmmann elds ψ¯a, ψa, a = 1, ...N . In the ommutative
ase the interation has the following "N -vetor" form :
λ
(∑
a
ψ¯aψa
)2
(x). (1.1)
There are several non-ommutative generalizations of this interation, de-
pending on how to put the star produt with respet to olor and onjugation.
The most general ation involving a vertex with two olors, eah present on
one ψ¯ and one ψ takes the form (using yliity of the integral trae of star
produts) :
S = Sfree +
∫
TrV
(
ψ¯, ψ
)
,
V
(
ψ¯, ψ
)
=
∑
a,b
λ1ψ¯
a ⋆ ψa ⋆ ψ¯b ⋆ ψb + λ2ψ¯
a ⋆ ψb ⋆ ψ¯b ⋆ ψa
+ λ3ψ¯
a ⋆ ψ¯b ⋆ ψa ⋆ ψb + λ4ψ¯
a ⋆ ψ¯b ⋆ ψb ⋆ ψa (1.2)
where Sfree is dened in (1.17). Reall that in the matrix basis the Grasmmann
elds ψ¯a, ψa, a = 1, ...N are Grassmann matries ψ¯amn, ψ
a
mn, a = 1, ...N , m,n ∈
N.
In the ases λ3 = λ4 = 0, there are no non planar tadpole of the type of gure
A.1 whih lead to infrared-ultraviolet mixing in φ44. Hene one may superially
onlude that there is no need to vulanize the free ation, hene to use (1.17).
However even for λ3 = λ4 = 0, four point funtions lead to "logarithmi" IR/UV
mixing, hene to "renormalons" eets (large graphs with amplitudes of size n!
at order n). Sine we want anyway to renormalize generi Gross-Neveu ations
in whih λ3 6= 0 or λ4 6= 0, we shall always use the vulanized free ation and
propagator.
A proof of the BPHZ renormalization theorem aording to the multisale
analysis [41℄ deomposes into two main steps. First one has to prove bounds on
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Fig. A.1: The non-planar tadpole
the slied propagator ; then using these bounds one has to prove that irrelevant
operators in the multisale analysis give rise to onvergent sums, and that this
is also the ase for marginal and relevant operators after subtrating a singular
part of the same form than the original ation.
In this paper we provide the rst part of this proof, namely the appropriate
bounds. The rest of the proof of renormalizability to all orders of the generi
model (1.2) is postponed to a future paper [32℄. However we illustrate on a
partiular example below why the bounds of this paper (whih are optimal in
a ertain sense) should be suient for this task, whih is however signiantly
more diult than the orrepsonding task for φ44.
The multisale slie deomposition is performed as in [41℄
∫ 1
0
dα =
∞∑
i=1
∫ M−i+1
M−i
dα (1.3)
and leads to the following propagator for the ith slie :
Γim,m+h,l+h,l =
θ
8Ω
∫ M−i+1
M−i
dα
(1 − α)µ
2
0θ
8Ω − 12
(1 + Cα)
Γ
(α)
m,m+h;l+h,l . (1.4)
Gm,n;k,l =
∞∑
i=1
Gim,n;k,l ; G
i
m,n;k,l = −
2Ω
θ2π2
∫ M−i+1
M−i
dαGαm,n;k,l (1.5)
We split G aording to (1.36) and (1.37), and we now bound |Gim,n;k,l|. We
dene h = n−m and p = l−m. By obvious symmetry of the integer indies we
an assume h ≥ 0, and p ≥ 0, so that the smallest of the four integers m,n, k, l
is m and the largest is k = m + h + p. The main result of this paper is the
following bound :
Theorem A.4.1 Under the assumed onditions h = n−m > 0 and p = l−m >
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0 the Gross-Neveu propagator in a slie i obeys the bound
|Gi,commm,n;k,l| 6 KM−i/2
(
exp{− cp21+kM−i − cM
−i
1+k (h− k1+C )2)}
(1 +
√
kM−i)
+e−ckM
−i−cp
)
. (1.6)
for some (large) onstant K and (small) onstant c whih depend only on Ω.
Furthermore the part with the mass term has a slightly dierent bound :
|Gi,massm,n;k,l| 6 KM−i
(
exp{− cp21+kM−i − cM
−i
1+k (h− k1+C )2)}
1 +
√
kM−i
+ e−ckM
−i−cp
)
.
(1.7)
The rest of the paper is devoted to the proof of this theorem. We give this
proof only for i≫ 1, the rst slies being unimportant for renormalization.
In the rest of this setion we indiate how this bound leads to eient power
ounting estimates for renormalization.
Reall rst that for any non-ommutative Feynman graph G we an dene
the genus of the graph, alled g and the number of faes broken by external
legs", alled B as in [29, 41℄. We have g ≥ 0 and B ≥ 1. The power ounting
established for φ44 in [29, 41℄ involves the superial degree of divergene of a
graph
ω(G) = (2−N/2)− 4g − 2(B − 1) , (1.8)
and it is positive only for N = 2 and N = 4 subgraphs with g = 0 and B = 1.
These are the only non-vauum graphs that have to be renormalized. We expet
the same onlusion for the two-dimensional Gross-Neveu model, sine this holds
for the ommutative ounterpart of these models.
Let us sketh now why the multislie analysis based on bound (A.4.1) proves
that a graph with internal propagators in slie i >> 1 and external legs in slie 1
with N ≥ 6 or N = 4 and g ≥ 1 does not require renormalization. First remark
that the seond term in bound (A.4.1) gives exatly the same deay proved in
[41℄. The O(1) deay in p means that the model is quasi-loal in the sense of
[28℄. Hene all indies exept those of independent faes ost O(1) to sum. Eah
main "fae index" is summed with the sale deay kM−i, hene eah fae sum
osts M i in two dimensions. Combined with the M−i/2 saling fators of the
propagators in (A.4.1) one reovers the usual power ounting in ω.
Hene let us onentrate on the more diult ase of the rst part of bound
(A.4.1), and for instane onsider the sunset" graph G of Figure A.2
When the sales of the three internal lines are roughly idential, this graph
should be renormalized as a two-point subgraph and nothing partiularly new
happens. But something new ours when the two exterior lines have sales
i >> 1 and the interior line has sale 1 (like the external legs), as shown on
the gure. In the usual multisale analysis we do not have a divergent two point
subgraph in the traditional sense.The subgraph made of the two external lines is
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Fig. A.2: The Sunset Graph
dangerous", i.e. has all internal sales above all external ones. But this graph has
N = 4 and g = 0, B = 2, and it should not and in fat annot be renormalized.
However applying bound (1.6) the sum over i diverges logarithmially ! Indeed
the sums over the p indies ost only O(1) as usual for a quasi-matrix model,
but the two internal faes sums, together with their lines prefator give
∞∑
k,δh=0
M−i/2M−i/2e−M
−ik e
−(δh)2/k
1 +
√
k
= O(1). (1.9)
What is the solution to this riddle ? In this ase it is the full two-point sub-
graph G whih has to be renormalized. This works beause the renormalization
improvement brings modied omposite propagators" solely on the exterior fae
of the graph [29℄. These improved propagators have sale i, hene they bring a
fator M−i, and the sum over i onverges.
One has to generalize this argument, and show that all the ounterterms are
of the right form to omplete the BPHZ theorem for this kind of models [32℄.
In short all dangerous subgraphs with N = 2, 4, g = 0, B = 1, and N = 4,
g = 0, B = 2 should be renormalized, the last ones being renormalized by
the orresponding two-point funtion ounterterms. This subtlety makes the
multislie formulation of renormalization in the non-ommutative Gross-Neveu
model more omplated than in the non-ommutative φ44.
A.5 Proof of The Main Theorem
We ast the propagator for B = Ω in the following form :
Γ =
∫ 1
0
dα
(1 − α)−1/2
1 + Cα
Γα (1.1)
with :
Γα =
(√1− α
1 + Cα
)2m+p 1
(1 + Cα)h
m∑
u=o
(α√C(1 + C)√
(1− α)
)2m+p−2u
A(m,m+ p, h, u).
(1.2)
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We have :
Γα = e(2m+p) ln
√
1−α
1+Cα−h ln(1+Cα)
∑
06v=m−u6m
e
(2v+p) ln
α
√
C(1+C)√
1−α A(m,m+p, h, u).
(1.3)
We onsider the regime α ≪ C ≪ 1 hene we limit ourselves as usually to a
parameter Ω lose to 1. We use Stirling's formula to write :
Γα 6 K
∑
06v6k−h−p
ef(m,l,v)
(
(2π)4k(k − h)(k − p)(k − h− p)
)1/4
√
(2π)4v(v + p)(k − v − h− p)(k − v − p) (1.4)
with :
f = (2k − 2h− p) ln
√
1− α
1 + Cα
− h ln(1 + Cα) + (2v + p) ln α
√
C(1 + C)√
1− α
+
k − h− p
2
ln(k − h− p) + k − h
2
ln(k − h) + k − p
2
ln(k − p)
+
k
2
ln k − v ln v − (v + p) ln(v + p)− (k − v − p) ln(k − v − p)
−(k − v − h− p) ln(k − v − h− p). (1.5)
We dene the redued variables x = v/k, y = h/k, z = p/k. These parameters
live in the ompat simplex 0 6 x, y, z 6 1, 0 6 x+y+z 6 1. In our propagator
bound we an replae the Riemann sum over v with the integral. Sine we have
a bounded funtion on a ompat interval, this is a rigorous upper bound (up
to some inessential overall onstant) for k large, whih is the ase of interest :
Γα 6
∫ 1−y−z
0
dx
[(1− y)(1− z)(1− z − y)]1/4
[x(x + z)(1− x− z)(1− x− y − z)]1/2 e
kg(x,y,z)
(1.6)
with the funtion g dened by :
g = (2− 2y − z) ln
√
1− α
1 + Cα
+ (2x+ z) ln
α
√
C(1 + C)√
1− α − y ln(1 + Cα)
+
1− y
2
ln(1− y) + 1− z
2
ln(1− z) + 1− y − z
2
ln(1 − y − z)
−x lnx− (x + z) ln(x+ z)− (1 − x− z) ln(1− x− z)
−(1− x− y − z) ln(1− x− y − z). (1.7)
The dierential is
dg = dx
{
ln
α2C(1 + C)(1 − x− z)(1− x− y − z)
(1− α)x(x + z)
}
(1.8)
+dy
{
ln
(1 + Cα)(1 − x− y − z)
(1− α)√(1− y)(1− y − z)
}
+dz
{
ln
α
√
C(1 + C)(1 + Cα)(1 − x− z)(1− x− y − z)
(1− α)(x + z)√(1 − z)(1− y − z)
}
.
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The seond derivatives are
∂2g
∂x2
= − 1
x
− 1
x+ z
− 1
1− x− z −
1
1− x− y − z ,
∂2g
∂y2
=
1
2(1− y) +
1
2(1− y − z) −
1
1− x− y − z ,
∂2g
∂z2
=
1
2(1− z) +
1
2(1− y − z) −
1
x+ z
− 1
1− x− z −
1
1− x− y − z ,
∂2g
∂x∂y
= − 1
1− x− y − z ,
∂2g
∂x∂z
= − 1
x+ z
− 1
1− x− z −
1
1− x− y − z ,
∂2g
∂y∂z
=
1
2(1− y − z) −
1
1− x− y − z . (1.9)
Lemma A.5.1 The funtion g is onave in the simplex.
Proof We have to prove that the quadrati form −Q dened by the 3 by 3
symmetri matrix of the seond derivatives is negative in the whole simplex. In
others words we should prove that the oppposite quadrati form
Q = [
1
x
+
1
x+ z
+
1
1− x− z +
1
1− x− y − z ]u
2
+ [
1
1− x− y − z −
1
2(1− y) −
1
2(1− y − z) ]v
2
+ [
1
x+ z
+
1
1− x− z +
1
1− x− y − z −
1
2(1− z) −
1
2(1− y − z) ]w
2
+
2
1− x− y − z uv + [
2
x+ z
+
2
1− x− z +
2
1− x− y − z ]uw
+ [
2
1− x− y − z −
1
1− y − z ]vw (1.10)
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is positive. But we have
Q =
(u+ v + w)2
1− x− y − z +
(u+ w)2
(x+ z)(1− x− z) +
u2
x
− v
2
2(1− y) −
(v + w)2
2(1− y − z)
≥ (u+ v + w)
2
1− x− y − z +
(u+ w)2
2(x+ z)
+
u2
2x
− v
2
2(1− y) −
(v + w)2
2(1− y − z)
=
1
2
([
(u + v + w)2
1− x− y − z −
v2
1− y +
(u+ w)2
x+ z
]
+
[
(u + v + w)2
1− x− y − z −
(v + w)2
1− y − z +
u2
x
])
=
1
2

 1
1− y
[√
x+ z
1− x− y − z (u+ v + w) +
√
1− x− y − z
x+ z
(u+ w)
]2
+
1
1− y − z
[√
x
1− x− y − z (u+ v + w) +
√
1− x− y − z
x
u
]2 
≥ 0. (1.11)
✷
Lemma A.5.2 The only ritial point of the funtion in the losed simplex is
at x0 =
Cα
1+Cα , y0 =
1
1+C , z = 0, where the funtion g = 0.
Proof One an easily hek that :
g(x0, y0, 0) = ∂xg(x0, y0, 0) = ∂yg(x0, y0, 0) = ∂zg(x0, y0, 0) = 0. (1.12)
The uniity follows from the onavity of the funtion g. ✷
Our bound on g will be inspired by the steepest desent method around the
ritial point. We divide now the simplex into :
 the neighborhood of the maximum. We all this region the mountain top.
It orresponds to δx = |x − x0| ≪ α, δy = |y − y0| ≪ O(1), z ≪ α. For
aestheti reasons we prefer to use a referene quadrati form Q0 to dene
a smooth border of this region. Hene putting X = (δx, δy, z) we dene
the mountain top by the ondition
XQ t0X =
(δx)2 + z2
α2
+ (δy)2 6 η (1.13)
where η is a small onstant,
 the rest of the simplex. This region is dened by XQ t0 X ≥ η.
A.5.1 The Mountain Top
In this region we use the Hessian approximation and hek that the ubi
orretion terms are small with respet to this leading order.
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Lemma A.5.3 In the mountain top region, for some small onstant c (whih
may depend on C, hene on Ω) :
g(X) ≤ −cαXQ t0 X = −cα[
(δx)2 + z2
α2
+ (δy)2] (1.14)
Proof >From (1.15) we evaluate the seond order derivatives of g at leading
order in α at the maximum :
∂2g
∂x2
≈ − 2
αC
;
∂2g
∂x∂z
≈ − 1
αC
,
∂2g
∂z2
≈ − 1
αC
;
∂2g
∂x∂y
≈ −1 + C
C
,
∂2g
∂y2
≈ −α1 + C
C
;
∂2g
∂y∂z
≈ −1 + C
2C
. (1.15)
It is easy to diagonalize the orresponding 3 by 3 quadrati form, and to
hek that in the neighborhood of the maximum it is smaller than −cαQ0 for
some small onstant c :
gHessian(δx, δy, z) = XQ
t
HessianX 6 −αcXQ t0 X = −αc
( (δx)2 + z2
α2
+ (δy)2
)
,
(1.16)
where gHessian is the Hessian approximation to the funtion g. It is easy to hek
from the expression (1.8) of the dierential dg that the third order derivatives
sale in the appropriate way so that hoosing the onstant η small enough in
(1.13), the funtion g obeys the same bound than (1.16) with a slightly dierent
onstant c. ✷
A.5.2 The Rest of the Simplex
To bound the funtion g in the whole simplex we use the previous nota-
tion X = (δx, δy, z). Drawing the segment from point X to the origin (i.e. the
mountain top), we ross the border of the mountain top at X0 = λX with
X0Q
t
0 X0 = η. We dene X1 = X0/2 = (λ/2)X . X out of the mountain top
means that λ =
√
η/XQ t0 X 6 1.
Lemma A.5.4 Out of the mountain top region the funtion g(X) = g(δx, δy, z)
obeys the bound, for some small enough onstant c :
g(δx, δy, z) 6 −c(α+ |δx|+ z). (1.17)
ProofWe use onavity of the funtion on the segment onsidered, whih means
that the funtion g is below its rst order Taylor approximation at X1 :
g(X) 6 g(X1) + 〈dg(X1), X −X1〉. (1.18)
At X1 the Hessian approximation of g is valid, say up to a fator 2. Hene
g(X) 6 (1/2)[X1Q
t
HessianX1 + 2(X −X1)Q tHessianX1]. (1.19)
A.5. PROOF OF THE MAIN THEOREM 93
Using (1.16) we an relate QHessian to our referene quadrati form Q0 up to a
onstant and get for some small c :
g(X) 6 −cα[X1Q t0X1 + 2(X −X1)Q t0X1]
= −cα[(η/4) + λ(1 − λ/2)XQ t0X ]
= −c′α[1 +
√
XQ t0X] (1.20)
for some onstant c′ smaller than c. In the last line we used 1− λ/2 > 1/2 and
λ =
√
η/XQ t0X. Finally
α
√
XQt0X ≥
√
(δx)2 + z2 > (|δx|+ z)/√2 (1.21)
ompletes the proof of (1.17). ✷
A.5.3 Integration on x
It remains now to prove some expliit deay of the funtion G in the variable
z after integration in x in (1.6). The deay in z is neessary to prove that the
model is a quasi-loal matrix model in the sense of [27℄. For the mountain top
region, we do not have any deay in k so we want also to exhibit the deay in
y.
Lemma A.5.5 For some large onstant K and small onstant c, under the
ondition αk ≥ 1 we have
Γα 6 K
(
exp{− cαkp2 − cαk (h− k1+C )2)}√
αk
+ e−cαk−cp
)
. (1.22)
Proof In the integration on x in (1.6) we an insert 1 = χ + (1 − χ) where χ
is the harateristi funtion of the mountain top. In the rst term we apply
the bound (1.14) and in the seond the bound (1.17). In this seond ase we
use a better estimation of the prefators in front of ekg in (1.6). Atually their
expression in (1.6) leads to a spurious logarithmi divergene due to the bad
behaviour of the Stirling approximation lose to 0. We will use
K
√
n+ 1nne−n 6 n! 6 K ′
√
nnne−n, (1.23)
wih leads to an integral of the type
∫ 1
0
dx
x+ 1/k
e−ckx 6 K
∫ ∞
1/k
dx
x
e−ckx, (1.24)
whih is bounded by a onstant. Saling bak to the original variables ompletes
the proof of Lemma A.5.5. ✷
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A.5.4 The Region αk 6 1
In this region we do not need Stirling's formula at all. It is easier to derive
a diret simple bound on Γαm,m+h;k,m+p (reall that k = m+ h+ p) :
Lemma A.5.6 For M large enough and αk < 1, there exists onstants K and
c suh that
Γαm,m+h;k,m+p 6 Ke
−c(αk+p). (1.25)
Proof. We assume h > 0 and p > 0. For αk 6 1, the following rude bound on
Γα follows easily from (1.2) :
Γαm,m+h;k,m+p 6 e
−α(C+1/2)(2m+p)−(C/2)αh
m∑
u=0
Xm−u
(m− u)!
Y m+p−u
(m+ p− u)! (1.26)
where X =
α
√
C(C+1)√
1−α
√
m(m+ h) and Y =
α
√
C(C+1)√
1−α
√
(m+ p)(m+ p+ h).
Γαm,m+h,l+h,l 6 e
−α(C+1/2)(2m+p)−(C/2)αh
(αk√C(C+1)√
1−α
)p
p!
m∑
u=0
(αk√C(C+1)√
1−α
)2(m−u)
(m− u)!2 (1.27)
The sum over u is bounded by a onstant. For C small (i.e. Ω lose to 1) we
have ertainly
√
C(C+1)√
1−α 6 1/2 hene we get the desired result. ✷
Combining with (1.22) we onlude that Lemma A.5.5 always holds :
Lemma A.5.7 For some large onstant K and small onstant c we have
Γα 6 K
(
exp{− c1+αkp2 − cα1+k (h− k1+C )2)}
1 +
√
αk
+ e−cαk−cp
)
. (1.28)
A.5.5 Numerator Terms
In this setion we hek that the numerators in the Gross-Neveu propaga-
tor bring the missing power ounting fators, hene we omplete the proof of
Theorem A.4.1.
The bound (1.7) is nothing but the diret onsequene of multiplying the
bound of Lemma A.5.7 by the width M−i of the integration interval over α.
Hene we now prove (1.6).
In the ommutator terms (1.36) the Ω and the ı α
2
√
1−αγ
0γ1 are smaller by
at least an α fator. Therefore the largest piee is the O(1/α)[x˜,Γ] term. The
1/alpha fator ompensates the width M−i of the integration interval over α.
Hene we need to prove that a [x˜,Γ] numerator adds a fator
√
α to the bound
of Lemma A.5.7 :
The Ω and the ı α
2
√
1−αγ
0γ1 terms in (1.36) have an additional fator α,
hene are muh easier to bound and left to the reader. The bound for the mass
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term µΓ just involves multpliying the bound of Lemma A.5.7 by the appropriate
weight M−i oming from the α integration, whih leads easily to (1.7).
The ommutator [/x,Γ] involves terms like
√
m+ 1Γm+1,n;k,l −
√
lΓm,n;k,l−1
=
(√
m+ 1−
√
l
)
Γm,n;k,l−1 +
√
m+ 1 (Γm+1,n;k,l − Γm,n;k,l−1) . (1.29)
The rst term
The rst term is the easiest to bound. It is zero unless p = l−m− 1 > 1. In
this ase, we have
√
m+ 1−
√
l 6
2p
1 +
√
l
. (1.30)
Using Lemma A.5.8 :
 On the mountain top we have l = k−h ≃ C1+C k, hene 2p1+√l 6 O(1)
p
1+
√
k
.
An additional fator α omes from (1.31), hene we have a bound in
O(1) αp
1+
√
k
. Using a fration of the deay e−cαp
2/k
from Lemma A.5.7
bouinds O(1) αp
1+
√
k
by
√
α.
 Out of the mountain top we have a fator α
√
kl whih omes from (1.32),
and we an use pe−cp 6 e−c
′p
and
√
αke−cαk 6 e−c
′αk
. Hene the desired
fator
√
α is obtained.
It remains to prove
Lemma A.5.8 Let (m, l, h) ∈ N3 with p = l −m− 1 > 1. We have
 On the mountain top
Γm,m+h;k,m+p 6 KαΓm,m+h;m+p−1+h,m+p−1, (1.31)
 if Γ is out the mountain top region
Γm,m+h;k,m+p 6 Kα
√
klΓm,m+h;m+p−1+h,m+p−1. (1.32)
Proof. Let p > 1. The kernel Γm,m+h;m+p+h,m+p is given by
Γm,m+h;m+p+h,m+p =
(√
1− α
1 + Cα
)2m+p
(1 + Cα)−h
m∑
u=0
(αD)2(m−u)+pA(m,m+ p, h, u) (1.33)
with A dened by (1.24) and D(α) =
√
C(C+1)
1−α .
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The saling fator (αD)2(m−u)+p reahes its maximum at u = m. There we
have a fator (αD)p. For p > 1, we fatorize αD to get
Γm,m+h;m+p+h,m+p =αD
(√
1− α
1 + Cα
)2m+p
(1 + Cα)−h
m∑
u=0
(αD)2(m−u)+p−1A(m,m+ p, h, u). (1.34)
Using
(
m+p
m+p−u
)
= m+pm+p−u
(
m+p−1
m+p−1−u
)
and
(
m+p+h
m+p−u
)
= m+p+hm+p−u
(
m+p−1+h
m+p−1−u
)
, we have
Γm,m+h;m+p+h,m+p 6 Kα
(√
1− α
1 + Cα
)2m+p−1
(1 + Cα)−h
m∑
u=0
(αD)2(m−u)+p−1
×A(m,m+ p− 1, h, u)
√
(m+ p)(m+ p+ h)
m+ p− u .
(1.35)
On the mountain top we express m+ p− u in term of k and get
1
m+ p− u =
1
k − u
1
1− hk−u
. (1.36)
Moreover u ≃ αk and (k − u)−1 ≃ k−1, whih leads to (1.31).
Out of the mountain top we use simply m+ p− u > 1 and√
(m+ p)(m+ p+ h) =
√
kl, and (1.32) follows. ✷
The seond term
We now fous on the terms involving dierenes of Γ's. For this we need
some identities on the ombinatorial fator A :
A(m, l, h, u) =
√
ml
u
A(m− 1, l − 1, h+ 1, u− 1), for u > 1, (1.37)
A(m, l, h, u) =
√
m(m+ h)
m− u A(m− 1, l, h, u), (1.38)
A(m, l, h, u) =
√
m(m+ h)l(l + h)
(m− u)(l − u) A(m− 1, l− 1, h, u).. (1.39)
Let us reall h = n − (m + 1) and p = l − (m + 1). Then Γm+1,n;k,l =
Γm+1,m+1+h;l+h,l and Γm,n;k,l−1 = Γm,m+h+1;l+h,l−1.
Using Lemma (A.5.9) we get :
√
m+ 1 (Γm+1,n;k,l − Γm,n;k,l−1) 6 K
√
αΓα, (1.40)
on the mountain top by (1.48) and the sequel, as well as out of the ritial region
by (1.50). The fators thus obtained together with Lemma (A.5.7) omplete the
proof of (A.4.1).
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Lemma A.5.9 For M large enough and Ω lose enough to 1, there exist K
suh that
Gαm,n;k,l 6 K
√
αΓαm−1,n;k−1,l−2. (1.41)
Proof. It remains to bound the seond term in (1.29),
namely
√
m+ 1 (Γm+1,n;k,l − Γm,n;k,l−1).
Γm+1,m+1+h;l+h,l − Γm,m+h+1;l+h,l−1 (1.42)
=
(√
1− α
1 + Cα
)m+1+l
(1 + Cα)−h
m+1∑
u1=0
(αD)m+1+l−2u1A(u1;m+ 1, l, h)
−
(√
1− α
1 + Cα
)m+l−1
(1 + Cα)−h−1
m∑
u2=0
(αD)m+l−1−2u2A(u2;m, l, h+ 1).
Thus we onlude, again up to boundary terms (treated in Subsetion A.5.5
below)
Γm+1,m+1+h;l+h,l − Γm,m+h+1;l+h,l−1 (1.43)
6
(√
1− α
1 + Cα
)m+l+1
(1 + Cα)−h
m+1∑
u1=1
(αD)m+1+l−2u1A(u1;m+ 1, l, h)
−
(√
1− α
1 + Cα
)m+l−1
(1 + Cα)−h−1
m∑
u2=0
(αD)m+l−1−2u2A(u2;m, l− 1, h+ 1)
Let u1 = u+ 1. Thanks to (1.37) we write the sum over u1 as
m+1∑
u1=1
(αD)m+1+l−2u1A(u1;m+ 1, l, h)
=
m∑
u=0
(αD)m+l−1−2uA(u;m, l − 1, h+ 1)
√
l(m+ 1)
u+ 1
. (1.44)
The dierene in (1.43) is now written as
D def=
(√
1− α
1 + Cα
)m+l−1
(1 + Cα)−h−1
m∑
u=0
(αD)m+l−1−2uA(u;m, l − 1, h+ 1)
×
{(√
1− α
1 + Cα
)2
(1 + Cα)
√
l(m+ 1)
u+ 1
− 1
}
. (1.45)
The fator between braes is expressed as
{√
l(m+1)
u+1 − 1− α 1+C1+Cα
√
l(m+1)
u+1
}
.
The saling fator (αD)m+l−1−2u is maximum for u = m where it reahes
(αD)p. We an onsider up to bondary terms that the u-sum goes only up to
m−1. We an fatorize α2 and prove that the remaining terms are smaller than
1/α on the mountain top or k outside this ritial region.
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For the u-sum, with u running only to m− 1 we have :
D = i
(√
1− α
1 + Cα
)m+l−1
(1 + Cα)−h−1
m−1∑
u=0
(αD)m+l−1−2uA(u;m, l − 1, h+ 1)
×
{√
l(m+ 1)
u+ 1
− 1− α 1 + C
1 + Cα
√
l(m+ 1)
u+ 1
}
, (1.46)
D 6Kα2
(√
1− α
1 + Cα
)m+l−3
(1 + Cα)−h−1
×
m−1∑
u=0
(αD)m+l−3−2uA(u;m− 1, l − 2, h+ 1)
×
√
m(m+ h+ 1)(l − 1)(l + h)
(m− u)(l − 1− u)
{√
l(m+ 1)
u+ 1
− 1− c1α
√
l(m+ 1)
u+ 1
}
=K
m−1∑
u=0
Γ(u,m− 1, l− 2, h+ 1)E(u,m, l, h) (1.47)
where c1 =
1+C
1+Cα , and
E(u,m, l, h) = α2
√
m(m+ h+ 1)(l − 1)(l + h)
(m− u)(l − 1− u)(u+ 1)(1 + Cα) ×{
(1− α)
√
l(m+ 1)− (1 + Cα)(u + 1)
}
.
One more the subsequent proedure depends on the value of the indies in
the onguration spae N3. If they stand on the mountain top, we pass to the
variables x = v/k = Cα/(1 + Cα) + δx, y = h + 1/k = 1/(1 + C) + δy,
z = p/k = δz. We an assume αk > 1 and we an evaluate E as :
E 6 O(1)[(1 − α)
√
(1− y)(1 − y − z)− (1 + Cα)(1 − x− y − z)] +O(1/k)
6 O(|αδy| + |δx|+ |δz|) +O(1/k) (1.48)
The rest of the sum reontstruts the usual mountain bound of lemma A.5.7.
Using the Hessian estimates δy ≃ 1/√αk, δx ≃ δz ≃ √αk, the E orretion
simply provides an additional fator
√
α/k to the estimate of Lemma A.5.7.
Adding the
√
m 6
√
k fator we reover the desired
√
α fator.
If the indies are outside the ritial region,
D 6 Kα2Γm−1,m+h;l+h−1,l−2 max
u6m−1
(√
m(m+ h+ 1)(l − 1)(l + h)
(m− u)(l − 1− u) (1.49)
×
{
l − 1− u
u+ 1
− c1α
√
l(m+ 1)
u+ 1
})
6 Kα2Γm−1,m+h;l+h−1,l−2 k
√
1 +
p
m
√
m+ 1 D 6 K√α e−c(p+αk) (1.50)
This is a better bound. ✷
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Boundary Terms
For purists we add the treatement of the boounary terms, and show that
they do not perturb the previous omputations. We start with the u1 = 0 term
in (1.43). We have :
O def=
(√
1− α
1 + Cα
)m+1+l
(1 + Cα)−h(αD)m+1+lA(0;m+ 1, l, h)
=
(√
1− α
1 + Cα
)m+1+l
(1 + Cα)−h(αD)m+1+l
√(
m+ 1 + h
m+ 1
)(
l + h
l
)
6(αD)m+1+le−α(C+1/2)(m+1+l)−
C′
2 αhmax
h
e−
C′
4 αh
(m+ 1 + h)(m+1)/2√
(m+ 1)!
×max
h
e−
C′
4 αh
(l + h)l/2√
l!
(1.51)
6α(m+1+l)/2
(
D
√
2√
C′
)m+1+l
e−α(C+1/2−
C′
4 )(m+1+l)−C
′
2 αh
6(9α)(m+1+l)/2e−
1
2α(m+1+l)−C
′
2 αh 6 (9α)p/2e−cαk (1.52)
Then
√
m+ 1O 6 K√α e−c(αk+p) whih is the desired result.
We now study the u = m term in (1.45)and prove that it obeys (1.41) :
M def=
(√
1− α
1 + Cα
)m+l−1
(1 + Cα)−h−1(αD)pA(m;m, l − 1, h+ 1)
×
{(√
1− α
1 + Cα
)2
(1 + Cα)
√
l(m+ 1)
m+ 1
− 1
}
6Γm,m+h+1;l+h,l−1 ×
{√
l(m+ 1)
m+ 1
− 1− α 1 + C
1 + Cα
√
l(m+ 1)
m+ 1
}
6Γm,m+h+1;l+h,l−1 ×
{
l
m+ 1
− 1− α 1 + C
1 + Cα
√
1 +
p
m+ 1
}
6KΓm,m+h+1;l+h,l−1 ×
{
p
m+ 1
+ α
}
. (1.53)
Remark that the u = m term is not on the mountain top so that for the funtion
Γm,m+h+1;l+h,l−1 appearing in the equations (1.53) we use the bounds outside
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the mountain top region. Then we have to treat two dierent ases aording
to the value of αk. If αk 6 1, thanks to (1.26)
M 6e−cαk
(
α
√
(m+ p)(m+ 1 + p+ h)
2
)p
×
{
p
m+ 1
+ α
}
,
√
m+ 1M 6αp
√
(m+ p)(m+ 1 + p+ h)
m+ 1
(
αk
2
)p−1
e−cαk
+ α
√
m+ 1e−cαk−c
′p
6
(
αp
√
k
√
1 +
p
m+ 1
+
√
α
)
e−c(p+αk) 6 K
√
αe−c(p+αk). (1.54)
If αk > 1,
√
m+ 1M 6
(
p√
m+ 1
+ α
√
m+ 1
)
e−c(p+αk) 6 K
√
αe−
c
2 (p+αk). (1.55)
A.6 The ordinary B=0 bound
In this setion we use the above analysis to revisit the bounds on the φ44
propagator given in [41℄. By onvention the indies of the φ4 propagator are
two-dimensionnal indies. Using obvious notations
Gφ
4
m,m+h;l+h,l =
∫ 1
0
dα
(1 − α)µ
2θ
8Ω
(1 + Cα)2
Gα,φ
4
m,m+h;l+h,l, (1.1)
Gα,φ
4
m,m+h;l+h,l = Γ
α
m,m+h;l+h,l (1− α)h/2 6 Γαm,m+h;l+h,l e−
αh
2 . (1.2)
We have then the following result (realling p = l −m)
Theorem A.6.1 The φ44 propagator in a slie obeys the bound
Gim,n;k,l 6 KM
−imin (1, (αk)p) e−c(αk+p) (1.3)
for some (large) onstant K and (small) onstant c whih depend only on Ω.
Proof. In this ontext the analysis of Lemmas A.5.6 and A.5.7 leads to the
modied bound
Gαm,n;k,l 6 Ke
−αh2
(exp{− cαkp2 − cαk (h− k1+C )2}√
αk
+ min (1, (αk)p) e−c(αk+p)
)
. (1.4)
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The seond term is already of the desired form in (1.3). Moreover :
exp
{
−cα
k
(
h− k
1 + C
)2
− αh
2
}
6 exp
{
− c
1 + C
αk − αh
(
1
2
− 2c
1 + C
)}
.
(1.5)
Then hoosing c small enough, the rst term in (1.4) is bounded by
K exp
{
−cαk − c
αk
p2
}
6 K exp
{
− c
2
αk − c√2 p
}
. (1.6)
This ompletes the proof. ✷
Remark that in ontrast with the Gross-Neveu ase, the φ4 propagator has no
ritial point in index spae. The bound is the same for all (m, l, h) ∈ N3 and
looks like the bound (1.17). Note also that the bound (1.3) allows to reover the
propositions 1, 2, 3 and 4 of [41℄ in a very diret manner.
A.7 Fermioni Kernel
Let us ompute rst
Q−1 =
∫ ∞
0
dt e−tQ,
Q−1(x, y) =
Ω
θπ
∫ ∞
0
dt
e−tµ
2
sinh(2Ω˜t)
e−
Ω˜
2 coth(2Ω˜t)(x−y)2+ıΩ˜x∧ye−2ıΩ˜tγ
0γ1
def
=
Ω
θπ
∫ ∞
0
dt e−tµ
2
e−2ıΩ˜tγ
0γ1Γt(x, y),
Γt(x, y) =
1
sinh(2Ω˜t)
e−
Ω˜
2 coth(2Ω˜t)(x−y)2+ıΩ˜x∧y
(1.1)
with Ω˜ = 2Ωθ and x ∧ y = x0y1 − x1y0.
We only have to hek that e−tQ is a solution of
dP
dt
+QP = 0. (1.2)
The onstant is xed by the requirement that in the limit Ω→ 0, Q−1 goes to
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the usual heat kernel.
dΓt
dt
=
e−
Ω˜
2 coth(2Ω˜t)(x−y)2+ıΩx∧y
sinh(2Ω˜t)(
−2Ω˜ cosh(2Ω˜t)
sinh(2Ω˜t)
+
Ω˜2
sinh2(2Ω˜t)
(x− y)2
)
,
∂νΓt =
e−
Ω˜
2 coth(2Ω˜t)(x−y)2−ıΩx·y˜
sinh(2Ω˜t)
(
−Ω˜ coth(2Ω˜t)(x− y)ν − ıΩy˜ν
)
,
∆Γt =
e−
Ω˜
2 coth(2Ω˜t)(x−y)2−ıΩx·y˜
sinh(2Ω˜t)
×
(
−2Ω˜ coth(2Ω˜t) +
(
−Ω˜ coth(2Ω˜t)(x − y)µ − ıΩy˜µ
)2)
=
e−
Ω˜
2 coth(2Ω˜t)(x−y)2−ıΩx·y˜
sinh(2Ω˜t)
(
−2Ω˜ coth(2Ω˜t) + Ω˜2 coth2(2Ω˜t)(x− y)2
−Ω2y˜2 + 2ıΩΩ˜ coth(2Ω˜t)x · y˜
)
. (1.3)
The operator L2 = x
0p1 − x1p0 = −ıx0∂1 + ıx1∂0 ating on Γt gives :
L2Γ
t = −ı x
0
sinh(2Ω˜t)
(
−Ω˜ coth(2Ω˜t)(x− y)1 − ıΩy˜1
)
+ ı
x1
sinh(2Ω˜t)
(
−Ω˜ coth(2Ω˜t)(x− y)0 − ıΩy˜0
)
e−
Ω˜
2 coth(2Ω˜t)(x−y)2−ıΩx·y˜
=
e−
Ω˜
2 coth(2Ω˜t)(x−y)2−ıΩx·y˜
sinh(2Ω˜t)
(
ı coth(2Ω˜t)Ωx · y˜ − Ω˜x · y
)
. (1.4)
(
−∆+ 2Ω˜L2 + Ω˜2x2
)
Γt =
e−
Ω˜
2 coth(2Ω˜t)(x−y)2−ıΩx·y˜
sinh(2Ω˜t)
(
2Ω˜ coth(2Ω˜t)
−Ω˜2 coth2(2Ω˜t)(x− y)2 + Ω˜2y2 − 2ıΩΩ˜ coth(2Ω˜t)x · y˜
+2ıΩΩ˜ coth(2Ω˜t)x · y˜ − 2Ω˜2x · y + Ω˜2x2
)
=
e−
Ω˜
2 coth(2Ω˜t)(x−y)2−ıΩx·y˜
sinh(2Ω˜t)
× (2Ω˜ coth(2Ω˜t)− Ω˜2
sinh2(2Ω˜t)
(x − y)2) (1.5)
With the µ2 and γ0γ1 terms, eq. (1.2) is satised.
For the full propagator it remains to ompute e−2ıΩ˜tγ
0γ1
and the ation of(−/p+ µ− Ω/˜x) on e−tQ.
e−2ıΩ˜tγ
0γ1 =
∑
n>0
(−2ıΩ˜t)2n
(2n)!
(−12)n +
∑
n>1
(−2ıΩ˜t)2n+1
(2n+ 1)!
(−γ0γ1)n
= cosh(2Ω˜t)12 − ı sinh(2Ω˜t)γ0γ1. (1.6)
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With the onvention /p = −ı/∂ we have −/p = ıγν∂ν and
− /pΓt = ıγ
νe−
Ω˜
2 coth(2Ω˜t)(x−y)2−ıΩx·y˜
sinh(2Ω˜t)
(− Ω˜ coth(2Ω˜− t)(x− y)ν − ıΩy˜ν). (1.7)
whih ompletes the proof of the Lemma.
A.8 Matrix basis Kernel
We will restrit our attention to the ase h ≥ 0. We see that :
lim
α→0
E = δmuδlu → (1− α) θ8ΩH |α=O = I (1.1)
so that we have the orret normalization. One must now only hek the die-
rential equation :
(1− α) d
dα
(1− α) θ8ΩH + θ
8Ω
H(1− α) θ8ΩH = 0. (1.2)
A straightforward omputation yields the result :
−(1− α) d
dα
[(1− α) θ8ΩH ]m,m+h;l+h,l =
min(m,l)∑
u=0
A(m, l, h, u)
(
C
1 + Ω
1− Ω
)m+l−2u
×
[
(2m+ h+ 1)
(1
2
+ C
1− α
1 + Cα
)
− (m− u)
(
1 +
1− α
α
+ C
1− α
1 + Cα
)
− (l − u)
(1− α
α
− C 1− α
1 + Cα
)]
E(m, l, h, u). (1.3)
We will treat the last term in the above sum. Using the equality :
(l − u)A(m, l, h, u) = A(m, l, h, u+ 1)×[ (m+ 1)(m+ h+ 1)
m− u − (2m+ h+ 1) + (m− u− 1)
]
(1.4)
and hanging the dummy variable from u to v = u+ 1, the term rewrites as :
αC2(1+Ω1−Ω)
2
1 + Cα
∑
v
[ (m+ 1)(m+ h+ 1)
m+ 1− v − (2m+ h+ 1) + (m− v)
]
A(m, l, h, v)
(
C
1 + Ω
1− Ω
)m+l−2v
E(m, l, h, v). (1.5)
Coupling the idential terms in the two sums we get the oeients of :
2m+ h+ 1→ 1
2
+ C
1− α
1 + Cα
+
αC2(1+Ω1−Ω)
2
1 + Cα
= C +
1
2
=
1 + Ω2
4Ω
(1.6)
m− u→ (−1)
[ 1
α
+ C
1− α
1 + Cα
+
αC2(1+Ω1−Ω )
2
1 + Cα
]
= −1 + Cα
α
. (1.7)
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The omplete sum is then :
∑
u
(
C
1 + Ω
1− Ω
)m+l−2u
A(m, l, h, u)E(m, l, h, u)× (1.8)
[
(2m+ h+ 1)
1 + Ω2
4Ω
− (m− u)1 + Cα
α
− (m+ 1)(m+ h+ 1)
m+ 1− u
αC2(1+Ω1−Ω )
2
1 + Cα
]
.
Using
(m− u)A(m, l, h, u) =
√
m(m+ h)A(m− 1, l, h, u), (1.9)
(m+ 1)(m+ h+ 1)
(m+ 1− v) A(m, l, h, u) =
√
(m+ 1)(m+ h+ 1)A(m+ 1, l, h, u),
one an ast the result into the form :
−(1− α) d
dt
[(1− α) θ8ΩH ]m,m+h;l+h,l = (1.10)
1 + Ω2
4Ω
(2m+ h+ 1)[(1− α) θ8ΩH ]m,m+h;l+h,l
−C 1 + Ω
1− Ω
√
m(m+ h)[(1− α) θ8ΩH ]m−1,m−1+h;l+h,l
−
√
(m+ 1)(m+ h+ 1)C
1− Ω
1 + Ω
[(1− α) θ8ΩH ]m+1,m+1+h;l+h,l. (1.11)
On the other hand :
θ
8Ω
Hm,m+h;p+h,p =
1 + Ω2
4Ω
(2m+ h+ 1)δmp
−1− Ω
2
4Ω
[
√
(m+ h+ 1)(m+ 1) δm+1,p +
√
(m+ h)m δm−1,p] (1.12)
and the dierential equation is heked.
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In this paper we provide a new proof that the Grosse-Wulkenhaar non-
ommutative salar Φ44 theory is renormalizable to all orders in perturbation
theory, and extend it to more general models with ovariant derivatives. Our
proof relies solely on a multisale analysis in x spae. We think this proof is
simpler and ould be more adapted to the future study of these theories (in
partiular at the non-perturbative or onstrutive level).
B.1 Introdution
In this paper we reover the proof of perturbative renormalizability of non-
ommutative Φ44 eld theory [27, 29, 41℄ by a method solely based on x spae. In
this way we avoid ompletely the sometimes tedious use of the matrix basis and
of the assoiated speial funtions of [27, 29, 41℄. We also extend the orrespon-
ding BPHZ theorem to the more general omplex Langmann-Szabo-Zarembo
ϕ¯ ⋆ ϕ ⋆ ϕ¯ ⋆ ϕ model with ovariant derivatives, hereafter alled the LSZ model.
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This model has a slightly more ompliated propagator, and is exatly solvable
in a ertain limit [49℄.
Our method builds upon previous work of Filk and Chepelev-Roiban [17, 50℄.
These works however remained inonlusive [24℄, sine these authors used the
right interation but not the right propagator, hene the problem of ultravio-
let/infrared mixing prevented them from obtaining a nite renormalized per-
turbation series. The Grosse Wulkenhaar breakthrough was to realize that the
right propagator in non-ommutative eld theory is not the ordinary ommu-
tative propagator, but has to be modied to obey Langmann-Szabo duality
[29, 30℄.
Non-ommutative eld theories (for a general review see [25℄) deserve a tho-
rough and systemati investigation. Indeed they may be relevant for physis
beyond the standard model. They are ertainly eetive models for ertain li-
mits of string theory [20, 51℄. Also they form almost ertainly the orret frame-
work for a mirosopi ab initio understanding of the quantum Hall eet whih
is urrently laking. We think that x spae-methods are probably more power-
ful for the future systemati study of the nonommutative Langmann-Szabo
ovariant eld theories.
Fermioni theories suh as the two dimensional Gross-Neveu model an be
shown to be renormalizable to all orders in their Langmann-Szabo ovariant
versions, using either the matrix basis or the diret spae version developed
here [32℄. However the x-spae version seems the most promising for a omplete
non perturbative onstrution, using Pauli's priniple to ontroll the apparent
(fake) divergenes of perturbation theory. In the ase of φ44, reall that although
the ommutative version is until now fatally awed due to the famous Landau
ghost, there is some hope that the non-ommutative eld theory treated at the
perturbative level in this paper may also exist at the onstrutive level [37, 52℄.
Again the x-spae formalism is probably better than the matrix basis for a
rigorous investigation of this question.
In the rst setion of this paper we establish the x-spae power ounting
of the theory using the Mehler kernel form of the propagator in diret spae
given in [36℄. In the seond setion we prove that the divergent subgraphs an
be renormalized by ounterterms of the form of the initial Lagrangian. The LSZ
models are treated in the Appendix.
Aknowledgment We thank V. Gayral and R. Wulkenhaar for useful disus-
sions on this work.
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B.2 Power Counting in x-Spae
B.2.1 Model, Notations
The simplest nonommutative ϕ44 theory is dened on R
4
equipped with the
assoiative and nonommutative Moyal produt
(a ⋆ b)(x) =
∫
d4k
(2π)4
∫
d4y a(x+ 12θ·k) b(x+y) eik·y . (2.1)
The renormalizable ation funtional introdued in [29℄ is
S[ϕ] =
∫
d4x
(1
2
∂µϕ⋆∂
µϕ+
Ω2
2
(x˜µϕ)⋆ (x˜
µϕ)+
1
2
µ20 ϕ⋆ϕ+
λ
4!
ϕ⋆ϕ⋆ϕ⋆ϕ
)
(x) ,
(2.2)
where x˜µ = 2(θ
−1)µνxν and the Eulidean metri is used.
In four dimensional x-spae the propagator is [36℄
C(x, x′) =
Ω2
[2π sinhΩt]2
e−
Ω coth Ωt
2 (x
2+x′2)− ΩsinhΩtx·x′−µ20t
(2.3)
and the (ylially invariant) vertex is [17℄
V (x1, x2, x3, x4) = δ(x1 − x2 + x3 − x4)ei
P
16i<j64(−1)i+j+1xiθ−1xj
(2.4)
where we note
1 xθ−1y ≡ 2θ (x1y2 − x2y1 + x3y4 − x4y3).
The main result of this paper is a new proof in onguration spae of
Theorem B.2.1 The theory dened by the ation (2.2) is renormalizable to all
orders of perturbation theory.
Let G be an arbitrary onneted graph. The amplitude assoiated with this
graph is (with selfexplaining notations) :
AG =
∫ ∏
v,i=1,...4
dxv,i
∏
l
dtl
∏
v
[
δ(xv,1 − xv,2 + xv,3 − xv,4)eı
P
i<j(−1)i+j+1xv,iθ−1xv,j
]
(2.5)
∏
l
Ω2
[2π sinh(Ωtl)]2
e
−Ω2 coth(Ωtl)(x2v,i(l)+x2v′,i′(l))+ Ωsinh(Ωtl)xv,i(l).xv′,i′(l)−µ
2
0tl .
For eah line l of the graph joining positions xv,i(l) and xv′,i′(l), we hoose
an orientation and we dene the short" variable ul = xv,i(l) − xv′,i′(l) and the
long" variable vl = xv,i(l) + xv′,i′(l). With these notations, dening Ωtl = αl,
the propagators in our graph an be written as :∫ ∏
l
Ωdαl
[2π sinh(αl)]2
e−
Ω
4 coth(
αl
2 )u
2
l−Ω4 tanh(
αl
2 )v
2
l−
µ20
Ω αl . (2.6)
1
Of ourse two dierent θ parameters ould be used for the two sympleti pairs of variables
of R
4
.
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B.2.2 Orientation and Position Routing
A rule to solve the δ funtions at every vertex is a position routing" exatly
analog to a momentum routing in the ordinary ommutative ase, exept for the
additional diulty of the yli signs whih impose to orient the lines. It is well
known that there is no anonial suh routing but there is a routing assoiated
to any hoie of a spanning tree in G. Suh a tree hoie is also useful to orient
the lines of the graph, hene to x the exat sign denition of the short" line
variables ul, and to optimize the multisale power ounting bounds below.
Let n be the number of verties of G, N the number of its external elds,
and L the number of internal lines of G. We have L = 2n − N/2. Let T be a
rooted tree in the graph (when the graph is not a vauum graph it is onvenient
to hoose for the root a vertex with external elds but this is not essential). We
orient rst all the lines of the tree and all the remaining half-loop lines or loop
elds", following the yliity of the verties. This means that starting from an
arbitrary orientation of a rst eld at the root and indutively limbing into the
tree, at eah vertex we follow the yli order to alternate entering and exiting
lines as in Figure B.1.
Fig. B.1: Orientation of a tree
Every line of the tree by denition of this orientation has one end exiting
a vertex and an other entering another one. This may not be true for the loop
lines, whih join two loop elds". Among these, some exit one vertex and enter
another ; they are alled well-oriented. But others may enter or exit at both ends.
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These loop lines are subsequently referred to as lashing lines". If there are no
lashing lines, the graph is alled orientable. If not, it is alled non-orientable.
We will see below that non-orientable graphs are irrelevant in the renorma-
lization group sense. In fat they do not our at all in some partiular models
suh as the LSZ model treated in the Appendix, or in the most natural non-
ommutative Gross-Neveu models [32℄.
For all the well-oriented lines (hene all tree propagators plus some of the
loop propagators) we dene in the natural way ul = xv,i(l) − xv′,i′(l) if the line
enters at xv,i(l) and exits from xv′,i′(l). Finally we x an additional (ompletely
arbitrary) auxiliary orientation for all the lashing loop lines, and x in the same
way ul = xv − xv′ with respet to this auxiliary orientation.
It is also onvenient to dene the set of branhes" assoiated to the rooted
tree T . There are n − 1 suh branhes b(l), one for eah of the n − 1 lines l
of the tree, plus the full tree itself, alled the root branh, and noted b0. Eah
suh branh is made of the subgraph Gb ontaining all the verties above l" in
T , plus the tree lines and loop lines joining these verties. It has also external
elds" whih are the true external elds hooked to Gb, plus the loop elds in Gb
for the loops with one end (or eld") inside and one end outside Gb, plus the
upper end of the tree line l itself to whih b is assoiated. In the partiular ase
of the root branh, Gb0 = G and the external elds for that branh are simply
all true external elds. We all Xb the set of all external elds f of b.
We an now desribe the position routing assoiated to T . There are n δ
funtions in (2.6), hene n linear equations for the 4n positions, one for eah
vertex. The momentum routing assoiated to the tree T solves this system by
passing to another equivalent system of n linear equations, one for eah branh
of the tree. This equivalent system is obtained by summing the arguments of
the δ funtions of the verties in eah branh. Obviously the Jaobian of this
transformation is 1, so we simply get another equivalent set of n δ funtions,
one for eah branh.
Let us desribe more preisely the positions summed in these branh equa-
tions, using the orientation. Fix a partiular branh Gb, with its subtree Tb. In
the branh sum we nd a sum over all the ul short parameters of the lines l in Tb
and no vl long parameters sine l both enters and exits the branh. This is also
true for the set Lb of well-oriented loops lines with both elds in the branh.
For the set Lb,+ of lashing loops lines with both elds entering the branh,
the short variable disappears and the long variable remains ; the same is true
but with a minus sign for the set Lb,− of lashing loops lines with both elds
exiting the branh. Finally we nd the sum of positions of all external elds for
the branh (with the signs aording to entrane or exit). For instane in the
partiular ase of Figure B.2, the delta funtion is
δ (ul1 + ul2 + ul3 + uL1 + uL3 − vL2 +X1 −X2 +X3 +X4) . (2.7)
The position routing is summarized by :
Lemma B.2.1 (Position Routing) We have, alling IG the remaining inte-
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Fig. B.2: A branh
grand in (2.6) :
AG =
∫ [∏
v
[
δ(xv,1 − xv,2 + xv,3 − xv,4)
] ]
IG({xv,i}) (2.8)
=
∫ ∏
b
δ

 ∑
l∈Tb∪Lb
ul +
∑
l∈Lb,+
vl −
∑
l∈Lb,−
vl +
∑
f∈Xb
ε(f)xf

 IG({xv,i}),
where ε(f) is ±1 depending on whether the eld f enters or exits the branh.
Using the above equations one an at least solve all the long tree variables vl
in terms of external variables, short variables and long loop variables, using the
n−1 non-root branhes. There remains then the root branh δ funtion. If Gb is
orientable, this δ funtion of branh b0 ontains only short and external variables,
sine Lb,+ and Lb,− are empty. If Gb is non-orientable one an solve for an
additional lashing" long loop variable. We an summarize these observations
in the following lemma :
Lemma B.2.2 The position routing solves any long tree variable vl as a fun-
tion of :
 the short tree variable ul of the line l itself,
 the short tree and loop variables with both ends in Gb(l),
 the long loop variables of the lashing loops with both ends in Gb(l) (if
any),
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 the short and long variables of the loop lines with one end inside Gb(l) and
the other outside.
 the true external variables x hooked to Gb(l).
The last equation orresponding to the root branh is partiular. In the orientable
ase it does not ontain any long variable, but gives a linear relation among the
short variables and the external positions. In the non-orientable ase it gives a
linear relation between the long variables w of all the lashing loops in the graph
some short variables u's and all the external positions.
From now on, eah time we use this lemma to solve the long tree variables
vl in terms of the other variables, we shall all wl rather than vl the remaining
n+1−N/2 independent long loop variables. Hene looking at the long variables
names the reader an hek whether Lemma B.2.2 has been used or not.
B.2.3 Multisale Analysis and Crude Power Counting
In this setion we follow the standard proedure of multisale analysis [53℄.
First the parametri integral for the propagator is slied in the usual way :
C(u, v) = C0(u, v) +
∞∑
i=1
Ci(u, v), (2.9)
with
Ci(u, v) =
∫ M−2(i−1)
M−2i
Ωdα
[2π sinhα]2
e−
Ω
4 coth
α
2 u
2−Ω4 tanh α2 v2−
µ20
Ω αl
(2.10)
Lemma B.2.3 For some onstants K (large) and c (small) :
Ci(u, v) 6 KM2ie−c[M
i‖u‖+M−i‖v‖]
(2.11)
(whih a posteriori justies the terminology of long" and `short" variables).
The proof is elementary, as it relies only on seond order approximation of the
hyperboli funtions near the origin.
Taking absolute values, hene negleting all osillations, leads to the follo-
wing rude bound :
|AG| 6
∑
µ
∫
duldvl
∏
l
Cil(ul, vl)
∏
v
δv , (2.12)
where µ is the standard assignment of an integer index il to eah propagator
of eah internal line l of the graph G, whih represents its sale". We will
onsider only amputated graphs. Therefore we have no external propagators,
but only external verties of the graph ; in the renormalization group spirit, the
onvenient onvention is to assign all external indies of these external elds to
a titious −1 bakground" sale.
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To any assignment µ and sale i are assoiated the standard onneted om-
ponents Gik, k = 1, ..., k(i) of the subgraph G
i
made of all lines with sales
j > i. These tree omponents are partially ordered aording to their inlusion
relations and the (abstrat) tree desribing these inlusion relations is alled the
Gallavotti-Niolò tree [54℄ ; its nodes are the Gik's and its root is the omplete
graph G (see Figure B.3).
1 2 3 4
11
10
8 9
5
7
6
(a) A ϕ4 graph
0
1
2
3
4
(b) Example of sale attribution
G01 = G
G11 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 11}
G21 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 11}
G31 = {1, 2, 3, 4, 11}
G41 = {1, 2} G42 = {3, 4}
G32 = {5, 6, 7}
G43 = {5, 6, 7}
() The Gallavotti-Niolò tree
Fig. B.3:
More preisely for an arbitrary subgraph g one denes :
ig(µ) = inf
l∈g
il(µ) , eg(µ) = sup
l external line of g
il(µ) . (2.13)
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The subgraph g is a Gik for a given µ if and only if ig(µ) > i > eg(µ). As is well
known in the ommutative eld theory ase, the key to optimize the bound over
spatial integrations is to hoose the real tree T ompatible with the abstrat
Gallavotti-Niolò tree, whih means that the restrition T ik of T to any G
i
k must
still span Gik. This is always possible (by a simple indution from leaves to
root). We pik suh a ompatible tree T and use it both to orient the graph as
in the previous setion and to solve the assoiated branh system of δ funtions
aording to Lemma B.2.2 We obtain :
|AG,µ| 6 Kn
∏
l
M2il
∫
duldvl
∏
l
e−c[M
il‖ul‖+M−il‖vl‖]
∏
b
δb .
6 Kn
∏
l
M2il
∫
duldwl
∏
l
e−c[M
il‖ul‖+M−il‖vl(u,w,x)‖]δb0 .(2.14)
The key observation is to remark that any long variable integrated at sale i
osts KM4i whereas any short variable integrated at sale i brings KM−4i, and
the variables solved" by the δ funtions bring or ost nothing. For an orientable
graph the optimal solution is easy : we should solve the n−1 long variables vl's of
the tree propagators in terms of the other variables, beause this is the maximal
number of long variables that we an solve, and they have highest possible
indies beause T has been hosen ompatible with the Gallavotti-Niolò tree
struture. Finally we still have the last δb0 funtion (equivalent to the overall
momentum onservation in the ommutative ase). It is optimal to use it to
solve one external variable (if any ) in terms of all the short variables and the
external ones. Sine external variables are typially smeared against unit sale
test funtions, this leaves power ounting invariant
2
.
The non-orientable ase is slightly more subtle. We remarked that in this ase
the system of branh equations allows to solve n long variables as a funtions of
all the others. Should we always hoose these n long variables as the n− 1 long
tree variables plus one long loop variable ? This is not always the optimal hoie.
Indeed when several disjointGik subgraphs are non-orientable it is better to solve
more long lashing loop variables, essentially one per disjoint non-orientable Gik,
beause they spare higher osts than if tree lines were hosen instead. We now
desribe the optimal proedure, using words rather than equations to failitate
the reader's understanding.
Let C be the set of all the lashing loop lines. Eah lashing loop line has a
ertain sale i, therefore belongs to one and only one Gik and onsequently to
all Gjk′ ⊃ Gik. We now dene the set S of n long variables to be solved via the
2
In the ase of a vauum graph, there are no external variables and we must therefore use
the last δb0 funtion to solve the lowest possible short variable in terms of all others. In this
way, we loose the M−4i fator for this short integration. This is why the power ounting of a
vauum graph at sale i is not given by the usual formula M (4−N)i = M4i below at N = 0,
but is in M8i, hene worse by M4i. This is of ourse still muh better than the ommutative
ase, beause in that ase and in the analog onditions, that is without a xed internal point,
vauum graphs would be worse than the others by an ... innite fator, due to translation
invariane ! In any ase vauum graphs are absorbed in the normalization of the theory, hene
play no role in the renormalization.
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δ funtions. First we put in S all the n− 1 long tree variables vl. Then we san
all the onneted omponents Gik starting from the leaves towards the root, and
we add a lashing line to S eah time some new non-orientable omponent Gik
appears. We also remove p− 1 tree lines from S eah time p > 2 non-orientable
omponents merge into a single one. In the end we obtain a new set S of exatly
n long variables.
More preisely suppose some Gik at sale i is a non-orientable leaf", whih
means that is ontains some lashing lines at sale i but none at sales j > i.
We then hoose one (arbitrary) suh lashing line and put it in the set S. One
a lashing line is added to S in this way it is never removed and no other
lashing line is hosen in any of the Gjk at lower sales j < i to whih the hosen
line belongs. (The reader should be aware that this proess allows nevertheless
several lashing lines of S to belong to a single Gik, provided they were added
to dierent onneted omponents at upper sales.) When p > 2 non-orientable
omponents merge at sale i into a single non-orientable Gik, we an nd p− 1
lines in the part of the tree T ik joining them together, (e.g. taking them among
the rst lines on the unique paths in T from these p omponents towards the
root) and remove them from S.
We see that if we have added in all q lashing lines to the set S, we have
eliminated q− 1 tree lines. The nal set S thus obtained in the end has exatly
n elements. The non trivial statement is that thanks to indutive use of Lemma
B.2.2 in eah Gik, we an solve all the long variables in the set S with the branh
system of δ funtions assoiated to T .
We perform now all remaining integrations. This spares the orresponding
M4i integration ost for eah long variable in S. For any line not in S we see
that the net power ounting is 1, sine the ost of the long variable integration
exatly ompensates the gain of the short variable integration. But for any line
in S we earn the M−4i power ounting of the orresponding short variable u
without paying the M4i ost of the long variable.
Gathering all the orresponding fators together with the propagators pre-
fators M2i leads to the following bound :
|AG,µ| 6 Kn
∏
l
M2il
∏
l∈S
M−4il . (2.15)
Remark that if the graph is well-oriented this formula remains true but the set
S onsists of only the n− 1 tree lines.
In the usual way of [53℄ we write
∏
l
M2il =
∏
l
il∏
i=1
M2 =
∏
i,k
∏
l∈Gik
M2 =
∏
i,k
M2l(G
i
k)
(2.16)
and ∏
l∈S
il∏
i=1
M−4il =
∏
i,k
∏
l∈Gik∩S
M−4, (2.17)
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and we must now only ount the number of elements in Gik ∩ S.
If Gik is orientable, it ontains no lashing lines, hene G
i
k ∩S = T ik, and the
ardinal of T ik is n(G
i
k)− 1.
If Gik ontains one or more lashing lines and p lashing lines l1, ... , lp in G
i
k
have been hosen to belong to S, then p− 1 tree variables in T ik have also been
removed from S and Gik ∩ S = T ik ∪ {l1, ... , lp} − {p− 1 tree variables}, hene
the ardinal of Gik ∩ S is n(Gik).
Using the fat that 2l(Gik) − 4n(Gik) = −N(Gik) we an summarize these
results in the following lemma :
Lemma B.2.4 The following bound holds for a onneted graph (with external
arguments integrated against xed smooth test funtions) :
|AG,µ| 6 Kn
∏
i,k
M−ω(G
i
k)
(2.18)
for some (large) onstant K, with ω(Gik) = N(G
i
k) − 4 if Gik is orientable and
ω(Gik) = N(G
i
k) if G
i
k is non-orientable.
This lemma is optimal if verties osillations are not taken into aount, and
proves that non-orientable subgraphs are irrelevant. But it is not yet suient
for a renormalization theorem to all orders of perturbation.
B.2.4 Improved Power Counting
Reall that for any non-ommutative Feynman graph G we an dene the
genus of the graph, alled g and the number of faes broken by external legs",
alled B [29, 41℄. We have g > 0 and B > 1. The power ounting established
with the matrix basis in [29, 41℄, rewritten in the language of this paper
3
is :
ω(G) = N − 4 + 8g + 4(B − 1) , (2.19)
hene we must (and an) renormalize only 2 and 4 point subgraphs with g = 0
and B = 1, whih we all planar regular. They are the only non-vauum graphs
with ω 6 0.
In the previous setion we established that
ω(G) > N − 4 , if G orientable , ω(G) > N , if G non orientable . (2.20)
It is easy to hek that planar regular subgraphs are orientable, but the
onverse is not true. Hene to prove that orientable non-planar subgraphs or
orientable planar subgraphs with B > 2 are irrelevant requires to use a bit of
the verties osillations to improve Lemma B.2.4 and get :
3
Beware that the fator i in [41℄ is now 2i, and that the ω used here is the onvergene
rather than divergene degree. Hene there is both a sign hange and a fator 2 of dierene
between the ω's of this paper and the ones of [41℄.
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Lemma B.2.5 For orientable subgraphs with g > 1 we have
ω(G) > N + 4 . (2.21)
For orientable subgraphs with g = 1 and B > 2 we have
ω(G) > N . (2.22)
This lemma although still not giving (2.19) is suient for the purpose of this
paper. For instane it implies diretly that graphs whih ontain only irrelevant
subgraphs in the sense of (2.19) have nite amplitudes uniformly bounded by
Kn, using the standard method of [53℄ to bound the assignment sum over µ in
(2.12).
The rest of this subsetion is essentially devoted to the proof of this Lemma
B.2.5.
We return before solving δ funtions, hene to the v variables. We will need
only to ompute in a preise way the osillations whih are quadrati in the
long variables v's to prove (2.21) and the linear osillations in vθ−1x to prove
(2.22). Fortunately an analog problem was solved in momentum spae by Filk
and Chepelev-Roiban [17, 50℄, and we need only a slight adaptation of their work
to position spae. In fat in this subsetion short variables are quite inessential
but it is onvenient to treat on the same footing the long v and the external x
variables, so we introdue a new global notation y for all these variables. The
verties rewrite as∏
v
δ(y1 − y2 + y3 − y4 + εiui)eı
(P
i<j(−1)i+j+1yiθ−1yj+yQu+uRu
)
. (2.23)
for some inessential signs εi and some sympleti matries Q and R.
Sine we are not interested in the preise osillations in the short u variables
we will note in the sequel quite sloppily Eu any linear ombination of the u
variables. Let's onsider the rst Filk redution [17℄, whih ontrats tree lines
of the graph. It reates progressively generalized verties with even number of
elds. At a given indution step and for a tree line joining two suh generalized
verties with respetively p and q − p + 1 elds (p is even and q is odd), we
assume by indution that the two verties are
δ(y1 − y2 + y3...− yp + Eu)δ(yp − yp+1 + ...− yq + Eu) (2.24)
eı
(P
16i<j6p(−1)i+j+1yiθ−1yj+
P
p6i<j6q(−1)i+j+1yiθ−1yj+yQu+uRu
)
.
Using the seond δ funtion we see that :
yp = yp+1 − yp+2 + ....+ yq − Eu . (2.25)
Substituting this expression in the rst δ funtion we get :
δ(y1 − y2 + ...− yp+1 + ..− yq + Eu)δ(yp − yp+1 + ...− yq + Eu)(2.26)
eı
(P
16i<j6p(−1)i+j+1yiθ−1yj+
P
p6i<j6q(−1)i+j+1yiθ−1yj+yQu+uRu
)
.
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The quadrati terms whih inlude yp in the exponential are (taking into
aount that p is an even number) :
p−1∑
i=1
(−1)i+1yiθ−1yp +
q∑
j=p+1
(−1)j+1ypθ−1yj . (2.27)
Using the expression (2.25) for yp we see that the seond term gives only terms
in yLu. The rst term yields :
p−1∑
i=1
q∑
j=p+1
(−1)i+1+j+1yiθ−1yj =
p−1∑
i=1
q−1∑
k=p
(−1)i+k+1yiθ−1yj , (2.28)
whih reonstitutes the rossed terms, and we have reovered the indutive form
of the larger generalized vertex.
One should be aware that yp has disappeared from the nal result, but that
all the subsequent ys>p have hanged sign. This ompliation arises beause of
the yliity of the vertex. As p was hosen to be even (whih implies q odd) we
see that q−1 is even as it should. Consequently by this proedure we will always
treat only even verties. We nally rewrite the produt of the two verties as :
δ(y1 − y2 + ...+ yp−1 − yp+1 + ..− yq + Eu)δ(yp − yp−1 + ...− yq + Eu)
eı
(P
16i<j6q(−1)i+j+1yiθ−1yj+yQu+uRu
)
(2.29)
where the exponential is written in terms of the reindexed vertex variables. In
this way we an ontrat all lines of a spanning tree T and redue G to a single
vertex with tadpole loops" alled a rosette graph" [50℄. In this rosette to keep
trak of yliity is essential so rather than the point-like" vertex of [50℄ we
prefer to draw the rosette as a yle (whih is the border of the former tree)
bearing loops lines on it (see Figure B.4). Remark that the rosette an also be
1
2
345
6
7
Fig. B.4: A typial rosette
onsidered as a big vertex, with r = 2n+2 elds, on whih N are external elds
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with external variables x and 2n+ 2 −N are loop elds for the orresponding
n+1−N/2 loops. When the graph is orientable (whih is the ase to onsider in
Lemma B.2.5, the elds alternatively enter and exit, and orrespond to the elds
on the border of the tree T , whih we meet turning around ounterlokwise in
Figure B.1. In the rosette the long variables yl for l in T have disappeared. Let
us all z the set of remaining long loop and external variables. Then the rosette
vertex fator is
δ(z1 − z2 + ...− zr + Eu)eı
(P
16i<j6r(−1)i+j+1ziθ−1zj+zQu+uRu
)
. (2.30)
The initial produt of δ funtions has not disappeared so we an still write
it as a produt over branhes like in the previous setion and use it to solve the
yl variables in terms of the z variables and the short u variables. The net eet
of the Filk rst redution was simply to rewrite the root branh δ funtion and
the ombination of all verties osillations (using the other δ funtions) as the
new big vertex or rosette fator (2.30).
The seond Filk redution [17℄ further simplies the rosette fator by erasing
the loops of the rosette whih do not ross any other loops or arh over external
elds. Here again the same operation is possible. Consider indeed suh a rosette
loop l (for instane loop 2 in Figure B.4). This means that on the rosette yle
there is an even number of verties in betwen the two ends of that loop and
moreover that the sum of z's in betwen these two ends must be zero, sine
they are loop variables whih both enter and exit between these ends. Putting
together all the terms in the exponential whih ontain zl we onlude exatly
as in [17℄ that these long z variables ompletely disappears from the rosette
osillation fator, whih simplies as in [50℄ to
δ(z1 − z2 + ...− zr + Eu)eı(zIz+zQu+uRu) , (2.31)
where Iij is the antisymmetri intersetion matrix" of [50℄ (up to a dierent
sign onvention). Here Iij = +1 if oriented loop line i rosses oriented loop line
j oming from its right, Iij = −1 if i rosses j oming from its left, and Iij = 0
if i and j do not ross. These formulas are also true for i external line and j loop
line or the onverse, provided one extends the external lines from the rosette
irle radially to innity to see their rossing with the loops. Finally when i
and j are external lines one should dene Iij = (−1)p+q+1 if p and q are the
numbering of the lines on the rosette yle (starting from an arbitrary origin).
If a node Gik of the Gallavotti-Niolò tree is orientable but non-planar
(g > 1), there must therefore exist two interseting loop lines in the rosette
orresponding to this Gik, with long variables w1 and w2. Moreover sine G
i
k is
orientable, none of the long loop variables assoiated with these two lines be-
longs to the set S of long variables eliminated by the δ onstraints. Therefore,
after integrating the variables in S the basi mehanism to improve the power
ounting of a single non planar subgraph is the following. The integral∫
dw1dw2e
−M−2i1w21−M−2i2w22−iw1θ−1w2+w1.E1(x,u)+w2E2(x,u) , (2.32)
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beomes : ∫
dw′1dw
′
2e
−M−2i1 (w′1)2−M−2i2 (w′2)2+iw′1θ−1w′2+(u,x)Q(u,x)
= KM4i1
∫
dw′2e
−(M2i1+M−2i2 )(w′2)2 = KM4i1M−4i2 . (2.33)
In these equations we used for simpliity M−2i instead of the orret but more
ompliated fator (Ω/4) tanh(α/2) (see 2.6) (of ourse this does not hange
the argument) and we performed a unitary linear hange of variables w′1 =
w1 + ℓ1(x, u), w
′
2 = w2 + ℓ2(x, u) to ompute the osillating w
′
1 integral. The
gain in (2.33) is M−8i2 , whih is the dierene between M−4i2 and the normal
fator M4i2 that the w2 integral would have ost if we had done it with the
regular e−M
−2i2w22
fator for long variables. To maximize this gain we an assume
i1 6 i2.
This basi argument must then be generalized to eah non-planar leaf in the
Gallavotti-Niolò tree. This is done exatly in the same way as the indutive de-
nition of the set A of lashing lines in the non-orientable ase. In any orientable
non-planar `primitive" Gik node (i.e. not ontaining sub non-planar nodes) we
an hoose an arbitrary pair of rossing loop lines whih will be integrated as in
(2.33) using this osillation. The orresponding improvements are independent.
This leads to an improved amplitude bound :
|AG,µ| 6 Kn
∏
i,k
M−ω(G
i
k) , (2.34)
where now ω(Gik) = N(G
i
k) + 4 if G
i
k is orientable and non planar (i.e. g > 1).
This bound proves (2.21).
Finally it remains to onsider the ase of nodes Gik whih are planar orien-
table but with B > 2. In that ase there are no rossing loops in the rosette
but there must be at least one loop line arhing over a non trivial subset of
external legs in the Gik rosette (see line 6 in Figure B.4). We have then a non
trivial integration over at least one external variable, alled x, of at least one
long loop variable alled w. This external" x variable without the osillation
improvement would be integrated with a test funtion of sale 1 (if it is a true
external line of sale 1) or better (if it is a higher long loop variable)4. But we
get now ∫
dxdwe−M
−2iw2−iwθ−1x+w.E1(x′,u)
= KM4i
∫
dxe−M
+2ix2 = K ′ , (2.35)
so that a fator M4i in the former bound beomes O(1) hene is improved by
M−4i. This proves (2.22) hene ompletes the proof of Lemma B.2.5. ✷
4
Sine the loop line arhes over a non trivial (i.e. neither full nor empty) subset of external
legs of the rosette, the variable x annot be the full ombination of external variables in the
root" δ funtion.
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This method ould be generalized to get the true power ounting (2.19). One
simply needs a better desription of the rosette osillating fators when g or B
inrease. It is in fat possible to disentangle" the rosette by some kind of third
Filk move". Indeed the rank of the long variables quadrati osillations is exatly
the genus, and the rank of the linear term oupling these long variables to the
external ones is exatly B− 1. So one an through a unitary hange of variables
on the long variables indutively disentangle adjaent rossing pairs of loops in
the rosette. This means that it is possible to diagonalize the rosette sympleti
form through expliit moves of the loops along the rosette. One osillations are
fatorized in this way, the single improvements shown in this setion generalize
to one improvement ofM−8i per genus and one improvement ofM−4i per broken
fae. In this way the exat power ounting (2.19) should be reovered by pure
x-spae tehniques whih never require the use of the matrix basis. This study
is more tehnial and not really neessary for the BPHZ theorem proved in this
paper.
B.3 Renormalization
In this setion we need to onsider only divergent subgraphs, namely the
planar two and four point subgraphs with a single external fae (g = 0, B = 1,
N = 2 or 4). We shall prove that they an be renormalized by appropriate oun-
terterms of the form of the initial Lagrangian. We ompute rst the osillating
fators Q and R of the short variables in (2.31) for these graphs. This is not
truly neessary for what follows, but is a good exerise.
B.3.1 The Osillating Rosette Fator
In this subsetion we dene another more preise representation for the ro-
sette fator obtained after applying the rst Filk moves to a graph of order n.
We rewrite in terms of ul and vl the oordinates of the ends of the tree lines l,
l = 1, . . . , n− 1 (those ontrated in the rst Filk moves), but keep as variables
alled s1, . . . , s2n+2 the positions of all external elds and all ends of loop lines
(those not ontrated in the rst Filk moves).
We start from the root and turn around the tree in the trigonometrial
sense. We number separately all the elds as 1, . . . , 2n+2 and all the tree lines
as 1, . . . , n − 1 in the order they are met, but we also dene a global ordering
≺ on the set of all the elds and tree lines aording to the order in whih they
are met (see Figure B.5). In this way we know whether eld number p is met
before or after tree line number q. For example, in Figure B.5, eld number 8 ≺
tree line number 6.
Lemma B.3.1 The rosette ontribution after a omplete rst Filk redution is
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l1
l4
l2
l3
1
1
2
2
3
4
3
4
55
6
7
8
6
9
10
11
7
121314
15
8
9
16
17
18
10
19
20
21
22
23
24
Fig. B.5: Total ordering of the tree lines and elds
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exatly :
δ(s1 − s2 + · · · − s2n+2 +
∑
l∈T
ul)e
i
P
06i<j6r(−1)i+j+1siθ−1sj
e−i
P
l≺l′ ulθ
−1ul′ e−i
P
l ε(l)
ulθ
−1vl
2 ei
P
l,i≺l(−1)isiθ−1ul+i
P
l,i≻l ulθ
−1(−1)isi ,(2.1)
where ε(l) is −1 if the tree line l is oriented towards the root and +1 if it is not.
Proof : We proeed by indution. We ontrat the tree lines aording to their
ordering. In this way, at any step k we ontrat a generalized vertex with 2k+2
external elds orresponding to the ontration of the k − 1 rst lines with a
usual four-vertex with r = 4, and obtain a new generalized vertex with 2k + 4
elds.
We suppose indutively that the generalized vertex has the above form and
prove that it keeps this form after the ontration. We denote the external
oordinates of this vertex as s1, . . . , s2k+2 and the oordinates of the four-vertex
as t1, . . . , t4. We ontrat the propagator (sp, tq) with assoiated variables v =
sp + tq and u = (−1)p+1sp + (−1)q+1tq. We also note that, sine the tree is
orientable, p+ q is odd.
Adding the arguments of the two δ funtions gives the global δ funtion. We
have the two equations :
s1 − s2 + · · · − s2k+2 +
∑
us = 0 , t1 − t2 + t3 − t4 = 0 . (2.2)
Using the invariane of the t vertex we an always eliminate the ontribution of
tq in the phase fator. We therefore have :
ϕ = [s1 − s2 + · · ·+ (−1)psp−1]θ−1(−1)psp
+(−1)pspθ−1[(−1)p+2sp+1 + · · · − s2k+2]
= [s1 − s2 + · · ·+ (−1)psp−1]θ−1[−u+ (−1)q+1tq]
+[−u+ (−1)q+1tq]θ−1[(−1)p+2sp+1 + . . . .− s2k+2]. (2.3)
As (−1)q+1tq =
∑4
i=1,i6=q(−1)iti we see that the sθ−1tq terms in the above
expression reprodue exatly the rossed terms needed to omplete the rst
exponential. We rewrite the other terms as :
[s1 − s2 + · · ·+ (−1)psp−1]θ−1(−u) + (−u)θ−1[(−1)p+2sp+1 · · · − s2k+2]
= [s1 − s2 + · · ·+ (−1)psp−1]θ−1(−u)
+(−u)θ−1[−s1 + s2 · · ·+ (−1)psp −
∑
s
us]
= 2[s1 − s2 + · · ·+ (−1)psp−1]θ−1(−u) + (−u)θ−1(−1)psp + uθ−1
∑
s
us
= 2
∑
i≺l
(−1)isiθ−1u+ (−1)p+1uθ
−1v
2
+
∑
s
uθ−1us . (2.4)
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where we have used (−1)psp = (−1)p(v − u)/2.
Note that further ontrations will not involve s1 . . . sp−1. After olleting
all the ontrations and using the global delta funtion we write :
2
∑
l,i≺l
(−1)isiθ−1ul =
∑
l,i≺l
(−1)isiθ−1ul+
∑
l,i≻l
ulθ
−1(−1)isi+
∑
l,l′
ulθ
−1ul′ , (2.5)
and the last term is zero by the antisymmetry of θ−1. ✷
We note L the set of loop lines, and analyze now further the rosette ontri-
bution for planar graphs. We all now xi, i = 1, . . . , N the N external positions.
We hoose as rst external eld 1 an arbitrary entering external line. We dene
an ordering among the set of all lines, writing l′ ≺ l if both ends of l′ are before
the rst end of l when turning around the tree as in Figure B.5 where l1 ≺ l2.
Analogously we dene l ≺ j when j is an external vertex (l1 ≺ x4 in Figure
B.5). We dene l′ ⊂ l if both ends of l′ lie in between the ends of l on the
rosette (l2 ⊂ l4 in Figure B.5). We ount a loop line as positive if it turns in
the trigonometri sense like the rosette and negative if it turns lokwise. Eah
loop line l ∈ L has now a sign ε(l) assoiated with this onvention, and we now
expliit its end variables in terms of ul and wl.
With these onventions we prove the following lemma :
Lemma B.3.2 The vertex ontribution for a planar regular graph is exatly :
δ(
∑
i
(−1)i+1xi +
∑
l∈T∪L
ul)e
ı
P
i,j(−1)i+j+1xiθ−1xj
eı
P
l∈T∪L, l≺j ulθ
−1(−1)jxj+ı
P
l∈T∪L, l≻j(−1)jxjθ−1ul
e−ı
P
l,l′∈T∪L, l≺l′ ulθ
−1ul′−ı
P
l∈T
ulθ
−1vl
2 ε(l)−ı
P
l∈L
ulθ
−1wl
2 ε(l)
e−ı
P
l∈L, l′∈L∪T ; l′⊂l ul′θ
−1wlε(l) . (2.6)
Proof We see that the global root δ funtion has the argument :∑
i
(−1)i+1xi +
∑
l∈L∪T
ul. (2.7)
Sine the graph has one broken fae we always have an even number of verties
on the external fae between two external elds. We express all the internal
loop variables as funtions of u's and w's. Therefore the quadrati term in the
external verties an be written as :∑
i<j
(−1)i+j+1xiθ−1xj . (2.8)
The linear term in the external verties is :∑
i<j
(−1)i+1siθ−1(−1)jxj +
∑
i>j
(−1)jxjθ−1(−1)i+1si
+
∑
l∈T,l≻j
(−1)jxjθ−1ul +
∑
l∈T,l≺j
ulθ
−1(−1)jxj
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and equals ∑
l′∈L,l′≻j
ul′θ
−1(−1)jxj +
∑
l′∈L,l′≻j
(−1)jxjθ−1ul′
+
∑
l∈T,l≻j
(−1)jxjθ−1ul +
∑
l∈T,l≺j
ulθ
−1(−1)jxj . (2.9)
Consider a loop line from sp to sq with p < q. Its ontribution to the vertex
amplitude deomposes in a "loop-loop" term and a "loop-tree" term. The rst
one is : ∑
i<p
(−1)i+1siθ−1(−1)psp +
∑
p<i
i6=q
(−1)pspθ−1(−1)i+1si + spθ−1sq
+
∑
i<q
i6=p
(−1)i+1siθ−1(−1)qsq +
∑
q<i
(−1)psqθ−1(−1)i+1si
=
∑
i<p
(−1)i+1siθ−1[(−1)psp + (−1)qsq]
+
∑
q<i
[(−1)psp + (−1)qsq]θ−1(−1)i+1si
+
∑
p<i<q
(−1)i+1siθ−1[(−1)p+1sp + (−1)qsq] + spθ−1sq . (2.10)
Taking into aount that (−1)i+1si + (−1)j+1sj = ul′ if si and sj are the
two ends of the loop line l′, we an rewrite the above expression as :∑
l′≺l
ul′θ
−1(−ul) +
∑
l′≻l
(−ul)θ−1ul′ +
∑
l′⊂l
ul′θ
−1(−1)p+1wl
+(−1)p+1ulθ
−1wl
2
+
∑
l′,l⊂l′
ulθ
−1(−1)i+1wl′ , (2.11)
where l is xed in all the above expressions. Summing the ontributions of all
the lines (being areful not to ount the same term twie) we get the nal result :
−
∑
l′≺l
ul′θ
−1ul −
∑
l,l′⊂l
ul′θ
−1wl ε(l)−
∑
l
ulθ
−1wl ε(l)
2
. (2.12)
We still have to add the "loop-tree" ontribution. It reads :∑
l′∈T,l′≺p
ul′θ
−1(−1)psp +
∑
l′∈T,l′≻p
(−1)pspθ−1ul′
+
∑
l′∈T,l′≺q
ul′θ
−1(−1)qsq +
∑
l′∈T,l′≻q
(−1)qsqθ−1ul′
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and equals
∑
l′∈T ;l′≺p,q
ul′θ
−1[(−1)psp + (−1)qsq] +
∑
l′∈T ;l′≻p,q
[(−1)psp + (−1)qsq]θ−1ul′
+
∑
l′∈T ;p≺l′≺q
ul′θ
−1[(−1)p+1sp + (−1)qsq]
=
∑
l′∈T ;l′≺l
ul′θ
−1(−ul) +
∑
l′∈T ;l′≻l
(−ul)θ−1ul′ +
∑
l′∈T ;l′⊂l
ul′θ
−1(−1)p+1wl .
(2.13)
Colleting all the fators proves the lemma. ✷
B.3.2 Renormalization of the Four-point Funtion
Consider a 4 point subgraph whih needs to be renormalized, hene is a
node of the Gallavotti-Niolò tree. This means that there is (i, k) suh that
N(Gik) = 4. The four external positions of the amputated graph are labeled
x1, x2, x3 and x4. We also dene Q, R and S as three skew-symmetri matries
of respetive sizes 4 × l(Gik), l(Gik) × l(Gik) and [n(Gik) − 1]× l(Gik), where we
reall that n(G) − 1 is the number of loops of a 4 point graph with n verties.
The amplitude assoiated to the onneted omponent Gik is then
A(Gik)(x1, x2, x3, x4) =
∫ ∏
ℓ∈T ik
duℓCℓ(x, u, w)
∏
l∈Gik, l 6∈T
duldwlCl(ul, wl)
δ
(
x1 − x2 + x3 − x4 +
∑
l∈Gik
ul
)
eı(
P
p<q(−1)p+q+1xpθ−1xq+XQU+URU+USW).(2.14)
The exat form of the fator
∑
p<q(−1)p+q+1xpθ−1xq follows from Lemma B.3.2.
From this Lemma and (2.15) below would also follow exat expressions for Q, R
and S, but we wont need them. The important fat is that there are no quadrati
osillations in X times W (beause B = 1) nor in W times W (beause g = 0).
Cl is the propagator of the line l. For loop lines Cl is expressed in terms of ul
and wl by formula (2.6), (with v replaed by our notation w for long variables
of loop lines). But for tree lines ℓ ∈ T ik reall that the solution of the system of
branh δ funtions for T has reexpressed the orresponding long variables vℓ in
terms of the short variables u, and the external and long loop variables of the
branh graph Gℓ whih lies over" ℓ in the rooted tree T . This is the essential
ontent of the subsetion B.2.2. More preisely onsider a line ℓ ∈ T ik with sale
i(ℓ) > i ; we an write
vℓ = Xℓ +Wℓ + Uℓ (2.15)
where
Xℓ =
∑
e∈E(ℓ)
εℓ,exe (2.16)
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is a linear ombination on the set of external variables of the branh graph Gℓ
with the orret alternating signs εℓ,e,
Wℓ =
∑
l∈L(ℓ)
εℓ,lwl (2.17)
is a linear ombination over the set L(ℓ) of long loop variables for the external
lines of Gℓ (and εℓ,l are other signs), and
Uℓ =
∑
l′∈S(ℓ)
εℓ,l′ul′ (2.18)
is a linear ombination over a set Sℓ of short variables that we do not need to
know expliitly. The tree propagator for line ℓ then is
Cℓ(uℓ, Xℓ, Uℓ,Wℓ) =
∫ M−2(i(ℓ)−1)
M−2i(ℓ)
Ωdαℓe
−Ω4 {coth(
αℓ
2 )u
2
l+tanh(
αℓ
2 )[Xℓ+Wℓ+Uℓ]
2}
[2π sinh(αℓ)]2
.
(2.19)
To renormalize, let us all e = max ep, p = 1, ..., 4 the highest external index
of the subgraph Gik. We have e < i sine G
i
k is a node of the Gallavotti-Niolò
tree. We evaluate A(Gik) on external elds
5 ϕ6e(xp) as :
A(Gik) =
∫ 4∏
p=1
dxpϕ
6e(xp)A(G
i
k)(x1, x2, x3, x4)
=
∫ 4∏
p=1
dxpϕ
6e(xp) e
ıExt
∏
ℓ∈T ik
duℓCℓ(uℓ, tXℓ, Uℓ,Wℓ) (2.20)
∏
l∈Gik l 6∈T
dul dwlCl(ul, wl) δ
(
∆+ t
∑
l∈Gik
ul
)
eıtXQU+ıURU+ıUSW
∣∣∣∣∣
t=1
.
with ∆ = x1 − x2 + x3 − x4 and Ext =
∑4
p<q=1(−1)p+q+1xpθ−1xq.
This formula is designed so that at t = 0 all dependene on the external
variables x fatorizes out of the u,w integral in the desired vertex form for
renormalization of the ϕ ⋆ ϕ ⋆ ϕ ⋆ ϕ interation in the ation (2.2). We now
perform a Taylor expansion to rst order with respet to the t variable and
prove that the remainder term is irrelevant. Let U =
∑
l∈Gik ul, and
R(t) = −
∑
ℓ∈T ik
Ω
4
tanh(
αℓ
2
)
{
t2X2ℓ + 2tXℓ
[
Wℓ + Uℓ
]}
≡ −t2AX.X − 2tAX.(W + U) . (2.21)
5
For the external index to be exatly e the external smearing fator should be in fatQ
p ϕ
6e(xp)−
Q
p ϕ
6e−1(xp) but this subtlety is inessential.
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where Aℓ = Ω4 tanh(αℓ2 ), and X · Y means
∑
ℓ∈T ik Xℓ.Yℓ. We have
A(Gik) =
∫ 4∏
p=1
dxpϕ
6e(xp) e
ıExt
∏
ℓ∈T ik
duℓ Cℓ(uℓ, Uℓ,Wℓ)
[ ∏
l∈Gik l 6∈T
duldwlCl(ul, wl)
]
eıURU+ıUSW (2.22)
{
δ(∆) +
∫ 1
0
dt
[
U · ∇δ(∆ + tU) + δ(∆ + tU)[ıXQU +R′(t)]
]
eıtXQU+R(t)
}
.
where Cℓ(uℓ, Uℓ,Wℓ) is given by (2.19) but taken at Xℓ = 0.
The rst term, denoted by τA, is of the desired form (2.4) times a number
independent of the external variables x. It is asymptotially onstant in the
slie index i, hene the sum over i at xed e is logarithmially divergent : this
is the divergene expeted for the four-point funtion. It remains only to hek
that (1 − τ)A onverges as i − e → ∞. But we have three types of terms in
(1− τ)A, eah providing a spei improvement over the regular, log-divergent
power ounting of A :
 The term U ·∇δ(∆+ tU). For this term, integrating by parts over external
variables, the ∇ ats on external elds ϕ6e, hene brings at most M e to
the bound, whether the U term brings at least M−i.
 The term XQU . Here X brings at most M e and U brings at least M−i.
 The term R′(t). It deomposes into terms in AX ·X , AX ·U and AX ·W .
Here the Aℓ brings at least M−2i(ℓ), X brings at worst M e, U brings
at least M−i and XℓWℓ brings at worst M e+i(ℓ). This last point is the
only subtle one : if ℓ ∈ T ik, remark that beause T ik is a sub-tree within
eah Gallavotti-Niolò subnode of Gik, in partiular all parameters wl′ for
l′ ∈ L(ℓ) whih appear in Wℓ must have indies lower or equal to i(ℓ)
(otherwise they would have been hosen instead of ℓ in T ik).
In onlusion, sine i(ℓ) > i, the Taylor remainder term (1 − τ)A improves
the power-ounting of the onneted omponent Gik by a fator at leastM
−(i−e)
.
This additional M−(i−e) fator makes (1 − τ)A(Gik) onvergent and irrelevant
as desired.
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B.3.3 Renormalization of the Two-point Funtion
We onsider now the nodes suh that N(Gik) = 2. We use the same notations
than in the previous subsetion. The two external points are labeled x and y.
Using the global δ funtion, whih is now δ
(
x − y + U
)
, we remark that the
external osillation eıxθ
−1y
an be absorbed in a redenition of the term eıtXQU ,
whih we do from now on. Also we want to use expressions symmetrized over x
and y. The full amplitude is
A(Gik) =
∫
dxdyϕ6e(x)ϕ6e(y)δ
(
x− y + U
)
(2.23)∏
l∈Gik, l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T ik
duℓCℓ(uℓ, Xℓ, Uℓ,Wℓ) e
ıXQU+ıURU+ıUSW .
First we write the identity
ϕ6e(x)ϕ6e(y) =
1
2
[
[ϕ6e(x)]2 + [ϕ6e(y)]2 − [ϕ6e(y)− ϕ6e(x)]2
]
,(2.24)
we develop it as
ϕ6e(x)ϕ6e(y) =
1
2
{
[ϕ6e(x)]2 + [ϕ6e(y)]2 −
[
(y − x)µ · ∇µϕ6e(x) (2.25)
+
∫ 1
0
ds(1 − s)(y − x)µ(y − x)ν∇µ∇νϕ6e(x+ s(y − x))
]2}
,
and substitute into (2.23). The rst term A0 is a symmetri ombination with
external elds at the same argument. Consider the ase with the two external
legs at x, namely the term in [ϕ6e(x)]2. For this term we integrate over y. This
uses the δ funtion. We perform then a Taylor expansion in t at order 3 of the
remaining funtion
f(t) = eıtXQU+R(t) , (2.26)
where we reall that R(t) = −[t2AX.X + 2tAX.(W + U)]. We get
A0 =
1
2
∫
dx[ϕ6e(x)]2 eı(URU+USW )∏
l∈Gjk, l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T ik
duℓCℓ(uℓ, Uℓ,Wℓ)
(
f(0) + f ′(0) +
1
2
f ′′(0) +
1
2
∫ 1
0
dt (1 − t)2f (3)(t)
)
. (2.27)
In order to evaluate that expression, let A0,0, A0,1, A0,2 be the zeroth, rst
and seond order terms in this Taylor expansion, and A0,R be the remainder
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term. First,
A0,0 =
∫
dx [ϕ6e(x)]2 eı(URU+USW )
∏
l∈Gik ,l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T ik
duℓCℓ(uℓ, Uℓ,Wℓ) (2.28)
is quadratially divergent and exatly of the expeted form for the mass oun-
terterm. Then
A0,1 =
1
2
∫
dx[ϕ6e(x)]2 eı(URU+USW )
∏
l∈Gik, l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T i
k
duℓCℓ(uℓ, Uℓ,Wℓ)
(
ıXQU +R′(0)
)
(2.29)
vanishes identially. Indeed all the terms are odd integrals over the u,w variables.
A0,2 is more ompliated :
A0,2 =
1
2
∫
dx[ϕ6e(x)]2 eı(URU+USW )
∏
l∈Gik, l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T ik
duℓCℓ(uℓ, Uℓ,Wℓ)
(
− (XQU)2
−4ıXQUAX · (W + U)− 2AX ·X + 4[AX · (W + U)]2
)
. (2.30)
The four terms in (XQU)2, XQUAX ·W AX · X and [AX ·W ]2 are lo-
garithmially divergent and ontribute to the renormalization of the harmoni
frequeny term Ω in (2.2). (The terms in xµxν with µ 6= ν do not survive by
parity and the terms in (xµ)2 have obviously the same oeient. The other
terms in XQUAX ·U , (AX ·U)(AX ·W ) and [AX ·U ]2 are irrelevant. Similarly
the terms in A0,R()x are all irrelevant.
For the term in A0(y) in whih we have
∫
dx[ϕ6e(y)]2 we have to perform a
similar omputation, but beware that it is now x whih is integrated with the δ
funtion so that Q, S, R and R hange, but not the onlusion.
Next we have to onsider the term in
[
(y − x)µ · ∇µϕ6e(x)
]2
in (2.25), for
whih we need to develop the f funtion only to rst order. Integrating over y
replaes eah y − x by a U fator so that we get a term
A1 =
1
2
∫
dx
[
U
µ · ∇µϕ6e(x)
]2
eı(URU+USW )
∏
l∈Gik ,l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T ik
duℓCℓ(uℓ, Uℓ,Wℓ)
(
f(0) +
∫ 1
0
dtf ′(t)dt
)
(2.31)
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The rst term is
A1,0 =
1
2
∫
dx
[
U
µ · ∇µϕ6e(x)
]2
eı(URU+USW )
∏
l∈Gi
k
,l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T i
k
duℓCℓ(uℓ, Uℓ,Wℓ) (2.32)
The terms with µ 6= ν do not survive by parity. The other ones reonstrut a
ounterterm proportional to the Laplaian. The power-ounting of this fator
A1,0 is improved, with respet to A, by a fator M
−2(i−e)
whih makes it only
logarithmially divergent, as should be for a wave-funtion ounterterm.
The remainder term in Ax1,R has an additional fator at worst M
−(i−e)
o-
ming from the
∫ 1
0 dtf
′(t)dt term, hene is irrelevant and onvergent.
Finally the remainder terms AR with three or four gradients in (2.25) are
also irrelevant and onvergent. Indeed we have terms of various types :
 There are terms in U3 with ∇3. The ∇ at on the variables x, hene on
external elds, hene bring at most M3e to the bound, whether the U3
brings at least M−3i.
 Finally there are terms with 4 gradients whih are still smaller.
Therefore for the renormalized amplitude AR the power-ounting is impro-
ved, with respet to A0, by a fator M
−3(i−e)
, and beomes onvergent.
Putting together the results of the two previous setion, we have proved that
the usual eetive series whih expresses any onneted funtion of the theory
in terms of an innite set of eetive ouplings, related one to eah other by
a disretized ow [53℄, have nite oeients to all orders. Reexpressing these
eetive series in terms of the renormalized ouplings would reintrodue in the
usual way the Zimmermann's forests of useless" ounterterms and build the
standard old-fashioned" renormalized series. The most expliit way to hek
niteness of these renormalized series in order to omplete the BPHZ theorem"
is to use the standard lassiation of forests" whih distributes Zimmermann's
forests into pakets suh that the sum over assignments in eah paket is nite
[53℄
6
. This part is ompletely standard and idential to the ommutative ase.
Hene the proof of Theorem B.2.1 is ompleted.
B.4 The LSZ Model
In this setion we prove the perturbative renormalizability of a generalized
Langmann-Szabo-Zarembo model [55℄. It onsists in a bosoni omplex salar
eld theory in a xed magneti bakground plus an harmoni osillator. The
quarti interation is of the Moyal type. The ation funtional is given by
S =
∫
1
2
ϕ¯
(−DµDµ +Ω2x2 + µ20)ϕ+ λ ϕ¯ ⋆ ϕ ⋆ ϕ¯ ⋆ ϕ (2.1)
6
One ould also use the popular indutive sheme of Polhinski, whih however does not
extend yet to non-perturbative onstrutive" renormalization
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where Dµ = ∂µ− ıBµνxν is the ovariant derivative. The 1/2 fator is somewhat
unusual in a omplex theory but it allows us to reover exatly the results given
in [36℄ with Ω2 → ω2 = Ω2+B2. By expanding the quadrati part of the ation,
we get a Φ4-like kineti part plus an angular momentum term :
ϕ¯DµDµϕ+Ω
2x2ϕ¯ϕ = ϕ¯
(
∆− ω2x2 − 2BL5
)
ϕ (2.2)
with L5 = x
1p2− x2p1+ x3p4− x4p3 = x∧∇. Here the skew-symmetri matrix
B has been put in its anonial form
B =


0 −1
1 0
(0)
(0)
0 −1
1 0

 . (2.3)
In x spae, the interation term is exatly the same as (2.4). The omplex
onjugation of the elds only selets the orientable graphs.
At Ω = 0, the model is similar to the Gross-Neveu theory. This will be treated
in a future paper [32℄. If we additionally set B = θ−1 we reover the integrable
LSZ model [55℄.
B.4.1 Power Counting
The propagator orresponding to the ation (2.1) has been alulated in [36℄
in the two-dimensional ase. The generalization to higher dimensions e.g. four,
is straightforward :
C(x, y) =
∫ ∞
0
dt
ω2
(2π sinhωt)2
exp−ω
2
(
coshBt
sinhωt
(x− y)2 (2.4)
+
coshωt− coshBt
sinhωt
(x2 + y2) + ı
sinhBt
sinhωt
xθ−1y
)
.
Note that the slied version of (2.4) obeys the same bound (2.11) as the ϕ4
propagator. Moreover the additional osillating phases exp ıxθ−1y are of the
form exp ı ulθ
−1vl. Suh terms played no role in the power ounting of the Φ4
theory. They were bounded by one. This allows to onlude that Lemmas B.2.4
and B.2.5 hold for the generalized LSZ model. Note also that in this ase, the
theory ontains only orientable graphs due to the use of omplex elds.
B.4.2 Renormalization
As for the nonommutative Φ4 theory, we only need to renormalize the planar
(g = 0) two and four-point funtions with only one external fae.
Reall that the osillating fators of the propagators are
exp ı
sinhBt
2 sinhωt
ulθ
−1vl. (2.5)
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After resolving the vℓ, ℓ ∈ T variables in terms of Xℓ, Wℓ and Uℓ, they an be
inluded in the verties osillations by a redenition of the Q, S and R matries
(see (2.14)). For the four-point funtion, we an then perform the same Taylor
subtration as in the Φ4 ase.
The two-point funtion ase is more subtle. Let us onsider the generi amplitude
A(Gik) =
∫
dxdyϕ¯6e(x)ϕ6e(y)δ
(
x− y + U) (2.6)∏
l∈Gik, l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T ik
duℓCℓ(uℓ, Xℓ, Uℓ,Wℓ) e
ıXQU+ıURU+ıUSW .
The symmetrization proedure (2.24) over the external elds is not possible
anymore, the theory being omplex. Nevertheless we an deompose ϕ¯(x)ϕ(y)
in a symmetri and an anti-symmetri part :
ϕ¯(x)ϕ(y) =
1
2
(ϕ¯(x)ϕ(y) + ϕ¯(y)ϕ(x) + ϕ¯(x)ϕ(y) − ϕ¯(y)ϕ(x))
def
= (S +A) ϕ¯(x)ϕ(y). (2.7)
The symmetri part of A, alled As, will lead to the same renormalization
proedure as the Φ4 ase. Indeed,
Sϕ¯(x)ϕ(y) = 1
2
(ϕ¯(x)ϕ(y) + ϕ¯(y)ϕ(x))
=
1
2
{ϕ¯(x)ϕ(x) + ϕ¯(y)ϕ(y)− (ϕ¯(x)− ϕ¯(y)) (ϕ(x) − ϕ(y))} (2.8)
whih is the omplex equivalent of (2.24).
In the anti-symmetri part of A, alled Aa, the linear terms ϕ¯∇ϕ do not om-
pensate :
Aϕ¯(x)ϕ(y) = 1
2
(ϕ¯(x)ϕ(y) − ϕ¯(y)ϕ(x))
=
1
2
(
ϕ¯(x)(y − x) · ∇ϕ(x) − (y − x) · ∇ϕ¯(x)ϕ(x)
+
1
2
ϕ¯(x)((y − x) · ∇)2ϕ(x) − 1
2
((y − x) · ∇)2ϕ¯(x)ϕ(x)
+
1
2
∫ 1
0
ds(1− s)2ϕ¯(x)((y − x) · ∇)3ϕ(x+ s(y − x))
− ((y − x) · ∇)3ϕ¯(x+ s(y − x))ϕ(x)
)
. (2.9)
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We deompose Aa into ve parts following the Taylor expansion (2.9) :
A1+a =
∫
dxdy ϕ¯(x)(y − x) · ∇ϕ(x)δ(x− y + U) (2.10)∏
l∈Gik, l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T ik
duℓCℓ(uℓ, Xℓ, Uℓ,Wℓ) e
ıXQU+ıURU+ıUSW
whih is ∫
dx ϕ¯(x)U · ∇ϕ(x)
∏
l∈Gik, l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T ik
duℓCℓ(uℓ, X
′
ℓ, U
′
ℓ,Wℓ) e
ıXQ′U+ıURU+ıUSW
where we performed the integration over y thanks to the delta funtion. The
hanges have been absorbed in a redenition of Xℓ, Uℓ and Q. From now on Xℓ
(and X) ontain only x (if x is hooked to the branh b(l)) and we forget the
primes for Q and Uℓ. We expand the funtion f dened in (2.26) up to order 2 :
A1+a =
∫
ϕ¯(x)U · ∇ϕ(x)
∏
l∈Gi
k
, l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T i
k
duℓCℓ(uℓ, Uℓ,Wℓ) e
ıURU+ıUSW
(
f(0) + f ′(0) +
∫ 1
0
dt (1 − t)f ′′(t)
)
. (2.11)
The zeroth order term vanishes thanks to the parity of the integrals with respet
to the u and w variables. The rst order term ontains
ϕ¯(x)Uµ∇µϕ(x) (ıXQU +R′(0)) . (2.12)
The rst term leads to (U1∇1 + U2∇2)ϕ(x1U2 − x2U1) with the same kind of
expressions for the two other dimensions. Due to the odd integrals, only the
terms of the form (U1)2x2∇1 − (U2)2x1∇2 survive. We are left with integrals
like∫
(u1ℓ)
2
∏
l∈Gik, l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T ik
duℓCℓ(uℓ, Uℓ,Wℓ) e
ıURU+ıUSW . (2.13)
To prove that these terms give the same oeient (in order to reonstrut a
x∧∇ term), note that, apart from the (u1ℓ)2, the involved integrals are atually
invariant under an overall rotation of the u and w variables. Then by performing
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rotations of π/2, we prove that the ounterterm is of the form of the Lagrangian.
The R′(0) and the remainder term in A1+a are irrelevant.
Let us now study the other terms in Aa.
A1−a = −
∫
dxU · ∇ϕ¯(x)ϕ(x)
∏
l∈Gik , l 6∈T
duldwlCl(ul, wl)
∏
ℓ∈T ik
duℓCℓ(uℓ, Xℓ, Uℓ,Wℓ) e
ıXQU+ıURU+ıUSW . (2.14)
One more we deouple the external variables form the internal ones by Taylor
expanding the funtion f . Up to irrelevant terms, this only doubles the x ∧ ∇
term in A1+a .
A2+a =
1
2
∫
ϕ¯(x) (U · ∇)2ϕ(x)
∏
l∈Gik, l 6∈T
duldwlCl(ul, wl) (2.15)
∏
ℓ∈T ik
duℓCℓ(uℓ, Uℓ,Wℓ) e
ıURU+ıUSW
(
f(0) +
∫ 1
0
dt f
′
(t)
)
.
The f(0) term renormalizes the wave-funtion. The remainder term in (2.15) is
irrelevant. A2−a doubles the A2+a ontribution. Finally the last remainder terms
(the last two lines in (2.9)) are irrelevant too. This ompletes the proof of the
perturbative renormalizability of the LSZ models.
Remark that if we had onsidered a real theory with a ovariant deriva-
tive whih orresponds to a neutral salar eld in a magneti bakground, the
angular momentum term wouldn't renormalize. Only the harmoni potential
term would. It seems that the renormalization distinguishes the true theory in
whih a harged eld should ouple to a magneti eld. It would be interesting
to study the renormalization group ow of these kind of models along the lines
of [37℄.
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C.1 Introdution
Non ommutative (NC) quantum eld theory (QFT) may be important for
physis beyond the standard model and for understanding the quantum Hall
eet [25℄. It also ours naturally as an eetive regime of string theory [20, 51℄.
The simplest NC eld theory is the φ44 model on the Moyal spae. Its pertur-
bative renormalizability at all orders has been proved by Grosse, Wulkenhaar
and followers [27, 29, 41, 56℄. Grosse and Wulkenhaar solved the diult pro-
blem of ultraviolet/infrared mixing by introduing a new harmoni potential
term inspired by the Langmann-Szabo (LS) duality [30℄ between positions and
momenta.
Other renormalizable models of the same kind, inluding the orientable Fer-
mioni Gross-Neveu model [32℄, have been reently also shown renormalizable
at all orders and tehniques suh as the parametri representation have been
extended to NCQFT [39℄. It is now tempting to onjeture that ommutative
renormalizable theories in general have NC renormalizable extensions to Moyal
spaes whih imply new parameters. However the most interesting ase, namely
the one of gauge theories, still remains elusive.
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One perturbative renormalization is understood, the next problem is to
ompute the renormalization group (RG) ow. It is well known that the ordinary
ommutative φ44 model is not asymptotially free in the ultraviolet regime. This
problem, alled the Landau ghost or triviality problem aets also quantum
eletrodynamis. It almost killed quantum eld theory, whih was resurreted
by the disovery of ultraviolet asymptoti freedom in non-Abelian gauge theory
[57℄.
An amazing disovery was made in [37℄ : the non ommutative φ44 model
does not exhibit any Landau ghost at one loop. It is not asymptotially free
either. For any renormalized Grosse-Wulkenhaar harmoni potential parameter
Ωren > 0, the running Ω tends to the speial LS dual point Ωbare = 1 in the
ultraviolet. As a result the RG ow of the oupling onstant is simply bounded
1
. This result was extended up to three loops in [38℄.
In this paper we ompute the ow at the speial LS dual point Ω = 1, and
hek that the beta funtion vanishes at all orders using a kind of Ward identity
inspired by those of the Thirring or Luttinger models [58, 59, 60℄. Note however
that in ontrast with these models, the model we treat has quadrati (mass)
divergenes.
The non perturbative onstrution of the model should ombine this result
and a non-perturbative multisale analysis [53, 61℄. Also we think the Ward
identities disovered here might be important for the future study of more sin-
gular models suh as Chern-Simons or Yang Mills theories, and in partiular for
those whih have been advoated in onnetion with the Quantum Hall eet
[9, 10, 11℄.
In this letter we give the omplete argument of the vanishing of the beta
funtion at all orders in the renormalized oupling, but we assume knowledge
of renormalization and eetive expansions as desribed e.g. in [53℄, and of the
basi papers for renormalization of NC φ44 in the matrix base [27, 29, 41℄.
C.2 Notations and Main Result
We adopt simpler notations than those of [37, 38℄, and normalize so that
θ = 1, hene have no fator of π or θ.
The bare propagator in the matrix base at Ω = 1 is
Cmn;kl = Cmnδmlδnk ; Cmn =
1
A+m+ n
, (3.1)
where A = 2 + µ2/4, m,n ∈ N2 (µ being the mass) and we used the notations
δml = δm1l1δm2l2 , m+ n = m1 +m2 + n1 + n2 . (3.2)
There are two version of this theory, the real and omplex one. We fous on
the omplex ase, the result for the real ase follows easily [38℄.
1
The Landau ghost an be reovered in the limit Ωren → 0.
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The generating funtional is :
Z(η, η¯) =
∫
dφdφ¯ e−S(φ¯,φ)+F (η¯,η,;φ¯,φ)
F (η¯, η; φ¯, φ) = φ¯η + η¯φ
S(φ¯, φ) = φ¯Xφ+ φXφ¯+Aφ¯φ+
λ
2
φφ¯φφ¯ (3.3)
where traes are impliit and the matrix Xmn stands for mδmn. S is the ation
and F the external soures.
We denote Γ4(a, b, c, d) the amputated one partile irreduible four point
funtion with external indies set to a, b, c, d. Furthermore we denote Σ(a, b)
the amputated one partile irreduible two point funtion with external indies
set to a, b (also alled the self-energy). The wave funtion renormalization is
1 − ∂Σ(0, 0) where ∂Σ(0, 0) ≡ ∂LΣ = ∂RΣ = Σ(1, 0)− Σ(0, 0) is the derivative
of the self-energy with respet to one of the two indies a or b [38℄. Our main
result is :
Theorem The equation :
Γ4(0, 0, 0, 0) = λ(1 − ∂Σ(0, 0))2 (3.4)
holds up to irrelevant terms
2
to all orders of perturbation, either as a bare
equation with xed ultraviolet uto, or as an equation for the renormalized
theory. In the latter ase λ should still be understood as the bare onstant, but
reexpressed as a series in powers of λren.
C.3 Ward Identities
We orient the propagators from a φ¯ to a φ. For a eld φ¯ab we all the index
a a left index and the index, b a right index. The rst (seond) index of a φ¯
allways ontrats with the seond (rst) index of a φ. Consequently for φcd, c is
a right index and d is a left index.
Let U = eıB with B a small hermitian matrix. We onsider the left" (as it
ats only on the left indies) hange of variables
3
:
φU = φU ; φ¯U = U †φ¯ . (3.5)
The variation of the ation is, at rst order :
δS = φUXU †φ¯− φXφ¯ ≈ ı(φBXφ¯− φXBφ¯)
= ıB
(
Xφ¯φ− φ¯φX) (3.6)
2
Irrelevant terms inlude in partiular all non-planar or planar with more than one broken
fae ontributions.
3
There is a similar right" hange of variables, ating only on the right indies.
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and the variation of the external soures is :
δF = U †φ¯η − φ¯η + η¯φU − η¯φ ≈ −ıBφ¯η + ıη¯φB
= ıB
(− φ¯η + η¯φ). (3.7)
We obviously have :
δ lnZ
δBba
= 0 =
1
Z(η¯, η)
∫
dφ¯dφ
(− δS
δBba
+
δF
δBba
)
e−S+F (3.8)
=
1
Z(η¯, η)
∫
dφ¯dφ e−S+F
(− [Xφ¯φ− φ¯φX ]ab + [−φ¯η + η¯φ]ab) .
We now take ∂η∂η¯|η=η¯=0 on the above expression. As we have at most two
insertions we get only the onneted omponents of the orrelation funtions.
0 =< ∂η∂η¯
(− [Xφ¯φ− φ¯φX ]ab + [−φ¯η + η¯φ]ab)eF (η¯,η)|0 >c , (3.9)
whih gives :
<
∂(η¯φ)ab
∂η¯
∂(φ¯η)
∂η
− ∂(φ¯η)ab
∂η
∂(η¯φ)
∂η¯
− [Xφ¯φ− φ¯φX ]ab ∂(η¯φ)
∂η¯
∂(φ¯η)
∂η
>c
= 0. (3.10)
Using the expliit form of X we get :
(a− b) < [φ¯φ]ab ∂(η¯φ)
∂η¯
∂(φ¯η)
∂η
>c
=<
∂(η¯φ)ab
∂η¯
∂(φ¯η)
∂η
>c − < ∂(φ¯η)ab
∂η
∂(η¯φ)
∂η¯
> ,
and for η¯βαηνµ we get :
(a− b) < [φ¯φ]abφαβφ¯µν >c=< δaβφαbφ¯µν >c − < δbµφ¯aνφαβ >c (3.11)
We now restrit to terms in the above expressions whih are planar with a
single external fae, as all others are irrelevant. Suh terms have α = ν, a = β
and b = µ. The Ward identity for 2 point funtion reads :
(a− b) < [φ¯φ]abφνaφ¯bν >c=< φνbφ¯bν >c − < φ¯aνφνa >c (3.12)
(repeated indies are not summed).
Derivating further we get :
(a− b) < [φ¯φ]ab∂η¯1(η¯φ)∂η1 (φ¯η)∂η¯2(η¯φ)∂η2 (φ¯η) >c= (3.13)
< ∂η¯1(η¯φ)∂η1 (φ¯η)
[
∂η¯2(η¯φ)ab∂η2(φ¯η)− ∂η2(φ¯η)ab∂η¯2(η¯φ)
]
>c +1↔ 2 .
Take η¯1 βα, η1 νµ, η¯2 δγ and η2 σρ. We get :
(a− b) < [φ¯φ]abφαβ φ¯µνφγδφ¯ρσ >c (3.14)
=< φαβφ¯µνδaδφγbφ¯ρσ >c − < φαβ φ¯µνφγδφ¯aσδbρ >c +
< φγδφ¯ρσδaβφαbφ¯µν >c − < φγδφ¯ρσφαβφ¯aνδbµ >c .
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Fig. C.1: The Ward identity for a 2p point funtion with insertion on the left
fae
Again negleting all terms whih are not planar with a single external fae leads
to
(a− b) < φαa[φ¯φ]abφ¯bνφνδφ¯δα >c
=< φαbφ¯bνφνδφ¯δα >c − < φαaφ¯aνφνδφ¯δα >c .
Clearly there are similar identities for 2p point funtions for any p.
The indies a and b are left indies, so that we have the Ward identity with
an insertion on a left fae
4
as represented in Fig. C.1.
We onlude this setion by several remarks on the real theory. If φ(x) is a
real funtion then φab is a hermitian matrix. The ation and the soures are :
S = φXφ+
λ
4
φ4 , F = φη . (3.15)
We perform the hange of variables (preserving the hermitian harater of φ) :
φU = UφU † (3.16)
with onstant U a unitary matrix. A straightforward omputation shows that
the Jaobian of this hange of variables is 1 and the reader an hek that the
method above gives Ward identities idential with those of the omplex model.
C.4 Proof of the Theorem
We start this setion by some denitions : we will denote G4(m,n, k, l) the
onneted four point funtion restrited to the planar one broken fae ase,
where m,n, k, l are the indies of the external fae in the orret yli order.
The rst index m allways represents a left index.
4
There is a similar Ward identity obtained with the right" transformation, onsequently
with the insertion on a right fae.
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Similarely, G2(m,n) is the onneted planar one broken fae two point fun-
tion with m,n the indies on the external fae (also alled the dressed propa-
gator, see Fig. C.2). G2(m,n) and Σ(m,n) are related by :
G2(m,n) =
Cmn
1− CmnΣ(m,n) =
1
C−1mn − Σ(m,n)
. (3.17)
mnC   =
2
G(m,n)=
m
n
m
n
Fig. C.2: The dressed and the bare propagators
Gins(a, b; ...) will denote the planar one broken fae onneted funtion with
one insertion on the left border where the matrix index jumps from a to b. With
this notations the Ward identity (3.12) writes :
(a− b) G2ins(a, b; ν) = G2(b, ν)−G2(a, ν) . (3.18)
All the identities we use, either Ward identities or the Dyson equation of
motion an be written either for the bare theory or for the theory with omplete
mass renormalization, whih is the one onsidered in [38℄. In the rst ase the
parameter A in (3.1) is the bare one, Abare and there is no mass subtration.
In the seond ase the parameter A in (3.1) is Aren = Abare − Σ(0, 0), and
every two point 1PI subgraph is subtrated at 0 external indies
5
. Troughout
this paper ∂L will denote the derivative with respet to a left index and ∂R the
one with respet to a right index. When the two derivatives are equal we will
employ the generi notation ∂.
Let us prove rst the Theorem in the mass-renormalized ase, then in the
next subsetion in the bare ase. Indeed the mass renormalized theory used is
free from any quadrati divergenes, and remaining logarithmi subdivergenes
in the ultra violet uto an be removed easily by going, for instane, to the
useful" renormalized eetive series, as explained in [38℄.
We analyze a four point onneted funtion G4(0,m, 0,m) with index m 6= 0
on the right borders. This expliit break of left-right symmetry is adapted to
our problem.
Consider a φ¯ external line and the rst vertex hooked to it. Turning right on
the m border at this vertex we meet a new line (the slashed line in Fig. C.3).
The slashed line either separates the graph into two disonneted omponents
(G4(1) and G
4
(2) in Fig. C.3) or not (G
4
(3) in Fig. C.3). Furthermore, if the slashed
line separates the graph into two disonneted omponents the rst vertex may
either belong to a four point omponent (G4(1) in Fig. C.3) or to a two point
omponent (G4(2) in Fig. C.3).
5
These mass subtrations need not be rearranged into forests sine 1PI 2point subgraphs
never overlap non trivially.
C.4. PROOF OF THE THEOREM 141
φ φ =
p
φ
φ
φ
φ
φ φ
G
4
G
4
(1) G
4
(2) G
4
(3)
φ
φ
+ +
φ
φ
φ φ
φ
φ
0
0
0
0
0
0
0
0
m
m
m
m
m
m
m
m
Fig. C.3: The Dyson equation
We stress that this is a lassiation of graphs : the dierent omponents
depited in Fig. C.3 take into aount all the ombinatori fators. Further-
more, the setting of the external indies to 0 on the left borders and m on the
right borders distinguishes the G4(1) and G
4
(2) from their ounterparts pointing
upwards" : indeed, the latter are lassied in G4(3) !
We have thus the Dyson equation :
G4(0,m, 0,m) (3.19)
= G4(1)(0,m, 0,m) +G
4
(2)(0,m, 0,m) +G
4
(3)(0,m, 0,m) .
The seond term, G4(2), is zero. Indeed the mass renormalized two point
insertion is zero, as it has the external left index set to zero. Note that this is an
insertion exlusively on the left border. The simplest ase of suh an insertion
is a (left) tadpole. We will (naturally) all a general insertion touhing only the
left border a generalized left tadpole" and denote it by TL.
We will prove that G4(1) +G
4
(3) yields Γ
4 = λ(1 − ∂Σ)2 after amputation of
the four external propoagators.
We start with G4(1). It is of the form :
G4(1)(0,m, 0,m) = λC0mG
2(0,m)G2ins(0, 0;m) . (3.20)
By the Ward identity we have :
G2ins(0, 0;m) = lim
ζ→0
G2ins(ζ, 0;m) = lim
ζ→0
G2(0,m)−G2(ζ,m)
ζ
= −∂LG2(0,m) . (3.21)
Using the expliit form of the bare propagator we have ∂LC
−1
ab = ∂RC
−1
ab =
∂C−1ab = 1. Reexpressing G
2(0,m) by eq. (3.17) we onlude that :
G4(1)(0,m, 0,m) = λC0m
C0mC
2
0m[1− ∂LΣ(0,m)]
[1− C0mΣ(0,m)](1 − C0mΣ(0,m))2
= λ[G2(0,m)]4
C0m
G2(0,m)
[1− ∂LΣ(0,m)] . (3.22)
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The self energy is (again up to irrelevant terms ([29℄) :
Σ(m,n) = Σ(0, 0) + (m+ n)∂Σ(0, 0) (3.23)
Therefore up to irrelevant terms (C−10m = m+Aren) we have :
G2(0,m) =
1
m+Abare − Σ(0,m) =
1
m[1− ∂Σ(0, 0)] +Aren , (3.24)
and
C0m
G2(0,m)
= 1− ∂Σ(0, 0) + Aren
m+Aren
∂Σ(0, 0) . (3.25)
Inserting eq. (3.25) in eq. (3.22) holds :
G4(1)(0,m, 0,m) = λ[G
2(0,m)]4
(
1− ∂Σ(0, 0) + Aren
m+Aren
∂Σ(0, 0)
)
[1− ∂LΣ(0,m)] . (3.26)
=
pp
1PI 1PI CTlost
Fig. C.4: Two point insertion and opening of the loop with index p
For the G4(3)(0,m, 0,m) one starts by opening" the fae whih is rst on
the right. The summed index of this fae is alled p (see Fig. C.3). For bare
Green funtions this reads :
G4,bare(3) (0,m, 0,m) = C0m
∑
p
G4,bareins (p, 0;m, 0,m) . (3.27)
When passing to mass renormalized Green funtions one must be autious. It
is possible that the fae p belonged to a 1PI two point insertion in G4(3) (see
the left hand side in Fig. C.4). Upon opening the fae p this 2 point insertion
disappears (see right hand side of Fig. C.4) ! When renormalizing, the ounter-
term orresponding to this kind of two point insertion will be substrated on
the left hand side of eq.(3.27), but not on the right hand side. In the equation
for G4(3)(0,m, 0,m) one must therefore add its missing ounterterm, so that :
G4(3)(0,m, 0,m) = C0m
∑
p
G4ins(0, p;m, 0,m)
− C0m(CTlost)G4(0,m, 0,m) . (3.28)
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It is lear that not all 1PI 2 point insertions on the left hand side of Fig.
C.4 will be lost" on the right hand side. If the insertion is a generalized left
tadpole" it is not lost" by opening the fae p (imagine a tadpole pointing
upwards in Fig.C.4 : learely it will not be opened by opening the line). We will
all the 2 point 1PI insertions lost" on the right hand side ΣR(m,n). Denoting
the generalized left tadpole TL we an write (see Fig .C.5) :
Σ(m,n) = TL(m,n) + ΣR(m,n) . (3.29)
Note that as TL(m,n) is an insertion exlusively on the left border, it does not
depend upon the right index n. We therefore have ∂Σ(m,n) = ∂RΣ(m,n) =
∂RΣ
R(m,n).
Σ(m,n)
p
(m,n)TL (m,n)ΣR
=1PI + 1PI
m
n
m
m
n
n
Fig. C.5: The self energy
The missing mass ounterterm writes :
CTlost = Σ
R(0, 0) = Σ(0, 0)− TL . (3.30)
In order to evaluate ΣR(0, 0) we proeed by opening its fae p and using the
Ward identity (3.12), to obtain :
ΣR(0, 0) =
1
G2(0, 0)
∑
p
G2ins(0, p; 0)
=
1
G2(0, 0)
∑
p
1
p
[G2(0, 0)−G2(p, 0)]
=
∑
p
1
p
(
1− G
2(p, 0)
G2(0, 0)
)
. (3.31)
Using eq. (3.28) and eq. (3.31) we have :
G4(3)(0,m, 0,m) = C0m
∑
p
G4ins(0, p;m, 0,m)
− C0mG4(0,m, 0,m)
∑
p
1
p
(
1− G
2(p, 0)
G2(0, 0)
)
. (3.32)
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But by the Ward identity (3.15) :
C0m
∑
p
G4ins(0, p;m, 0,m)
= C0m
∑
p
1
p
(
G4(0,m, 0,m)−G4(p,m, 0,m)
)
, (3.33)
The seond term in eq. (3.33), having at least three denominators linear in p, is
irrelevant
6
. Substituing eq. (3.33) in eq . (3.32) we have :
G4(3)(0,m, 0,m) = C0m
G4(0,m, 0,m)
G2(0, 0)
∑
p
G2(p, 0)
p
. (3.34)
To onlude we must evaluate the sum in eq. (3.34). Using eq. (3.24) we have :∑
p
G2(p, 0)
p
=
∑
p
G2(p, 0)
p
( 1
G2(0, 1)
− 1
G2(0, 0)
) 1
1− ∂Σ(0, 0) (3.35)
In order to interpret the two terms in the above equation we start by per-
forming the same manipulations as in eq (3.31) for ΣR(0, 1). We get :
ΣR(0, 1) =
∑
p
1
p
(
1− G
2(p, 1)
G2(0, 1)
)
=
∑
p
1
p
(
1− G
2(p, 0)
G2(0, 1)
)
. (3.36)
where in the seond equality the we have negleted an irrelevant term.
Substituting eq. (3.31) and eq. (3.36) in eq. (3.35) we get :∑
p
G2(p, 0)
p
=
ΣR(0, 0)− ΣR(0, 1)
1− ∂Σ(0, 0) = −
∂RΣ
R(0, 0)
1− ∂Σ(0, 0) = −
∂Σ(0, 0)
1− ∂Σ(0, 0) . (3.37)
as ∂RΣ
R = ∂Σ. Hene :
G4(3)(0,m, 0,m) = −C0mG4(0,m, 0,m)
1
G2(0, 0)
∂Σ(0, 0)
1− ∂Σ(0, 0)
= −G4(0,m, 0,m) Aren ∂Σ(0, 0)
(m+Aren)[1− ∂Σ(0, 0)] . (3.38)
Using (3.26) and (3.38), equation (3.19) rewrites as :
G4(0,m, 0,m)
(
1 +
Aren ∂Σ(0, 0)
(m+Aren) [1− ∂Σ(0, 0)]
)
(3.39)
= λ(G2(0,m))4
(
1− ∂Σ(0, 0) + Aren
m+Aren
∂Σ(0, 0)
)
[1− ∂LΣ(0,m)] .
We multiply (3.39) by [1−∂Σ(0, 0)] and amputate four times. As the dierenes
Γ4(0,m, 0,m, )− Γ4(0, 0, 0, 0) and ∂LΣ(0,m)− ∂LΣ(0, 0) are irrelevant we get :
Γ4(0, 0, 0, 0) = λ(1 − ∂Σ(0, 0))2 . (3.40)
✷
6
Any perturbation order of G4(p,m, 0,m) is a polynomial in ln(p) divided by p2. Therefore
the sums over p above are allways onvergent.
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C.4.1 Bare identity
Let us explain now why the main theorem is also true as an identity between
bare funtions, without any renormalization, but with ultraviolet uto.
Using the same Ward identities, all the equations go through with only few
dierenes :
- we should no longer add the lost mass ounterterm in (3.28)
- the term G4(2) is no longer zero.
- equation (3.25) and all propagators now involve the bare A parameter.
But these eets ompensate. Indeed the bare G4(2) term is the left genera-
lized tadpole Σ− ΣR, hene
G4(2)(0,m, 0,m) = C0,m
(
Σ(0,m)− ΣR(0,m))G4(0,m, 0,m) . (3.41)
Equation (3.25) beomes up to irrelevant terms
Cbare0m
G2,bare(0,m)
= 1− ∂LΣ(0, 0) + Abare
m+Abare
∂LΣ(0, 0)− 1
m+Abare
Σ(0, 0)(3.42)
The rst term proportional to Σ(0,m) in (3.41) ombines with the new term in
(3.42), and the seond term proportional to ΣR(0,m) in (3.41) is exatly the
former lost ounterterm" ontribution in (3.28). This proves (3.4) in the bare
ase.
C.5 Conlusion
Sine the main result of this paper is proved up to irrelevant terms whih
onverge at least like a power of the ultraviolet uto, as this ultraviolet uto
is lifted towards innity, we not only get that the beta funtion vanishes in the
ultraviolet regime, but that it vanishes fast enough so that the total ow of the
oupling onstant is bounded. The reader might worry whether this onlusion
is still true for the full model whih has Ωren 6= 1, hene no exat onservation
of matrix indies along faes. The answer is yes, beause the ow of Ω towards
its ultra-violet limit Ωbare = 1 is very fast (see e.g. [38℄, Set II.2).
The vanishing of the beta funtion is a step towards a full non perturba-
tive onstrution of this model without any uto, just like e.g. the one of the
Luttinger model [59, 62℄. But NC φ44 would be the rst suh four dimensio-
nal model, and the only one with non logarithmi divergenes. Tantalizingly,
quantum eld theory might atually behave better and more interestingly on
non-ommutative than on ommutative spaes.
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In this paper we investigate the Shwinger parametri representation for the
Feynman amplitudes of the reently disovered renormalizable φ44 quantum eld
theory on the Moyal non ommutative R4 spae. This representation involves
new hyperboli polynomials whih are the non-ommutative analogs of the usual
Kirho" or Symanzik" polynomials of ommutative eld theory, but ontain
riher topologial information.
D.1 Introdution
Non-ommutative eld theories (for a general review see [25℄) deserve a tho-
rough and systemati investigation. Indeed they may be relevant for physis
beyond the standard model. They are ertainly eetive models for ertain li-
mits of string theory [20℄, [51℄. What is often less emphasized is that they an
also desribe eetive physis in our ordinary standard world but with non-loal
interations, suh as the physis of the quantum Hall eet [9℄.
In joint work with J. Magnen and F. Vignes-Tourneret [56℄, we provided
reently a new proof that the Grosse-Wulkenhaar salar Φ4 theory on the Moyal
spae R
4
, hereafter alled NCΦ44, is renormalizable to all orders in perturbation
theory using diret spae multisale analysis.
The Grosse-Wulkenhaar breakthrough [27, 29℄ found that the right propaga-
tor in non-ommutative eld theory is not the ordinary ommutative propagator,
but has to be modied to obey Langmann-Szabo duality [29, 30℄. Grosse and
1
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ent.Rivasseauth.u-psud.fr
2
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Wulkenhaar added an harmoni potential whih an be interpreted as a piee
of the ovariant Laplaian in a onstant magneti eld. They omputed the
orresponding vulanized" propagator in the matrix base" whih transforms
the Moyal produt into a matrix produt. They use this representation to prove
perturbative renormalizability of the theory up to some estimates whih were
nally proven in [41℄.
Our diret spae method builds upon the previous work of Filk [17℄ who
introdued lever simpliations, also alled Filk moves", to treat the om-
bination of osillations and δ funtions whih haraterize non ommutative
interations. Minwalla, van Raamsdonk and Seiberg [26℄ omputed a Shwinger
parametri representation for the not-vulanized" Φ44 non-ommutative theory.
Subsequently Chepelev and Roiban omputed also suh a Shwinger parametri
representation for this theory in [50℄ and used it in [24℄ to analyze power oun-
ting. These works however remained inonlusive, sine they worked with the
vertex but not the right propagator of NCΦ44, where ultraviolet/infrared mixing
prevents from obtaining a nite renormalized perturbation series. We have also
been unable to nd up to now the proofs for the formulas in [26, 50℄, whih in
fat disagree.
The parametri representation introdued in this work is ompletely dierent
from the ones of [50℄ or [26℄, sine it orresponds to the renormalizable vulanized
theory. It no longer involves diret polynomials in the Shwinger parameters but
new polynomials of hyperboli funtions of these Shwinger parameters. This is
beause the propagator of NCΦ44 is based on the Mehler kernel rather than on the
ordinary heat kernel. These hyperboli polynomials ontain riher topologial
information than in ordinary ommutative eld theory. Based on ribbon graphs,
they ontain information about their invariants, suh as the genus of the surfae
on whih these graphs live.
This new parametri representation is a ompat tool for the study of non
ommutative eld theory whih has the advantages (positivity, exat power
ounting) but not the drawbaks (awkwardness of the propagator) of the ma-
trix base representation. It an be used as a starting point to work out the
renormalization of the model diretly in parametri spae, as an be done in
the ommutative ase [63℄. It is also a good starting point to dene the re-
gularization and minimal dimensional renormalization sheme of NCΦ44. This
dimensional sheme in the ordinary eld theory ase better preserves onti-
nuous symmetries suh as gauge symmetries, hene played a histori role in the
proof of `tHooft and Veltman that non Abelian gauge theories on ommutative
R4 are renormalizable. It is also used extensively in the works of Kreimer and
Connes [64, 65℄ whih reast the reursive BPHZ forest formula of perturbative
renormalization into a Hopf algebra struture and relate it to a new lass of
Riemann-Hilbert problems ; here the motivations to use dimensional renorma-
lization rather than e.g. subtration at zero momentum ome at least in part
from number theory rather than from physis.
Following these works, renormalizability has also attrated onsiderable in-
terest in the reent years as a pure mathematial struture. The renormalization
group ambiguity" reminds mathematiians of the Galois group ambiguity for
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roots of algebrai equations [66℄. Finding new renormalizable theories may the-
refore be important for the future of pure mathematis as well as for physis.
This paper is organized as follows. In Setion II we introdue notations and
dene our new polynomials HU and HV whih generalize the Symanzik poly-
nomials U and V of ommutative eld theory. In setion III we prove the basi
positivity property of the rst polynomial HU and ompute leading ultraviolet
terms whih allow to reover the right power ounting in the parametri repre-
sentation, introduing a tehnial trik whih we all the third Filk move"
3
.
Setion IV establishes the positivity properties and omputes suh leading terms
for the seond polynomial HV , the one whih gives the dependene in the ex-
ternal arguments. Finally examples of these polynomials for various graphs are
given in setion V.
D.2 Hyperboli Polynomials
D.2.1 Notations
The NCΦ44 theory is dened on R
4
equipped with the assoiative and non-
ommutative Moyal produt
(a ⋆ b)(x) =
∫
d4k
(2π)4
∫
d4y a(x+ 12θ·k) b(x+y) eik·y . (4.1)
The renormalizable ation funtional introdued in [29℄ is
S[φ] =
∫
d4x
(1
2
∂µφ⋆∂
µφ+
Ω2
2
(x˜µφ)⋆(x˜
µφ)+
1
2
µ20 φ⋆φ+
λ
4!
φ⋆φ⋆φ⋆φ
)
(x) , (4.2)
where the Eulidean metri is used. In what follows the mass µ0 does not play
any role so we put it to zero
4
.
In four dimensional x-spae the propagator is [36℄∫ ∏
l
Ωdαl
[2π sinh(αl)]D/2
e−
Ω
4 coth(
αl
2 )u
2
l−Ω4 tanh(
αl
2 )v
2
l . (4.3)
and the (ylially invariant) vertex is :
V (x1, x2, x3, x4) = δ(x1 − x2 + x3 − x4)ei
P
1≤i<j≤4(−1)i+j+1xiθ−1xj , (4.4)
where we note xθ−1y ≡ 2θ (x1y2 − x2y1 + x3y4 − x4y3).
Permutational symmetry of the elds at all verties, whih haraterizes
ommutative eld theory, is replaed by the more restrited yli symmetry.
Hene the ordinary Feynman graphs of Φ44 really beome ribbon graphs in NCΦ
4
4.
For suh a ribbon graph G, we all n, L, N , F , and B respetively the number
3
For tehnial reasons exat power ounting was not fully established in [56℄.
4
This does not lead in this model to any infrared divergenes. Beware that our denition
of Ω is dierent from the one of [29℄ by a fator 4θ−1
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of verties, of internal lines, of external half-lines, of faes and of faes broken by
some external half-lines. The Euler harateristi is 2− 2g = n− L+ F , where
g is the genus of the graph. To eah graph G is assoiated a dual graph G of
same genus by exhanging faes and verties.
In ordinary ommutative eld theory, in order to obtain Symanzik's polyno-
mials it is not onvenient to solve the momentum onservation at the verties
through a momentum routing, beause this is not anonial. It is better to ex-
press these δ funtions through their Fourier transform. After integration over
internal variables, the amplitude of an amputated graph G with external mo-
menta p is, up to a normalization, in spae time dimension D (of ourse the
main ase of interest in this paper is D = 4) :
AG(p) = δ(
∑
p)
∫ ∞
0
e−VG(p,α)/UG(α)
UG(α)D/2
∏
l
(e−m
2αldαl) . (4.5)
The rst and seond Symanzik polynomials UG and VG are
UG =
∑
T
∏
l 6∈T
αl , (4.6)
VG =
∑
T2
∏
l 6∈T2
αl(
∑
i∈E(T2)
pi)
2 , (4.7)
where the rst sum is over spanning trees T of G and the seond sum is over two
trees T2, i.e. forests separating the graph in exatly two onneted omponents
E(T2) and F (T2) ; the orresponding Eulidean invariant (
∑
i∈E(T2) pi)
2
is, by
momentum onservation, also equal to (
∑
i∈F (T2) pi)
2
.
The topologial formulas (4.6) and (4.7) are a eld-theoreti instane of the
tree-matrix theorem of Kirho et al ; for a reent review of this kind of theorems
see [67℄.
In the non ommutative ase, momentum routing is replaed by position rou-
ting [56℄. However this position routing is again non-anonial, depending on the
hoie of a partiular tree. Therefore to ompute the parametri representation
we prefer to perform a new level of Fourier transform : we represent the position
onservation" rules as integrals over new hypermomenta" pv assoiated to eah
of the verties :
δ(x1−x2+x3−x4) =
∫
dpv
(2π)D
eipv(x
v
1−xv2+xv3−xv4) =
∫
dpv
(2π)D
epvσ(x
v
1−xv2+xv3−xv4)
(4.8)
where σ is the D by D matrix dened by D/2 matries σy on the diagonal (we
assume D even) :
σ =

σy · · · 0· · · · · · · · ·
0 · · · σy

 where σy =
(
0 −i
i 0
)
. (4.9)
There is here a subtle dierene with the ommutative ase. The rst om-
mutative polynomial (4.6) is not the determinant of the quadrati form in the
D.2. HYPERBOLIC POLYNOMIALS 151
internal position variables, sine this determinant vanishes by translation inva-
riane. It is rather the determinant of the quadrati form integrated over all
internal positions of the graph save one (remark the overall momentum onser-
vation in (4.5)). This is a anonial objet whih does not depend of the hoie of
the partiular vertex whose position is not integrated (this an be seen expliitly
on the form (4.6), whih depends only on G).
In the non ommutative ase translation invariane is lost. This allows to
dene the amplitude of a graph as a funtion of the external positions by inte-
grating over all internal positions and hypermomenta, sine the orresponding
determinant no longer vanishes. In this way one an dene anonial polynomials
HUG and HVG whih only depend on the ribbon graph G.
But in pratie it is often more onvenient (for instane for renormaliza-
tion or for understanding the limit towards the ommutative ase) to dene
the amplitude of a graph by integrating all the internal positions and hyper-
momenta save one, pv¯ ; this helps to fatorize an overall approximate position
onservation" for the whole graph. However preisely beause there is no trans-
lation invariane, the orresponding polynomials HUG,v¯ and HVG,v¯ expliitly
depend on the rooted graph" G, v¯, i.e. on the hoie of v¯ (although their leading
ultraviolet terms do not depend on this hoie, see below).
Consider a graph G with n verties, N external positions and a set L of
2n − N/2 internal lines or propagators. Eah vertex in NCφ4 is made of four
orners", bearing either a haline or an external eld, numbered as 1, 2, 3, 4 in
the yli order given by the Moyal produt. To eah suh orner is assoiated
a position, noted xi. The set I of internal orners has 4n−N elements, labeled
usually as i, j, ... ; the set E of external orners hasN elements labeled as e, e′, ....
A line l of the graph joins two orners in I, with positions (xli, x
l
j) (whih in
general do not belong to the same vertex).
The amplitude of suh a NCφ4 graph G is then given, up to some inessential
normalization K, by :
AG({xe}) = K
∫ ∏
l
dαl
sinhα
D/2
l
∫ ∏
i∈I
dxi
∏
v
dpv (4.10)
∏
l
e−
Ω
4 coth(
αl
2 )(x
l
i−xlj)2−Ω4 tanh(
αl
2 )(x
l
i+x
l
j)
2
∏
v
e
i
2
P
1≤i<j≤4(−1)i+j+1xvi θ−1xvj+pvσ(xv1−xv2+xv3−xv4)
or, for some xed root vertex v¯ by
∫ ∏
l
dαl
sinhα
D/2
l
∫ ∏
i∈I
dxi
∏
v 6=v¯
dpv
∏
l
e−
Ω
4 coth(
αl
2 )(x
l
i−xlj)2−Ω4 tanh(
αl
2 )(x
l
i+x
l
j)
2
∏
v
e
i
2
P
1≤i<j≤4(−1)i+j+1xvi θ−1xvj+pvσ(xv1−xv2+xv3−xv4) . (4.11)
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D.2.2 Denition of HU and HV
The fundamental observation is that the integrals to perform being Gaussian,
the result is a Gaussian in the external variables divided by a determinant. This
gives the denition of our hyperboli parametri representation. We introdue
the notations cl = coth(
αl
2 ) = 1/tl and tl = tanh(
αl
2 ). Using sinhαl = 2tl/(1 −
t2l ) we obtain
AG({xe}) = K
∫ ∞
0
∏
l
[dαl(1 − t2l )D/2]HUG(t)−D/2e−
HVG(t,xe)
HUG(t) , (4.12)
AG,v¯({xe}, pv¯) = K ′
∫ ∞
0
∏
l
[dαl(1− t2l )D/2]HUG,v¯(t)−D/2e−
HVG,v¯ (t,xe,pv¯)
HUG,v¯(t) ,(4.13)
whereK andK ′ are some new inessential normalization onstants (whih absorb
in partiular the fators 2 from sinhαl = 2tl/(1− t2l )) ; HUG(t) or HUG,v¯(t) are
polynomials in the t variables (there are no c's beause they are ompensated by
the t's oming from sinhαl = 2tl/(1 − t2l )) and HVG(t, xe) or HVG,v¯(t, xe, pv¯)
are quadrati forms in the external variables xe or (xe, pv¯) whose oeients
are polynomials in the t variables (again there are no c's beause they are
ompensated by the t's whih were inluded in the denition of HU , see below
the dierene between (4.61) and (4.62)).
There is a subtlety here. Overall approximate position onservation" holds
only for orientable graphs in the sense of [56℄. Hyperboli polynomials for non
orientable graphs are well dened through formulas (4.12)-(4.13) but they are
signiantly harder to ompute than in the orientable ase. Their amplitudes are
also smaller in the ultraviolet, and in partiular do not require any renormaliza-
tion. Also many interesting non ommutative theories suh as the LSZ models
[49℄, the more general (φ¯φ)2 models of [56℄ and the most natural Gross-Neveu
models [36℄, [32℄ do not have any non orientable subgraphs. So for simpliity
we shall restrit ourselves in this paper to examples of hyperboli polynomials
for orientable graphs ; and when identifying leading piees under global saling
in the hyperboli polynomials, something neessary for renormalization, we also
limit ourselves to the orientable ase.
We now proeed to the omputation of these hyperboli polynomials.
D.2.3 Short and Long Variables
This terminology was introdued in [56℄.
We order eah line l joining orners l = (i, j) (whih in general do not belong
to the same vertex), in an arbitrary way suh that it exits i and enters j. We
dene the inidene matrix between lines and orners εli to be 1 if l enters in
v, −1 if it exits at i and 0 otherwise. Also we dene ηli = |εli|. We note the
property : ∑
l
(εliεlj + ηliηlj) = 2δij . (4.14)
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We now dene the short variables u and the long variables v as
vl =
∑
i
ηlixi√
2
, ul =
∑
i
εlixi√
2
; xi =
∑
l
ηlivl + εliul√
2
. (4.15)
The Jaobian of this hange of oordinates is 1. Moreover, in order to avoid
unpleasant
√
2 fators we resale the external positions to hold x¯e =
√
2xe and
the internal hypermomenta p¯v = pv/
√
2. Note that if the graph is orientable
we an hoose εli to be (−1)i+1, so that the inidene matrix is onsistent with
the yli order at the verties (halines alternatively enter and go out). The
integral in the new variables is :∫ ∏
l
[1− t2l
tl
]D/2
dαl
∫ ∏
i
dxi
∏
v 6=v¯
dpv
∏
l
e−
Ω
2 coth(
αl
2 )u
2
l−Ω2 tanh(
αl
2 )v
2
l
∏
v
e
i
4
P
i<j;
i,j∈v
(−1)i+j+1(ηlivl+εliul)θ−1(ηl′jvl′+εl′jul′ )
∏
v
ep¯vσ
P
i∈v(−1)i+1(ηlivl+εliul)
(4.16)
e
i
4 [
P
i6=e ω(i,e)(ηlivl+εliul)θ
−1x¯e]+ i4
P
e<e′ x¯eθ
−1x¯e′+
P
e∈v p¯vσ(−1)e+1x¯e ,
where ω(i, e) = 1 if i < e and ω(i, e) = −1 if i > e. When we write i ∈ v, it
means that the orner i belongs to v. >From now on we forget the bar over the
resaled variables. We also onentrate on the omputation of HUG,v¯ in (4.13) ;
we indiate alongside the neessary modiations for HUG in (4.12).
We introdue the ondensed notations :
AG =
∫ [1− t2
t
]D/2
dα
∫
dxdpe−
Ω
2XGX
t
(4.17)
where
X =
(
xe p¯ u v p
)
, G =
(
M P
P t Q
)
. (4.18)
Gaussian integration gives, up to inessential onstants :
AG =
∫ [1− t2
t
]D/2
dα
1√
Q
e
−Ω2
“
xe p¯
”
[M−PQ−1P t]
0
@xe
p¯
1
A
. (4.19)
All we have to do now to get HU and HV is to ompute the determinant
and the minors of the matrix Q for an arbitrary graph.
D.3 The First Hyperboli Polynomial HU
We dene ID to be the identity matrix in D dimensions. We also put d =
2L+ n− 1 so that Q an then be written as :
Q = A⊗ ID +B ⊗ σ (4.20)
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with A is a d by d symmetri matrix (aounting for the ontribution of the
propagators in the Gaussian) and B a antisymmetri matrix (aounting for
the osillation part in the Gaussian).
Note that the sympleti pairs deouple ompletely so that detQ = [det(A⊗
I2 +B ⊗ σy)]D/2.
Lemma D.3.1 For any two n× n matries A and B let R = A⊗ I2 +B ⊗ σy.
Then :
detR = (−1)ndet(A+B)det(A−B) (4.21)
and :
R−1 =
[(A+B)−1 + (A−B)−1]
2
⊗ I2 + [(A+B)
−1 − (A−B)−1]
2
⊗ σy .(4.22)
Proof We express the determinant as a Grassmann-Berezin integral :
∆ = det(A⊗ I2 +B ⊗ σy)
=
∫ ∏
k
dψ¯1kdψ
1
kdψ¯
2
kd
2ψke
−
“
ψ¯1i ψ¯
2
i
”
(aij⊗I2+bij⊗σ)
0
@ψ1j
ψ2j
1
A
=
∫ ∏
k
dψ¯1kdψ
1
kdψ¯
2
kd
2ψke
−[aij(ψ¯1iψ1j+ψ¯2iψ2j )+ibij(−ψ¯1iψ2j+ψ¯2iψ1j )] . (4.23)
We perform a hange of variables of Jaobian −1 to :
χ1i =
ψ1i + iψ
2
i√
2
;χ2i =
ψ1i − iψ2i√
2
. (4.24)
As :
χ¯1iχ
1
j =
1
2
(ψ¯1i ψ
1
j − iψ¯2i ψ1j + iψ¯1i ψ2j + ψ¯2i ψ2j ), (4.25)
we see that :
∆ = (−1)n
∫ ∏
k
dχ¯1kdχ
1
kdχ¯
2
kdχ
2
ke
−[aij(χ¯1iχ1j+χ¯2iχ2j )−bij(χ¯1iχ1j−χ¯2iχ2j )] . (4.26)
Separating the terms in χ¯1χ1 and χ¯2χ2 proves (4.21).
The inverse matrix is divided into 2 × 2 blos with indies ij, aording to
the values a, b = 1, 2.
(R−1)abij =
∫
dψ¯1dψ1dψ¯2dψ2ψai ψ¯
b
je
−ψ¯Aψ∫
dψ¯1dψ1dψ¯2dψ2e−ψ¯Aψ
. (4.27)
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The four elements of the blos are given by (taking into aount that the
integral deouples so that all the rossed terms are zero) :
ψ1i ψ¯
1
j =
(χ1i + χ
2
i )(χ¯
1
j + χ¯
2
j)
2
=
1
2
(χ1i χ¯
1
j + χ
2
i χ¯
2
j ),
ψ1i ψ¯
2
j =
(χ1i + χ
2
i )(χ¯
1
j − χ¯2j)
2(−i) =
i
2
(χ1i χ¯
1
j − χ2i χ¯2j ),
ψ2i ψ¯
1
j =
(χ1i − χ2i )(χ¯1j + χ¯2j)
2i
=
−i
2
(χ1i χ¯
1
j − χ2i χ¯2j),
ψ2i ψ¯
2
j =
(χ1i − χ2i )(χ¯1j − χ¯2j)
2(−i)i =
1
2
(χ1i χ¯
1
j + χ
2
i χ¯
2
j ). (4.28)
(4.22) follows then easily. ✷
Returning to our initial problem we remark that the matrix A is the sym-
metri part oming from the propagator, and the osillating part, when symme-
trized, leads naturally to an antisymmetri matrix B times the antisymmetri
σy, so that in our ase
detQ = [det(A+B)(A −B)]D/2
= [det(A+B)(At +Bt)]D/2 = [det(A+B)]D. (4.29)
The propagator part is :
A =

S 0 00 T 0
0 0 0


(4.30)
where S and T are the two diagonal L by L matries with diagonal elements
cl = coth(
αl
2 ) = 1/tl, and tl = tanh(
αl
2 ), and the last lines and olumns of zeroes
reet the purely osillating nature of the hypermomenta integrals.
The hypermomenta osillations are (in the ase of (4.13)) :
Cvl =
(∑
i∈v(−1)i+1εli∑
i∈v(−1)i+1ηli
)
. (4.31)
Remark that the elements of C are integers whih an take only values 0 or ±1.
It is easy to hek that for a onneted graph G the rank of the matrix C is
maximal, namely n− 1. Piking a tree of G proves that this is even true for the
L by n lower part of C, orresponding to the long variables v only.
To generalize to (4.12), we simply need to add another olumn to C, the
one orresponding to pv¯. The rank of the extended 2L by n matrix C¯ is then n,
but the rank of the restrition of C¯ to its lower part orresponding to the long
variables v is either n− 1 or n depending on whether the graph is orientable or
not [56℄. This has important onsequenes for power ounting.
The determinant of the quadrati form is the square of the determinant of
the matrix A+B, where
B =
(
1
4θΩE C−Ct 0
)
. (4.32)
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We an expliitate the osillation part between the u, v variables as the 2L by
2Lmatrix E. This matrix E =
(
Euu Euv
Evu Evv
)
represents the verties osillations.
One an hek
Evvl,l′ =
∑
v
∑
i6=j; i,j∈v
(−1)i+j+1ω(i, j)ηliηl′j ,
Euul,l′ =
∑
v
∑
i6=j; i,j∈v
(−1)i+j+1ω(i, j)εliεl′j ,
Euvl,l′ =
∑
v
∑
i6=j; i,j∈v
(−1)i+j+1ω(i, j)εliηl′j , (4.33)
where we reall that ω(i, j) = 1 if i < j and ω(i, j) = −1 if i > j ; moreover
Evul,l′ = −Euvl′,l. Remark that the matrix elements of E are integers and an in
fat only take values 0,±1,±2. Moreover El,l′ is zero if l and l′ do not hook to
any ommon vertex ; it an take value ±2 only if the two lines hook to at most
two verties in total, whih is not generi, at least for large graphs.
Lemma D.3.2 Let A = (aiδij)i,j∈{1,...,N} be diagonal and B = (bij)i,j∈{1,...,N}
be suh that bii = 0 (we need not require B antisymmetri). We have :
det(A+ B) =
∑
K⊂{1,...,N}
det(BKˆ)
∏
i∈K
ai (4.34)
where BKˆ is the matrix obtained from B by deleting the lines and olumns with
indies in K.
Proof The proof is straightforward. We have :
det(A+B) =
∑
σ∈SN
εσ
∏
i∈{1,...,N}
(aiσ(i) + biσ(i))
=
∑
K⊂{1,...,N}
∏
i∈K
ai
∑
σ∈SN
σ(i)=i ∀i∈K
∏
k∈{1,...,N}\K
ε(σ)bkσ(k) (4.35)
and the lemma follows. ✷
In our ase the matrix B =
(
1
4θΩE C−Ct 0
)
is antisymmetri. Remark that the
matrix
B′ =
(
E C
−Ct 0
)
(4.36)
has integer oeients. Moreover A in (4.30) has zero diagonal in the n− 1 by
n− 1 lower right orner orresponding to hypermomenta. Exploiting these fats
we an develop det(A+B) into Paans to get :
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Lemma D.3.3 With A and B given by (4.30) and (4.32)
det(A+B) =
∑
I⊂{1...L},J⊂{L+1...2L},
n+|I|+|J| odd
(4θΩ)|I|+|J|+n−1−2Ln2IJ
∏
l∈I
cl
∏
l′∈J
tl′ (4.37)
with nIJ = Pf(B
′
IˆJˆ
), the Paan of the osillation matrix with deleted lines and
olumns I among the rst L indies (orresponding to short variables u) and J
among the next L indies (orresponding to long variables v).
Proof Sine A has the form (4.30), the part K of the previous lemma has to
be the disjoint union of two sets I and J respetively orresponding to short
and long variables. One these sets are deleted from the matrix B we obtain a
matrix BIˆJˆ whih has size 2L− |I| − |J |+ n− 1. This matrix is antisymmetri,
so its determinant is the square of the orresponding triangular Pfaan. The
Pfaan of suh a matrix is zero unless its size 2L−|I|− |J |+n−1 = 2p is even,
in whih ase it is a sum, with signs, over the pairings of the 2p lines into p pairs
of the produts of the orresponding matrix elements. Now from the partiular
form of matrix B whih has a lower right blok 0, we know that any pairing of
the n−1 hypermomentum variables must be with an u or v variable. Hene any
pairing ontributing to the Pfaan has neessarily n− 1 terms of the C type,
hene [(2L− |I| − |J |)− (n− 1)]/2 terms of the E/4θΩ type, hene
Pf(BIˆJˆ) =
1
(4θΩ)L−(n+|I|+|J|−1)/2
Pf(B′
Iˆ Jˆ
) . (4.38)
Therefore
det(BIˆJˆ) =
1
(4θΩ)2L−n−|I|−|J|+1
Pf2(B′
IˆJˆ
), (4.39)
hene the Lemma holds, with nI,J = Pf(B
′
IˆJˆ
) whih must be an integer sine
any Pfaan with integer entries is integer. ✷
We have thus expressed the determinant of Q as a sums of positive terms.
Realling that detQ = (det(A+B))D, the amplitude AG,v¯(0) with external
arguments xe and pv¯ put to 0 is nothing but (up to an inessential normalization)
AG,v¯(0) =
∫ ∞
0
det(A+B)]−D/2
∏
l
[1− t2l
tl
]D/2
dαl. (4.40)
Putting s = (4θΩ)−1, we use the relation 2 − 2g = n − L + F and dene the
integer kI,J = |I|+ |J | − L− F + 1 to get :
HUG,v¯(t) =
∑
I,J
s2g−kI,J n2I,J
∏
l 6∈I
tl
∏
l′∈J
tl′ . (4.41)
This is our preise denition of the normalization of the polynomial HUG,v¯ in
the variables tl introdued in (4.13). This normalization is adapted so that the
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Fig. D.1: The First Filk Move on the Sunshine Graph
limit s → 0 will give bak the ordinary Symanzik polynomial at leading order
as t's go to 0 (the ultraviolet limit), as shown in the next setion.
To get the polynomial HUG in (4.12), we proeed exatly in the same way,
replaing C by C¯, and obtain that it is also a polynomial in the variables tl with
positive oeients, whih (up to the fators in 4θΩ) are squares of integers.
But we will see that the leading terms studied in the next setion will be quite
dierent in this ase.
D.3.1 Leading terms in the First Polynomial HU
By leading terms, we mean terms whih have the smallest global degree in the
t variables, sine we are interested in power ounting in the ultraviolet" regime
where all t's are saled to 0. Suh terms are obtained by taking |I| maximal
and |J | minimal in (4.37). We shall ompute the leading terms orresponding
to I = [1, ..., L] hene taking all the cl elements of the diagonal and J minimal
so that the remaining minor is non zero
5
. Below we prove that suh terms have
|J | = F − 1, This explains the normalization in (4.41).
To analyze suh leading terms we generalize the method of Filk's moves [17℄,
dening three distint topologial operations on a ribbon graph. The rst one
is a regular rst Filk move", namely redution of a tree line of the graph. This
amounts to glue the two end verties of the line (of oordination p and q) to
get a "fatter" vertex of oordination p + q − 2. The new graph thus obtained
has one vertex less and one line less. Sine 2 − 2g = n− L + F , this operation
onserves the genus. On Figure D.1 the ontration of the entral line of the
Sunshine Graph (also pitured on Figure D.7) is shown. In the dual graph this
operation deletes the diret tree line, as shown on Figure D.2.
Iterating this operation maximally we an always redue a spanning tree in
the diret graph, with n− 1 lines, obtaining a rosette. We reall that a rosette
is simply a ribbon graph with a single vertex. The rosettes we onsider all have
a root (i.e. an external line on v¯), and a yli ordering to turn around, e.g.
5
These are not the only globally leading terms ; there are terms whose global saling is
equivalent, for example the t23 term in (4.84)-(4.84). By the positivity of HU they an ertainly
not deteriorate the power ounting established in this setion, but only improve it in ertain
partiular Hepp setors".
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Fig. D.2: The First Filk Move on the dual of the Sunshine Graph
Fig. D.3: A Rooted Rosette
ounterlokwise. We always draw the rooted rosette so that no line arhes
above the root. This denes uniquely a numbering of the halines (see Figure
D.3, where the arrows represent the former line orientations
6
).
The seond topologial operation is the redution of a tree line in the dual
graph, exatly like the previous operation. Therefore it deletes this line in the
diret graph. The resulting diret graph again keeps the same genus (remember
that the genus of a graph is the same as the one of its dual). Iterating these two
operations maximally we an always redue ompletely a diret tree with n− 1
lines and a dual tree with f − 1 lines. We end up with a graph whih we all a
superrosette, whih has only one vertex and one fae (therefore its dual has one
vertex and one fae and is also a superrosette) (see Figure D.4).
The third operation is a genus redution on a rosette. We dene a nie
rossing in a rosette to be a pair of lines suh that the end point of the rst
6
For an orientable graph these arrows are ompatible with the numbering, in the sense
that halines with even numbers enter the rosette and halines with odd numbers exit the
rosette.
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Fig. D.4: A SuperRosette
Fig. D.5: The Third Filk Move
is the suessor in the rosette of the starting point of the other (in the natural
yli order of the rosette). This ensures that the two lines have a ommon
internal fae". When there are rossings in the rosette, it is easy to hek that
there exists at least one suh nie rossing, for instane lines 2-5 and 4-8 in
Figure D.3.
The genus redution onsists in deleting the lines of a nie rossing and inter-
hanging all the halines enompassed by the rst line with those enompassed
by the seond line, see Figure D.5. This operation whih we all the third Filk
Move"
7
dereases the number of lines by two, glues again the faes in a oherent
way, and dereases the genus by one.
We need then to ompute the determinant of B′ matries orresponding to
redued graphs of the type :(∑
i6=j ω(i, j)ηli(−1)i+j+1ηl′j
∑
i∈v(−1)i+1ηli∑
i∈v(−1)iηli 0
)
. (4.42)
As the graph is orientable and up to a possible overall sign we an ast the
matrix into the form :(∑
i6=j ω(i, j)εliεl′j
∑
i∈v εli
−∑i∈v εli 0
)
. (4.43)
7
The seond Filk move is the trivial simpliation of non rossing lines in the rosette.
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We laim :
Lemma D.3.4 The above determinant is :
 0 if the graph has more than one fae,
 22g if the graph has exatly one fae.
Proof We redue a tree. At eah step we have a big vertex (the rosette in
the making") V and a small vertex v bound to V by a line l = (i, j) whih we
ontrat. We then have at eah step a Pfaan
∫ ∏
dχldψv
e−B
′
where
B′ =
∑
l,l′
χl
( ∑
i6=j;i,j∈V
ω(i, j)εliεl′j +
∑
i6=j;i,j∈v
ω(i, j)εliεl′j
)
χl′
+
∑
l,v
χlεlvψv . (4.44)
At eah step we use a permutation to put l at the rst plae in the matrix. Note
that this permutation has nothing to do with the ordering of the halines. The
terms ontaining χl or ψv at eah step are :
B′l = χlεli
∑
l′
( ∑
i6=p;p∈V
ω(i, p)εl′p +
∑
j 6=k;k∈v
ω(j, k)εl′k
)
χl′
+χlεljψv −
∑
l′′
∑
k∈v;k 6=j
χl′′εl′′kψv . (4.45)
We perform the triangular hange of variables :
χ¯l = χl − εlj
∑
l′′
∑
k∈v;k 6=j
εl′′kχl′′ (4.46)
ψ¯v = εljψv + εli
∑
l′
( ∑
i6=p;p∈V
ω(i, p)εl′p +
∑
i<k;k∈v
ω(i, k)εl′k
)
χl′
Under this hange of variable :
B′l = χlψ¯v −
∑
l′′
∑
k∈v;k 6=j
χl′′εl′′kψv
= χ¯lψ¯v − εliεlj
∑
l′′
∑
l′
χl′′
( ∑
k∈v;k 6=j
∑
p∈V ;i6=p
ω(i, p)εl′′kεl′p
+
∑
k∈v;k 6=j
∑
r∈v;j 6=r
ω(j, r)εl′′kεl′r
)
χl′ (4.47)
As l is orientable εliεlj = −1, so that the new term orresponds exatly to
a new big vertex V˜ where the ordered halines k of the small vertex v replae
the haline i ∈ l. We ontinue this proedure until we have redued a omplete
tree in our graph. The remaining Pfaan is of the form :
B′ =
∑
l<l′;l∩l′
χl
( ∑
i6=j;i,j∈V
ω(i, j)εliεl′j
)
χl′ (4.48)
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where l < l′ means that the starting haline of l preedes the end haline of l′
in the nal rosette vertex R.
When two lines in the rosette do not ross, in both sums over i and j above
the two endpoints of any of the two lines add and give zero
8
. Consider now
two lines l1 = (i1, j1) and l2 = (i2, j2) whih ross eah other, i.e. suh that
i1 < i2 < j1 < j2. We have :
χl1(εl1i1εl2i2 + εl1i1εl2j2 + εl1j1εl2j2 − εl1j1εl2i2 )χl2 = 2χl1εl1i1εl2i2χl2 . (4.49)
Changing the variables χl → εliχl and writing l ∩ l′ if l rosses l′ we have :
B′
2
=
∑
l<l′;l∩l′
χlχl′ . (4.50)
We perform a new simpliation trik whih we all the third Filk move".
We an pik two lines l1 and l2 whih form a nie rossing", i.e. the start of l2
immediately preedes the end of l1 in the rosette. We dene the variables :
χ¯l1 = χl1 +
∑
l′<l2;l′∩l2
χl′ −
∑
l′′>l2;l′′∩l2
χl′′ ,
χ¯l2 = χl2 −
∑
l′<l1;l′∩l1
χl′ +
∑
l′′>l1;l′′∩l1
χl′′ , (4.51)
and get :
χ¯l1 χ¯l2 = χl1χl2 − χl1
∑
l′<l1;l′∩l1
χl′ + χl1
∑
l′′>l1;l′′∩l1
χl′′
+
∑
l′<l2;l′∩l2
χl′χl2 −
∑
l′′>l2;l′′∩l2
χl′′χl2 (4.52)
+(
∑
l′<l2;l′∩l2
χl′ −
∑
l′′>l2;l′′∩l2
χl′′)(−
∑
l′<l1;l′∩l1
χl′ +
∑
l′′>l1;l′′∩l1
χl′′ ) .
Denoting B′l1l2 all the terms whih ontain either l1 or l2 in B
′
and onsistently
denoting lp the lines whih ross l1 and lq those whih ross l2 we have :
B′l1l2 = χ¯l1χ¯l2 +
∑
lq<l2;lq∩l2
χlq
∑
lp<l1;lp∩l1
χlp −
∑
lq>l2;lq∩l2
χlq
∑
lp<l1;lp∩l1
χlp
−
∑
lq<l2;lq∩l2
χlq
∑
lp>l1;lp∩l1
χlp +
∑
lq>l2;lq∩l2
χlq
∑
lp>l1;lp∩l1
χlp . (4.53)
Suppose that lq is the rst line rossing l2 and lp is the last line rossing l1.
Suppose moreover that lq < l2, lp < l1. When hanging to the new variables we
must add to the rosette fator a term of the rst type in the above expression
χlqχlp . What is the eet of suh a term ? If lp < lq we have a rossing χlpχlq
8
This is the ontent of the seond Filk move" of [17℄.
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and adding the above term gives zero. If lp > lq adding the extra term ats like
a new rossing. In both ases this amounts to permute the endpoints of lp and
lq. We an hek that this holds in fat in all ases, and that by indution the
extra terms in equation (4.53) permute all the legs of lp type with all the legs
of lq type. We onlude that :
B′ = χ¯l1 χ¯l2 +B
′
lp↔lq , (4.54)
whih is the ontent of our third Filk move".
With this hange of variables in the Pfaan we see that ontrating the
lines of the tree through rst Filk moves, and reduing the genus on the rosette
through third Filk moves, we end up with a nal Pfaan whih is ±2g, taking
into aount the fators 2 in (4.50), hene a determinant whih is 22g.
Suppose that the initial graph has L propagators, n verties and F faes. We
have 2−2g = n−L+F . We an redue n−1 lines of a tree and g nie rossings.
The remaining rosette will have Lrest = F − 1 propagators, with no rossing.
The only way for the remaining Pfaan not to be zero is to have F = 1. This
ompletes the proof of Lemma D.3.4. ✷
Returning to the initial problem, we know that in order for the nal graph
to have a single fae we need to redue a tree T˜ in the dual graph G. So when I
is maximal, J must ontain a tree in G. But J annot be too big either, beause
the omplement of J must ontain a tree in G otherwise we annot pair all
hypermomenta variables. We say that J is admissible if
 it ontains a tree T˜ in the dual graph
 its omplement ontains a tree T in the diret graph
 The rosette obtained by removing the lines of J and ontrating the lines
of T is a superrosette, hene has a single fae.
In partiular if J is admissible, we have F − 1 ≤ |J | ≤ F − 1 + 2g, and
kj = |J | − F + 1 is even and obeys 0 ≤ kJ ≤ 2g.
We have altogether proved that :
Lemma D.3.5 Suppose I is maximal, i.e. ontains all lines. The integer nI,J
in (4.41) is non zero if and only if J is admissible, in whih ase n2I,J = 2
2g−kJ
For I maximal and J admissible we have kI,J = kJ . Hene using positivity
to keep the terms with maximal I that we have identied, we get
HUG,v¯ ≥
∑
J admissible
(2s)2g−kJ
∏
l∈J
tl . (4.55)
>From this formula power ounting follows easily by nding the leading terms
under saling of all t′s to 0, whih are the ones with minimal J . They orrespond
to J 's whih are trees in G, hene whih have kJ = 0. Keeping only these terms
in (4.55) we have the weaker bound :
HUG,v¯ ≥ (2s)2g
∑
J tree ∈G
∏
l∈J
tl . (4.56)
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At D = 4, and for a graph of genus g with N external lines, using 2 − 2g =
n+ F − L and L = 2n−N/2, we get from (4.56) at least a power ounting in
λ2g+(N−4)/2dλ, so that we reover the orret power ounting as funtion of the
genus
9
.
The ommutative limit an be reovered easily as the limit s→ 0, in whih
ase only the terms with kJ = 2g survive. These J 's are exatly the omplements
of the trees in G so that HUG,v¯ redue to the usual ommutative Symanzik
polynomial UG in the limit s→ 0.
It is interesting to notie that sine s = 1/4θΩ this limit s → 0 seems to
orrespond to θ → ∞. But this is an artefat of our onventions and use of
the diret spae representation. Indeed in the limit θ → ∞ the vertex in x-
spae beomes the usual vertex in p-spae of the ommutative theory, whereas
in the limit θ → 0 the vertex in x-spae beomes the usual vertex in x-spae
of the ommutative theory ! This explains this paradox (remark that the usual
parametri representation (4.5) has p-spae external variables).
Remark also that for planar graphs the omplement of a tree in the dual
graph is a tree in the ordinary graph, hene (4.55) and (4.56) are idential in
this ase, as the sum over ompatible J 's redue to a sum over trees of either G
or G.
The anonial polynomial HUG an be analyzed in a similar way, but there
we need to take out one fator c, to pair to the additional hypermomentum
in the Pfaan, so that |I| is at most L − 1 ; and the leading terms have one
additional t fator when ompared to HUG,v¯ (see Setion D.5 for examples).
The power ounting improvement in the number of faes broken by external
elds is obtained after smearing external positions with smooth test funtions.
For this improvement we analyze now the seond hyperboli polynomial.
D.4 The Seond Hyperboli Polynomial
We analyse only the HVG,v¯ polynomial, as the anonial HVG an be obtai-
ned easily afterwards. The P matrix in (4.18)-(4.19) has elements :
Peul = −
∑
i6=e ω(i, e)εli
σ
4θΩ , Pevl = −
∑
i6=e
ω(i, e)ηli
σ
4θΩ
, (4.57)
Pepv = −
∑
v;e∈v(−1)e+1 σΩ , Pp¯ul =
σ
Ω
. (4.58)
Note that all the elements of P are multiples of σ. Upon transposition of P
and multipliation we will reover a minus sign. Therefore the quadrati form
in the external positions (and hypermomentum p¯) in (4.19) is :(
xe p¯
)
PQ−1P t
(
xe
p¯
)
= −xe1Pe1τQ−1ττ ′Pe2τ ′xe2 − xe1Pe1τQ−1ττ ′Pp¯τ ′ p¯
−p¯Pp¯τQ−1ττ ′Pe2τ ′xe2 − p¯Pp¯τQ−1ττ ′Pp¯τ ′ p¯ . (4.59)
9
We reall this power ounting is understood easily in the matrix base representation
[27, 29, 41℄, but was not fully derived up to now in diret position spae [56℄ beause the
third Filk move" was not performed there.
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The inverse matrix of Q being of the form
Q−1ττ ′ =
(A+B)−1ττ ′ + (A−B)−1ττ ′
2
⊗ ID + (A+B)
−1 − (A−B)−1
2
⊗ σ , (4.60)
we onlude that the quadrati form has a real part given by the ID terms and
an imaginary (osillating) part given by the σ terms : the power ounting we
are looking for an be dedued solely from the former. To ease the writing we
generially denote the set xe, p¯ by xe. Also, let Pf(BKˆτˆ ) be the Pfaan of the
matrix obtained from B by deleting the lines and olumns in the set K, τ , where
again K = I ∪ J an be deomposed aording to short and long variables. We
have the analog of (4.37) :
HVG,v¯
HUG,v¯
(Xe) =
1
det(A+B)
∑
K
∏
i∈K
aii
[∑
e1
xe1
∑
τ /∈K
Pe1τεKτPf(BKˆτˆ )
]2
. (4.61)
Multiplying by the produt of t's to ompensate for the same produt in
HUG,v¯ we get :
Lemma D.4.1 The real part HV RG,v of the quadrati form in the external po-
sitions is :
HV RG,v¯
HUG,v¯
(xe) =
1
HUG,v¯
∑
K
∏
i6∈K
ti
[∑
e1
xe1
∑
τ /∈K
Pe1τεKτPf(BKˆτˆ )
]2
. (4.62)
Proof : We represent the matrix elements Q−1ττ ′;⊗Kd by Grassmann integrals.
As (A+B) = (A−B)t we have, for the rst part of (4.60) :
Q−1ττ ′;⊗ID =
1
2
[(A+B)−1ττ ′ + (A−B)−1ττ ′)
=
1
2det(A+B)
∫
(dψ¯dψ)[ψτ ψ¯τ ′ + ψτ ′ψ¯τ ]e
−ψ¯(A+B)ψ . (4.63)
We perform the Pfaan hange of variables (of Jaobian ı) :
ψj =
χj + ıηj√
2
; ψ¯ =
χj − ıηj√
2
, (4.64)
and we get (realling that d = 2L+ n− 1) :
Q−1ττ ′;⊗ID =
1
2det(A+B)
∫ ∏
j
(dηjdχj)ı
d[ı(ητχτ ′ + ητ ′χτ )]
e−
1
2 (χAχ−ıηAχ+χBχ−ıηBχ+ıχAη+ηAη+ıχBη+ηBη) . (4.65)
As B is antisymmetri the rossed terms in B add to zero ; as A is diagonal
the rossed terms are the only ones whih survive. Reordering the measure and
166 ANNEXE D. NCQFT PARAMETRIC REPRESENTATION
developping the exponential term in A we get :
1
2det(A+B)
∫ ∏
j
(dηjdχj)ı
d[−ı(χτ ′ητ + χτητ ′)]e− 12 (χBχ+ηBη)+ıηAχ
=
1
2det(A+B)
∫ ∏
dη
∏
dχ(−1) d
2
2 (−ı)(χτ ′ητ + χτητ ′)∑
K
∏
i∈K
ı|K|aiiηiχie−
1
2 (χBχ+ηBη) . (4.66)
Fatorizing the sums over elements in A and reordering the variables we nally
get :
Q−1ττ ;⊗ID =
1
2det(A+ B)
∑
K
∏
i∈K
aii(−1) d
2
2 (−ı)ı|K|(−1) |K|(|K|+1)2
∫
dη
∫
dχ
∏
i∈K
χi
∏
i∈K
ηi(χτ ′ητ + χτητ ′)e
− 12 (χBχ+ηBη) . (4.67)
Note that the last integrals are nonzero only if d − |K| − 1 is even, whih
implies that the global sign in the above expression is always plus. The remaining
Grassmann integrals an be expressed as :∫ ∏
α=1...d
dχα
∏
i∈K
χiχτe
− 12χBχ = εKτPf(BKˆτˆ ) , (4.68)
where εKτ is the signature of the permutation
1 . . . d→ 1 . . . iˆ1 . . . iˆp . . . iˆτ . . . diτ ip . . . i1 . (4.69)
We have then :
Q−1ττ ′;⊗ID =
1
det(A+B)
∑
K
∏
i∈K
aiiεKτPf(BKˆτˆ )εKτ ′Pf(BKˆτˆ ′) , (4.70)
and the real part of the quadrati form is :
∑
e1,e2,τ,τ ′
−xe1Pe1τ
1
|A+B|
∑
K
∏
i∈K
aiiεKτPf(BKˆτˆ )εKτ ′Pf(BKˆτˆ ′)Pe2τ ′xe2
= − 1
det(A+B)
∑
K
∏
i∈K
aii
[∑
e1
xe1
∑
τ /∈K
Pe1τεKτPf(BKˆτˆ )
]2
. (4.71)
This ends the proof of (4.62). ✷
Using similar methods one an prove that the imaginary part of the inverse
matrix elements is :
Q−1ττ ′;⊗σ =
1
det(A+B)
∑
K
∏
i∈K
aiiεKττ ′Pf(BKˆτˆ τˆ ′)εKPf(BKˆ) , (4.72)
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and onsequently the ontribution to the quadrati form is :
− 1
det(A+B)
∑
K
∏
i∈K
aiiεKPf(BKˆ)[ ∑
e1,e2
(∑
ττ ′
Pe1τεKττ ′Pf(BKˆτˆ τˆ ′)Pe2τ ′
)
xe1σxe2
]
. (4.73)
D.4.1 Leading terms
The last step of our analysis is to nd the leading terms in eq. (4.62). In
order to do this one must nd under whih onditions Pfaans like :
εKτPf(BKˆτˆ ) =
∫ ∏
α=1...d
dχα
∏
i∈K
χiχτe
− 12χBχ , (4.74)
are nonzero.
A priori one an exploit the δ funtions assoiated with eah external vertex
to simplify the osillating fator involving the external position. These manipu-
lations do not have any eet on the form of HV but an be used to set some
Pevl and Peul to zero. This is always the ase if our graph does not have any
vertex with two opposite external points. We onlude that the power oun-
ting behavior of the seond polynomial should entirely be given by Peve and
onsequently by terms like :
εKvePf(BKˆvˆe) =
∫ ∏
α=1...d
dχα
∏
i∈K
χiψvee
− 12χBχ . (4.75)
The reasoning is similar to that we used to nd the leading ontributions
in the HUG,v. We must nd a nonzero Pfaan multiplied by all the c's and
the smallest number of t's possible, hene orresponding to K = I ∪ J with
I = [1, ...L]maximal and J minimal. One ould nd a hange of variables similar
to those of lemma D.3.4, but we will use here a slightly dierent approah.
We introdue a dummy Grassmann variable Ψ in the Pfaan integrals, to
have :
εKvePf(BKˆvˆe) =
∫ ∏
α=1...d
dχαdΨ Ψ
∏
i∈K
χiψvee
− 12χBχ . (4.76)
Next we exponentiate Ψψve and pass to the Pfaan of a modied matrix B
′
(orresponding to a modied graph G′). The modied graph is obtained from
G by adding a line l0 from xe to the root external line. Moreover, following the
reasoning of lemma D.3.4 we see that our Pfaan is not modied if we impose
that the dummy line is onstrained to be a tree line in the diret graph G′,
i.e. has to pair with an hypermomentum variable. We then have a one to one
orrespondene between the leading term in HVG,v¯ and the leading terms for
the rst polynomial of the modied graph HUG′,v¯ in whih the dummy line l0
is hosen as a tree line.
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In order to onlude we need only to ompute the genus of the modied graph
G′. Suppose the external point xe broke another fae than the root external
point. The dummy line we added will identify the two faes so that G′ has
n′ = n, L′ = L+ 1, F ′ = F − 1 and n′ − L′ + F ′ = 2 − 2g′, so that g′ = g + 1.
If, on the other hand, xe broke the same fae as the root haline, the dummy
line will part the latter in two dierent faes. We then have F ′ = F + 1 and
onsequently g′ = g.
We note that to any tree in G′ onstrained to ontain the dummy line l0
there orresponds a two-tree T2 in G, that is a tree minus a line (by removing
this dummy line).
Therefore by Lemma III.4 the Pfaan we are onsidering is non zero only if
the new redued rosette, where the dummy line is ontrated as a tree line, has
exatly one fae and 2g′ lines.
We obtain therefore the real part of VG,v¯ as a sum of positive terms and
exat analogs of bounds (4.55) and (4.56). We say that J is 2-admissible in G if
J is admissible in G′ and the dummy line l0 is in a tree of G′ ontained in the
omplement of J .
Let G˜, be the graph obtained from G by deleting the lines in J and ontra-
ting the two-tree T2. It has two faes, the one broken by the root and another
one, FJ . This FJ ontains typially the external points belonging to several bro-
ken faes in the initial graph. The dummy line l0 will link this two faes, but
the topologial struture of G′ is the same no matter whih external points are
hosen in FJ . We will therefore obtain a sum over all this possible hoies. We
onlude that the bound analog to (4.55) is
HV RG,v¯(xe) ≥
∑
J 2−admissible in G
(2s)2g
′−kJ
∏
l∈J
tl[
∑
e∈FJ
(−1)exe]2 . (4.77)
The analog of (4.56) is
HV RG,v¯(xe) ≥
∑
J tree in G′
(2s)2g
′∏
l∈J
tl [
∑
e∈FJ
(−1)exe]2 . (4.78)
This bound is the one useful to extrat the power ounting in the broken faes.
Indeed when integrating the remaining external variables against xed test fun-
tions and saling eah t variable by λ → 0, we reover the full exat power
ounting of G namely in dimension D = 4 the saling λ2g+(B−1)+(N−4)/2dλ.
Indeed eah broken fae leads to a term in e−[xe+... ]
2
for some external variable
xe of the broken fae, hene to an improved fator λ when integrated against a
xed test funtion.
It is also possible to reover the seond Symanzik polynomial as s → 0 in
(4.77) ; indeed for kJ = 2g
′
, we nd that J is the omplement of a tree in G′
ontaining l0, hene of a two-tree in G. Moreover, in this ase the fae FJ will
be the external fae of the oneted omponent E(T2) ∈ T2 not ontaining the
root, and we reover the known invariant (
∑
e∈E(T2)(−1)e+1xe)2.
It remains to disuss the ase with speial diagonal" verties, that is with
opposite external arguments as in Figure D.9. In this ase bounds (4.77) and
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(4.78) still hold beause although there is a sum of two Paans in Lemma
D.4.1, they annot add up to 0 ; they orrespond to graphs G′1 (of the same
kind as before) and G′2 (of a new type, with one line erased) with genuses g
′
1
and g′2 = g
′
1 − 1. These Pfaans have the same saling in s beause there is an
additional s for G′2 oming from formula (4.57), but they have not the same
power of 2 hene their sum annot be zero again !
There is another modiation : the alternate sum over a fae no longer appear
in (4.77) and in (4.78) if the root vertex itself is of this diagonal type whih is
the ase for the Broken Bubble" graph of Figure D.9. These modiations do
not aet the power ounting and their veriation is left to the reader.
D.5 Examples
In this setion we give the exat expressions for several of our polynomials.
We reall that s = (4θΩ)−1.
Fig. D.6: The Bubble graph
We start by the bubble graph, Figure D.6 :
HUG,v = (1 + 4s
2)(t1 + t2 + t
2
1t2 + t1t
2
2) ,
HVG,v = t
2
2
[
p2 + 2s(x4 − x1)
]2
+ t1t2
[
2p22 + (1 + 16s
4)(x1 − x4)2
]
,
+t21
[
p2 + 2s(x1 − x4)
]2
HUG = 4(t1 + t2)
2 ,
HVG = (1 + 4s
2)
[
(x1 − x4 + y1 − y4)2(t1 + t2)
+(x1 − x4 − y1 + y4)2(t1t22 + t2t21)
]
. (4.79)
The rst two terms in HUG,v are the leading ones we previously exhibited.
For the HVG,v we see that the saling of the quadrati form will be in O(1),
whih was expeted as we do have only one broken fae. Furthermore HUG
sales in t2, as expeted, and the rst term in the quadrati form HUG/HVG is
exatly the required one to reonstitute the δ funtion on the external legs in
the UV region. The term t1t2(x1 − x4)2 in HVG,v¯ is one of the leading terms
previousely omputed. It omes from the graphs G′ in whih either x1 or x4 are
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linked to the root by the dummy line, and both lines 1 and 2 are hosen in the
set J in G′.
Then omes the sunshine graph Fig. D.7 :
Fig. D.7: The Sunshine graph
HUG,v =
[
t1t2 + t1t3 + t2t3 + t
2
1t2t3 + t1t
2
2t3 + t1t2t
2
3
]
(1 + 8s2 + 16s4)
+16s2(t22 + t
2
1t
2
3) ,
HUG = t1t2t3(1 + 64s
4)
+
[
t21t2 + t1t
2
2 + t
2
1t3 + t
2
2t3 + t1t
2
3 + t2t
2
3
]
(4 + 16s2) . (4.80)
Here we identify also the leading ontributions in HUG,v, and the extra
saling fator in the HUG.
For the nonplanar sunshine graph (see Fig. D.8) we have :
Fig. D.8: The Non-planar Sunshine graph
HUG,v =
[
t1t2 + t1t3 + t2t3 + t
2
1t2t3 + t1t
2
2t3 + t1t2t
2
3
]
(1 + 8s2 + 16s4)
+4s2
[
1 + t21 + t
2
2 + t
2
1t
2
2 + t
2
3 + t
2
1t
2
3 + t
2
2t
2
3 + t
2
1t
2
2t
2
3
]
,
HUG = 4
[
t21(t2 + t3) + t2t3(t2 + t3) + t1(t
2
2 + 3t2t3 + t
2
3)
]
+16s2
[
t1 + t2 + t3 + t1t
2
2t
2
3 + t
2
1t2t3(t2 + t3)
]
+ 64t1t2t3s
4 .(4.81)
We note the improvement in the genus, as both HUG,v and HUG,v sale in
t−2 with respet to there planar ounterparts.
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Fig. D.9: The Broken Bubble Graph
For the broken bubble graph (see Fig. D.9) we have :
HUG,v = (1 + 4s
2)(t1 + t2 + t
2
1t2 + t1t
2
2) ,
HVG,v = t
2
2
[
4s2(x1 + y2)
2 + (p2 − 2s(x3 + y4))2
]
+ t21
[
p2 + 2s(x3 − y4)
]2
,
+t1t2
[
8s2y22 + 2(p2 − 2sy4)2 + (x1 + x3)2 + 16s4(x1 − x3)2
]
+t21t
2
24s
2(x1 − y2)2 ,
HUG = 4(t1 + t2)
2 , (4.82)
HVG = (t1 + t2)
[
(y2 + y4 − x1 − x3)2 + 4s2(y2 − y4 − x1 − 3x3)2
]
+(t21t2 + t1t
2
2)
[
(y2 + y4 + x1 + x3)
2 + 4s2(y2 − y4 + x1 + 3x3)2
]
,
Note that HUG,v and HUG are idential with those of the bubble with only
one broken fae. It is natural, as the amelioration in the broken faes for a given
graph an be seen only in the HVG,v and HVG. Take HVG. We see that we
have two linear ombinations whih in the UV region beome an approximate
δ funtion, whereas in the bubble graph with one broken fae we had only
one, therefore giving us the improvement in the broken faes. Similarely for
the HVG,v we see that for the broken bubble we have three independent linear
ombinations whih sale in t−1 whereas for the bubble with only one broken
fae we only had two. The term t1t2(x1+x3)
2
in HVG,v¯ is one of those omputed
in the previous setion. Even if the two external points x1 and x3 do not belong
to the same fae they still appear summed, as we an hose the root haline to
be either y2 and y4 and we must add the ontributions for eah hoie. This is
an example of the slight modiations generated by the presene of "diagonal"
verties.
Finally, for the half-eye graph (see Fig. D.10), we start by dening :
A24 = t1t3 + t1t3t
2
2 + t1t3t
2
4 + t1t3t
2
2t
2
4 . (4.83)
The HUG,v polynomial with xed hypermomentum orresponding to the vertex
with two external legs is :
(A24 +A14 +A23 +A13 +A12)(1 + 8s
2 + 16s4)
+t1t2t3t4(8 + 16s
2 + 256s4) + 4t1t2t
2
3 + 4t1t2t
2
4
+16s2(t23 + t
2
2t
2
4 + t
2
1t
2
4 + t
2
1t
2
2t
2
3) + 64s
4(t1t2t
2
3 + t1t2t
2
4) ,
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Fig. D.10: The Half-Eye Graph
whereas with another xed hypermomentum we get :
HUG,v2 = (A24 +A14 +A23 +A13 +A12)(1 + 8s
2 + 16s4)
+t1t2t3t4(4 + 32s
2 + 64s4) + 32s2t1t2t
2
3 + 32s
2t1t2t
2
4
+16s2(t23 + t
2
1t
2
4 + t
2
2t
2
4 + t
2
1t
3
2t
2
3) . (4.84)
Note that the leading terms are idential, the hoie of the root perturbing
only the non-leading ones. Moreover note the presene of the t23 term. Its pre-
sene an be understood by the fat that in the setor t1, t2, t4 > t3 the subgraph
formed by the lines 1, 2, 4 has two broken faes. This is the sign of a power oun-
ting improvement due to the additional broken fae in that setor. To exploit
it, we have just to integrate over the variables of line 3 in that setor, using the
seond polynomial HVG′,v for the triangle subgraph G
′
made of lines 1, 2, 4.
Finally the anonial HUG polynomial is :
HUG = (4 + 16s
2)(t21t3 + t1t
2
3 + t
2
2t3 + t2t
2
3 + t
2
1t4 + t1t
2
4 + t
2
2t4 + t2t
2
4
+t23t4 + t3t
2
4 + t
2
1t2t
2
3 + t1t
2
2t
2
3 + t
2
1t2t
2
4 + t1t
2
2t
2
4 + t
2
1t
2
2t
2
3t4
+t21t
2
2t3t
2
4) + (8 + 32s
2)(t1t2t3 + t1t2t4 + t1t2t
2
3t4 + t1t2t3t
2
4)
+(12 + 64s4)(t1t3t4 + t2t3t4 + t
2
1t2t3t4 + t1t
2
2t3t4) . (4.85)
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Annexe E
Dimensional renormalization
of NCQFT
R. Gurau, A. Tanas 
Using the reently introdued parametri representation of non-ommutative
quantum eld theory, we implement here the dimensional regularization and
renormalization of the vulanized Φ⋆44 model on the Moyal spae.
Keywords : non-ommutative quantum eld theory, dimensional regulariza-
tion, dimensional renormalization
E.1 Introdution and motivation
Non-ommutative geometry (see [22℄) is one of the most appealing frame-
works for the quantiation of gravitation. Quantum eld theory (QFT) on
these type of spaes, alled non-ommutative quantum eld theory (NCQFT) -
for a general review see [25, 69℄- is now one of the most appealing andidates for
new physis beyond the Standard Model. Also, NCQFT arises as the eetive
limit of some string theoretial models [20, 51℄.
Moreover, NCQFT is well suited to the desription of the physis in bak-
ground elds and with non-loal interations, like for example the frational
quantum Hall eet [9, 10, 11℄.
However, naive NCQFT suers from a new type of non renormalizable di-
vergenes, known as the ultraviolet (UV)/ infrared (IR) mixing. The simplest
example of this kind of divergenes is given by the nonplanar tadpole : it is UV
onvergent, but inserting it an arbitrary number of times in a loop gives rise to
IR divergenes.
Interest in NCQFT has been reently revived with the introdution of the
Grosse-Wulkenhaar salar Φ⋆44 model, in whih the UV/IR mixing is ured : the
model is renormalizable at all orders in perturbation theory [27, 29℄. The idea
of Grosse-Wulkenhaar was to modify the kineti part of the ation in order to
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satisfy the Langmann-Szabo duality [30℄ (whih relates the infrared and ultra-
violet regions). We refer to this modied theory as the vulanized Φ⋆44 model.
A general proof, using position spae and multisale analysis, has then been
given in [56℄, and the parametri representation of this model was omputed in
[39℄. Furthermore, it was reently proved that that the vulanized Φ⋆44 is better
behaved than the ommutative φ44 model : it does not have a Landau ghost
[37, 38, 70℄.
In ommutative QFT dimensional renormalization is the only sheme whih
respets the symmetries of gauge theories see [71, 72, 73℄. It also is the appro-
priate setup for the Connes-Kreimer Hopf algebra approah to renormalization
(see [65, 74℄ for the ase of ommutative QFT).
A seond lass of renormalizable NCQFT exists. These models, alled o-
varinat, are haraterized by a propagator whih deays in position spae as
x − y tends to innity (like the Grosse-Wulkenhaar propagator of eq. (5.8))
but it osillates when x + y goes to innity, rather than deaying. In this lass
of NCQFT models enters the non-ommutative Gross-Neveu model and the
Langmann-Szabo-Zarembo model [49℄. The non-ommutative orientable Gross-
Neveu model was proven to be renormalizable at any order in perturbation
theory [32℄. The parametri representation was extended to this lass of models
[40℄. For a general review of reent developments in the eld of renormalizable
NCQFT see [75℄.
The parametri representation introdued in [39℄ is the starting point for
the dimensional regularization and renormalization performed in this paper.
Our proof follows that of the ommutative Φ⋆44 model, as presented in [71, 72℄.
This paper is organized as follows. Setion E.2 is a summary of the para-
metri representation of the vulanized Φ⋆44 model. The non-ommutative equi-
valent HUG and HVG of the Symanzik polynomials UG and VG are realled.
In setion E.3 we prove the existene in the polynomial HUG of some further
leading terms in the ultraviolet (UV) regime. This is an improvement of the
results of [39℄, needed to orretly identify the meromorphi struture of the
Feynman amplitudes. In setion E.4 we prove the fatorization properties of the
Feynman amplitudes. These properties are needed in order to prove that the
pole extration is equivalent to adding ounterterms of the form of the initial
lagrangean. This fatorization is essential for the denition of a oprodut ∆
neessary for the implementation of a Hopf algebra struture in NCQFT [76℄.
Setion E.5 uses the results of the previous setions to perform the dimensional
regularization, prove the ounterterm struture for NCQFT and omplete the
dimensional renormalization program. Setion E.6 is devoted to some onlusion
and perspetives.
E.2 The non-ommutative model
In this setion we give a brief overview of the Grosse-Wulkenhaar Φ4 model.
Our notations and onventions as well as some notions of diagrammatis and
the results of the parametri representation follow [39℄.
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To dene the Moyal spae of dimension D, we introdue the deformed Moyal
produt ⋆ on RD so that
[xµ, xν ] = iΘµν , (5.1)
where the the matrix Θ is
Θ =


0 θ
−θ 0 0
.
.
.
0
0 θ
−θ 0

 . (5.2)
The assoiative Moyal produt of two funtions f and g on the Moyal spae
writes
(f ⋆ g)(x) =
∫
dDk
(2π)D
dDy f(x+ 12Θ · k)g(x+ y)eık·y
=
1
πD|detΘ|
∫
dDydDz f(x+ y)g(x+ z)e−2ıyΘ
−1z . (5.3)
The Eulidian ation introdued in [29℄ is
S =
∫
d4x
(
1
2
∂µφ ⋆ ∂
µφ+
Ω2
2
(x˜µφ) ⋆ (x˜
µφ) +
1
2
m2 φ ⋆ φ+ φ⋆4
)
, (5.4)
where
x˜µ = 2(Θ
−1)µνxν . (5.5)
The propagator of this model is the inverse of the operator
−∆+Ω2x˜2. (5.6)
The results we establish here hold for orientable models (in the sense of sub-
setion E.2.1). This orresponds to a Grosse-Wulkenhaar model of a omplex
salar eld
S =
∫
d4x
(
1
2
∂µφ¯ ⋆ ∂
µφ+
Ω2
2
(x˜µφ¯) ⋆ (x˜
µφ) + φ¯ ⋆ φ ⋆ φ¯ ⋆ φ
)
. (5.7)
Introduing Ω˜ = 2Ω/θ, the kernel of the propagator is (Lemma 3.1 of [36℄)
C(x, y) =
∫ ∞
0
Ω˜dα
[2π sinh(α)]D/2
e−
Ω˜
4 coth(
α
2 )(x−y)2− Ω˜4 tanh(α2 )(x+y)2 . (5.8)
Using eq. (5.3) the interation term in eq. (5.7) leads to the following vertex
ontribution in position spae (see [56℄
δ(x1 − x2 + x3 − x4)e2i
P
1≤i<j≤4(−1)i+j+1xiΘ−1xj . (5.9)
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with x1, . . . , x4 the 4−vetors of the positions of the 4 elds inident to the
vertex.
To any suh vertex V one assoiates a hypermomentum pV using the relation
δ(x1 − x2 + x3 − x4) =
∫
dpV
(2π)4
epV σ(x1−x2+x3−x4) . (5.10)
E.2.1 Some diagrammatis for NCQFT ; orientability
In this subsetion we introdue some useful onventions and denitions, some
of them used in [56℄ and [36℄ but also some new ones.
Let a graph G with n(G) verties, L(G) internal lines and F (G) faes. The
Euler harateristi of the graph is
2− 2g(G) = n(G) − L(G) + F (G), (5.11)
where g(G) ∈ N is the genus of the graph. Graphs divide in two ategories,
planar graph with g(G) = 0, and non-planar graphs with g(G) > 0. Let also
B(G) denote the number of faes broken by external lines and N(G) be number
of external points of the graph.
The orientable form eq .(5.9) of the vertex ontribution of our model allows
us to assoiate + sign to a orner φ¯ and a - sign to a orner φ of the vertex.
These signs alternate when turning around a vertex. As the propagator allways
relates a φ¯ to a φ, the ation in eq. (5.7) has orientable lines, that is any internal
line joins a - orner to a + orner
1
.
Consider a spanning tree T in G. In has n − 1 lines and the remaining
L − (n − 1) lines form the set L of loop lines. Amongst the verties V one
hooses a speial one V¯G, the root of the tree. One assoiates to any vertex V
the unique tree line whih hooks to V and goes towards the root.
We introdue now some topologial operations on the graph whih allow one
to reexpress the osillating fators oming from the verties of the graph G.
Let a tree line in the graph ℓ = (i, j) and its endpoints i and j. Suppose it
onnets to the root vertex V¯G at i and to another vertex V at j. In Fig.E.1,
ℓ2 is the tree line, y4 is i and x1 is j. The rst Filk move, inspired by [17℄,
onsists in removing suh a line from the graph and gluing the two verties
together respeting the ordering. Thus the point i on the root vertex is replaed
by the neighbors of j on V . This is represented in Fig. E.1 where the new root
vertex is y2, y3, x4, x1, x2, y1.
Note that the number of faes or the genus of the graph do not hange under
this operation.
A tehnial point to be noted here is that one must hose the eld j on the
vertex V to be either the rst (if the line ℓ enters V ) or the last (if the line ℓ
exits V ) in the ordering of V . Of ourse this is allways possible by the use of
the δ funtions in the vertex ontribution.
Iterating this operation for the n − 1 tree lines, one obtains a single nal
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Fig. E.1: The rst Filk move : the line 2 is redued and the 2 verties merge
Fig. E.2: Two rosettes obtained by ontrating a tree via the rst Filk
vertex with all the loop lines hooked to it - a rosette (see Fig. E.2).
The rosette ontains all the topologial information of the graph. If no two
lines ross (on the left in Fig. E.2) the graph is planar. If on the ontrary we
have at least a rossing (on the right in Fig. E.2) the graph is non planar (for
details see [39℄).
For a nonplanar graph we dene a nie rossing in a rosette as a pair of lines
suh that the end point of the rst is the suessor in the rosette of the starting
point of the other. A genus line of a graph is a loop line whih is part of a nie
rossing on the rosette (lines 2 and 4 on the right of Fig. E.2).
In the sequel we are interested in performing this operation in a way adapted
to the sales introdued by the Hepp setors : we perform the rst Filk move only
for a subgraph S (we iterate it only for a tree in S). Thus, the subgraph S will
be shrunk to its orresponding rosette inside the graph G. If S is not primitively
divergent we have a onvergent sum over its assoiated Hepp parameter.
We will prove later that S is primitively divergent if and only if g(S) = 0,
B(S) = 1, N(S) = 2, 4. For primitively divergent subgraphs the rst Filk move
above shrinks S to a Moyal vertex inside the graph G.
For example, onsider the graph G of Fig. E.3 and its divergent sunshine
1
The orientability of our theory allows us to simplify the proofs. It should however be
possible, although tedious, to follow the same proedure for the non orientable model.
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subgraph S given by the set of lines ℓ4, ℓ5 and ℓ6. Under the rst Filk move for
the subgraph S, G will have a rosette vertex insertion like in Fig. E.4, Denote
G−S graph G with its subgraph S erased (see Fig. E.5). It beomes the graph
G/S with a Moyal vertex like in Fig. E.6.
Fig. E.3: A graph ontaining a primitive divergent subgraph given by the lines
ℓ4, ℓ5 and ℓ6
Fig. E.4: The graph G with S redued to a rosette
Fig. E.5: The graph G − S obtained by erasing the lines and verties of the
primitive divergent subgraph S
In the ommutative ase, this operation orresponds to the shrinking of S
to a point : it represents the Moyality" (instead of loality) of the theory.
E.2.2 Parametri representation for NCQFT
In this subsetion we reall the denitions and results obtained in [39℄ for the
parametri representations of the model dened by eq. (5.7). First let us reall
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Fig. E.6: The graph G/S obtained by shrinking to a Moyal vertex the sunshine
primitive divergent subgraph S
that, when onsidering the parametri representation for ommutative QFT,
one has translation invariane in position spae. As a onsequene of this inva-
riane, the rst polynomial vanishes when integrating over all internal positions.
Therefore, one has to integrate over all internal positions (whih orrespond to
verties) save one, whih is thus marked. However, the polynomial is a still a
anonial objet, i. e. it does not depend of the hoie of this partiular vertex.
As stated in [39℄, in the non-ommutative ase translation invariane is lost
(beause of non-loality). Therefore, one an integrate over all internal positions
and hypermomenta. However, in order to be able to reover the ommutative
limit, we also mark a partiular vertex V¯ ; we do not integrate on its assoiate
hypermomenta pV¯ . This partiular vertex is the root vertex. Beause there is
no translation invariane, the polynomial does depend on on the hoie of the
root ; however the leading ultraviolet terms do not.
We dene the (L×4)-dimensional inidene matrix εV for eah of the verties
V . Sine the graph is orientable (in the sense dened in subsetion E.2.1 above)
we an hoose
εVℓi = (−1)i+1, if the line ℓ hooks to the vertex V at orner i. (5.12)
Let also
ηVℓi = |εVℓi|, V = 1, . . . , n, ℓ = 1, . . . , L and i = 1, . . . , 4. (5.13)
From eq . (5.12) and (5.13) one has
ηVℓi = (−1)i+1εℓi. (5.14)
We introdue withe the short" u and long" v variables by
vℓ =
1√
2
∑
V
∑
i
ηVℓix
V
i ,
uℓ =
1√
2
∑
V
∑
i
εVℓix
V
i . (5.15)
Conversely, one has
xVi =
1√
2
(
ηVℓivℓ + ε
V
ℓiuℓ
)
. (5.16)
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From the propagator 5.8 and verties ontributions 5.9 one is able to write
the amplitude AG,V¯ of the graph G (with the marked root V¯ ) in terms of the
non-ommutative polynomials HUG,V¯ and HVG,V¯ as (see [39℄ for details)
AG,V¯ (xe, pV¯ ) =
(
Ω˜
2
D
2 −1
)L ∫ ∞
0
L∏
ℓ=1
[dtℓ(1− t2ℓ)
D
2 −1]
e
−HVG,V¯ (tℓ,xe,pv¯)
HUG,V¯ (t)
HUG,V¯ (t)
D
2
, (5.17)
with xe the external positions of the graph and
tℓ = tanh
αℓ
2
, ℓ = 1, . . . , L. (5.18)
where αℓ are the parameters assoiated by eq. (5.8) to the propagators of the
graph. In [39℄ it was proved that HU and HV are polynomials in the set of
variables t. The rst polynomial is given by (see again [39℄)
HUG,V¯ = (detQ)
1
D
L∏
ℓ=1
tℓ , (5.19)
where
Q = A⊗ 1D −B ⊗ σ , (5.20)
with A a diagonal matrix and B an antisymmetri matrix. The matrix A writes
A =

S 0 00 T 0
0 0 0

 , (5.21)
where S and resp. T are the two diagonal L by Lmatries with diagonal elements
cℓ = coth(
αℓ
2 ) = 1/tℓ, and resp. tℓ. The last (n− 1) lines and olumns are have
0 entries.
The antisymmetri part B is
B =
(
sE C
−Ct 0
)
, (5.22)
with
s =
2
θΩ˜
=
1
Ω
, (5.23)
and
CℓV =
(∑4
i=1(−1)i+1εVℓi∑4
i=1(−1)i+1ηVℓi
)
, (5.24)
E =
(
Euu Euv
Evu Evv
)
. (5.25)
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The bloks of the matrix E are
Evvℓ,ℓ′ =
∑
V
4∑
i,j=1
(−1)i+j+1ω(i, j)ηVℓiηVℓ′j ,
Euuℓ,ℓ′ =
∑
V
4∑
i,j=1
(−1)i+j+1ω(i, j)εVℓiεVℓ′j ,
Euvℓ,ℓ′ =
∑
V
4∑
i,j=1
(−1)i+j+1ω(i, j)εVℓiηVℓ′j . (5.26)
The symbol ω(i, j) takes the values ω(i, j) = 1 if i < j, ω(i, j) = −1 is j < i
and ω(i, j) = 0 if i = j. In eq. (5.24) of the matrix C we have resaled by s
the hypermomenta pV . For further referene we introdue the integer entries
matrix :
B′ =
(
E C
−Ct 0
)
. (5.27)
In [39℄ it was proven that
detQ = (detM)D , (5.28)
where
M = A+B . (5.29)
Thus eq. (5.19) beomes :
HUG,V¯ = detM
L∏
ℓ=1
tℓ . (5.30)
Let I and resp. J be two subsets of {1, . . . , L}, of ardinal |I| and |J |. Let
kI,J = |I|+ |J | − L− F + 1 , (5.31)
and nIJ = Pf(B
′
IˆJˆ
), the Paan of the matrix B′ with deleted lines and olumns
I among the rst L indies (orresponding to short variables u) and J among
the next L indies (orresponding to long variables v).
The spei form 5.21 allows one to write the polynomial HU as a sum of
positive terms :
HUG,V¯ (t) =
∑
I,J
s2g−kI,J n2I,J
∏
ℓ 6∈I
tℓ
∏
ℓ′∈J
tℓ′ . (5.32)
In [39℄, non-zero leading terms (i. e. terms with the smallest global degree
in the t variables) were identied. These terms are dominant in the UV regime.
Some of them orrespond to subsets I = {1, . . . , L} and J admissible, that is
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 J ontains a tree T˜ in the dual graph,
 the omplement of J ontains a tree T in the diret graph.
Assoiated to suh I and J one has n2I,J = 2
2g
.
However, the list of these leading terms, as already remarked in [39℄, is
not exhaustive. In the next setion we omplete this list with further terms,
neessary for the sequel
2
.
We end this setion with the expliit example of the bubble and the sunshine
graph (Fig. E.7 and Fig. E.8).
Fig. E.7: The bubble graph
For the bubble graph one has
HUG,V¯ = (1 + 4s
2)(t1 + t2 + t
2
1t2 + t1t
2
2). (5.33)
Fig. E.8: The sunshine graph
For the sunshine graph one has
HUG,V¯ =
[
t1t2 + t1t3 + t2t3 + t
2
1t2t3 + t1t
2
2t3 + t1t2t
2
3
]
(1 + 4s2)2
+16s2(t22 + t
2
1t
2
3). (5.34)
For further referene we also give the polynomial of the graph of Fig. E.6
HUG,V¯ = (1 + 4s
2)(t1 + t2 + t3 + t1t2t3)(1 + t2t3 + t1(t2 + t3)). (5.35)
The polynomial HV is more involved. One has
HVG,V¯
HUG,V¯
=
Ω˜
2
(
xe pV¯
)
PQ−1P t
(
xe
pV¯
)
, (5.36)
2
For the purposes of [39℄, the existene of some non-zero leading terms was suient.
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where P is some matrix oupling the external positions xe and the root hyper-
momenta pV¯ with the short u and long v variables and the rest of the hyper-
momenta pV (V 6= V¯ ). Expliit expressions an be found in [39℄.
E.3 Further leading terms in HU
To proede with the dimensional regularization one needs rst to orretly
isolate the divergent subgraphs in dierent Hepp setors. Let a subgraph S in
the graph G. If S is nonplanar the leading terms in HUG sue to prove that
S is onvergent in every Hepp setor as will be explained in setion E.5.
This is not the ase if S is planar with more that one broken fae. Let ℓ˜ be
the line of G whih breaks an internal fae of S.
If ℓ˜ is a genus line in G (see subsetion E.2.1), one ould still use only the
leading terms in HUG to prove that S is onvergent.
But one still needs to prove that S is onvergent if the line ℓ˜ is not a genus
line in G. This is for instane the ase of the sunshine graph : in the Hepp
setor t1 < t3 < t2 one must prove that the subgraph formed by the lines l1
and l3 is onvergent. This is true due to the term 16s
2t22 in eq. (5.34). Note that
the variable t2 is assoiated to the line whih breaks the internal fae of the
subgraph ℓ1, ℓ3. One needs to prove that for arbitrary G and S we have suh
terms.
If we redue S to a rosette there exists a loop line ℓ2 ∈ S whih either rosses
ℓ˜ or enompasses it. This line separates the two broken faes of S.
Denition E.3.1 Let J0 a subset of the internal lines of the graph G. J0 is
alled pseudo-admissible if :
 its omplement is the union of tree T in G and ℓ2,
 neither ℓ˜ nor ℓ2 belong to T ,
Let I0 = {ℓ1 . . . ℓL} − ℓ˜ ≡ I − ℓ˜. This implies |I| = L(G) − 1 and |J | =
F (G) − 2 + 2g(G). For the sunshine graph (see Fig. E.8) I = {ℓ1, ℓ3} and
J = {ℓ2}. One has the theorem
Theorem E.3.1 In the sum 5.32 the term assoiated to I0 and J0 above is
n2I0,J0 = 4, if ℓ˜ is a genus line, in G
= 16, if ℓ˜ is not a genus line in G.
Proof : The proof is similar to the one onerning the leading terms of HU
given in Lemma III.1 of [39℄, being however more involved.
The matrix whose determinant we must ompute is obtained from B by dele-
ting the lines and olumns orresponding to the subsets I0 and J0 (as explained
in the previous setion).
The matrix B′
Iˆ0,Jˆ0
has
 a line and olumn orresponding to uℓ˜, the short variable of ℓ˜
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 n lines and olumns orresponding to the v variables of the n−1 tree lines
of T and the supplementary line ℓ2
 n− 1 lines and olumns assoiated to the hypermomenta.
We represent the determinant of this matrix by the Grassmann integral :
detB′
Iˆ0,Jˆ0
=
∫
dψ¯u
ℓ˜
dψu
ℓ˜
dψ¯vdψvdψ¯pdψpe−ψ¯B
′ψ
(5.1)
The quadrati form in the Grassman variables in the above integral is :
−
∑
V
∑
l;i,j
ψ¯u
ℓ˜
(−1)i+1ω(i, j)εV
ℓ˜i
εVℓjψ
v
ℓ
−
∑
V
∑
l;i,j
ψ¯vℓω(i, j)ε
V
ℓiε
V
ℓ˜j
(−1)j+1ψu
ℓ˜
+
∑
V
ψ¯u
ℓ˜
(−1)i+1εV
ℓ˜i
ψpV −
∑
V
ψ¯pV (−1)i+1εV
ℓ˜i
ψu
ℓ˜
−
∑
V
∑
ℓ,ℓ′;i,j
ψ¯vℓω(i, j)ε
V
ℓiε
V
ℓ′jψ
v
ℓ′
+
∑
V
∑
ℓ;i
ψ¯vℓ ε
V
ℓiψ
pV −
∑
V
∑
ℓ;i
ψ¯pV εVℓiψ
v
ℓ . (5.2)
We implement the rst Filk move as a Grasmann hange of variales. At
eah step we redue a tree line ℓ1 = (i, j) onneting the root vertex V¯G to a
normal vertex V and gluing the two verties. This is ahieved by performing a
hange of variables for the hypermomenta and reinterpreting the quadrati form
in the new variables as orresponding to a new vertex V¯ ′G : the quadrati form
essentially reprodues itself under the hange of variables !
Take ℓ1 = (i, j) a line onneting the root" vertex V¯G to a vertex V . We
make the hange of variables
ψpV = χpV +
∑
ℓ′ 6=ℓ1
∑
k
(
−ω(i, k)εV¯Gℓ′k + ω(j, k)εVℓ′k
)
ψvℓ′
+
∑
k
(
−ω(i, k)εV¯G
ℓ˜k
+ ω(j, k)εV
ℓ˜k
)
(−1)k+1ψu
ℓ˜
ψ¯pV = χ¯pV +
∑
ℓ′ 6=ℓ1
∑
k
(
−ω(i, k)εV¯Gℓ′k + ω(j, k)εVℓ′k
)
ψ¯vℓ′
+
∑
k
(
−ω(i, k)εV¯G
ℓ˜k
+ ω(j, k)εV
ℓ˜k
)
(−1)k+1ψ¯u
ℓ˜
, (5.3)
where the rst sum is performed on the internal lines of G (note that beause
of the presene of the inidenes matries ε this sum redues to a sum on the
lines hooked to the two verties V¯G and V ). The orners i and resp. j are the
orners where the tree line ℓ1 hooks to the vertex V¯G and resp. V .
At eah step, let us onsider the oupling between the variables assoiated to
the line ℓ1 and to the hypermomentum pV and the rest of the variables. Using
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eq. (5.2) one has
−ψ¯u
ℓ˜
∑
p
(−1)p+1
(
ω(p, i)εVG
ℓ˜p
εVGℓ1i + ω(p, j)ε
V
ℓ˜p
εVℓ1j
)
ψvℓ1
−ψ¯vℓ1
∑
p
(
ω(i, p)εVG
ℓ˜p
εVGℓ1i + ω(j, p)ε
V
ℓ˜p
εVℓ1j
)
ψu
ℓ˜
(−1)p+1
+
∑
V ;p
ψ¯u
ℓ˜
(−1)p+1εV
ℓ˜p
ψpV −
∑
V ;p
ψ¯pV (−1)p+1εV
ℓ˜p
ψu
ℓ˜
−ψ¯vℓ1
∑
ℓ′ 6=ℓ1;k
(
ω(i, k)εV¯Gℓ1iε
V¯G
ℓ′k + ω(j, k)ε
V
ℓ1jε
V
ℓ′k
)
ψvℓ′
−
∑
ℓ′ 6=ℓ1;k
ψ¯vℓ′
(
ω(k, i)εV¯Gℓ′kε
V¯G
ℓ1i
+ ω(k, j)εVℓ′kε
V
ℓ1j
)
ψvℓ1
+ψ¯vℓ1ε
V
ℓ1jψ
pV +
∑
ℓ′ 6=ℓ1;k
ψ¯vℓ′ε
V
ℓ′kψ
pV
−ψ¯pV εVℓ1jψvℓ −
∑
ℓ′ 6=ℓ1;k
ψ¯pV εVℓ′kψ
v
ℓ′ , (5.4)
whih rewrites as
−
[
ψ¯u
ℓ˜
∑
p
(−1)p+1
(
ω(p, i)εVG
ℓ˜p
εVGℓ1i + ω(p, j)ε
V
ℓ˜p
εVℓ1j
)
+
∑
ℓ′ 6=ℓ1;k
ψ¯vℓ′
(
ω(k, i)εV¯Gℓ′kε
V¯G
ℓ1i
+ ω(k, j)εVℓ′kε
V
ℓ1j
)
+ ψ¯pV εVℓ1j
]
ψvℓ1
−ψ¯vℓ1
[∑
p
(
ω(i, p)εVG
ℓ˜p
εVGℓ1i + ω(j, p)ε
V
ℓ˜p
εVℓ1j
)
ψu
ℓ˜
(−1)p+1
+
∑
ℓ′ 6=ℓ1;k
(
ω(i, k)εV¯Gℓ1iε
V¯G
ℓ′k + ω(j, k)ε
V
ℓ1jε
V
ℓ′k
)
ψvℓ′ − εVℓ1jψpV
]
+
∑
V ;p
ψ¯u
ℓ˜
(−1)p+1εV
ℓ˜p
ψpV −
∑
V ;p
ψ¯pV (−1)p+1εV
ℓ˜p
ψu
ℓ˜
+
∑
ℓ′ 6=ℓ1;k
ψ¯vℓ′ε
V
ℓ′kψ
pV −
∑
ℓ′ 6=ℓ1;k
ψ¯pV εVℓ′kψ
v
ℓ′ . (5.5)
Performing now in 5.4 the hange of variable 5.3 for the hypermomentum pV
of the vertex V assoiated to the tree line ℓ1 of G and taking into aount that
εℓ1i = −εℓ1j the rst two lines of 5.5 are simply
− χ¯pV εVℓ1jψvℓ1 + ψ¯vℓ1εVℓ1jχpV . (5.6)
As ψvℓ1 and ψ¯
v
ℓ1
do not appear anymore in the rest of the terms we are fored
to pair them with χ¯pV and χpV . The rest of the terms in the quadrati form
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are :
+
∑
V ;p
ψ¯u
ℓ˜
(−1)p+1εV
ℓ˜p
[ ∑
ℓ′ 6=ℓ1
∑
k
(
−ω(i, k)εV¯Gℓ′k + ω(j, k)εVℓ′k
)
ψvℓ′
+
∑
k
(
−ω(i, k)εV¯G
ℓ˜k
+ ω(j, k)εV
ℓ˜k
)
(−1)k+1ψu
ℓ˜
]
+
∑
ℓ′ 6=ℓ1;p
ψ¯vℓ′ε
V
ℓ′p
[ ∑
ℓ′ 6=ℓ1
∑
k
(
−ω(i, k)εV¯Gℓ′k + ω(j, k)εVℓ′k
)
ψvℓ′
+
∑
k
(
−ω(i, k)εV¯G
ℓ˜k
+ ω(j, k)εV
ℓ˜k
)
(−1)k+1ψu
ℓ˜
]
−
∑
V ;p
[ ∑
ℓ′ 6=ℓ1
∑
k
(
−ω(i, k)εV¯Gℓ′k + ω(j, k)εVℓ′k
)
ψ¯vℓ′
+
∑
k
(
−ω(i, k)εV¯G
ℓ˜k
+ ω(j, k)εV
ℓ˜k
)
(−1)k+1ψ¯u
ℓ˜
]
(−1)p+1εV
ℓ˜p
ψu
ℓ˜
−
[ ∑
ℓ′ 6=ℓ1
∑
k
(
−ω(i, k)εV¯Gℓ′k + ω(j, k)εVℓ′k
)
ψ¯vℓ′
+
∑
k
(
−ω(i, k)εV¯G
ℓ˜k
+ ω(j, k)εV
ℓ˜k
)
(−1)k+1ψ¯u
ℓ˜
] ∑
ℓ′ 6=ℓ1;p
εVℓ′pψ
v
ℓ′ . (5.7)
We analyse the dierent terms in the above equation. The term ψ¯u
ℓ˜
ψu
ℓ˜
is :
∑
p,k
εV
ℓ˜p
(−1)p+1
[
− ω(i, k)εV¯G
ℓ˜k
+ ω(j, k)εV
ℓ˜k
]
(−1)k+1
−
∑
p,k
[
− ω(i, k)εV¯G
ℓ˜k
+ ω(j, k)εV
ℓ˜k
]
(−1)k+1εV
ℓ˜p
(−1)p+1 = 0 . (5.8)
The term in ψ¯u
ℓ˜
ψvℓ′ is given by :
+
∑
p
ψ¯u
ℓ˜
(−1)p+1εV
ℓ˜p
∑
ℓ′ 6=ℓ1
∑
k
(
−ω(i, k)εV¯Gℓ′k + ω(j, k)εVℓ′k
)
ψvℓ′
−
∑
p
(
−ω(i, p)εV¯G
ℓ˜p
+ ω(j, p)εV
ℓ˜p
)
(−1)p+1ψ¯u
ℓ˜
∑
ℓ′ 6=ℓ1;k
εVℓ′kψ
v
ℓ′ . (5.9)
Setting j to be either the rst or the last haline on the vertex V we see that
the last terms in the two lines above anel eahother. The rst two terms hold :∑
p
∑
ℓ′ 6=ℓ1
∑
k
ψ¯u
ℓ˜
ψvℓ′(−1)p+1
[
− ω(i, k)εV¯Gℓ′kεVℓ˜p + ω(i, p)εV¯Gℓ˜p ε
V
ℓ′k
]
. (5.10)
This an be rewritten in the form :
−
∑
p
∑
ℓ′ 6=ℓ1
∑
k
ψ¯u
ℓ˜
ψvℓ′(−1)p+1ω(p, k)εV¯
′
G
ℓ˜p
ε
V¯ ′G
ℓ′k , (5.11)
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where V¯ ′G is a new root vertex in whih the vertex V has been glued to the vertex
V¯G and the halines on the vertex V have been inserted on the new vertex at
the plae of the haline i.
The oupling between ψv's with ψv'is
+
∑
ℓ 6=ℓ1,k
ψ¯vℓ ε
V
ℓk
∑
ℓ′
(
−
∑
p
εV¯Gℓ′pω(i, p) +
4∑
k′=1
εVℓ′k′ω(j, k
′)
)
ψvℓ′
−
∑
ℓ′ 6=ℓ1
(
−
∑
p
εV¯Gℓ′pω(i, p) +
4∑
k=1
εVℓ′kω(j, k)
)
ψ¯vℓ′
∑
ℓ 6=ℓ1;k′
εVℓk′ψ
v
ℓ . (5.12)
Again, as j is either the rst or the last haline on the vertex V , the last
two terms in the two lines of eq. (5.12) anel eah other. The rest of the terms
give exatly the ontats between the ψ¯v and ψv on a new vertex V¯ ′G obtained
by gluing V on V¯G This is the rst Filk move on the line ℓ1 and its assoiated
vertex V . One iterates now this mehanism for the rest of the tree lines of G.
Hene we redue the graph G to a rosette (see subsetion E.2.1).
The quadrati form writes nally as
−
∑
ℓ′;p,k
ψ¯u
ℓ˜
ψvℓ′(−1)p+1ω(p, k)εV¯Gℓ˜p ε
V¯G
ℓ′k −
∑
ℓ′;p,k
ψ¯vℓ′ψ
u
ℓ˜
(−1)p+1ω(k, p)εV¯G
ℓ˜p
εV¯Gℓ′k
−
∑
ℓ,ℓ′;j,k
ψ¯vℓ ε
V¯G
ℓj ε
V¯G
ℓ′kω(j, k)ψ
v
ℓ′ . (5.13)
The sum onerns only the rosette vertex V¯G. Therefore the last line is 0, as by
the rst Filk move we have exhausted all the tree lines of T .
As ℓ˜ breaks the fae separated from the external fae by ℓ2 we have k1 <
p < k2. By a diret inspetion of the terms above, one obtains the requested
result.
✷
E.4 Fatorization of the Feynman amplitudes
Take now S to be a primitively divergent subgraph. We now prove that
the Feynman amplitude AG fatorizes into two parts, one orresponding to the
primitive divergent subgraph S and the other to the graph G/S (dened in
setion E.2.1). This is needed in order to prove that divergenies are ured by
Moyal ounterterms
3
.
In setion E.5 we will prove that only the planar (g = 0), one broken fae
B = 1, N = 2 or N = 4 external legs subgraphs are primitively divergent. We
now deal only with suh subgraphs.
3
It is also the property needed for the denition of a oprodut ∆ for a Connes-Kreimer
Hopf algebra struture (see [65, 74℄). Details of this onstrution are given elsewhere [76℄.
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E.4.1 Fatorization of the polynomial HU
We denote all the leading terms in the rst polynomial assoiated to a graph
S by HU lS. If we resale all the tℓ parameters orresponding to a subgraph S
by ρ2, HUG beomes a polynomial in ρ. We denote the terms of minimal degree
in ρ in this polynomial by HU
l(ρ)
G . It is easy to see that for the subgraph S we
have HU
l(ρ)
S = ρ
2[L(S)−n(S)+1]HU lS |ρ=1. We have the following theorem
Theorem E.4.1 Under the resaling
tα 7→ ρ2tα (5.1)
of the parameter orresponding to a divergent subgraph S of any Feynman graph
G, the following fatorization property holds
HU
l(ρ)
G,V¯
= HU
l(ρ)
S,V¯S
HUG/S,V¯ . (5.2)
Proof :
In the matrix M dened in eq. (5.29) (orresponding to the graph G) we an
rearrange the lines and olumns so that we plae the matrix MS (orresponding
to the subgraph S) into the upper left orner. We plae the line (and resp. the
olumn) assoiated to the hypermomentum of the root vertex of S to be the
last line (and resp. olumn) of M (without loss of generality we onsider that
the root of the subgraph S is not the root of G). M takes the form

Eu
SuS Eu
SvS Cu
SpS Eu
SuG−S Eu
SvG−S Cu
SpG−S
Ev
SuS Ev
SvS Cv
SpS Ev
SuG−S Ev
SvG−S Cv
SpG−S
Cp
SuS Cp
SvS 0 Cp
SuG−S Cp
SvG−S 0
Eu
G−SuS Eu
G−SvS Cu
G−SpS Eu
G−SuG−S Eu
G−SvG−S Cu
G−SpG−S
Ev
G−SuS Ev
G−SvS Cv
G−SpS Ev
G−SuG−S Ev
G−SvG−S Cv
G−SpG−S
Cp
G−SuS Cp
G−SvS 0 Cp
G−SuG−S Cp
G−SvG−S 0


where we have denoted by Eu
SuS
a oupling between two short variables or-
responding to internal lines of S et..
I. We rst write the determinant of the matrix above under the form of a
Grassmannian integral
detM =
∫
dψ¯udψudψ¯vdψvdψ¯pdψpe−ψ¯Mψ . (5.3)
Denote a generi line of the subgraph S by ℓS and a generig line of the
subgraph G− S by ℓG−S.
We perform a Grassmann hange of variables of Jaobian 1. The value of
the integral (5.3) does not hange under this hange of variables. We will prove
that the following properties hold for the dierent terms in the Grassmanian
quadrati form
E′v
SvS = diag(tl), E
′vSuG−S = 0, E′v
SvG−S = 0
E′u
G−SuG−S = E′u
G/SuG/S , E′u
G−SvG−S = E′u
G/SvG/S
E′v
G−SvG−S = E′v
G/SvG/S . (5.4)
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The new matrix of the quadrati form M ′will now be


E′u
SuS E′u
SvS Cu
SpS E′u
SuG−S E′u
SvG−S Cu
SpG−S
E′v
SuS E′v
SvS Cv
SpS 0 0 Cv
SpG−S
Cp
SuS Cp
SvS 0 Cp
SuG−S Cp
SvG−S 0
E′u
G−SuS 0 Cu
G−SpS E′u
G/SuG/S E′u
G/SvG/S Cu
G−SpG−S
E′v
G−SuS 0 Cv
G−SpS E′v
G/SuG/S E′v
G/SvG/S Cv
G−SpG−S
Cp
G−SuS Cp
G−SvS 0 Cp
G−SuG−S Cp
G−SvG−S 0


The rst part of the proof follows that of setion E.3, where we replae
ψu
ℓ˜
→
∑
ℓ′∈G−S
ψuℓ′ ψ¯
u
ℓ˜
→
∑
ℓ′∈G−S
ψ¯uℓ′ . (5.5)
Thus the appropriate hange of variables is now
ψpV = χpV +
∑
ℓ′ 6=ℓ1;k
(
−ω(i, k)εV¯Sℓ′k + ω(j, k)εVℓ′;k
)
ψvℓ′
+
∑
ℓ′;k
ℓ′∈G−S
(
−ω(i, k)εV¯Sℓ′k + ω(j, k)εVℓ′k
)
(−1)k+1ψuℓ′
ψ¯pV = χ¯pV +
∑
ℓ′ 6=ℓ1;k
(
−ω(i, k)εV¯Sℓ′k + ω(j, k)εVℓ′k
)
ψ¯vℓ′
+
∑
ℓ′;k
ℓ′∈G−S
(
−ω(i, k)εV¯Sℓ′k + ω(j, k)εVℓ′k
)
(−1)k+1ψ¯uℓ′ . (5.6)
We emphasize that this Grassmann hange of variables an be viewed as
forming appropriate linear ombinations of lines and olumns. As we only use
lines and olumns assoiated to hypermomenta pS , this manipulations an not
hange the value of the determinant in the upper left orner : it will allways
orrespond preisely to the rst polynomial of the subgraph S.
The relevant terms in the quadrati form are those of eq. (5.4) and eq. (5.5),
with the substitutions (5.5). Again, after the hange of variables 5.6 the only
surviving ontats of ψvℓ1 and ψ¯
v
ℓ1
are given by eq. (5.6). Finally, the remaining
terms are given by eq. (5.7) with the substitutions (5.5).
One needs again to analyse the dierent terms in this equation. The qua-
drati term in ψ¯uψu is :
∑
ℓ′,ℓ′′∈G−S
ψ¯uℓ′ψ
u
ℓ′′(−1)k+p+1
(
ω(i, k)εVℓ′pε
V¯S
ℓ′′k − ω(j, k)εVℓ′pεV¯ℓ′′k
−ω(i, k)εV¯Sℓ′kεVℓ′′p + ω(j, k)εVℓ′kεVℓ′′p
)
. (5.7)
As j is either the rst or the last haline on the vertex V , we see that the last
terms in the two lines above anel. The remaining two terms give the ontats
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amongst ψ¯u and ψu on the rosette new vertex V¯ ′S , obtained by gluing V¯S and
V respeting the ordering.
The ontats between ψ¯u and ψv beome
+
∑
ℓ′
∑
p
ψ¯uℓ′(−1)p+1εVℓ′p
∑
ℓ′′ 6=ℓ1
∑
k
(
−ω(i, k)εV¯Gℓ′′k + ω(j, k)εVℓ′′k
)
ψvℓ′′
−
∑
ℓ′
∑
p
(
−ω(i, p)εV¯Gℓ′p + ω(j, p)εVℓ′p
)
(−1)p+1ψ¯uℓ′
∑
ℓ′′ 6=ℓ1;k
εVℓ′′kψ
v
ℓ′′ .
Again that the last terms in the two lines above anel. Rearanging the rest as
before we end reover again the terms orresponding to a rosette.
Finally for the ψ¯v and ψv ontats eq .(5.12) goes through.
We iterate the hange of variables only for a tree in the subgraph S, hene
we redue the subgraph S to a rosette (see subsetion E.2.1). As the quadrati
form reprodued itself, the root vertex V¯S is now a Moyal vertex, with either 2
or 4 external legs.
Let r be an external half line of the subgraph S. As S is planar one broken
fae any line lS = (p, q) will either have r < p, q or p, q < r. Thus
E′v
SvG−S =
∑
l,p,r
ω(p, r)εV¯SℓSpε
V¯S
ℓG−Sr = 0 . (5.8)
The reader an hek by similar omputations that eq. (5.4) holds.
II. To obtain in the lower right orner the matrix orresponding to the graph
G/S, we just have to add the lines and olumns of the hypermomenta orrespon-
ding to the verties of S to the ones orresponding to the root of S. Furthermore,
by performing this operation, the blok Cv
SpG−S
(whih had only one non-trivial
olumn, the olumn orresponding to the hypermomentum pV¯S ) beomes iden-
tially 0. Forgetting the primes, the matrix in the quadrati beomes :


Eu
SuS Eu
SvS Cu
SpS Eu
SuG−S Eu
SvG−S Cu
SpG−S
Ev
SuS tℓδvSvS C
vSpS 0 0 0
Cp
SuS Cp
SvS 0 Cp
SuG−S Cp
SvG−S 0
Eu
G−SuS 0 Cu
G−SpS Eu
G/SuG/S Eu
G/SvG/S Cu
G/SpG/S
Ev
G−SuS 0 Cv
G−SpS Ev
G/SuG/S Ev
G/SvG/S Cv
G/SpG/S
Cp
G−SuS 0 0 Cp
G/SuG/S Cp
G/SvG/S 0


.
This is equivalent to the Grassmannian hange of variables :
χ′p
S
= χp
S
+ ψpV¯S ,
χ¯′p
S
= χ¯p
S
+ ψ¯pV¯S . (5.9)
III. We nally proeed with the resaling with ρ2 of all the parameter tα o-
responding to the divergent subgraph S (see 5.1). Reall that these parameters
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are present as
1
tα
on the diagonal of the blok Eu
SuS
and as tα on the diagonal
of the blok Ev
SvS
.
We fatorize
1
ρ on the rst L(S) lines of olumns of M (orresponding to the
uS variables) and ρ on the next L(S) lines and olumns (oresponding to the vS
variables). We also fatorize
1
ρ on the n(S)− 1 lines and olumns orresponding
to the hypermomenta pS . This is given by the Grassmann hange of variables
ψ′u =
1
ρ
ψu
ψ′v = ρψv
χ′p =
1
ρ
χp . (5.10)
In the new variables the matrix of the quadrati form is

clδuu′ + ρ
2E′uu
′
E′uv ρ2Cup ρE′uu ρE′uv ρC′up
E′vu tlδvv′ Cvp 0 0 0
ρ2Cpu Cpv 0 ρCpu ρCpv 0
ρE′uu 0 ρCup E′u
G/SuG/S E′u
G/SvG/S C′u
G/SpG/S
ρE′vu 0 ρCvp E′v
G/SuG/S E′v
G/SvG/S C′v
G/SpG/S
ρC′pu 0 0 C′p
G/SuG/S C′p
G/SvG/S 0


The determinant of the original matrix is obtained by multiplying the overall
fator ρ−2n(S)+2 (oming from the Jaobian of the hange of variables) with the
determinant of the matrix (5.11). To obtain HUG, aording to eq. (5.30) we
must multiply this determinant by a produt over all lines of tℓ.
The determinant upper left orner, oresponding to the subgraph S, mul-
tiplied by the appropriate produt of tℓ as in eq. (5.30) and by the Jaobian
fator holds the omplete polynomial HUS. At leading order in ρ it is HU
l(ρ)
S
The determinant of the lower right orner, multiplied by its orresponding
produt of tℓ holds the omplete polynomial HUG/S and no fator ρ.
At the leading order in ρ the o diagonal bloks beome 0. Therefore we
have
HU
l(ρ)
G = HU
l(ρ)
S HUG/S . (5.11)
✷
Let us illustrate all this with the example of the graph of Fig. E.3, where
the primitive divergent subgraph is taken to be the sunshine graph of lines ℓ4, ℓ5
and ℓ6. A diret omputation showed that, under the resaling
t4 → ρ2t4, t5 → ρ2t5, t6 → ρ2t6, (5.12)
the leading terms in ρ of the polynomial HUG fatorize as
ρ4
(
(1 + 4s2)t4(t5 + t6) + t5(t6 + 8s
2(2t5 + t6 + 2s
2t6)
)
(1 + 4s2)(t1 + t2 + t3 + t1t2t3)(1 + t2t3 + t1(t2 + t3)). (5.13)
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The rst line of this,formula orresponds to the leading terms under the resaling
with ρ of HUS, while the seond line is nothing but the polynomial HUG/S of
eq. (5.35).
E.4.2 The exponential part of the Feynman amplitude
In order to perform the appropriate subtrations we need to hek the fa-
torization also at the level of the seond polynomial. Throughout this setion
we suppose that S is a ompletely internal subgraph, that is none of its exter-
nal points is an external point of G. The general ase is treated by the same
methods with only slight modiations. We have the following lemma
Proposition E.4.2 Under the resaling tα 7→ ρ2tα of all the lines of the sub-
graph S we have :
HVG
HUG
∣∣∣
ρ=0
=
HVG/S
HUG/S
. (5.14)
Proof : The ratio
HVG
HUG
is given by the inverse matrix Q−1 due to eq. (5.36)
whih in turn is given byM−1 (see [39℄ for the exat relation). Thus any property
whih holds for M−1 will also hold for Q−1.
We write the matrix elements of the inverse ofM with the help of Grassmann
variables
(M−1)ij =
∫
dψ¯dψψiψ¯je
−ψ¯Mψ∫
dψ¯dψe−ψ¯Mψ
. (5.15)
As S is a ompletely internal subgraph we only must analyse the inverse
matrix entries
(M−1)G−SG−S =
∫
dψ¯dψψG−Sψ¯G−Se−ψ¯Mψ∫
dψ¯dψe−ψ¯Mψ
, (5.16)
the only ones whih intervene in the quadrati form due to the matrix P in 5.36.
None of the hanges of variables of the previous setion involve any Grassmann
variable assoiated with the G− S setor. We onlude that
(M−1)G−SG−S = (M ′−1)G−SG−S , (5.17)
with M ′ in (5.9). After the resaling with ρ, the matrix M ′ beomes (5.11). At
leading order we set ρ to zero so that M ′ beomes blok diagonal. Consequently
M−1G−SG−S = M
′−1
G/SG/S . (5.18)
✷
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E.4.3 The two point funtion
The results proven above must be rened further for the two point funtion.
The reason is that, as explained in setion E.5, the two point funtions have two
singularities so that one needs also to analyse subleading behaviour.
In the sequel we replae QG by MG, QG/S by MG/S , et., the dierene
between the Q's and the M 's being inessential.
When integrating over the internal variables of G we start by integrating
over the variables assoiated to S rst. All the variables u, v and p appearing in
the sequel belong then to G/S. The amplitude of the graph G will then write,
after resaling of the parameters of the subgraph S and having perform the rst
Filk move
AG =
∫
[dtℓdρ]
∫
[dudvdp]G/Sρ2L(S)−1
e
−
“
u v p
”
(M ′G/S+ρ
2δM ′)
0
BB@
u
v
p
1
CCA
HU
D
2
S (ρ)
, (5.19)
where [dtdρ] is a short hand notation for the measure of integration on the
Shwinger parameters, to be developped further in the next setion. [dudvdp]G/S
is the measure of integration for the internal variables of G/S, and M ′ is given
in eq. (5.11). We expliitate δM ′ as
δM ′ =

E
′uG−SuS 0 Cu
G−SpS
E′v
G−SuS 0 Cv
G−SpS
C′p
G−SuS 0 0



clδuSu′S E
′uSvS 0
E′v
SuS tlδvSv′S C
vSpS
0 Cp
SvS 0


−1

E′u
SuG−S E′u
SvG−S C′u
SpG−S
0 0 0
Cp
SuG−S Cp
SvG−S 0

 . (5.20)
The Taylor development in ρ of the exponential gives
∫
[dtℓ]
∫
[dudvdp]G/Se
−
“
u v p
”
M ′G/S
0
BB@
u
v
p
1
CCA
∫
dρρ2L(S)−1(−1)
1 + ρ2
(
u v p
)
δM ′

uv
p


HU
D
2
S (ρ)
. (5.21)
The rst term in the integral over ρ above orresponds to a (quadrati) mass
divergene.
The seond term (logarithmially divergent) oresponds to the insertion of
some operator whih we now to ompute.
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The interation is real. This means that we should symmetrize our ampli-
tudes over omplex onjugation of all verties. For instane, at on loop one
should allways symmetrize the left and right tadpoles [37, 38, 70℄
4
.
Consequently, the inverse matrix in eq. (5.20) is atually a sum over the two
possible hoies of orientation of verties. We must also sum over all possible
hoies of signs for the entries in the ontat matries in eq. (5.20) as a similar
symmetrization must be performed for the hypermomenta.
As ψ¯u
S
ouples only to the linear ombination ψv
G−S
ℓ +ε
V
ℓiψ
uG−S
ℓ in the initial
matrix as well as in the hange of variables, we haveE′u
SuG−S = εVlG−SiE
′uSvG−S
.
Due to the sums over hoies of signs, the only non zero entries in δM ′ are
δM ′uSuS , δM
′
vSvS , δM
′
vSuS , δM
′
uSvS and δM
′
pV¯S pV¯S
.
We denote the two external lines of S by ℓ1 and ℓ2. A tedious but straight-
foreward omputation holds
(
u v p
)
δM ′

uv
p

 = (A1(εV¯Sℓ1iuℓ1 + vℓ1)2 +A2(εVℓ2iuℓ2 + vℓ2)2
+B1p
2
V¯S
)
. (5.22)
The rst two terms are an insertion of the operator Ωx2 whereas the last is
the insertion of an operator −∆+x2, being of the form of the initial lagrangean.
Take the graph G/S with the insertion of this operator at S, and with the
adition of eventual mass subdivergenies (due to the rst term). We denote it
by an operator OS ation on the graph G/S.
We an then sum up the results of this setion in the formula :
e
−HVG(ρ)HUG(ρ)
HUG(ρ)D/2
=
1
[HU
l(ρ)
S ]
D/2
(1 + ρ2OS)e
−HVG/SHUG/S
HU
D/2
G/S
. (5.23)
E.5 Renormalization of NCQFT
In this nal setion we proeed to the dimensional regularization and re-
normalization of NCQFT. We detail the meromorphi struture and give the
form of the subtration operator. Dimensional regularization and meromorphie
of Feynam amplitudes for this model was also established in [77℄. However, for
onsisteny reasons we will give here an independent proof of this results.
However, as the proof of onvergene of the renormalized integral for this
Φ⋆44 model is idential with that for the ommutative Φ
4
4 (up to substituting the
ommutative subtration operator with our subtration operator) we will not
detail it here.
4
Following [56℄ one an prove using this argument that if terms like x∂ do not appear in the
initial lagrangean for the omplex orientable model, they will not be generated by radiative
orretions, whih not proven there.
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E.5.1 Meromorphi struture of NCQFT
In this subsetion we prove the meromorphi struture of a Feynman ampli-
tude A. We follow here the approah of [71℄. We express the amplitude by eq.
(5.17)
AG,V¯ (xe, pV¯ , D) =
(
Ω˜
2
D
2 −1
)L ∫ 1
0
L∏
ℓ=1
dtℓ(1− t2ℓ)
D
2 −1 e
−HVG,V¯ (tℓ,xe,pv¯)HUG,v¯(t)
HUG,V¯ (t)
D/2
. (5.1)
We restrit our analysis to onneted non-vauum graphs. As in the ommuta-
tive ase we extend this expression to the entire omplex plane. Take a Hepp
setor σ dened as
0 ≤ t1 ≤ . . . ≤ tL , (5.2)
and perform the hange of variables
tℓ =
L∏
j=ℓ
x2j , ℓ = 1, . . . , L. (5.3)
We denote by Gi the subgraph omposed by the lines t1 to ti. As before, we
denote L(Gi) = i the number of lines of Gi, g(Gi) its genus, F (Gi) its number
of faes, et.. The amplitude is
AG,V¯ =
( Ω˜
2(D−4)/2
)L ∫ 1
0
L∏
i=1

1− ( L∏
j=i
x2j )
2


D
2 −1
dxi
L∏
i=1
x
2L(Gi)−1
i
e
−HVG,V¯ (x
2)
HUG,V¯ (x
2)
HUG,V¯ (x
2)
. (5.4)
In the above equation we fator out in HUG,V¯ the monomial with the smallest
degree in eah variable xi
AG,V¯ (xe, pv¯) =
(
Ω˜
2
D
2
)L ∫ 1
0
L∏
ℓ=1
dxℓ

1− ( L∏
j=ℓ
x2j)
2


D
2 −1
x
2L(Gi)−1−Db′(Gi)
i
e
−HVG,V¯HU
G,V¯
(asb + F (x2))
D
2
. (5.5)
The last term in the above equation is always bounded by a onstant. Diver-
genes an arise only in the region xi lose to zero (it is well known that this
theory does not have an infrared problem, even at zero mass).
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The integer b′(Gi) is given by the topology of Gi. It is
b′(Gi) =


≤ L(Gi)− [n(Gi)− 1]− 2g(Gi) if g(Gi) > 0
≤ L(Gi)− n(Gi) if g(Gi) = 0 and B(Gi) > 1
= L(Gi)− [n(Gi)− 1] if g(Gi) = 0 and B(Gi) = 1
. (5.6)
To prove the rst and the third line one must look at the saling of a leading
term with I = {1 . . . L} and J admissible in HUG. For the seond line one must
take I = {1 . . . L}− ℓ˜ and J pseudo-admissible. We have proved that suh terms
exists in setion E.3.
We see that b′(Gi) is at most L(Gi) − n(Gi) + 1 and that the maximum is
ahieved if and only if g(Gi) = 0 and B(Gi) = 1.
The onvergene in the UV regime (xi → 0) is ensured if
ℜ[2L(Gi)−Db′(Gi)] > 0, i = 1 . . . L . (5.7)
As
ℜ[2L(Gi)−Db′(Gi)] > ℜ
(
2L(Gi)−D[L(Gi)− n(Gi) + 1]
)
, (5.8)
we always have onvergene provided
ℜD < 2 ≤ 4n(Gi)−N(Gi)
n(Gi)−N(Gi)/2 + 1 ≤
2L(Gi)
L(Gi)− n(Gi) + 1 . (5.9)
where N(Gi) is the number of external points of Gi
5
. Thus AG,V¯ (D) is analyti
in the strip
Dσ = {D | 0 < ℜD < 2}. (5.10)
We extend now the A as a funtion of D for 2 ≤ ℜD ≤ 4. We laim that if
 g(Gi) > 0
 g(Gi) = 0 and B(Gi) > 1
 N(Gi) > 4 ,
the strip of analytiity an be immediately extended up to
Dσ = {D | 0 < ℜD < 4 + εG}. (5.11)
for some small positive number εG depending on the graph. Indeed, for the rst
two ases we have b′(Gi) ≤ L(Gi)−n(Gi) so that the integral over xi onverges
for
ℜD ≤ 4 < 4n(Gi)−N(Gi)
n(Gi)−N(Gi)/2 =
2L(Gi)
L(Gi)− n(Gi) , (5.12)
5
We have used here the topologial relation 4n(Gi)−N(Gi) = 2L(Gi)
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whereas in the third ase, as N(Gi) > 4 the integral over xi onverges for
ℜD ≤ 4 < 4n(Gi)−N(Gi)
n(Gi)−N(Gi)/2 + 1 =
2L(Gi)
L(Gi)− n(Gi) + 1 . (5.13)
The only possible divergenes in AG,V¯ (D) are generated by planar one two
or four external legs subgraphs with a single broken fae. They are alled pri-
mitively divergent subgraphs.
Let S be a primitively divergent subgraph and all ρ its assoiated Hepp
parameter. Using eq. 5.23 its ontribution to the amplitude writes :
Aρ
G,V¯G
∼
∫
0
dρρ2L(S)−1−D[L(S)−n(S)+1]
1 + ρ2OS
HU l
S,V¯S
|ρ=1
e
−HVG/SHUG/S
HUG/S
. (5.14)
The integral over ρ is a meromorphi operator in D with the divergent part
given by
r1
2L(S)−D[L(S)− n(S) + 1] +
r2
2L(S)−D[L(S)− n(S) + 1] + 2OS .
We have a pole at D = 4 if S is a four point subgraph. If S is a two point
subgraph we have poles at D = 4− 2/n(S) and D = 4. As all the singularities
are of this type we onlude that AG is a meromorphi funtion in the strip
Dσ = {D | 0 < ℜD < 4 + εG}. (5.15)
✷
E.5.2 The subtration operator
The subtration operator is similar to the usual one (see [71℄ [72℄), with the
notable dierene that the set of primitively divergent subgraphs are dierent.
We give here a brief overview of its onstrution. For all funtions ρνg(ρ) with
g(0) 6= 0, denote E(ν) the smallest integer suh that E(ν) ≥ ℜν. Let
T qρ =
q∑
k=0
1
k!
g(k)(0), q ≥ 0; T qρ = 0, q < 0 , (5.16)
be the usual Taylor operator. We dene a generalized Taylor operator of order
n by
τnρ [ρ
νg(ρ)] = ρνT n−E(ν)ρ [g(ρ)] . (5.17)
To eah primitively divergent subgraph we assoiate a subtration operator
τ
−2L(S)
S ating on an integrand like
τ
−2L(S)
S

 e−HVGHUG
HU
D/2
G

 = [τ−2L(S)ρ

 e−HVGHUG
HU
D/2
G
|tS 7→ρ2tS

]
ρ=1
. (5.18)
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Take the example of a bubble subgraph S. It is primitively divergent, and
taking into aount the fatorization properties we have
τ−4S

 e−HVGHUG
HU
D/2
G

 =

e−
HVG/S
HUG/S
HU
D/2
G/S
1
(HU lS)
D/2

[τ−4ρ ( 1ρD )
]
ρ=1
. (5.19)
If D < 4 E(D) = −3 and if D ≥ 4 E(D) = −4. Consequently
τ−4S =


0 if D < 4,
e−
HVG/S
HUG/S
HU
D/2
G/S
1
(HU lS)
D/2

 if D ≥ 4. (5.20)
As expeted the operator subtrats only for D ≥ 4, and it exatly ompen-
sates the divergene in the expression (5.14).
We then dene the omplete subtration operator as
R = 1 +
∑
F
∏
S∈F
(−τ−2L(S)S ) , (5.21)
where the sum runs over all forests of primitively divergent subgraphs.
From this point onward the lassial proofs of (see [71℄, [72℄) go through.
Theorems 1, 2 and 3 of [72℄ so that we have the theorem
Theorem E.5.1 The renormalized amplitude
ArG = RAG , (5.22)
is an analyti funtion of D in the strip :
Dσ = {D | 0 < ℜD < 4 + εG}, (5.23)
for some small positive number εG.
E.6 Conlusion and perspetives
We have presented in this paper the dimensional regularization and dimen-
sional renormalization for the vulanized Φ⋆44 model. The fatorization results
we have proven are the starting point for the implementation of a Hopf algebra
struture for NCQFT [76℄.
The implementation of the dimensional renormalization program for o-
variant NCQFT (e.g. non-ommutative Gross-Neveu or the Langmann-Szabo-
Zarembo model [49℄, see setion 1) should follow the layout presented here.
One should try to extend the tehniques presented here to non-ommutative
L-S dual gauge theories. Suh models have reently been proposed, [33, 34℄ but
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the reader should be aware that no proof of renormalizability of this models yet
exists.
All the results mentioned here are obtained on a partiular hoie of non-
ommutative geometry, the Moyal spae. One should try to extend this re-
sults to the NCQFT's on more involved geometries, like for example the non-
ommutative tori.
As mentioned in the introdution, NCQFT is a strong andidate for new
physis beyond the Standard Model. One ould already study possible phenome-
nologial impliations for Higgs physis of suh non ommutative renormalizable
Φ⋆44 models. The absene of Landau ghost makes this theory better behaved than
its ommutative ounterpart. Also the Langmann-Szabo symmetry responsible
for supressing the ghost ould play a role similar to supersymmetry in taming
UV divergenies.
Aknowledgment : We thank Vinent Rivasseau for indi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ren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We extend the omplete Mellin (CM) representation of Feynman amplitudes
to the non-ommutative quantum eld theories. This representation is a versa-
tile tool. It provides a quik proof of meromorphy of Feynman amplitudes in
parameters suh as the dimension of spae-time. In partiular it paves the road
for the dimensional renormalization of these theories. This omplete Mellin re-
presentation also allows the study of asymptoti behavior under resaling of
arbitrary subsets of external invariants of any Feynman amplitude.
F.1 Introdution
Reently non-ommutative quantum eld theories suh as the φ⋆4 and the
Gross-Neveu2 models have been shown renormalizable [27, 28, 29, 32, 41, 56℄ pro-
vided the propagator is modied to obey Langmann-Szabo duality [30℄. These
theories are alled vulanized", and in [39, 40℄ the Feynman-Shwinger para-
metri representation was extended to them. For reent reviews, see [75, 78℄.
In this paper we perform a further step, generalizing to these vulanized
NCQFT the omplete Mellin (CM) representation. This CM representation is
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derived from the parametri representation established in [39, 40℄ and provides
a starting point for the study of dimensional renormalization and of the asymp-
toti behavior of Feynman amplitudes under arbitrary resaling of external in-
variants.
The study of asymptoti behaviors in onventional (ommutative) eld theo-
ries started in the 1970's with the papers [63, 79, 80℄ whih use the BPHZ renor-
malization sheme. Their approah is based on the Feynman-Shwinger para-
metri representation of amplitudes. This representation involves Symanzik" or
topologial" polynomials assoiated to the Feynman diagram. In ommutative
theories these topologial polynomials" are written as sums over the spanning
trees or 2-trees of the diagram [81, 82℄. The orresponding mathematial theory
goes bak to the famous tree matrix theorem of Birkho (see [67℄ and referenes
therein).
In vulanized NCQFTs, propagators are no longer based on the heat kernel
but on the Mehler kernel. The kernel being still quadrati in position spae,
expliit integration over all spae variables is still possible. It leads to the NC-
QFT parametri representation. This representation no longer involves ordinary
polynomials in the Shwinger parameters, but hyperboli polynomials [39℄. As
diagrams in NCQFT are ribbon graphs, these hyperboli polynomials ontain
riher topologial information than in the ommutative ase. In partiular they
depend on the genus of the Riemann surfae on whih the graphs are dened.
Returning to the Mellin transform tehnique, it was introdued in ommu-
tative eld theory to prove theorems on the asymptoti expansion of Feynman
diagrams. The general idea was to prove the existene of an asymptoti series
in powers of λ and powers of logarithms of λ, under resaling by λ of some (Eu-
lidean) external invariants assoiated to the Feynman amplitudes. The Mellin
transform with respet to the saling parameter allows to obtain this result in
some ases and to ompute the series oeients, even for renormalized dia-
grams [83℄. But it did not work for arbitrary subsets of invariants.
In the subsequent years, the subjet advaned further. The resaling of inter-
nal squared masses (in order to study the infrared behavior of the amplitudes)
was treated in [84℄. There the onept of FINE" polynomials was introdued
(that is, those being fatorizable in eah Hepp setor [85℄ of the variables
1
).
It was then argued that the Mellin transform may be desingularized", whih
means that the integrand of the inverse Mellin transform (whih gives bak the
Feynman amplitude as a funtion of λ) has a meromorphi struture, so that the
residues of its various poles generate the asymptoti expansion in λ. However,
this is not the ase under arbitrary resaling, beause in many diagrams the
FINE property simply does not our.
A rst solution to this problem was presented in [84℄ by introduing the so-
alled multiple Mellin" representation, whih onsists in splitting the Symanzik
polynomials in a ertain number of piees, eah one of whih having the FINE
property. Then, after saling by the parameter λ, an asymptoti expansion an
be obtained as a sum over all Hepp setors. This is always possible if one adopts,
1
A Hepp setor is a omplete ordering of the Shwinger parameters.
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as done in [86, 87, 88℄, the extreme point of view to split the Symanzik polyno-
mials in all its monomials. Moreover, this apparent ompliation is ompensated
by the fat that one an dispense with the use of Hepp setors altogether. This
is alled the omplete Mellin" (CM) representation.
The CM representation provides a general proof of the existene of an asymp-
toti expansion in powers and powers of logarithms of the saling parameter in
the most general ase. Moreover the integrations over the Shwinger parameters
an be expliitly performed, and we are left with the pure geometrial study of
onvex polyhedra in the Mellin variables. The results of [84℄ are obtained in a
simpler way [86℄, and asymptoti expansions are omputed in a more ompat
form, without any division of the integral into Hepp setors.
Moreover the CM representation allows a unied treatment of the asymptoti
behavior of both ultraviolet onvergent and divergent renormalized amplitudes.
Indeed, as shown in [86, 87℄, the renormalization proedure does not alter the
algebrai struture of integrands in the CM representation. It only hanges the
set of relevant integration domains in the Mellin variables. The method allows
the study of dimensional regularization [87, 88℄ and of the infrared behavior of
amplitudes relevant to ritial phenomena [89℄.
The CM representation is up to now the only tool whih provides asymptoti
expansions of Feynman amplitudes in powers and powers of logarithms in the
most general resaling regimes. More preisely onsider a Feynman amplitude
G(sk) written in terms of its external invariants sk (inluding partile masses),
and an asymptoti regime dened by
sk → λaksk, (6.1)
where ak may be positive, negative, or zero. Let λ go to innity (in this way
both ultraviolet and infrared behaviors are treated on the same footing). Then
G(sk) as a funtion of λ has an asymptoti expansion of the form :
G(λ; sk) =
−∞∑
p=p
max
q
max
(p)∑
q=0
Gpq(sk)λ
p lnq λ, (6.2)
where p runs over dereasing rational values, with pmax as leading power, and
q, for a given p, runs over a nite set of non-negative integer values.
The CM representation proves this result for any ommutative eld theory,
inluding gauge theories in arbitrary gauges [90℄.
The above general result should hold mutatis mutandis for non-ommutative
eld theories. In this paper we provide a starting point for this analysis by
onstruting the CM representation for φ∗4 (Theorem F.4.1 below). Moreover
using this representation we hek meromorphy of the Feynman amplitudes in
the dimension of spae-time (Theorem F.5.1).
The main dierene with the ommutative ase is that this integral repre-
sentation (previously true in the sense of funtions of the external invariants)
now holds only in the sense of distributions. Indeed the distributional harater
of ommutative amplitudes (in momentum spae) redues to a single overall
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δ-funtion of momentum onservation. This is no longer true for vulanized
NCQFT amplitudes, whih must be interpreted as distributions to be smeared
against test funtions of the external variables.
F.2 Commutative CM representation
For simpliity we onsider a salar Feynman amplitude. To get the CM
representation [86℄, rewrite the Symanzik polynomials as
U(α) =
∑
j
L∏
ℓ=1
α
uℓj
ℓ ≡
∑
j
Uj , V (α) =
∑
k
sk
(
L∏
ℓ=1
αvℓkℓ
)
≡
∑
k
Vk, (6.3)
where j runs over the set of spanning trees and k over the set of the 2-trees,
uℓj =
{
0 if the line ℓ belongs to the 1-tree j
1 otherwise
(6.4)
and
vℓk =
{
0 if the line ℓ belongs to the 2-tree k
1 otherwise.
(6.5)
The Mellin transform relies on the fat that for any funtion f(u), pieewise
smooth for u > 0, if the integral
g(x) =
∫ ∞
0
du u−x−1f(u) (6.6)
is absolutely onvergent for α < Re x < β, then for α < σ < β
f(u) =
1
2πi
∫ σ+i∞
σ−i∞
dx g(x)ux. (6.7)
Consider D the spae-time dimension to be for the moment real positive.
Taking f(u) = e−u, and applying to u = Vk/U one gets
e−Vk/U =
∫
τk
Γ(−yk)
(
Vk
U
)yk
, (6.8)
where
∫
τk
is a short notation for
∫ +∞
−∞
d(Im yk)
2π , with Re yk xed at τk < 0. We
may now reall the identity
Γ(u) (A+B)
−u
=
∫ ∞
−∞
d(Im x)
2π
Γ(−x)AxΓ(x+ u)B−x−u. (6.9)
Taking A ≡ U1(x) and B ≡ U2 + U3 + · · · and using iteratively the identity
above, leads, for u =
∑
k yk +D/2, to
Γ
(∑
k
yk +
D
2
)
U−
P
k yk−D2 =
∫
σ
∏
j
Γ(−xj)Uxjj , (6.10)
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with Re xj = σj < 0, Re
(∑
k yk +
D
2
)
=
∑
k τk +
D
2 > 0, and
∫
σ
means∫ +∞
−∞
∏
j
d(Im xj)
2π with
∑
j xj +
∑
k yk = −D2 . Then, using (6.8) and (6.10), the
amplitude is written as
IG(sk,m2l ) =
∫
∆
∏
j Γ(−xj)
Γ(−∑j xj)
∏
k
sykk Γ(−yk)
∫ ∞
0
∏
l
dαl α
φl−1
l e
−Pl αlm2l ,
(6.11)
where
φi ≡
∑
j
uijxj +
∑
k
vikyk + 1. (6.12)
The symbol
∫
∆
means integration over the independent variables
Im xj
2π ,
Im yk
2π
in the onvex domain ∆ dened by (σ and τ standing respetively for Re xj
and Re yk) :
∆ =
{
σ, τ
∣∣∣∣ σj < 0; τk < 0;
∑
j xj +
∑
k yk = −D2 ;
∀i, Re φi ≡
∑
j uijσj +
∑
k vikτk + 1 > 0
}
. (6.13)
This domain ∆ is non-empty as long as D is positive and small enough so that
every subgraph of G has onvergent power ounting [86℄, hene in partiular for
the φ4 theory it is always non empty for any graph for 0 < D < 2.
The α integrations may be performed, using the well-known representation
for the gamma funtion, so that we have
∫ ∞
0
dαl e
−αlm2l αφl−1l = Γ (φl)
(
m2l
)−φl
(6.14)
and we nally get the CM representation of the amplitude in the salar ase :
IG(sk,m
2
l ) =
∫
∆
∏
j Γ(−xj)
Γ(−∑j xj)
∏
k
sykk Γ(−yk)
∏
l
(
m2l
)−φl
Γ (φl) . (6.15)
This representation an now be extended to omplex values of D. For instane
for a massive φ4 graph, it is analyti in D for ℜD < 2, and meromorphi in D
in the whole omplex plane with singularities at rational values ; furthermore its
dimensional analyti ontinuation has the same unhanged CM integrand but
translated integration ontours [87, 88℄.
F.3 Non-ommutative parametri representation
Let us summarize the results of [39℄. Dene the antisymmetri matrix σ as
σ =
(
σ2 0
0 σ2
)
with σ2 =
(
0 −i
i 0
)
. (6.16)
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The δ−funtions appearing in the verties an be rewritten as an integral over
some new variables pV alled hypermomenta, via the relation
δ(x1 − x2 + x3 − x4) =
∫
dp′
(2π)4
eip
′(x1−x2+x3−x4) =
∫
dp
(2π)4
epσ(x1−x2+x3−x4).
(6.17)
Let G be a ribbon graph. Choosing a partiular root vertex V¯ , the parametri
representation for the amplitude of G is expressed in terms of tℓ = tanhαℓ/2
(where αℓ is the former Shwinger parameter) as
AG =
∫ 1
0
∏
ℓ
dtℓ(1− t2ℓ)
D
2 −1
∫
dxdpe−
Ω
2XGX
t
(6.18)
where D is the spae-time dimension, X summarizes all positions and hyper-
momenta and G is a ertain quadrati form. Calling xe and pV¯ the external
variables and xi, pi the internal ones, we deompose G into an internal quadra-
ti form Q, an external one M and a oupling part P so that
X =
(
xe pV¯ xi pi
)
, G =
(
M P
P t Q
)
, (6.19)
Performing the Gaussian integration over all internal variables one gets the
non-ommutative parametri representation :
AG =
∫ ∏
ℓ
dtℓ(1− t2ℓ)
D
2 −1 1√
detQ
e
− Ω˜2
“
xe pV¯
”[
M−PQ−1P t
]0@xe
pV¯
1
A
. (6.20)
This representation leads to new polynomials HUG,V¯ and HVG,V¯ in the tℓ
(ℓ = 1, . . . , L) variables, analogs of the Symanzik polynomials U and V of the
ommutative ase, through
AG({xe}, pV¯ ) =K ′
∫ 1
0
∏
ℓ
dtℓ(1− t2ℓ)
D
2 −1 e
−HVG,V¯ (t,xe,pv¯)
HUG,V¯ (t)
HUG,V¯ (t)
D
2
. (6.21)
The main results of [39, 40℄ are
 The polynomial HUG,V¯ and the real part of HVG,V¯ have a positivity pro-
perty. They are sums of monomials with positive integer oeients, whih
are squares of Pfaans with integer entries.
 Leading terms an be identied in a given Hepp setor, at least for orien-
table graphs. In HUG,V¯ they orrespond to hyper-trees whih are the dis-
joint union of a tree in the diret graph and an other tree in the dual
graph. Any onneted graph has suh hypertrees. Similarly hyper-two-
trees govern the leading behavior of HVG,V¯ in any Hepp setor.
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Let us relabel the 2L internal positions of G as L short and L long variables in
the terminology of [56℄. It has been shown in [39℄ that for the Grosse-Wulkenhaar
φ⋆4 model :
HUG,V¯ (t) =
∑
KU=I∪J, n+|KU | odd
s2g−kKU n2KU
∏
ℓ 6∈I
tℓ
∏
ℓ′∈J
tℓ′
=
∑
KU
aKU
∏
ℓ
t
uℓKU
ℓ ≡
∑
KU
HUKU . (6.22)
where
 I is a subset of the rst L indies (orresponding to the short variables)
with |I| elements, and J a subset of the next L indies (orresponding to
the long ones) with |J | elements.
 B is the antisymmetri part of the quadrati form Q restrited to these
2L short and long variables (i.e. omitting hypermomenta)
 nKU = Pf(BdKU ) is the Pfaan of the antisymmetri matrix obtained from
B by deleting the lines and olumns in the set KU = I ∪ J .
 kKU is |KU | − L− F + 1, where F is the number of faes of the graph, g
is the genus of G and s is a onstant.
 aKU = s
2g−kKU n2KU , and
uℓKU =


0 if ℓ ∈ I and ℓ /∈ J
1 if (ℓ /∈ I and ℓ /∈ J) or (ℓ ∈ I and ℓ /∈ J)
2 if ℓ /∈ I and ℓ ∈ J
. (6.23)
The seond polynomial HV has both a real part HV R and an imaginary
part HV I , more diult to write down. We need to introdue beyond I and J
as above a partiular line τ /∈ I whih is the analog of a two-tree ut. We dene
Pf(BKˆV τˆ ) as the Pfaan of the matrix obtained from B by deleting the lines
and olumns in the sets I, J and τ . Moreover we dene εI,τ to be the signature of
the permutation obtained from (1, . . . , d) by extrating the positions belonging
to I and replaing them at the end in the order
1, . . . , d→ 1, . . . , iˆ1, . . . , ˆi|I|, . . . , iˆτ , . . . , d, iτ , i|I| . . . , i1 . (6.24)
where d is the dimension of the matrix Q. Then :
HV RG,V¯ =
∑
KV =I∪J
∏
ℓ/∈I
tℓ
∏
ℓ′∈J
tℓ′
[∑
e1
xe1
∑
τ /∈KV
Pe1τεKV τPf(BKˆV τˆ )
]2
.
=
∑
KV
sRKV
(
L∏
ℓ=1
t
vℓKV
ℓ
)
≡
∑
KV
HV RKV (6.25)
where
sRKV =

∑
e
xe
∑
τ /∈KV
Peτ εKV τPf(BKˆV τˆ )


2
(6.26)
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and vℓKV given by the same formula as uℓKU .
The imaginary part involves pairs of lines τ, τ ′ and orresponding signatures
(see [39, 40℄ for details) :
HV IG,V¯ =
∑
KV =I∪J
∏
ℓ/∈I
tℓ
∏
ℓ′∈J
tℓ′
εKV Pf(BKˆV )
[ ∑
e1,e2
(∑
ττ ′
Pe1τεKV ττ ′Pf(BKˆV τˆ τˆ ′)Pe2τ ′
)
xe1σxe2
]
.
=
∑
KV
sIKV
(
L∏
ℓ=1
t
vℓKV
ℓ
)
≡
∑
KV
HV IKV (6.27)
where
sIKV = εKV Pf(BKˆV )

∑
e,e′
(
∑
τ,τ ′
PeτεKV ττ ′Pf(BKˆV τˆ τˆ ′)Pe′τ ′)xeσxe′

 . (6.28)
A similar development exists for the LSZ model ([40℄), although more invol-
ved. The rst polynomial in this ase writes
HUG,V¯ (t) =
∑
I⊂{1...L},
n+|I| odd
s2g−kI n2I
∏
l∈I
1 + t2ℓ
2tℓ
∏
l′∈{1,...,L}
tl′
=
∑
KU=I∪J
aKU
∏
ℓ
t
uℓKU
ℓ ≡
∑
KU
HUKU . (6.29)
Again I runs over the subsets of {1, . . . , L}. But J now runs over subsets of I
(representing the expansion of
∏
ℓ∈I [1 + t
2
ℓ ]), and one has again
uℓKU =


0 if ℓ ∈ I and ℓ ∈ J
1 if ℓ /∈ I
2 if ℓ ∈ I and ℓ /∈ J
, aKU =
1
2|I|
s2g−kIn2I . (6.30)
There are similar expressions for the seond polynomial.
To summarize, the main dierenes of the NC parametri representation
with respet to the ommutative ase are :
 the presene of the onstants aj in the form (6.22) of HU ,
 the presene of an imaginary part iHV I in HV , see (6.27),
 the fat that the parameters uℓj and vℓk in the formulas above an have
also the value 2 (and not only 0 or 1).
F.4 Non-ommutative CM representation
For the real part HV R of HV one uses again the identity (6.8) as
e−HV
R
KV
/U =
∫
τRKV
Γ(−yRKV )
(
HV RKV
U
)yRKV
, (6.31)
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whih introdues the set of Mellin parameters yRKV .
However for the imaginary part one annot apply anymore the same identity.
Nevertheless it remains true in the sense of distributions. More preisely we
have for HV IKV /U > 0 and −1 < τIKV < 0
e−iHV
I
KV
/U =
∫
τIKV
Γ(−yIKV )
(
iHV IKV
U
)yIKV
. (6.32)
The proof is given in Appendix B.
Note that this introdues another set of Mellin parameters yIKV . The distri-
butional sense of formula (6.32) is a translation of the distributional form of a
vertex ontribution, and the major dierene with respet to the ommutative
ase.
For the polynomial HU one an use again the formula (6.10) whih rewrites
here as
Γ
(∑
KV
yKV +
D
2
)
(HU)
−PKV (yRKV +yIKV )−D2 =
∫
σ
∏
KU
Γ(−xKU )UxKUKU , (6.33)
Note that the rle of the Mellin parameters yKV of the ommutative ase is now
played by the sum yRKV + y
I
KV
.
As in the ommutative ase, we now insert the distribution formulas (6.31),
(6.32) and (6.33) in the general form of the Feynman amplitude. This gives
AG = K′
∫
∆
∏
KU
a
xKU
KU
Γ(−xKU )
Γ(−∑KU xKU )
(∏
KV
(sRKV )
yRKV Γ(−yRKV )
)
(∏
KV
(sIKV )
yIKV Γ(−yIKV )
)∫ 1
0
L∏
ℓ=1
dtℓ(1− t2ℓ)
D
2 −1tφℓ−1ℓ (6.34)
where
φℓ ≡
∑
KU
uℓKUxKU +
∑
KV
(vRℓKV y
R
KV + v
I
ℓKV y
I
KV ) + 1. (6.35)
Here
∫
∆ means integration over the variables
Im xKU
2πi ,
Im yRKV
2πi and
Im yIKV
2πi , where
∆ is the onvex domain :
∆ =

σ, τ
R, τI
∣∣∣∣∣∣∣∣
σKU < 0; τ
R
KV
< 0; −1 < τIKV < 0;∑
KU
xKU +
∑
KV
(yRKV + y
I
KV
) = −D2 ;
∀ℓ, Re φℓ ≡
∑
KU
uℓKUσKU
+
∑
KV
(vRℓKV τ
R
KV
+ vIℓKV τ
I
KV
) + 1 > 0

 (6.36)
and σ, τR and τI stand for Re xKU , Re yRKV and Re y
I
KV
.
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The dtℓ integrations in (6.34) may be performed using the representation for
the beta funtion
∫ 1
0
L∏
ℓ=1
dtℓ(1− t2ℓ)
D
2 −1tφℓ−1ℓ =
1
2
β(
φℓ
2
,
D
2
). (6.37)
Furthermore one has
β(
φℓ
2
,
D
2
) =
Γ(φℓ2 )Γ(
D
2 )
Γ(φℓ+D2 )
.
This representation is onvergent for 0 < ℜD < 2 and we get :
Theorem F.4.1 Any Feynman amplitude of a φ⋆4 graph is analyti at least in
the strip 0 < ℜD < 2 where it admits the following CM representation
AG = K′
∫
∆
∏
KU
a
xKU
KU
Γ(−xKU )
Γ(−∑KU xKU )
(∏
KV
(sRKV )
yRKV Γ(−yRKV )
)
(∏
KV
(sIKV )
yIKV Γ(−yIKV )
)(
L∏
ℓ=1
Γ(φℓ2 )Γ(
D
2 )
2Γ(φℓ+D2 )
)
.
(6.38)
whih holds as tempered distribution of the external invariants.
Proof We have to hek that for any φ⋆4 graph, the domain ∆ is non empty
for 0 < ℜD < 2. It is obvious to hek that ∆ is non empty for 0 < ℜD < 1 ;
indeed sine the integers u and v are bounded by 2, we an put an arbitrary
single xKU lose to −D/2 and the others with negative real parts lose to 0 and
the onditions φℓ > 0 will be satised. With a little extra are, one also gets
easily that ∆ is non empty for 0 < ℜD < 2. Indeed one an put again one single
xKU lose to −D/2, provided for any ℓ we have uℓ,KU 6= 2. For the ordinary
Grosse-Wulkenhaar model one an always nd KU = I ∪ J where I = {1, ..., L}
is the full set of lines [39℄, hene uℓ,KU 6= 2 for any ℓ by (6.23). In the ovariant"
ase treated in [40℄, one an simply take KU with J = I. Considering (6.30)
ensures again obviously that uℓ,KU 6= 2 for any ℓ.
The analytiity statement is part of a more preise meromorphy statement
proved in the next setion. ✷
We have thus obtained the omplete Mellin representation of Feynman
amplitudes for non-ommutative QFT. Let us point out rst that the
distributional aspet does not aet the last produt, the one involving the
dimensionality of spae-time D. Therefore, one an still prove the meromorphy
of the Feynman amplitude AG(D) in the spae-time dimension D essentially as
in the ommutative ase. This is done in the next setion.
Another dierene is that the dtℓ integration (6.37) brought β funtions,
hene more ompliated ratios of Γ funtions than in the ommutative ase. In
partiular singularities appear for negative D whih ome from the integration
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near tℓ = 1, hene the infrared side". They have absolutely no analog in the
ommutative ase and are due to the hyperboli nature of the Mehler kernel.
At zero mass these singularities our for D real negative even integer and in
the massive ase they our for D real but suiently negative depending on
the mass.
F.5 Meromorphy in the spae-time dimension D
The omplete Mellin representation (6.38) for non-ommutative theories al-
lows a quik proof of the meromorphy of the Feynman amplitude AG in the
variable D, sine D appears only as argument of Γ funtions whih are mero-
morphi.
Theorem F.5.1 Any amplitude AG is a tempered meromorphi distribution
in D, that is AG smeared against any xed Shwarz-lass test funtion of the
external invariants yields a meromorphi funtion in D in the entire omplex
plane, with singularities loated among a disrete rational set SG whih depends
only on the graph G not on the test funtion. In the φ4 ase, no suh singularity
an our in the strip 0 < ℜD < 2, a region whih is therefore a germ of
analytiity ommon to the whole theory.
Proof Γ funtions and their inverse are meromorphi in the entire omplex
plane. Formula (6.38) is a tempered distribution whih is the Fourier trans-
form of a slow-growth funtion, see Appendix A. It must be smeared against
a Shwarz-lass test funtion and by denition the result an be omputed in
Fourier spae, as an ordinary integral of the produt of the slow-growth funtion
by the rapid deaying Fourier transform of the test funtion. At this stage the
D-dependene ours in fat in the integrand of an ordinary integral.
We an now opy the analysis of [87, 88℄. We introdue general notations zν
for the variables x and y and the latties of polar varieties φr = −nr where the
dierent Γ funtions have their singularities. This denes onvex ells, and sin-
gularities in D an our only when the hyperplane P (D) = {∑ν zν = −D/2}
rosses the verties of that lattie. Beause the oeients u and v an only
take integer values (in fat 0, 1 and 2) this give a disrete set of rational va-
lues SG whih depend on the graph, but not on the test-funtion. Out of these
values, to hek that this integral is holomorphi around any dimension whih
does not ross the lattie verties is a simple onsequene of ommuting the
Cauhy-Riemann ∂D operator with the integral through Lebesgue's dominated
onvergene theorem.
Finally to hek meromorphy, x a partiular D0 ∈ SG. We an write the
Laurent series expansion of the integrand near that D0 whih starts as an0(D−
D0)
−n0
. Multiplying by (D − D0)n0 we get a nite limit as D → D0, hene
the isolated singularity at D0 annot be essential. Repeating the argument at
eah point of SG we obtain meromorphy in the spae time dimension D in the
whole omplex plane C, apart from some disrete rational set where poles of
nite order an our. ✷
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Reall that this theorem is the starting point for the dimensional renorma-
lization of NCQFTs whih will be published elsewhere [91℄.
Appendix A : Proof of the formula (6.32)
Let us return to formula (6.32). It follows from
Lemma F.5.1 For −1 < s < 0, as tempered distribution in u
e−iuχ(u) = χ(u)
∫ +∞
−∞
Γ(−s− it) (iu)s+it dt
2π
. (6.39)
where χ is the Heaviside step funtion ensuring u > 0.
Proof The left hand side is a loally integrable funtion bounded by one (to-
gether with all its derivatives) times the Heaviside funtion, so it is a tempered
distribution. The right hand side is in fat a Fourier transform in t but taken at
a value log u. To hek that this is the same tempered distribution as e−iuχ(u),
let us apply it to a Shwartz test funtion f . Writing the usual representation
for the Γ funtion we have to ompute
I(f) =
1
2π
∫ ∞
0
f(u)du
∫ +∞
−∞
(iu)s+itdt
∫ ∞
0
x−s−it−1e−xdx. (6.40)
But the integrand is analyti in x in the open upper right quarter of the omplex
plane. Let us rotate the ontour from x to ix. The ontribution of the quarter
irle with radius sent to innity tends to zero beause of the ondition −1 <
s < 0, and we nd
I(f) =
1
2π
∫ ∞
0
f(u)du
∫ +∞
−∞
(iu)s+itdt lim
R→∞
∫ R
0
(ix)−s−it−1e−ixidx
=
1
2π
∫ +∞
−∞
dt
∫ ∞
−∞
f(ev)ev(s+1)eitvdv lim
R→∞
∫ R
0
x−s−it−1e−ixdx
=
1
2π
∫ +∞
−∞
dtGˆ(t) lim
R→∞
∫ R
0
x−s−it−1e−ixdx
= lim
R→∞
∫ R
0
dxe−ixx−s−1
1
2π
∫ +∞
−∞
dtGˆ(t)e−it log x
=
∫ ∞
0
f(x)e−ixdx . (6.41)
where G(v) = f(ev)ev(s+1) is still rapid deay and in the seond line we hange
variables from u to v = log u and use the denition of Fourier transform for
distributions. ✷
Appendix B : The massive ase
In the massive ase we have to modify equation (6.37) to inlude the addi-
tional e−αℓm
2
per line, but unfortunately we have e−αℓ = 1−tℓ1+tℓ so that (6.37)
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beomes
∫ 1
0
L∏
ℓ=1
dtℓ(1− t2ℓ)
D
2 −1
(
1− tℓ
1 + tℓ
)m2
tφℓ−1ℓ =
1
2
βm(
φℓ
2
,
D
2
). (6.42)
where the modied βm" funtion is no longer an expliit quotient of Γ funtions,
and depends of the mass m.
It is rather easy to hek that the analytiity and meromorphy properties of
this modied beta funtion are similar to those of the ordinary beta funtion,
at least for ℜD > 0. Indeed
βm(
φℓ
2
,
D
2
)− β(φℓ
2
,
D
2
) = 2
∫ 1
0
L∏
ℓ=1
dtℓ(1− t2ℓ )
D
2 −1
[(1− tℓ
1 + tℓ
)m2
− 1
]
tφℓ−1ℓ .(6.43)
The integral above is onvergent for tℓ lose to 1 if ℜD > 0 and for tℓ lose
to 0 if ℜφl > −1 so that it is an analyti funtion of D and φl in this domain,
hene β and βm have the same singularity struture.
Nevertheless this CM representation beomes less expliit and therefore less
attrative in this massive ase. Remark however that for ℜD > 0, masses are not
essential to the analysis of vulanized NC eld theories whih have no infrared
divergenies and only half-a-diretion" for their renormalization group anyway.
As remarked earlier, masses an only push further away the infrared singularities
at negative D that ome form the hyperboli nature of the Mehler kernel. But
it is not lear whether suh infrared singularities at negative non ommutative
dimensions have any physial interpretation.

Bibliographie
[1℄ E. Shrödinger, "Über die Unanwendbarkeit der Geometrie im Kleinen",
Naturwiss. 31 (1934) 342-344.
[2℄ W. Heisenberg, "Die Grenzen der Anwendbarkeit der bisherigen Quanten-
theorie", Z. Phys. 110 (1938) 251-266.
[3℄ H. S. Snyder, "Quantaized spae-time", Phys. Rev. 71 (1947) 38-41.
[4℄ K. von Klitzing, G. Dorda, and M. Pepper, Phys. Rev. Lett. 45, 494 (1980)
[5℄ D.C. Tsui, H.L. Stormer, and A.C. Gossard, Phys. Rev. Lett. 48, 1559
(1982).
[6℄ R.B. Laughlin, Phys. Rev. B. 23, 5632 (1981).
[7℄ C. Glattli "Expérienes d'eet tunnel et harges frationanaires", 25 years
of quantum hall eet, Poinaré seminar (Paris 2004).
[8℄ N. Read, Order parameter and Ginzburg-Landau theory for the frational
quantum Hall eet, Phys. Rev. Lett. 62, 86 (1989).
[9℄ L. Susskind, The quantum Hall uid and non-ommutative Chern Simons
theory, hep th/0101029.
[10℄ A. P. Polyhronakos, Quantum Hall states as matrix Chern-Simons
theory, JHEP 0104, 011 (2001), hep th/0103013.
[11℄ S. Hellerman and M. Van Raamsdonk, Quantum Hall physis equals non-
ommutative eld theory, JHEP 0110, 039 (2001), hep th/0103179.
[12℄ "Nonommutative uids", Espaes Quantiques, Poinaré seminar, (Paris
2007).
[13℄ A. Strominger and C. Vafa, Mirosopi Origin of the Bekenstein-Hawking
Entropy, Phys. Lett. B 379, 99 (1996), hep th/9601029.
[14℄ J. M. Maldaena and L. Susskind, D-branes and Fat Blak Holes, Nul.
Phys. B 475, 679 (1996) hep th/9604042.
[15℄ S. D. Mathur, A. Saxena and Y. K. Srivastava, Construting 'hair' for the
three harge hole, Nul. Phys. B 680, 415 (2004), hep th/0311092.
[16℄ S. Giusto and S. D. Mathur, Geometry of D1-D5-P bound states, Nul.
Phys. B 729, 203 (2005), hep th/0409067.
[17℄ T. Filk, Divergenies in a eld theory on quantum spae, Phys. Lett.
B376 (1996) 53-58.
215
216 BIBLIOGRAPHIE
[18℄ C. P. Martín, D. Sánhez-Ruiz, "The one-loop UV divergent struture of U
(1) Yang-Mills Theory on nonommutative R4", Phys. Rev. Lett. 83 (1999)
476-479, hep th/9903077.
[19℄ M. M. Sheikh-Jabbari, "Renormalizability if the supersymmetri Yang-
Mills theories on the nonommutative torus", JHEP 06 (1999) 015, hep
th/9903107.
[20℄ N. Seiberg, E. Witten, String theory and nonommutative geometry,
JHEP 9909, 032 (1999), hep th/9908142.
[21℄ O. Aharony, S. S. Gubser, J. M. Maldaena, H. Ooguri and Y. Oz, Large
N eld theories, string theory and gravity, Phys. Rept. 323, 183 (2000),
hep th/9905111.
[22℄ A. H. Chamseddine, A. Connes, The spetral ation priniple, Commun.
Math. Phys. 186, 731 (1997), hep th/9606001.
[23℄ N. Nekrasov, A. S. Shwarz, Instantons on nonommutative R**4 and (2,0)
superonformal six dimensional theory, Commun. Math. Phys. 198, 689
(1998), hep th/9802068.
[24℄ I. Chepelev, R. Roiban, Renormalization of quantum eld theories on non-
ommutative R
d
. i : Salars, JHEP 05 (2000) 037, hep th/9911098.
[25℄ M. Douglas and N. Nekrasov, Nonommutative eld theory, Rev. Mod.
Phys. 73, 977-1029 (2001), hep th/0106048.
[26℄ S. Minwalla, M. Van Raamsdonk, N. Seiberg, Nonommutative perturba-
tive dynamis, JHEP 02 (2000) 020.
[27℄ H. Grosse, R. Wulkenhaar, Power-ounting theorem for non-loal matrix
models and renormalisation, Commun. Math. Phys. 254 (2005), no. 1,
91127, hep th/0305066.
[28℄ H. Grosse, R. Wulkenhaar, Renormalisation of phi**4 theory on non-
ommutative R**2 in the matrix base, JHEP 0312, 019 (2003), hep
th/0307017.
[29℄ H. Grosse, R. Wulkenhaar, Renormalisation of φ4-theory on nonommu-
tative R4 in the matrix base, Commun. Math. Phys. 256 (2005), no. 2,
305374, hep th/0401128.
[30℄ E. Langmann, R. J. Szabo, Duality in salar eld theory on nonommuta-
tive phase spaes, Phys. Lett. B533 (2002) 168177, hep th/0202039.
[31℄ N. A. Nekrasov, Seiberg-Witten prepotential from instanton ounting,
Adv. Theor. Math. Phys. 7, 831 (2004), hep-th/0206161.
[32℄ F. Vignes-Tourneret, To appear in Ann. H. Poinaré, math ph/0606069.
[33℄ H. Grosse, M. Wohlgenannt, Indued Gauge Theory on a Nonommutative
Spae, hep th/0703169.
[34℄ A. de Goursa, J. C. Wallet, R. Wulkenhaar, Nonommutative indued
gauge theory, hep th/0703075.
[35℄ H. Grosse, H. Steinaker, Exat renormalization of a nonommutative
phi**3 model in 6 dimensions, hep th/0607235.
BIBLIOGRAPHIE 217
[36℄ R. Gurau, V. Rivasseau, F. Vignes-Tourneret, Propagators for Nonom-
mutative Field Theories  Ann. H. Poinaré 7 (2006) 1601-1628, hep
th/0512071.
[37℄ H. Grosse, R. Wulkenhaar, The beta-funtion in duality-ovariant nonom-
mutative φ4-theory, Eur. Phys. J. C35 (2004) 277-282, hep th/0402093.
[38℄ M. Disertori, V. Rivasseau, Two and Three Loops Beta Funtion of Non
Commutative Φ44 Theory, to appear in Eur. Phys. J. C, hep th/0610224.
[39℄ R. Gurau, V. Rivasseau, Parametri representation of non-ommutative
eld theory, Commun. Math. Phys, 272, 811-835, (2007), math
ph/0606030.
[40℄ V. Rivasseau, A. Tanasa, submitted to Commun. Math. Phys., math
ph/0701034.
[41℄ V. Rivasseau, F. Vignes-Tourneret, R.Wulkenhaar, Renormalization of
nonommutative φ4-theory by multi-sale analysis, Commun. Math. Phys.
COMPLET (2005), hep th/0501036.
[42℄ P. K. Mitter, P. H. Weisz, Asymptoti sale invariane in a massive thirring
model with u(n) symmetry, Phys. Rev. D8 (1973), 4410-4429.
[43℄ D. J. Gross, A. Neveu, Dynamial symmetry breaking in asymptotially
free eld theories, Phys. Rev. D10 (1974), 3235.
[44℄ J. Feldman, E. Trubowitz, Perturbation theory for many fermion systems,
Helv. Phys. Ata 63 (1990), 156-260.
[45℄ G. Benfatto, G. Gallavotti, Renormalization group, h. 11 and referenes
therein. Physis notes : 1. Prineton Univ. Pr., Prineton, USA, 1995. 142
p.
[46℄ M. Salmhofer, Renormalization, an introdution. Texts and monographs in
physis. Springer, 1999. 231 p.
[47℄ J. M. Graia-Bondía, J. C. Várilly, Algebras of distributions suitable for
phase spae quantum mehanis. I, J. Math. Phys. 29 (1988) 869879.
[48℄ B. Simon, Funtionnal integration and quantum physis, vol. 86 of Pure
and applied mathematis. Aademi Press, New York, 1979.
[49℄ E. Langmann, R. J. Szabo, and K. Zarembo, Exat solution of quantum
eld theory on nonommutative phase spaes, JHEP 01 (2004) 017, hep
th/0308043.
[50℄ I. Chepelev and R. Roiban, Convergene theorem for non-ommutative
feynman graphs and renormalization, JHEP 03 (2001) 001, [arXiv :hep
th/0008090℄.
[51℄ A. Connes, M. R. Douglas, and A. Shwarz, Nonommutative geome-
try and matrix theory : Compatiation on tori, JHEP 02 (1998) 003,
[arXiv :hep th/9711162℄.
[52℄ V. Rivasseau and F. Vignes-Tourneret, Non-ommutative renormaliza-
tion, to appear in the proeedings of Rigorous Quantum Field Theory :
A Symposium in Honor of Jaques Bros, Paris, Frane, 19-21 Jul 2004
(2004), hep th/0409312℄.
218 BIBLIOGRAPHIE
[53℄ V. Rivasseau, From Perturbative to Construtive Renormalization. Prin-
eton series in physis. Prineton Univ. Pr., Prineton, USA, 1991. 336
p.
[54℄ G. Gallavotti and F. Niolò, Renormalization theory in four-dimensional
salar elds. i, Commun. Math. Phys. 100 (1985) 545-590.
[55℄ E. Langmann, Interating fermions on nonommutative spaes : Exatly
solvable quantum eld theories in 2n+1 dimensions, Nul. Phys. B654
(2003) 404426, [arXiv :hep th/0205287℄.
[56℄ R. Gurau, J. Magnen, V. Rivasseau and F. Vignes-Tourneret Renormali-
zation of Non Commutative Φ44 Field Theory in Diret Spae, arXiv :hep
th/0512271, to appear in Commun. Math. Phys.
[57℄ G. 't Hooft, The Glorious Days of Physis - Renormalization of Gauge
theories, hep th/9812203
[58℄ W. Metzner and C Di Castro, Conservation Laws and orrelation funtions
in the Luttinger liquid," Phys. Rev. B 47, 16107 (1993).
[59℄ G. Benfatto and V. Mastropietro, Ward Identities and Chiral Anomaly in
the Luttinger Liquid, Commun. Math. Phys. Vol. 258, 609-655 (2005).
[60℄ G. Benfatto and V. Mastropietro, Ward Identities and Vanishing of the
Beta Funtion for d=1 Interating Fermi Systems, Journal of Statistial
Physis, Vol. 115, 143-184 (2004)
[61℄ J. Glimm and A. Jae, Quantum Physis, Springer, 1987.
[62℄ G. Benfatto, G. Gallavotti, A. Proai and B. Soppola, Beta funtion
and Shwinger funtions for a many fermions system in one dimension.
Anomaly of the Fermi surfae ," Commun. Math. Phys. Vol 160, 93-171,
1994
[63℄ M. Bergere and Y. Lam, Bogoliubov-Parasiuk Theorem in the α Parametri
Representation, Journ. Math. Phys. 17, 1546 (1976)
[64℄ D. Kreimer On the Hopf algebra struture of perturbative quantum eld
theories, Advanes in Theoretial and Mathematial Physis 2, 303 (1998) ;
arXiv q alg/9707029
[65℄ A. Connes and D. Kreimer, Renormalization in quantum eld theory and
the Riemann Hilbert problem, I and II, Commun. Math. Phys. 210, 249
and 216, 249 (2000).
[66℄ A. Connes and M. Marolli, From Physis to Number Theory via Non
Commutative Geometry Part II : Renormalization, the Riemann Hilbert
orrespondene and motivi Galois theory, to appear in Frontiers in Num-
ber Theory, Physis and Geometry".
[67℄ A. Abdesselam, Grasmann-Berezin Calulus and Thorems of the Matrix-
Tree Type, /math/0306396, Adv. in Applied Math. 33 (2004) 51-70.
[68℄ A. Connes, Géométrie non ommutative, InterEditions, Paris (1990)
[69℄ R. J. Szabo, Quantum eld theory on nonommutative spaes, Phys.
Rept. 378, 207 (2003) [arXiv :hep th/0109162℄.
BIBLIOGRAPHIE 219
[70℄ M. Disertori, R. Gurau, J. Magnen and V. Rivasseau, Vanishing of beta
funtion of non ommutative phi(4)**4 theory to all orders, Phys. Lett.
B (in press)
[71℄ M. C. Bergere and F. David, Integral Representation For The Dimensio-
nally Regularized Massive Feynman Amplitude, J. Math. Phys. 20, 1244
(1979).
[72℄ M. C. Bergere and F. David, Integral Representation For The Dimensio-
nally Renormalized Feynman Amplitude, Commun. Math. Phys. 81, 1
(1981).
[73℄ P. Breitenlohner and D. Maison, Dimensional Renormalization And The
Ation Priniple, Commun. Math. Phys. 52, 11 (1977).
[74℄ D. Kreimer, Strutures in Feynman graphs : Hopf algebras and symme-
tries, Pro. Symp. Pure Math. 73, 43 (2005) [arXiv :hep th/0202110℄.
[75℄ V. Rivasseau, Non-ommutative renormalization, arXiv :0705.0705 [hep
th℄.
[76℄ A. Tanasa, F. Vignes-Tourneret, Hopf algebra for nonommutative quan-
tum eld theory, work in progress.
[77℄ R. Gurau, A. P. C. Malbuisson, V. Rivasseau, Tanasa, A. : Complete Mellin
representation for non-ommutative Feynman amplitudes,
[78℄ V. Rivasseau, F. Vignes-Tourneret, Renormalization of non-ommutative
eld theories, [arXiv :hep th/0702068℄
[79℄ M.C. Bergère and J.B. Zuber, Commun. Math. Phys. 35 (1974) 113.
[80℄ M.C. Bergère and Y.-M.P. Lam, Commun. Math. Phys. 39 (1974) 1.
[81℄ N. Nakanishi, Graph Theory and Feynman Integrals, Gordon and Breah,
New York, 1971.
[82℄ C. Itzykson and J.B. Zuber, Quantum Field Theory, MGraw-Hill, New
York, 1980.
[83℄ M.C. Bergère and Y.-M.P. Lam, preprint, Freie Universität, Berlin, HEP
May 1979/9 (unpublished).
[84℄ M.C. Bergère, C. de Calan and A.P.C. Malbouisson, Commun. Math. Phys.
62 (1978) 137.
[85℄ K. Hepp, Commun. Math. Phys. 2 (1966) 301.
[86℄ C. de Calan and A.P.C. Malbouisson, Ann. Inst. Henri Poinaré 32 (1980)
91.
[87℄ C. de Calan, F. David and V. Rivasseau, Commun. Math. Phys. 78 (1981)
531.
[88℄ C. de Calan and A.P.C. Malbouisson, Commun. Math. Phys. 90 (1983) 413.
[89℄ A.P.C. Malbouisson, J. Phys. A : Math. Gen. 33 (2000) 3587 ; Critial
behavior of orrelation funtions and asymptoti expansions of Feynman
amplitudes, in Flutuating Paths and Fields : Festshrift Dediated to Ha-
gen Kleinert, W. Janke, A. Pelster, H.-J. Shmidt and M. Bahmann (eds.),
World Sienti, Singapore, 2001.
220 BIBLIOGRAPHIE
[90℄ C.A. Linhares, A.P.C. Malbouisson, I. Roditi, Asymptoti Expansions
of Feynman Amplitudes in a Generi Covariant Gauge, [arXiv :hep
th/0612010℄
[91℄ R. Gurau and A. Tanasa, submitted to Ann. H. Poinaré, 0706.1147 [math
ph℄.
[92℄ V. Rivasseau, Construtive Matrix Theory, arXiv :0706.1224 [hep-th℄.
[93℄ J. Magnen and V. Rivasseau, Construtive φ4 eld theory without tears,
arXiv :0706.2457 [math-ph℄.
[94℄ H. Grosse and R. Wulkenhaar, 8D-spetral triple on 4D-Moyal spae and
the vauum of nonommutative gauge theory, arXiv :0709.0095 [hep-th℄.
