ABSTRACT. We present a sufficient condition for weak continuity in the method of compensated compactness.
Introduction.
In this paper we present a pointwise condition, sufficient to guarantee weak continuity in the method of compensated compactness. Our condition, which is stated in terms of the wave cone and characteristic set of the first-order linear differential constraints in the method, generalizes both the Wedge Product Theorem [4, 7] and the Quadratic Theorem [5, 6] in a natural way.
Here we restrict our attention to sequences of quadratic maps (analogous to sequences of wedge products) and corresponding sequences of differential operators (analogous to the exterior derivative). We consider polynomials obtained by iterating these quadratic maps. Our main result is a sufficient condition for the weak continuity of such polynomials on sequences constrained by the differential operators. We show that the resulting condition is sharp in the sense that it is the best such condition that takes account only of bounds on the derivatives and not more subtle constraints imposed on the oscillations by the polynomial. Moreover, all smooth weakly continuous functions are generated by polynomials (cf. [1] ), and every polynomial can be obtained by iterating quadratic maps. (For instance, the rth Frechet derivative of an rth-order polynomial is a constant r-linear form which we can iterate "slot-by-slot".)
Thus our condition provides a practical method of testing functions for weak continuity.
We do not presently know whether all weakly continuous polynomials converge as a result of our condition, but it is interesting to note that a necessary condition of Murat [3] , the best local necessary condition of which we are aware, is stated in terms of multilinear forms and iterates of quadratic maps. Our condition is nominally stronger than Murat's, but we know of no function that satisfies one but not the other. As further evidence of the generality of our condition we note that it reduces to the Legendre-Hadamard necessary condition when the polynomial is quadratic and also when a certain orthogonality condition is satisfied.
The condition we derive also clarifies the relationship between the directions in the wave cone (associated with the dependent variables of the weakly convergent sequence) and the characteristic directions (associated with the independent variables of the sequence). The Legendre-Hadamard condition involves only the wave cone, but for degree greater than two, the coupling of these directions to the characteristic directions is crucial. Murat's condition takes account of this coupling in a different way.
Our point of view here is to consider the set of rank-1 matrices obtained as the tensor product of elements in the wave cone with the characteristic directions. Our theorem is obtained by studying natural orthogonality conditions that arise in this space.
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We generalize the Wedge Product Theorem by replacing wedge products with arbitrary quadratic maps and exterior derivatives with arbitrary first-order linear differential operators: Let U£ have the decomposition (t) U£ = (u°'£,...,uL'£);
and assume that 
Our condition for weak continuity of P depends on the interplay between the for some £ ® Xm E Tm, vn E RJn, 0 < n < I -1, n^m}, and
The condition is given as follows.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use THEOREM (SUFF). Let P be defined by (2.14). Then if This condition was first isolated by Morrey [2] in the special case of the calculus of variations. While this completely characterizes weak continuity, it is a nonlocal condition and accordingly difficult to verify. Thus, local conditions are still of interest.
The first such condition we state is a generalization of the familiar necessary condition of Legendre-Hadamard from the calculus of variations.
THEOREM. If a function f is weakly continuous, then it satisfies (L-H)
f(p + tX) is affine in t, Vp E RJ, t E R, X E A.
This result follows directly from (2.12) and (2.13).
The following well-known result of Tartar [5, 6] states that in the case of quadratic polynomials condition (L-H) is both necessary and sufficient for weak Well-known counterexamples show that (L-H) is not sufficient for degree higher than two.
A stronger necessary condition of Murat [3] applies to higher order polynomials and is written in terms of multilinear forms (as is Theorem (Suff)).
THEOREM (NEC). Suppose that f E C°°(RJ) is weakly continuous. Let Since every polynomial P homogeneous of degree r can be written P(z) = -Lpz-z, Theorem (Nee) provides a stronger condition than (L-H).
Of course, the question arises whether Theorem (Suff) (or something similar) provides a necessary condition. We are unaware of any weakly continuous function that does not satisfy this condition. (In fact, we are unaware of any that cannot be generated by wedge products.)
The following remarks express what we can say about the generality and utility of our condition and its relation to the results mentioned above.
1. Part (ii) of Theorem (Nee) implies that the only interesting weakly continuous functions are polynomials.
2. It suffices to consider only polynomials that are homogeneous of some fixed degree in U since it follows by rescaling that each term of a given homogeneity in an arbitrary weakly continuous polynomial must be weakly continuous as well. While this particular polarization of any polynomial is available (and thus can be used with our condition as a test for weak continuity) our theorem holds out the possibility of using other iterative maps. We are currently investigating whether or not our condition applied to the symmetric polarization is a necessary condition for weak continuity.
4. There are special cases in which we can show that our condition is necessary. In the case of a quadratic function of the form (^(U1'6, U2'e), with Q homogeneous of degree one in each slot, our condition (2.19) reads Q(X1,X2) = 0 whenever £ ® A1 E 'Vy and £ ® A2 E V2 for the same £. Thus Theorem (Suff) reduces to Theorem (TA) when the polynomial P is quadratic.
5 Our result follows from (2.27) and Corollary 2.1. D 7. Finally, we comment that in the proof below it will be apparent that Theorem (Suff) is sharp in the sense that we completely characterize (in Lemma 3.2) the constraints under which the iterated polynomials can oscillate.
3. Proof of Theorem (Suff). In this section we prove Theorem (Suff). Our method is to construct conditions under which we can iterate the quadratic theorem of Tartar.
We introduce some new notation.
Let We postpone the proof until after the proof of Theorem (Suff). To this end, assume that (2.1)-(2.4) has the decomposition (2.1),-(2.4), for / = 0,..., L, and let PL denote any polynomial generated by (2.14). Let Thus, for 0 < n < I -1, define
Clearly f/£ satisfies (2.1)n-(2.4)n for 0 < n < / -1. Since P' is linear in each component, we have in this case that and so no subsequence of div DZl,£ lies in a compact set in ff^^R7) as e -> 0, a contradiction. Thus (3.10) implies (3.11).
Conversely, assume (3.11) holds for some I x Mi matrix D, and let U£ be an arbitrary sequence satisfying (2.1)-(2.4). For simplicity we drop the index e in this part of the proof. Thus we can write where the ea" are fixed basis elements of RJn. To see this note that by the multilinearity of Pl~l the differentiations in (3.12) can be carried out using Leibniz rule yielding (3.14)
Dz'=Y:DJpr\d^y,--.y-i}+---+pr\-°y^-^})-
The undifferentiated factors can be written as un(x)=Y,<n(*vn On when an is summed from 1 to Jn; e"n are fixed basis elements in RJ"; and u"n(x) are real valued functions, uniformly bounded in L°°(R7). Again using the multilinearity of P-~ , we see that div DZ1 is the sum of products of L°° functions with factors of the form (3.13).
Thus to verify (3.10) it suffices to show that Assume P = PL is generated by a sequence of quadratic maps via (2.14), and suppose condition (2. Thus,_by Theorem (TA) Ql(Zl^,ul>£) -Ql(Z~l,ul) (i.e., (3.22) holds) if and only if Ql(X, X) = 0 whenever £ ® X E V and £ ® X E V for the same £ G R7. But by (3.24) this is just condition (2.19), so the induction is completed and Theorem (Suff) is proved. □ Note that Lemma (3.2) indicates the sense in which Theorem (Suff) is the best sufficient condition that only takes account of bounds on derivatives, and not more subtle constraints imposed on U£ by polynomials of type (2.14); i.e., Lemma (3.2) gives necessary and sufficient conditions for derivatives of Zl'£ to be bounded in fj,"1; and Theorem (Suff) is based on Theorem (TA) which is the best condition for weak continuity of quadratic function that only takes account of bounds or derivatives.
PROOF OF LEMMA (3.1). Assume first that (3.4) holds and note that if (3.5) fails, then there exists £ ® X E V such that (3. 25) (B,i®X)^0. which in light of (3.25) is not compact in ffj"1 for any subsequence. Thus (3.4) implies (3.5). 
