The human hand is capable of producing versatile yet precise movements largely owing to the complex neuromuscular systems that control our finger movement. This study seeks to quantify the spatial activation patterns of the forearm flexor muscles during individualized finger flexions. High-density (HD) surface electromyogram (sEMG) signals of forearm flexor muscles were obtained, and individual motor units were decomposed from the sEMG. Both macro-level spatial patterns of EMG activity and microlevel motor unit distributions were used to systematically characterize the forearm flexor activation patterns. Different features capturing the spatial patterns were extracted, and the unique patterns of forearm flexor activation were then quantified using pattern recognition approaches. We found that the forearm flexor spatial activation during the ring finger flexion was mostly distinct from other fingers, whereas the activation patterns of the middle finger were least distinguishable. However, all the different activation patterns can still be classified in high accuracy (94-100%) using pattern recognition. Our findings indicate that the partial overlapping of neural activation can limit accurate identification of specific finger movement based on limited recordings and sEMG features, and that HD sEMG recordings capturing detailed spatial activation patterns at both macro-and micro-levels are needed.
Introduction
The human hand is capable of producing a wide variety of functional tasks involving grasping, object manipulation, and playing musical instruments, which are unmatched by the function of any current robotic hand. The versatility and fierce precision in the control of our hand is largely attributed to the intricate biomechanical and neural structures that allow individualized as well as coordinated control of different digits.
1,2 At the biomechanical level, the individual phalanges are driven by muscles with distinct anatomical compartments and separate tendons, [3] [4] [5] allowing dexterous finger movement. Meanwhile, tendon re-branching and tissue connections between tendons to the individual fingers can lead to coordinated motions. 6, 7 At the neural level, there is evidence that individual compartments are controlled through subpopulations of the motoneuron pool, and the different groups of motoneurons receive both unique and shared synaptic input from spinal and supraspinal pathways. [8] [9] [10] [11] These complex biomechanical and neural control properties have † Corresponding author.
limited our ability to systematically quantify the activation patterns of the muscles in the forearm. Previous studies have investigated the degree of independence among individual fingers, focusing on the biomechanical coupling and neural control aspects. Specifically, the extent of selective activation of the flexor digitorum superficialis (FDS) has been examined using focal intramuscular electromyogram (EMG) recordings. 5 A high degree of independence between the index and middle finger compartments of the FDS has been observed, and to a less degree in the ring and little compartments. These findings are largely in agreement with behavioral findings in finger kinematics with a low level of enslaving between the index and middle fingers, and a relatively high level of enslaving between the ring and little fingers. 11, 12 Using recently developed high-density (HD) EMG recording techniques with closely distributed electrode grid placed on the skin surface, several studies have quantified the overall patterns of muscle activation on different extrinsic finger extensor muscles. 13, 14 However, the features of distinct activation patterns of forearm flexor muscles, which include both global muscle and localized motor unit activities during individual finger flexions, have not been fully investigated. Accordingly, the objective of this study was to quantify the spatial activation patterns of the forearm flexor muscles during individualized finger isometric flexions at different force effort levels. Specifically, HD EMG signals were obtained from the forearm flexor muscles, and were used to explore the macro-level spatial patterns of EMG activity and micro-level motor unit distribution. The extent of unique patterns of muscle activation during individuated finger flexion was quantified using pattern recognition approaches. Our main findings revealed that the partial overlapping of neural activation of the forearm flexor muscles can limit us in uniquely identifying specific finger movement based on limited recording channels and limited EMG features, and that HD EMG recordings capturing detailed spatial activation patterns at both macro-and microlevels may be necessary to address the issue. One major advantage of our approach is that it allows us to accurately capture individual finger movement using noninvasive recordings, which can facilitate further development of rehabilitation or assistive technologies. The rest of the paper is organized in the following sections. Section 2 introduces the experimental protocol, the features of quantifying muscle activation and the method of pattern recognition. Section 3 reports the summary of muscle activation features and the performance of classification. Section 4 provides the implications of our findings, guidance for future work, and a summary of our current work.
Materials and Methods

Subjects
Experimental data from nine right-dominant healthy human volunteers (7 male, 2 female; aged 19 to 35) were recruited. All subjects provided written informed consent, and none of them reported a previous history of arm or hand pathology or surgery. The experimental protocols were approved by the Institutional Review Board at the University of North Carolina at Chapel Hill.
Experimental setup and protocols
Subjects were seated upright in the experimental apparatus, with the right arm comfortably placed on the horizontal table, the proximal forearm and elbow stabilized on a padded platform, and the palm oriented at a neutral position with respect to flexion/extension. Their four fingers (index, middle, ring, and little) spread comfortably, and each finger was secured via a velcro strap to one load cell (Interface, SM-100N), which measured the force generated from individual fingers. To avoid utilizing other muscles to generate the force, their wrist was in 0
• (radial or ulnar) deviation and secured with two padded boards fixed on the table. During the experiment, subjects were asked to isometrically flex their proximal interphalangeal joints of one designated finger (index, middle, ring, or little) against a load cell. Four-finger concurrent isometric flexion was also tested for data normalization. At the beginning of each recording session, the maximum voluntary contraction (MVC) of each individual finger was measured, in which subjects were asked to produce their maximum force using the instructed finger and were asked to maintain the force for 3 s. For each recording trial, the subjects were required to rest at the initial 5 s which was used for baseline noise calculation, and then to ramp up to the target force within 5 s and maintain that force effort for 10 s. Therefore, the entire duration of each trial was 15 s. During the force task, subjects were provided with visual feedback of their force output and the target force at 30% or 60% effort of MVC. The force feedback of all four fingers was displayed via a custom display program using Matlab (MathWorks Inc.). The sampling rate of the force was 1000 Hz, while the force feedback display rate was 60 Hz. All four-finger forces generated from each finger/effort are shown in Fig. 1 . Since we have four individual finger trials and four-finger concurrent trial at two different force levels, resulting in a total of 10 conditions, we limited our testing to three repetitions per condition in order to reduce potential fatigue. Therefore, a total of 30 trials (four individual fingers and one concurrent four-finger × two efforts × three repetitions) were recorded for each subject. In addition, Fig. 1 . The example of the force output of individual fingers for each finger/effort task from a representative subject. Note: The subject was instructed to ramp up to the target within 5 s, and then maintain at the plateau for a minimum of 10 s, but only the 5-15 s portion of the data were analyzed. a 60-s resting period was provided to avoid cumulative fatigue between two successive trials. Prior to the main recording session, the subjects were given practice trials to become familiarized with the task and force control to ensure they can complete each task correctly. The order of the finger or force effort was randomized during the testing.
EMG recordings
Surface EMG (sEMG) recordings were acquired over the forearm flexor muscles of each subject via an 8 × 16-channel HD EMG array with 10 mm interelectrode distance (OT Bioelettronica, Torino, Italy). The electrode array was placed at the midline of both distal-proximal and radial-ulnar directions of the forearm flexor muscles, with the proximal-distal direction along the muscle fibers (see Fig. 2 ). We used anatomical landmarks to guide the electrode placement. We labeled the head of ulna as the distal end, the humeroulnar joint as the proximal end, the radial and ulnar as the left and right boundary. Then, we marked the center of the labeled area. Finally, we made the center of our 8 × 16 electrode pads overlapping with the center of the labeled area. Based on the placement of the electrodes and the tasks (flexion of the proximal interphalangeal joints) performed during the experiment, the HD EMG recordings could be from the FDS, a small amount from the flexor digitorum profundus (FDP), and also inevitably from the wrist flexor. Prior to the electrode placement, the skin above the forearm flexor muscles was vigorously scrubbed with abrasive alcohol pad and then with regular alcohol pad. A doublesided sticker was used to attach the electrode array to the skin surface. The monopolar EMG signals were sampled via EMG-USB2+ (OT Bioelettronica, Torino, Italy) at 5120 Hz, with a gain of 1000, and a bandwidth of 10-900 Hz.
Data analysis
All experimental data were analyzed offline in Matlab (MathWorks Inc.). The data analysis mainly included two sections. In the first section, the features of activation were extracted via the 128-channel HD EMG recordings. In the second section, a classification was performed across different finger flexions. A block diagram of the entire process of the methods is shown in Fig. 3 .
Feature extraction
Activation map: To characterize the overall spatial distribution of the forearm flexor muscle activation, the two-dimensional root-mean-squared (2D RMS) values of the 8 × 16 channel monopolar EMG recordings were calculated. The RMS values of the initial 2-s rest period and the 10-s steady contraction period for each trial were both calculated. To reduce potential interference, the 2D RMS maps (Fig. 4) were obtained by subtracting the RMS value of the resting period from the steady contraction period. The RMS subtraction from the resting period was to reduce the effect of noise and undesired residual muscle activities, even when the subjects (especially in clinical populations, such as stroke survivors) were instructed to relax their muscles. Figure 4 shows an example of the 2D RMS map of the EMG from a representative subject at 30% effort.
To this end, two reduced features of the 2D RMS map, the mean amplitude, and the centroid coordinates, were calculated. These features were used to quantify the difference of 2D RMS map across different finger activations. The mean value of the 2D map was acquired by averaging the RMS values across the 128 channels. In order to reduce cross-subject variability, the RMS of the four-finger flexion at 60% effort (with the maximum RMS) was used for the normalization of the RMS values of all other trials within a subject. The centroid coordinates were calculated through Eqs. (1) and (2) (the pseudo-code was also provided):
where C x and C y are the centroid positions in the X-and Y -axes; and RMS ij represents the i × jth element in the 8 × 16 RMS grid.
Innervation Zone (IZ): The location of IZ, which reflects the regions of motor nerve innervation with the muscle fibers, 15 was exacted as a classification feature in this study. The HD EMG recordings were automatically decomposed into individual motor units using FastICA combined with the convolution kernel compensation (CKC) algorithm.
16,17
This method has been validated as highly accurate, and has been applied for multiple HD EMG-based studies. 18, 19 The decomposition processing was performed offline in OT biolab (version 2.0.6092.0, Torino, Italy). The 10-s steady contraction period for each trial was used for decomposition. The parameters of decomposition algorithm were selected based on the previous studies 17 and were the same for each subject or trial (see Table 1 ). A post-decomposition processing based on previous studies was performed to remove motor units with potential decomposition errors:
(1) The firing rate of each motor unit must be within 5 Hz to 50 Hz.
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(2) The pulse-to-noise (PNR) examination metric 21 was used. The decomposition accuracy of each motor unit typically has an accuracy >90% with a PNR larger than 30 dB.
Only motor units which satisfied these conditions were used for further IZ analysis. The IZ represents the origin of the motor unit action potential (MUAP) which propagates along the muscle fibers towards two opposite directions. Since each column of the grid was placed along the muscle fibers, an obvious phase reversal of bipolar MUAPs can be observed.
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The lag cross-correlation as a common IZ identification method 23, 24 was utilized in this study. The procedures of the lag cross-correlation method in our study were conducted as follows:
(1) The spike triggered average (STA) algorithm 25 was used to extract the MUAP templates of 8 × 16 monopolar channels based on the firing spikes obtained from the EMG decomposition (see Fig. 5(a) ). (2) The peak-to-peak (P2P) values of 8×16 channels were calculated. The P2P value of each channel was divided by the channel with maximum P2P value. The channels with large P2P ratio values (>0.2) were considered as active channels (shown in red in Fig. 5(a) ). Due to the requirement of lag cross-correlation calculation, only the columns with ≥4 continuously active channels were selected for further IZ detection. (3) For each selected column, the lag crosscorrelation of two adjacent rows of bipolar grid was calculated through Eq. (3) (the pseudo-code was also provided right after the equations).
Since the bipolar EMG grid has 15 channels in each column (Fig. 5(b) ), a total of 14 pairs of lag cross-correlation were obtained (i.e. pair 1: channel 1 versus channel 2, pair 2: channel 2 versus channel 3, . . . , pair 14: channel 14 versus channel 15) as illustrated in Fig. 5 (c): where R(k, τ ) is the value of the lag crosscorrelation with τ phase shift in kth pair; x i,k is the ith data point in kth pair; N is the number of data points; and τ is the temporal phase shift between the two adjacent signals. (4) The maximum of the absolute cross-correlation value in each column of R matrix was identified to form a 1 × 14 maximum lag cross-correlation vector, and if a negative value was identified, the chosen maximum value was assigned with a negative sign (Fig. 5(d) ). (5) The location of the IZ was indicated as the channel number of the lowest cross-correlation value between two peak values in maximum lag crosscorrelation vector (see red circle in Fig. 5(d) ).
In addition, to avoid falsely detecting a noised channel as an IZ, this channel must satisfy the criterion that its monopolar MUAP has a correlation coefficient >0.9 with the adjacent channels.
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Finally, the mean positions of the IZ (IZ x and IZ y ) in the X-and Y -axes were calculated to quantify the location of IZ by averaging the x-and y-axes coordinates of all IZs in each trial.
Classification
After feature extraction, two common classifiers for myoelectric pattern recognition, linear discriminant analysis (LDA) and support vector machine (SVM), were employed. [26] [27] [28] A linear kernel function was used for SVM. The linear kernel always showed the best performance on our datasets, compared with other kernels (e.g. polynomials). The objective of classification was to present the difference of the features extracted from different forearm flexor muscles or muscle compartments, and examine whether different activation patterns can be securely distinguished. The classifiers were trained and tested within each subject, and only test performance was reported in the results section. Two of the three repeated trials for each task were used to train the parameters of the classifiers, and the remaining one was used to test the classifier performance. Since the trial number of each condition was small, a three-fold cross-validation was provided to reduce the possible bias. A total of eight classes (four fingers × two force efforts) were evaluated.
Furthermore, two sets of features were also considered separately for the classification. First, we used "full features" including all the RMS values in the entire 2D RMS map and all the identified IZ locations. Since the number of motor units varied after decomposition and selection, each trial may have a different number of IZs. A bootstrap method was used to resample the IZ locations to make the IZ feature an equal length for the classification. The Matlab function "bootstrap" was used to randomly resample the IZ location of each trial, while maintaining the mean of the resampled data the same as the mean of the original data. After the bootstrap procedure, all the three trials would have the same number of data samples, which can then be used for classification. Second, only five "reduced" features of the 2D RMS map and IZs were employed, including the mean RMS value, C x , C y , IZ x , and IZ y . These reduced features have been widely used to understand the muscle activation patterns. However, from a computational efficiency perspective, the calculation of these reduced features can add extra computation load, and make the classification inefficient.
Finally, we also presented the classification accuracy of using the 2D RMS map only (without IZ). In addition, the number of EMG channels was progressively reduced to investigate the relation between the channel number and the classification accuracy. During each step, the rows or columns of the 8 × 16 grid were downsampled by 2. The rows and columns were downsampled sequentially, and the channels in each row or column were evenly down samples (i.e. every other channel was chosen). Therefore, 8 × 8, 4 × 8, 4 × 4, 2 × 4, 2 × 2, and 1 × 2 electrode grids were progressively utilized for the classification.
Statistical comparisons
To quantify the difference of muscle activation across different finger flexions and efforts, a twoway [finger × effort] repeated measures ANOVA was performed on each of the five reduced features (mean RMS, C x , C y , IZ x and IZ y ). A twoway [classifer × feature] repeated measures ANOVA was performed. To satisfy the normal distribution assumption of the ANOVA, arcsine-square-root transformation 29, 30 was performed on the accuracy results of the classification. The post hoc pairwise comparisons with Bonferroni correction were conducted when a significance was found. All differences were considered as significance with p < 0.05.
Results
A total of 216 HD EMG recordings (four fingers × two efforts × three trials × nine subjects) were analyzed. The mean of the MVC forces generated from index, middle, ring, and little fingers across nine subjects were 49.3 ± 10.6 N, 36.3 ± 4.8 N, 28.2 ± 5.8 N, and 27.5 ± 3.2 N, respectively.
Reduced feature comparisons
First, we began by comparing each of the five reduced features (mean RMS, C x , C y , IZ x , and IZ y ) across different finger flexions at two different force efforts.
The overall results are shown in Table 2 .
Mean RMS
The overall results of normalized mean RMS are shown in Fig. 6 . The two-way repeated measures ANOVA showed a significant interaction [F (3, 24) = 4.687, p = 0.01] between finger and force effort. Further pairwise post hoc comparisons showed that (1) the mean RMS of the 60% force effort was significantly higher than the 30% effort for any finger (p < 0.05); (2) only the mean RMS of the little finger was significantly lower than the rest of the three fingers at 60% force effort (p < 0.05).
Centroids (C x , C y ) of 2D RMS map
The X-and Y -coordinates of the centroids of 2D RMS map are shown in Fig. 7 . Separate two-way [finger × force effort] repeated measures ANOVAs were performed on each of the coordinates. The ANOVA results of the X-coordinate showed a significant interaction [F (3, 24) = 4.965, p = 0.008]. The post hoc comparisons revealed that only the X centroid of the little finger showed a significant difference between 30% and 60% force efforts (p < 0.05). The X centroid of the ring finger was also different from the rest of the three fingers at 30% force effort. The comparison between pairs of the two fingers at 60% force effort showed a significant difference (p < 0.05) except for the pair of index and middle fingers (p = 0.14). The post hoc comparison of the finger factor showed that only the X mean coordinate of the ring finger was significantly different from the rest of the three fingers (p < 0.05).
The ANOVA results of the Y mean coordinate revealed a significant interaction between finger and force effort [F (3, 24) = 5.055, p = 0.007]. Further, post hoc comparisons were performed on these two factors separately. For each finger, only the Y mean coordinates of the index finger showed a significant difference between 30% and 60% force efforts (p = 0.001). The Y mean coordinate of the ring finger was significantly different from the rest of the three fingers at both 30% and 60% force efforts (p < 0.05).
Performance evaluation of classification
We compared the results of two classifiers combine with two different feature sets within each subject. The classifiers were challenged to identify eight classes: four fingers × two force efforts. The mean accuracies of the four classification model combinations within each subject were 89.35 ± 3.99 ( Fig. 9(a) ), 96.76 ± 1.71 (Fig. 9(b) ), 89.35 ± 2.28 ( Fig. 9(c) ), and 94.45 ± 1.73 ( Fig. 9(d) ). The two-way [classifier × feature set] repeated measures ANOVA showed that only the feature set was significant [F (1, 8) = 9.429, p = 0.015]. The post hoc evaluation of the feature set showed that using the full feature set was significantly better than using the five reduced features (p = 0.015).
In addition, the results of the confusion matrix for the different finger pairs under individual classifiers were illustrated in Fig. 10 . For example, if "1.9" was shown in the index row and middle column, it means the percentage of the classifier falsely detecting middle finger as index finger was 1.9%. The results generally revealed that the full feature set tended to yield a better classification accuracy. Specifically, the ring finger tended to have the best performance and the middle and index fingers tended to have worse performance, compared with the other two fingers.
Finally, we also tested the accuracy using 2D RMS map only (without IZ features). The corresponding mean accuracies of the four classification model combinations within each subject decreased to 87.96 ± 3.37, 95.37 ± 1.96, 87.50 ± 2.82, and 93.52 ± 1.82 from 89.35 ± 3.99, 96.76 ± 1.71, 89.35 ± 2.28, and 94.45 ± 1.73. In addition, the accuracy after reducing the density of channels in the HD EMG electrode grid is shown in Fig. 11 . Only the results from LDA classifier (highest accuracy) with full feature were presented. The accuracies of using 8 × 16, 8 × 8, 4 × 8, 4 × 4, 2 × 4, 2 × 2, and 1 × 2 electrode grids are summarized in Fig. 11 . The 
Discussion
The aim of this study was to quantify the distinct activation patterns on both macro-level muscle activation and localized motor unit activities of the forearm flexor muscles during individual finger flexions. We have established the findings that the spatial activation patterns cannot be readily distinguishable based on certain features (e.g. the centroid of muscle activation and mean coordinates of IZ) of the EMG activities. Specifically, the activation patterns of the middle finger were the least distinguishable, and the ring finger compartment was mostly distinct from the rest of the fingers. On the other hand, the different finger activation patterns can still be classified in high accuracy including the effort levels of muscle contraction, using pattern recognition approaches based on detailed features from HD EMG recordings. Our overall findings provide baseline information regarding altered neural activation of forearm flexor muscles in individuals with neurological impairment. Additionally, our findings can also provide guidance in selecting control input variables for assistive or rehabilitative devices involving hand grasp function.
Anatomical structure of finger flexor muscles
The FDS and FDP are multi-tendon and multicompartment muscles, and the specific anatomical structure varies across different persons. [31] [32] [33] For example, the superficial layer of the FDS form two compartments inserting to the phalanges of the middle and ring fingers. The deep layer of the FDS forms an intermediate tendon and further divides into two compartments that insert on the phalanges of the index and little fingers. The two layers are organized obliquely relative to the skin surface, and there are also passive connective tissues and shared muscle fascicles across compartments. 32 These anatomical complexities can contribute to the neural activation patterns of the flexor muscles observed in our study. Our results show that the middle finger activation was the least distinguishable one based on the centroid features and the classification outcome. Specifically, the middle finger activation was occasionally confused as little finger activation, and the activation of these two fingers also varied across different subjects (high error bars in Fig. 6 ). Another possible reason is that the centroids of the RMS map and mean coordinates of IZ for middle finger are located approximately at the center of the flexor muscles, which make the activation patterns of the middle finger more likely to be overlapped with other fingers. Additionally, there was also a tendency that the activation of the index and ring fingers was confused as the little finger, as shown in the centroid location of the RMS EMG map and mean coordinates of IZ, as well as in the classification results. The X centroid (radial-ulnar direction) of the little finger activation was located between the centroids of the index and ring fingers. Overall, the shared fascicles across these compartments, the spatial overlap of these compartments from the skin surface, and activation interference across different flexor muscles (e.g. FDS, FDP, and wrist flexors) can all impose challenge in securely classifying these individual finger activation patterns.
Spatial activation patterns
Despite the high complexity and variations across individuals of the forearm flexors, our HD EMG approach was able to capture unique patterns of activation of individual finger flexion, which are largely in agreement with earlier studies using intramuscular recordings. 5 We can identify individual finger motions with varying degrees of confidence from the 2D activation map based on EMG amplitude and the IZ estimates based on single motor unit activities. We found that the activation of the ring finger is located in the most ulnar and proximal region and is distinct from the rest of the fingers, and that the classification accuracy is not surprisingly high. The activation of the middle finger was located in the most radial region with some degree of overlap with the index and little fingers. Unlike the extensor digitorum muscle activation, 3,13 the activation patterns of flexors in the proximal-distal direction is less distinguishable, despite the elongated muscle orientation. Overall, the IZ distribution is more distinct across different fingers in comparison with the macro-level muscle activation (RMS map) patterns. Namely, the centroids of the RMS map typically span within a 10 cm region, but the mean coordinates of the IZ cover over three electrode columns (the physical distance is 20 cm) in the radial-ulnar direction and over six electrode rows (or 50 cm) in the proximal-distal direction. These large differences can facilitate accurate identification of the involved compartments during individual finger motions.
Pattern recognition
Our classification results show that both the LDA and SVM approaches based on the full features can provide the best identification results. The LDA classifier exhibits a small improvement (∼2.5%) than the SVM classifier, consistent with earlier myoelectric control studies. 27, 34 Both classifiers also performed better on the full feature space compared with the reduced feature space based on centroids distributions. Overall, the classification accuracy of using full feature was approximately 7% and 5% higher than that of using reduced feature for LDA classifier and SVM classifier, respectively (see Fig. 9 ). Furthermore, an obvious decrease of the accuracy can be observed when reducing the density of the EMG recording channels (see Fig. 11 ). This is largely due to the fact that the topological information, such as the shape, unimodal versus multi-modal distribution, and orientation of the activation, is lost during the centroid or mean coordinate calculation. The high accuracy of the classification of individual finger flexions including the effort level indicates that our approach can be used to identify individual finger flexion accurately based on forearm muscle activations. Additionally, our HD EMG recordings combined with the simple LDA classifier can potentially be used for the control of individual finger movement of prosthetic hand or hand orthosis. The 128 HD EMG grid allows us to quantify the entire muscle activation of the forearm flexor muscles with high resolution, and obtain the motor unit activation using HD decomposition approach. For realtime control, to further improve the efficiency of the classification, we also investigated the effects of excluding IZ feature which requires high computation resources, and the effects of decreasing the density of the electrodes. We found that the accuracy of different classifiers only reduced about 1-2% after we remove the IZ feature, because this feature is not completely independent from the 2D RMS map or RMS centroids (see Fig. 4 ). In addition, we found a high (93.52%) classification accuracy even if only eight electrodes (2 × 4 grid) were used. The "redundant" number of electrodes can help improve the robustness of the classification, in situations including noisy/nonfunctioning channels or electrode position shift. However, our results indicated that we may not need such a large number of electrodes for the classification in this particular situation. Our classification accuracy was a bit (<2%) lower than some of the previous similar studies, 35 large because we tested two different MVCs, which could have induced most of the errors. Brain-computer interface [36] [37] [38] [39] [40] has been an active research area for the control of robotic devices, through the decoding of neural control signals directly from electroencephalogram (EEG) or individual cortical neuron discharge activities. Our myoelectric-based control approach can be complementary to these approaches for neural-machine interface. Specifically, the electrophysiological signals at different levels of the neural system can be fused together with biomechanical variables of the user in order to establish more effective and more robust communication and control strategies between humans and machines/external world. Other algorithms 41 have been proposed for IZ identification based on bipolar EMG. A recent study 41 has used a more straightforward approach using the slope of MUAP from monopolar. In our current study, lag cross-correlation of bipolar MUAP was used to calculate the IZ, since it has been verified as an accurate method. 23 In addition, this approach can be robust, even if the FDS muscle fibers are not running parallel to the skin surface, since only the phase reversal of the bipolar EMG is identified and is not based on the propagation delay.
Limitations
The classification results show that the full features including the 2D activation map and the motor unit IZ features provide the most accurate performance. However, the high feature space can be computationally inefficient, which poses challenge for real-time classification and control. Additionally, the motor unit decomposition in our study was performed offline, although online EMG decomposition has been studied, 42 much work still need to be performed before motor unit features can be used for real-time classification. To reduce the computation load, we also showed the classification performance using the 2D RMS map with reduced density of electrodes. Our findings revealed that the accurate performance (∼93.52%) can still be acquired using 2D RMS map only with eight electrodes, though the robustness of the classification in daily activities or during long-term recordings need to be further evaluated. Other studies 43, 44 have also investigated the robustness of pattern recognition for myoelectric control when some channels of HD electrodes are corrupted or the location of electrodes is shifted.
For the RMS calculation, we subtracted the RMS value of the resting period from the steady contraction period to reduce the influence of noise and undesired residual muscle activities. Since the signal components are not orthogonal and the calculation itself is not linear, our direct subtraction cannot completely remove the interference effects.
Although multiple finger movement covers a wide range of daily tasks, here we focused on the individual finger movement because many daily tasks require individualized finger movement (e.g. typing or dexterous object manipulation) and it can be used as the foundation for the multiple finger study.
Finally, the relative location of electrodes was placed based on anatomical landmarks of the arm, and was consistent across different subjects. Given that our electrode pad has a fixed area, different subjects with different arm sizes could give rise to variations in the spatial features of the centroid calculations. However, it did not affect our classification results, since all our pattern recognitions were performed within each subject.
Conclusions
Overall, using HD EMG recording and processing techniques, we observed distinct activation patterns of the forearm flexor muscles during individual finger flexions. Our overall results revealed that the spatial activation of the ring finger compartment was mostly distinct from the rest of the finger compartments, whereas the activation patterns of the middle finger were the least distinguishable. In contrast, the different finger activation patterns can still be classified in high accuracy (∼97%) including the levels of muscle contraction, using pattern recognition approaches. These results can provide guidance, at both macro-and micro-levels, in locating the different compartments of the finger flexors. Our findings may provide baseline information for the evaluation of altered activation of the forearm flexor muscles in clinical populations, and provide feasible control input variables that can be used in rehabilitation/assistance of individual finger control.
