We discuss finite-volume computations of two-body hadronic decays below the inelastic threshold (e.g. K → ππ decays). The relation between finite-volume matrix elements and physical amplitudes, recently derived by Lellouch and Lüscher, is shown to have a natural interpretation in terms of the density of states. We present a detailed comparison of our approach with that of Lellouch and Lüscher and discuss the limitations of the method, which are largely due to the presence of inelastic thresholds. We also demonstrate that for correlation functions such as 0 |T [ππH W K ]| 0 , the Lellouch-Lüscher correcting factor is not appropriate for extrapolating the finitevolume result to infinite volume.
Introduction
The theory of non-leptonic weak decays represents a major challenge for particle physicists because of our inability to control the strong interaction effects. Lattice QCD offers a natural opportunity to compute the corresponding matrix elements from first principles. A number of theoretical questions however, need to be answered before such computations can be performed with sufficient precision to be phenomenologically relevant. The main difficulties are related to the continuum limit of the regularized theory (the ultra-violet problem) and to the relation between matrix elements computed in a finite Euclidean spacetime volume and the corresponding physical amplitudes (the infrared problem). The ultraviolet problem, which deals with the construction of finite matrix elements of renormalized operators constructed from the bare lattice ones, has been addressed in a series of papers [1] - [3] and we will not consider it further in this work. The infrared problem arises from two sources:
• the unavoidable continuation of the theory to Euclidean space-time and
• the use of a finite volume in numerical simulations.
An important step towards the solution of the infrared problem has recently been achieved by Lellouch and Lüscher in ref. [4] (denoted in the following by LL), who derived a relation between the K → ππ matrix elements in a finite volume and the physical kaon-decay amplitudes. In this paper we present an alternative derivation of the LL formula. We find that the LL relation has a natural interpretation in terms of the density of states in a finite volume and this is one of the principal results of this paper. The validity of our derivation therefore requires the volume to be sufficiently large for the concept of the density of states to be applicable. At first sight this appears to be different from the conditions required for the derivation in ref. [4] , which was obtained at fixed (large) volume. A detailed comparison of the two approaches gives us the opportunity of emphasizing some physical aspects and limitations of finite-volume calculations. We argue that the Lüscher quantization condition for the energy levels of two-particle states in a finite volume [5] also requires the volume to be sufficiently large for the Fourier series to be equal to the energy integrals in infinite volume, up to exponential corrections. Since the derivation of the LL relation in ref. [4] relies on this quantization formula, the conditions on the volume are equivalent in the two approaches.
The issue raised in the previous paragraph is of considerable practical significance. For the foreseeable future, in actual lattice simulations of K → ππ decays there will be very few elastic states below the inelastic threshold, E th (perhaps even only two such states). It is therefore necessary to examine the precision with which the integral over the energy is approximated by the sum over the elastic finite-volume energy levels below E th . In this paper we discuss this question theoretically. A quantitative answer will have to await results from future detailed numerical simulations. By varying either the masses of the mesons (and hence considering unphysical decays) in a given volume or the size of the volume the number of states below E th can be changed. Thus one has the opportunity of investigating the importance of finite-volume corrections in exclusive two-body decays.
From ref. [4] we learn that if we compute the correlation function 0 |T [KH W H W K] | 0 illustrated in fig. 1 (b), where K represents an interpolating operator for the kaon and H W is the weak Hamiltonian for K → ππ decays, we obtain the modulus of the K → ππ decay amplitude, after multiplying the finite-volume result by the Lellouch-Lüscher correcting factor. We also consider the correlation function, 0 fig. 1(a) , where the Fourier transform into momentum space is taken independently for the two pion fields. This correlator is a natural choice for the evaluation of K → ππ matrix elements, and we show that it is proportional to the real part of the physical K → ππ decay amplitude. There are finite-volume corrections in this case, which vanish as powers of the volume, but they are not eliminated by the LL correcting factor. In addition, we show that it is possible to extract the K → ππ amplitudes also when the kaon mass, m K does not match the two-pion energy, namely when the inserted operator carries a non-zero energymomentum. These amplitudes may be useful to determine, for example, the coefficients of the operators appearing in the chiral expansion.
The plan of the paper is as follows. In sec. 2 we start by recalling some basic facts about infinite-volume Euclidean Green functions related to kaon decays. In particular, we stress the result derived in ref. [6] that in Euclidean space one obtains the average of the matrix elements into in and out two-pion states. We expand the discussion of the similarities and differences between the Euclidean-and Minkowski-space calculations in appendix A, where we demonstrate how the physical K → ππ amplitude (for which the two-pion state is an out state) is recovered in Minkowski space.
We then proceed to discuss calculations in a finite volume. In sec. 3 the finite volume formulae are derived and the interpretation in terms of the density of states is presented. A detailed comparison of our approach with that of ref. [4] is presented in secs. 4 and 5.
In sec. 4 we examine the conditions on the volume required for our derivation and in sec. 5 we analyze those needed for the Lüscher quantization formula [5] . These discussions are based on correlation functions from which one obtains the modulus of the decay amplitude
. In sec. 6 we present an alternative method to obtain information about the kaon decay amplitude, based on the correlator 0
We show that the LL correcting factor is not appropriate in this case. We present our conclusions in section 7.
There are two further appendices, introduced to clarify the discussion.
In appendix B we demonstrate that it is indeed ℜ{A} which is obtained from the 0 |T [ππH W K] | 0 correlator (ℜ{A} represents the real part of A).
In appendix C we demonstrate that in principle, it is possible to determine the scattering phase δ directly by computing four-pion correlation functions.
Euclidean Green Functions and Physical Amplitudes
One of the main obstacles in the extraction of physical amplitudes from lattice simulations stems from the rescattering of final state particles in Euclidean space. The formalization of this problem, in the infinite-volume case, was considered in ref. [6] and is referred to as Maiani-Testa no-go theorem. In this section we review the arguments leading to this theorem, elucidating the main differences between the Euclidean and Minkowski formulations of the theory. This allows us to fix the notation and to introduce several quantities which will be used in the following. The discussion of finite-volume effects is postponed to the following sections.
We are ultimately interested in K → ππ decays. Single particle states however, do not present any theoretical difficulty so, following ref. [6] , in order to simplify the discussion while retaining the essential physical aspects, we eliminate the kaon and consider the Green function
where t 1 > t 2 > 0; J is a local operator which can create two pions, with a definite isospin, from the vacuum,
and φ( x, t) is some appropriately chosen interpolating operator for the pion. For convenience the two-pion intermediate state is chosen to have total momentum equal to zero. From the continuation of the correlation function (1) to Minkowski space, using LSZ reduction formulae one can determine the form factor
which we assume to be the goal of some numerical simulation. In order to avoid unnecessary kinematical complications, in the following we discuss the case of a Hermitian, local, scalar operator J, which excites zero angular-momentum states from the vacuum. The extension of the present discussion to correlators relevant for K → ππ decays is completely straightforward.
In practice, in a numerical simulation the Euclidean correlation functions can be computed only approximately and so the continuation to Minkowski space is impossible. We therefore have the problem of extracting the relevant physical information from the Euclidean correlation functions.
The general expression of eq. (1) in terms of matrix elements was derived in ref. [6] . For t 1 ≫ t 2 > 0 one has
where
Z and E q can be obtained by computing the propagator of a single pion. We use the normalization π( q )|π( p ) = (2π) 3 2E q δ 3 ( q − p ). P represents the principal value of the integral implicit in the n and the superscript "conn" implies that the corresponding matrix element is the connected one. Although the term in square brackets in eq. (4) is real and hence cannot be equal to the form factor in eq. (3), it is nevertheless a physical quantity which can be directly compared with experiment. To see this it is convenient to write
where δ(2E q ) is the FSI phase shift for the two pions. Here and in the following we assume that the two-pion energy is below the inelastic threshold. Unfortunately, the extraction of ℜ J from the correlation function at large time distances is impossible in practice, since in this limit it is exponentially dominated by the last term in eq. (4). The conclusion of ref. [6] was therefore that it is only possible to extract the form factor π( 0)π( 0)|J|0 , with the two pions both at rest.
The continuation of eq. (4) to Minkowski space is obtained by replacing t → it in the timedependent exponentials. At finite times therefore, the average in eq. (7) also appears in the Minkowski space version of eq. (4). However, as shown in Appendix A, at asymptotically large time distances t 2 :
so that the terms in braces in eq. (4) combine to give the physical amplitude (including its imaginary part). In Euclidean space this is not the case.
3 Finite-Volume vs. Infinite-Volume Calculations
As pointed out in sec. 2, knowledge of ℜ J , together with the phase-shift δ, is sufficient to reconstruct the physical amplitude. In infinite-volume the energy spectrum is continuous and the isolation and determination of ℜ J turns out to be impossible. On a finite volume, instead, energy levels are discrete and the extraction of ℜ J is possible in principle, provided that we are able to control the preasymptotic behaviour of the relevant correlation function at large time distances [7] .
In a finite cubic volume, V = L 3 (where L is the length of each spatial direction), the allowed values, k, of the "radial" relative momentum of a (zero total momentum) s-wave two-particle state satisfy the equation [5] 
where δ(k) is the infinite-volume s-wave phase-shift, q ≡ kL/2π, and k is related to the center of mass energy W by
and n is a positive integer. In the following we will denote the energies (10) corresponding to each value of n by E n . For simplicity, here and below we ignore the contribution from states of higher angular momenta to eq. (9). These could be included without difficulty in our discussion. Moreover we will consider δ as a function of the total energy or of k, whichever will be more convenient.
Although the energy levels are those corresponding to a finite volume V , δ(k) in eq. (9) is the infinite-volume phase shift. The derivation of this equation, given in ref. [5] , requires that V is larger than the two pion interaction region. Under this assumption, the distortion of the two-pion wave functions (denoted by Ψ E ( x )) due to boundary conditions can be neglected, and the only finite-volume effect is the selection of those (infinite-volume) wave functions which satisfy the periodicity conditions or whatever boundary conditions have been imposed. Let us denote these wave functions by Ψ
En ( x), where x is the relative position of the two pions. For simplicity we will consider the zero total angular momentum sector only, in which case Ψ (V )
En (r), where r = | x|. Both the finite and infinitevolume sets of energy eigenfunctions are complete and therefore, under the hypotheses stated above, we have:
En ( x) is normalized to 1.
In order to establish the relation between the finite and infinite-volume amplitudes, it is convenient to consider the two-point correlation function:
and its behaviour as the volume V becomes large. We have
On the other hand, in a finite, but asymptotically large, volume we have
In eq. (17), |ππ, n V and |ππ, E V denote the finite-volume two-pion states at fixed n and fixed energy E, respectively. |ππ, n V are classified according to the quantum number n defined in eq. (9) and ρ V (E) is the density of states at energy E,
An alternative expression for ρ V (E) in terms of the energy separation
Comparing eqs. (15) and (17), we establish the correspondence
Similarly, by considering correlators of operators which excite single particle states, we find
From eqs. (20) and (21) we readily obtain the amplitudes of the effective weak Hamiltonian in terms of the corresponding finite-volume matrix elements
In order to obtain the physical amplitude we set E = m K in the above equation and find
Eq. (23) is the same as the formula derived by Lellouch and Lüscher [4] . The additional factor of V 2 on the r.h.s. of eq. (23) is present because we have used the Hamiltonian density rather than the Hamiltonian. We stress that the relation (22) is valid for the matrix elements of any local operator with any momentum transfer (below the inelastic threshold) and hence the matching condition m K = E is not required. Although eq. (23) appears to be equivalent to the corresponding equation in ref. [4] there is an important difference in the two derivations. The result of ref. [4] was obtained at a fixed value of n and at a fixed volume V , tuned to have m K = E n , with n < 8. Eq. (22), on the other hand, has been derived at fixed energy E for asymptotically large volumes V . This implies that as V → ∞ we must simultaneously allow n → ∞. A question which arises naturally at this point is what is the relation between the two approaches? The answer requires a more detailed discussion which is developed in the following two sections.
How large is a large volume?
Our derivation of the LL formula, presented in sect. 3, relies on the identification of the sum with the integral appearing in eq. (17), which certainly holds for asymptotically large volumes. The derivation presented in ref. [4] , on the other hand, is valid for a fixed finite volume. In this and the following section we demonstrate that, in spite of this apparent difference, the conditions required for the validity of both derivations are actually the same, and therefore both are affected by the same limitations.
We study finite-volume effects in a toy mathematical example as well as in non-relativistic quantum mechanics and relativistic field theory. The common feature and key ingredient in all these cases is the locality of the operators whose matrix elements are being computed. In the non-relativistic case, where inelastic production is absent, the LL formula is exact, provided that the volume is larger than the interaction range. In relativistic field theory, on the other hand, the situation is more complicated for two basic reasons. Firstly, the interaction range is not precisely defined, so that all results are valid at most with exponential precision. The second and more substantial difficulty comes from the presence of inelastic production, which, as shown in sec. 5 below, also affects the validity of the quantization condition in eq. (9).
For the discussion below, it will be useful to recall the general relation between a discrete sum and the corresponding integral, given by the Euler-McLaurin formula [8] :
where f (l) (n) is the l-th derivative with respect to n, and B 2l and P l (n) denote the Bernoulli numbers and polynomials, respectively. When applying eq. (25) to physical correlation functions, in order to define the derivatives and integrals which appear on the right-hand side we need to find an appropriate interpolation of the f (n)'s between integer values of n 1 . This will be discussed below.
A Toy Example
Consider the simple one-dimensional example of a C ∞ -function, f (x), vanishing with all its derivatives outside a compact support which is entirely contained inside the "finite" volume −L/2 < x < L/2. f (x) can be expanded in Fourier series:
On the other hand, f (x) can also be written as a Fourier transform
Whereas eq. (29) reproduces f (x) exactly, eq. (26) coincides with f (x) only in the interval −L/2 < x < L/2: outside this interval f (x) is replicated periodically on the x-axis. If we now consider a second function g(x) with the same properties as f (x), we have:
Using eq. (27) we redefine the continuous variable p in terms of the continuous variable n, thus providing a definite interpolation through discrete values of n. We have:
so that eq. (30) gives
Eq. (32) shows that for local functions in x we obtain the Euler-McLaurin formula without the correction terms.
Finite-Volume Effects in Non-Relativistic Quantum Mechanics
We now extend these considerations to the case of a quantum system, starting with the non-relativistic quantum mechanical case. Bearing in mind the extension to the relativistic case below, we use the formalism of second quantization also in the quantum mechanical case and introduce interpolating operators φ † ( x, t) and φ( x, t) that create and annihilate, respectively, the physical particles. Consider two "local", zero angular-momentum twoparticle operators R( X, t) and S( X, t) defined by
and with a similar definition for S( X, t). The functions R(r) and S(r) defined in eq. (33) have support contained inside V , thus ensuring locality. Under this hypothesis, we now show that the matrix elements of R and S in the finite volume V are proportional to those in the infinite volume, with a constant of proportionality given precisely by the LL factor.
Consider the zero momentum two-point function
where, since the operators only depend on r, the sum is restricted to zero angular momentum intermediate states.
Here the states are normalized non-relativistically, n|n ′ = δ n,n ′ . From the relations
and using eq. (13), we find
The quantities
are the infinite-volume matrix elements of the operators S and R respectively.
From the above relations we obtain
and the corresponding result for R(r, t). In eq. (39) H denotes the Hamiltonian (differential) operator acting on two-particle states, whose eigenvalues are precisely the {E n }. From eq. (39) it follows that S(r, 0) = S(r) and R(r, 0) = R(r).
We next show that the finite and infinite-volume correlation functions at t = 0 are the same (G V (0) = G ∞ (0)). As in the one-dimensional example, locality of S(r) implies that
From the completeness of the energy eigenfunctions in the infinite volume we also have
so that we arrive at the equality
Using eq. (9) it is now possible to label the continuous energy spectrum (in the infinite volume) by the continuous variable n:
so that, finally:
Eq. (44) is another instance of the Euler-McLaurin formula, eq. (25), without any correction terms and shows that, since R(r) and S(r) are arbitrary functions,
thus proving the LL formula for any volume larger than the interaction region.
The discussion above demonstrates that at t = 0 the correlation function G V (0) defined in eq. (34), coincides with the corresponding one in the infinite-volume limit, without any corrections. Let us now discuss what happens at a generic value of t. The key point, as seen from eq. (38), lies in the support property of S(r, t). Eq. (39) shows that S(r, t) is obtained from S(r) through a diffusion process. It is well known that, even if S(r) has a compact support, S(r, t) will be non-zero over the whole infinite volume for t = 0.
Therefore S(r, t) cannot satisfy eq. (40) and G V (t) will not, in general coincide with its infinite-volume counterpart. However, diffusion is a "slow" process, and for a range of t ≈ L, we will still have
For t > m π L 2 we expect G V (t) to be very different from G ∞ (t).
Finite-Volume Effects in Relativistic Quantum Field Theory
In relativistic field theory the previous considerations must be modified since strict localization of the support is not possible and therefore the state
is only approximately localized around the origin. The probability of finding particles at a distance r away from the origin never vanishes, although, as a consequence of clustering, it decreases exponentially like e −mπ r [9] . There is a further point to be considered. The correlator appearing in eq. (42) is evaluated at equal times. As such, in field theory it is generally UV divergent, due to the short distance singularities in the product of two local operators. The natural regulator for such divergences is the (Euclidean) time. The discussion of the quantum mechanical case can then be generalized to field theory. We therefore conclude that the equality
is valid with exponential accuracy.
The most important difference with the non-relativistic quantum mechanical case comes from the existence of the inelastic threshold, E th . This implies that, in a finite volume, we only have a limited number of elastic states with energies below E th . Therefore the sum over the E n , truncated at E th , reproduces the integral, cut-off at the same energy, only up to corrections which vanish as L → ∞. We now show, using the Euler-McLaurin formula, that even in the presence of this truncation, these corrections remain exponentially small in L.
We start from the correlation function
and use eq. (25) with f (n) ≡ J V (E n )e −Ent , N 1 = 0 and N 2 = n th . n th is the integer such that E n th ≈ E th . The contributions from energies of the order of, or larger than, the inelastic threshold are suppressed, with respect to the relevant terms, at least by e −(E th −m K )t and are therefore negligible since we work in a range of time distances of the order of 1/m K .
It is again convenient to change variable from n to E n th n=0 f (n) =
, where E 0 is the energy of the lowest two-pion state in the finite volume and is given by [5] 
where a 0 is the ππ scattering length.
We write eq. (50) as
If only the first term on the r.h.s. of eq. (52) were present, we would recover the infinitevolume result of eq. (17):
The corrections to the LL formula come from the second integral, from J V (E 0 )e −E 0 t and its derivatives computed at E = E 0 , and R in eq. (52). All these terms vanish, in the large volume limit, as powers of 1/L. The derivation of eq. (54) relies on the fact that the corrections to ρ V (E) decrease exponentially with the volume as shown in ref. [5] and discussed in sec. 5 below.
With the exception of R, all the finite-volume corrections contain the factor e −E 0 t ∼ e −2mπ t (multiplied by powers of t). They will therefore contribute only to matrix elements computed at energies close to threshold. We however, are considering the behaviour of amplitudes at fixed energy E (between E 0 and the inelastic threshold), in the limit L → ∞, n → ∞. The relevant terms multiply the exponential e −Et which can therefore be separated from finite-volume corrections proportional to e −E 0 t . Thus the only power corrections to the relevant matrix elements come from R. Since R ≈ (1/L) 2l and l is arbitrary, finitevolume corrections decrease faster than any power of 1/L. In addition, our derivation of the LL formula allows, in principle, the possibility of improvement by working at fixed energy on increasing volumes (and hence increasing n).
The discussion above does not imply, however, that the corrections are small for any volume. In order for these corrections to be really negligible, we must work with volumes large enough that the sum over energies is well approximated by the corresponding integral. It remains to be seen how large the error on the LL formula is in lattice simulations where the volume is so small that there are only a few elastic states (2 ÷ 3) below E th . In such a situation it is likely that the finite sum in eq. (17) cannot approximate the corresponding integral for any range of t. We argue in the next section that there are similar difficulties in the derivation of the quantization condition (9) . Since the derivation of the LL formula in ref. [4] relies on the quantization formula, it also implicitly requires the volume to be sufficiently large for the energy integral to be well approximated by the sum over states below the inelastic threshold.
Quantization of Energy Levels in Quantum Field Theory
In this section, we re-examine the quantization condition given in eq. (9) within the framework of Relativistic Quantum Field Theory (RQFT). Although eq. (9) has been discussed in detail in the quantum mechanical case, and its extension to QFT can also be found in ref. [5] , to our knowledge the explicit, non-perturbative treatment given below is new. This discussion helps to clarify what happens when only few elastic levels exist below E th .
The concept of a wave function in RQFT is an approximate one. The object closest to a wave function is, in this case, the Bethe-Salpeter (BS) wave function. We discuss the infinite-volume case first. For an incoming state of total zero momentum, the BS wave function is defined as
For simplicity we present our discussion for t = 0 2 . We now derive the relation between Φ p ( x) ≡ Φ p ( x, 0) and the scattering phase-shifts in the infinite-volume limit. We introduce a complete set of intermediate states
where I( x) represents the contribution coming from intermediate inelastic states with more than one particle. We separate the connected and disconnected contributions in eq. (57) in the standard way:
Using
we obtain
For large values of x the inelastic contribution can safely be neglected. Moreover, in eq. (60), the integral over q is dominated by the on-shell contribution (E q ≈ E p ), for which M becomes the physical on-shell amplitude M( p → q ). Indeed M has no singularities for 2E p below the inelastic threshold. To simplify the discussion, we consider a situation in which all the phase shifts except the s-wave one, δ(p), are negligible. Under this hypothesis we have
From eq. (60), we then get
Using the asymptotic behaviour of the s-wave projection of e i p· x e i p· x | s−wave ∼ sin pr pr + . . . ,
we finally arrive at
We are now in a position to discuss the quantization of energy levels in a finite volume. For our purposes it is sufficient to consider the simple case of a spherical finite volume of radius R with vanishing fields on the boundary. For sufficiently large R, requiring the asymptotic expression in eq. (64) to hold we obtain the quantization condition
which is the analog of eq. (9) (which was derived for a cube) on a spherical volume.
The central question for our discussion is whether the quantization condition in eq. (65) holds when the volume is so small that only a few levels exist below E th . In this situation we show that in general it is not possible to follow the steps that lead from eq. (58) to (65) from which the quantization condition is obtained.
As previously discussed, the validity of the Lüscher quantization condition requires (the s-wave projection of) Φ p ( x) to be undeformed by the presence of the boundary. This implies that, up to terms which vanish exponentially with the volume, it should be the same function of x (for xǫV ) when expressed as a sum over either the finite or the infinitevolume energy eigenstates
where q n are the 3-momenta appropriate to the given boundary conditions.
Both the δ-function and the principal part of the pole at E q = E p in eq. (60) are essential to obtain eq. (62): they separately contribute to both the outgoing and incoming waves and it is only in their sum that the principal part cancels the incoming wave and doubles the outgoing one. It follows that the scattered wave is purely outgoing, as expected. We remind the reader that for this derivation of the quantization condition to be valid it is necessary to work at distances such that the integral is dominated by energies E q ≃ E p , so that the variation of M with the energy can be neglected. Thus a necessary condition for the validity of the quantization formula in a finite volume is that the same situation is reproduced by the discrete sum in eq. (66). Strictly speaking, in a fixed volume, it is not possible to separate the connected and disconnected terms and to parametrize the amplitude as in eq. (59), because no energy poles can be present in this case. It must, however, happen that these contributions and, in particular, the principal part of the integral in (60) are well approximated by the sum over the elastic states for which we may neglect the variation of M. Therefore, for the validity of eq. (65), the sum over n in eq. (66) must be dominated by its elastic part. On the other hand, we expect that, even restricting the sum to one-particle intermediate states (|n = | q n ), the matrix element q n |φ(0)| π( p ) π(− p ) in receives important contributions from the inelastic states when E n > E th . This happens because there is no reason for the off-shell amplitude n|φ(0)| π( p ) π(− p ) in to be dominated by the one particle term. We conclude, therefore, that in the case where only a few levels have energies below E th , the sum over the finitevolume eigenstates cannot be dominated by the elastic contribution, and we expect, in general, important corrections to eq. (65).
An equivalent way of arriving at the same conclusion is to write the Schrödinger-like eigenvalue equation which can be derived for Φ p ( x), namely
In the non-relativistic case the r.h.s. of eq. (67) is simply V ( x)Φ p ( x) and is therefore well localized, as discussed in the previous section. In the field theoretical case, K el ( x)+K( x) is an exponentially localized function in x, since it is the Fourier transform of a regular function: the differential operator m 2 π − ∇ 2 − E 2 p when applied to Φ p ( x) filters out the long distance behaviour resulting from the disconnected contribution and the pole term and leaves only the short range contribution. Thus, for the quantization condition to be valid K el ( x) + K( x) must be completely localized inside the quantization volume. Once again this is true if and only if K el ( x) + K( x) is the same function, when expressed as a Fourier integral or a Fourier series. However, while in the infinite-volume case there is a substantial contribution to K el ( x)+K( x) coming from elastic states with energies below E th , in a finite volume this contribution is limited to a sum over a few (e.g. two) elastic states and the Fourier series and integral cannot be expected to be identical. It is true that, in the sum over intermediate states, we still have an infinite sum due to the contribution of all the states above E th , however, in cases in which inelasticity is important, this contribution is qualitatively different from the ones below E th , as discussed above.
We end this section by noting that, in principle at least, there could be a favorable dynamical situation in which the quantization conditions (9) and (65) remain valid and the correction formula applies even on volumes with only a few states below E th . This would be the case for very weakly interacting particles, or when inelastic contributions are negligible at the energy of interest. In such a case the dynamical situation would be practically the same as in quantum mechanics, where it is sufficient for the interaction region to be even slightly smaller than the quantization volume. This situation probably describes, to a good approximation, the low energy dynamics of pions.
Evaluation of the amplitudes: a different method
In this section we propose a different way to obtain weak K → ππ amplitudes in finitevolume simulations, one that is more closely related to the discussion in ref. [6] and section 2. For weak decays the method requires the evaluation of four-point correlation functions of the form 0 | T [ππH W K] | 0 . Since single-particle states do not present any theoretical complications, we proceed as in section 2, eliminating the kaon and considering the correlation function G defined in eq. (1). In contrast, most of the presentation in sections 3-5 implicitly assumed that correlation functions of the form 0 |T [KH W H W K] | 0 would be calculated, so that after eliminating the kaons the discussion was focused on the correlation function C defined in eq. (14).
When t 1 → ∞, eq. (1) can be conveniently written as
for t > 0. From eqs. (4)- (7) we obtain
where the ellipses represent the principal value term defined in eq. (5).
If we could isolate the term proportional to exp(−E q t) in the correlation function G 3 , we would obtain | out π( q )π(− q ) | J(0) | 0 | cos δ(2E q ). This can be achieved by working in a finite volume in the following way. Considerations similar to those in section 3 give
Comparing eqs. (71) and (70), we obtain
where E n 1,2 ≃ 2E q ± ∆E/2. The key observation is that the coefficient of exp(−E q t) in the finite-volume correlation function gives
the LL correcting factor. The reason for this perhaps rather surprising result is that the factor of the density of states which generally appears when we rewrite sums over n as integrals over E does not apply to terms proportional to δ-functions. In other words, it is cancelled by the factor of 1/ρ V (E) in the relation between the Kronecker and Dirac δ-functions derived in eq. (74) below 4 .
From the above we see that we obtain the infinite-volume amplitude directly, up to corrections of O(∆E), which vanish only as powers of the volume. These are due to the presence of the principal value term. The principal value prescription defines a locally integrable singular function which is integrated, according to eq. (72), around an energy interval ∆E. The integrand of eq. (72) contains an energy δ-function which gives rise to the term in eq. (70).
An important ingredient in this discussion is that a δ-function in energy is concentrated at a single value of n. To see this recall that eqs. (13) and (45) give:
from which the form of the δ-function in energy-space in an asymptotic volume can be deduced:
Eq. (74) implies that even in a finite (but asymptotically large) volume the δ-function in energy is completely concentrated at a single value of n, so that:
Eq. (75) was suggested in ref. [7] , under a smoothness assumption on the amplitudes.
In this section we have demonstrated that by evaluating the correlation function G defined in eq. (1) and isolating the coefficient of the exponential e −(En−Eq) t in eq. (71) with E n ≃ 2 E q , we obtain the "physical" matrix element without the LL correcting factor 5 , but with corrections of O(∆E) which vanish like powers of the volume. From this correlator we obtain the combination | out π( q )π(− q ) | J(0) | 0 | cos δ(2E q ) and further information is necessary in order to extract the complete amplitude, i.e. both the real and imaginary parts. This may be done in numerous ways. For example, as discussed in the previous sections, from the correlation function C defined in eq. (14) we can obtain
One may also obtain δ(2E q ) directly from eq. (9) and a measurement of the energy level spacing in the finite volume. Alternatively, in Appendix C we show how cos δ(2E q ) can be obtained in principle from a four-pion correlation function.
Conclusions
In this paper we have discussed the conditions under which the amplitudes of two-body decays below the inelastic threshold, such as K → ππ decays, can be computed in a finite volume. We have shown that the correction factor recently found by LL [4] which relates the finite-volume matrix elements and the physical (infinite-volume) decay amplitudes is precisely the density of states. We conclude therefore, that in order for these computations to be reliable, the volume must be sufficiently large that a description in terms of the density of states is possible. We argue that equivalent conditions on the volume are necessary for Lüscher's quantization condition on the two-particle states below the inelastic threshold in a finite volume. The quantitative implications for lattice computations of K → ππ decay amplitudes will need to be investigated in numerical simulations.
We have also considered a different way to obtain the K → ππ amplitude based on the correlator 0 | T [ππH W K] | 0 . We find that in this case there are finite-volume corrections proportional to the level spacing, but that computed matrix element already contains the LL correction factor.
Nonleptonic weak decays will continue to play a central rôle in particle physics phenomenology in the coming years. We trust that this paper is a contribution to the theoretical framework which will underpin lattice simulations of K → ππ decays. Further work is needed in order to understand how to treat contributions from states above the inelastic threshold, particularly in relation to nonleptonic two-body B-decays. For this important class of processes a huge amount of experimental data is becoming available and yet its interpretation is currently limited by our inability to quantify the strong interaction effects.
where we have used the fact that single-particle in and out states are the same.
We now use
where P stands for "principal value", to write
The first term on the r.h.s. of (83) gives a contribution to G 3 of
which, when combined with the disconnected term gives
Thus we see that even in Minkowski space we get the average of the matrix elements into in and out-states. The remaining contribution to G 3 comes from the principal value term in (83).
In Minkowski space however, writing the result in the form of (4) is not very transparent.
To recover the standard result recall that G 3 contains a factor of exp(−iE m t) and that π( q ) |Φ -q (0) |m
The sum over the intermediate states can be written as an integral over E m . As t → ∞ this integral, which is sufficiently convergent, can be extended to the range (−∞, ∞) and evaluated by contour integration. For positive t we can close the contour in the lower half-plane and, since there are no singularities there, we obtain zero for the connected contribution. In this way we obtain the standard result G Minkowski (t 1 , t 2 ; q) = Z (2E q ) 2 e −iEq(t 1 +t 2 ) out π( q)π(-q) | J(0) |0 .
In Euclidean space it is not possible to treat the connected part in this way. Instead of the factor of exp(−iE m t), G 3 now has one of exp(−E m t) which, at large times t is dominated by E m ≃ 2m π i.e. the lowest energy state consistent with three-momentum conservation. It is therefore not possible to perform the energy integration by contours.
Appendix C
In this paper we have seen examples of correlation functions from which one can extract the modulus of the amplitude and others from which one can obtain the modulus of the amplitude times cos(δ(2E q )). The physical information which can be obtained depends on the correlation function which has been computed. In this final appendix we present one more example, demonstrating that cos(δ(2E q )) can be determined directly from the evaluation of four-point correlation functions.
We start with the following correlation function
with t 1 > t 2 > t 3 > t 4 . As before we assume that we can neglect inelastic contributions and that the flavour quantum numbers of the interpolating operators are chosen so as to create two-pion states with a fixed isospin. For large t 1 and large negative t 4 , single-pion states dominate in the time intervals (t 1 , t 2 ) and (t 3 , t 4 ) so that
Thus we need to consider the matrix element π( q ) | Φ − q (t 2 ) φ( 0, t 3 ) | π( k) to which we apply a similar procedure to that in appendices A and B. Inserting a complete set of (two-pion) states between the two operators and applying the reduction formulae we find that 
where P.V. represents the principle value integral over energies other than 2E q . Thus from the evaluation of the four-pion correlation function and the determination of the coefficient of the exponential with exponent proportional to E q we may obtain the cosine of the phase-shift directly.
