.
The purpose of this paper is to present numerical methods for the computation of samples of a Gaussian random process x(t) with prescribed autocorrelation or power spectral density. 2 . Gaussian processes and linear filters. In this section we shall summarize the results which we shall need from the theory of linear transformations of Gaussian processes. Throughout the paper we shall assume that Ex(t) 0, where E denotes the expected value operator.
The autocorrelation function is defined as (2.1) R(tl t) E(x(t,)x(t.) ). If x(t) is a stationary process, we write (2.2) R(r) E(x(t)x(t )).
For stationary processes, we also define the power spectral density" (2.3)
Received by the editors October 7, 1963 , and in revised form July 13, 1964. could apply the general method described in the last section to stationary processes. But a stationary process can be simulated in a more efficient manner, which does not become increasingly cumbersome as the number of samples to be computed increases.
In engineering and scientific problems we are usually given, not the autocorrelation R(r), but the power spectral density S(o), which is a given function of w with the properties Suppose z(t) has been computed for any _>_ 0. We shall now show how to compute the succeeding state-vector, z(t -t-At). Let " " ' " i
Since r is uncorrelated with z(t), a sample of r may be computed independently of z(t) in order to compute z(t + At) from (6.4) . [5] or [8] . [6] .
