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In a world where multiple variables are commonly measured on 
given sets of subjects, Multivariate Analysis is a natural set of tools and 
techniques that may be useful in the analysis of data. 
There are several Multivariate Analysis tools and techniques that 
may be useful in helping to assess the existence of differences between two 
or among several areas of a given country, or even in helping to assess the 
existence of some gradient or trend, even in situations where such trend is 
not linear.  
One of the most powerful set of techniques available in Multivariate 
Analysis is the set of likelihood ratio testing techniques, the likelihood 
being the model or expression for the distribution of the underlying random 
vectors, seen as a function of the parameters in the distribution. 
In every test in Statistics there is a null hypothesis to be tested, 
versus a given alternative hypothesis. A likelihood ratio test is a test whose 
associated statistic is built as the ratio of the expression of the likelihood 
under the null hypothesis by the expression of the likelihood under the 
alternative hypothesis. 
 
2. Likelihood ratio tests in Multivariate Analysis 
 
Likelihood ratio tests in Multivariate Analysis may be built to test 
differences between two or among several mean vectors pertaining to a 
given set of variables of interest that were measured on a set of observation 
units, in different regions of a country, in different institutions, hospitals, 
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etc. (Kshirsagar, 1972, Chap. 5 and 9; Anderson, 2003, Chap. 5 and 8; 
Morrison, 2005, Chap. 4 and 5; Muirhead, 2005, Chap. 10; Coelho and 
Arnold, 2019, Sect. 5.1.1), or even to assess the existence of some trend 
among such vectors of expected values, trend that does not need to be 
linear and which may even be somehow unsuspected. This latter 
assessment may be done using what is called a Growth Curve model (Rao, 
1958; Potthoff and Roy, 1964; Kshirsagar, 1972, Sec. 5.5; Kshirsagar and 
Smith, 1995; Coelho and Arnold, 2019, Subsect. 5.1.4.6) or what some 
authors call more recently a Bilinear Regression model (von Rosen, 2018), 
or even yet to test hypotheses on a matrix of expected values (Muirhead, 
2005, Chap.10; Coelho and Arnold, 2019, Susect. 5.1.4). A somewhat 
sometimes forgotten set of tests which may provide extremely useful 
insights is the Profile Analysis (Kshirsagar, 1972, Sec. 5.4; Morrison, 2005, 
Chap. 4 and 5; Coelho and Arnold Subsect. 5.1.3, 5.1.7).  
Also tests for covariance structures may be built, some of which 
may be turned into much more than that as it is the case of the test of 
independence of two or more sets of variables. This latter test is the 
underlying test in the Canonical Analysis and in the Generalized Canonical 
Analysis models, and under this view it may be seen as the underlying test 
for most linear models, including the test of equality of mean vectors and 
the tests in the Growth Curve model (Kshirsagar 1972, Chap. 7; Coelho, 
1992; Sengupta, 2014; Coelho and Arnold, Subsect 5.1.9 and 5.1.11). 
Likelihood ratio tests may be developed for more elaborate or more 
embracing covariance structures (Olkin and Press, 1969; Olkin, 1973; Chao 
and Gupta, 1991; Moschopoulos, 1992; Cardeño and Nagar, 2001; 
Marques and Coelho, 2012; Coelho and Marques, 2013, Coelho and Roy, 
2020), some of which have this test as a particular case (Correia et al., 
2018). 
Also, lately, tests of equality of (several) mean vectors have been 
developed for situations where the covariance matrices of the underlying 
random vectors have some given structure of interest, both in cases where 
this structure may be or not a block version (Coelho, 2017, 2018). These 
tests have increased power for situations where these are the correct 
structures for the covariance matrices. 
Although the exact distributions of all these likelihood ratio 
statistics are usually seen as mostly intractable, lately it has been shown 
that many of them have a rather simple expression for their exact 
distributions (Coelho and Arnold, 2019, Chap. 5) or that otherwise, sharp 
and very manageable near-exact distributions may be developed for these 
statistics, which allow for the easy computation of sharp near-exact p-
333 
values and quantiles (Coelho, 2004; Coelho et al., 2010; Coelho and 
Marques, 2010; Marques and Coelho, 2012; Coelho and Marques, 2013; 
Correia et al., 2018). 
These near-exact distributions are asymptotic distributions, which 
besides being asymptotic for increasing sample sizes, as it happens with 
common asymptotic distributions, they are also asymptotic for increasing 
number of variables involved, opposite to what happens with common 
asymptotic distributions, which degrade their performance when the 
number of variables involved increases. 
These distributions are built by leaving most of the exact 
distribution of the statistic untouched and approximating then 
asymptotically the smaller part of the distribution which makes the whole 
distribution intractable. This has to be done in such a way that when we 
join back together the two parts, the one left untouched and the asymptotic 
approximation obtained for the remaining part, a tractable near-exact 
distribution is obtained. 
Most of the tests developed for real random variables may also be 
developed for complex random variables (Coelho et al., 2015; Coelho and 
Arnold, 2019, Sec. 5.1.5, 5.1.6, 5.1.7, 5.1.8, 5.1.10, 5.1.12, 5.1.14, 5.1.19, 






There are a number of likelihood ratio tests available in Multivariate 
Analysis which may be a much adequate and useful set of tools to help in 
the analysis of econometrical data, namely when trying to compare 
different regions of a country, assessing and testing the significance of 
differences among them or assessing the existence of gradients or trends 
among these regions. 
Moreover, most likelihood ratio tests in Multivariate Analysis are 
invariant for scale and/or location changes, which is a much desirable 
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