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Abstract 
Recently Cyber Physical Systems (CPS) have become new research hotspots. Node operating systems (OS) are 
fundamental systems supporting CPS. When designing CPS especially designing node OS there are still many 
problems unsolved in aspects of predictability, reliability, robustness, etc. This paper analyzes the needs of node OS 
and presents two important design characteristics. Based on these analysis we propose a new architecture of node OS. 
The OS includes Hardware Abstraction Layer (HAL), scheduling module, communication module, development 
module and other modules, which meets the needs of interactivity and reliability for CPS. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
Cyber physical systems (CPS) are supposed to be a bridge to connect the physical world and virtual 
(information) world. They realize the interaction of two worlds’ information flows. CPS can break the 
fence between physical world and virtual world using information technology and make the information 
interaction more comprehensive and thorough. CPS collect information from physical world with 
underlying physical data sensing units, complete information processing and fusion, and then give 
feedback to physical processing units using computer, communication and control (3C) technologies. CPS 
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are comprehensive systems to realize information flows interaction at a higher level through finishing 
physical flows interaction at a lower level of the two worlds, as shown in figure 1 [1], [2]. 
Fig 1. Cyber Physical Systems
Since CPS have diverse computational and resource characteristics, they are complicated and there are 
still many research challenges. One example is how to design a node operating system for CPS. 
2. The Characteristics of CPS Node Operating System 
Nodes are basic units which locate lowly at the bottom of CPS. They should realize the related 
functions of physical interaction layer and data internet layer. 
Commonly a CPS node contains various 3C system components including a microprocessor, a 
communication unit, a physical data processing unit which could get information and give feedback, and 
an auxiliary energy unit. As node system hardware is limited, usually there is an external memory unit. 
The information from physical world are continuous analog signals, and digital signals are used in 
information systems, so an analog/digital convertor (ADC) is used to complete the interaction.  
It should be pointed out that the feedback in CPS nodes is an overall feedback from the global 
information fusion of entire CPS. It is not isolated but comprehensive. Thus, although it is seemed that 
information exchanges of feedback control units carry out only in the bottom layer, the control data is the 
result of the global information synthesis. This is an important difference between traditional embedded 
systems and CPS.  
2.1. Modular 
There are three reasons why we choose to design a modular system rather than a monolithic system. 
Firstly it meets the fundamental requirement of small footprint for node OS because it is respectively easy 
for modular components’ integration and reorganization. Secondly modular system could support remote 
management including remote debugging and remote reprogramming of CPS nodes. Last but not least, it 
follows the module-based development method of CPS. 
It should also be noted that, modules of CPS nodes are loosely coupled. That means to be in 
conformity with the principle of orthogonality which could ensure the independence of modules and the 
seamless combination & substitution with modules [3]. This results from CPS application practice.  
2.2. Dynamic 
All the resources of node operating system are allocated in advance when designing system in static 
systems; while in dynamic systems they could be reallocated when running. Although static systems have 
an advantage that their structures are more compact, but they are not flexible enough to handle problems 
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occurring in complex and uncertain CPS environments. So we choose to design a dynamic node operating 
system for CPS. 
3. The Modules of CPS Node Operating System 
Node operating systems are the brains of CPS nodes. They are responsible for managing all different 
components of complex CPS nodes so they have various modules. This session discusses details of CPS 
node operating system modules. 
3.1. Hardware Abstraction Layer (HAL) 
As electrical components offered for CPS nodes are various, there are a wide variety of different 
components of processors, storage, radio components, etc [4]. For example, to consider types of 
processors there are Power PC, MIPS, ARM, x86, Atmel, and others. So node operating system needs a 
Hardware Abstraction Layer to hide details of heterogeneous hardware below.  
The HAL that we design has two layers: architecture-independent code and architecture-dependent 
code as shown in figure 2. The lower one is oriented to the hardware. In this layer there have various 
hardware drivers. The upper one provides transparent services for node operating system modules. 
Fig 2. Hardware Abstraction Layer Architecture 
3.2. Scheduling Module 
There are two common scheduling methods in node operating systems: event-driven and multi-
threaded . Generally speaking, multi-threaded scheduling is more convenient to implement because it is a 
conventional design method for computer systems. Developer could use the thread-like programming 
pattern. But it is rather frustrated that we can’t simply use this convenience because the abstraction of 
threads is opposed to the requirement of predictability and reliability for CPS [5], [6]. 
Simultaneously event-driven is more appropriate for CPS, but it is rather complex to use for the reason 
that developers have to examine application states manually. 
After comprehensive consideration we use a kind of hybrid scheduling method to meet the requirement 
of CPS, which is multi-threaded based on event-driven. To do so node operating system could guarantee 
the predictability and gain practical convenience at the same time. And this design also obeys the 
development principles of CPS. 
3.3. Communication Module 
Cross-domain is the most significant feature of CPS communication patterns.  
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TCP/IP protocol stacks are the standard general-purpose stacks for PC while CPS have no such 
uniform protocol stacks. There are so many protocols applied in CPS from down to top, which cover four 
layers of OSI Seven-Layer Reference Model and three layers of four layers in TCP/IP protocol stacks as 
shown in figure 3. E.g. IEEE 802.15.3/4, ZigBee, WirelessHART, ISA100.11, IETF 6LoW-PAN, Wibree, 
IP, Ethernet, Wi-Fi, GRPS … 
Fig 3.CPS Communication Protocol Stacks Position 
Even in different areas of the same CPS, the protocols are different which should be supported in these 
nodes. 
Therefore, we design an open communication module which is standard and reconfigurable. 
3.4. Development Module 
Development module is a development, simulation and support platform including the programming 
environment. To be different from traditional embedded development, we design a platform which 
supports predictability.
3.5. Other Modules 
There are also many other modules which will be developed in the future: Memory Management 
Module, Files Management Module, Remote Management Module, Resource Management Module, 
Power Management Module, Safety & Security Module, etc (see figure 4). 
3.6. Application Interfaces Layer 
Application Interfaces Layer provides services integrated from node operating system up to 
applications above. Interfaces are design as the principle of simply, completeness, efficiency.
4. Conclusion 
In this paper we analyze the characteristics of CPS node operating system, and then present a new 
architecture of node operating system designed for CPS. In order to guarantee predictability and 
convenience the OS adopts a hybrid scheduling method of event-driven and multi-threaded. It is 
established on a Hardware Abstraction Layer to hide details of platforms below. There is an open 
communication protocol stacks module to support cross-domain communications. The development tools 
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and methods of node operating system are predictable and reliable. Application interface layer is designed 
to render services up to applications above OS.  
Fig 4. CPS Node OS Architecture 
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