Abstract. In this paper we obtain two-weight Hardy inequalities on general metric measure spaces possessing polar decompositions. Moreover, we also find necessary and sufficient conditions for the weights for such inequalities to be true. As a consequence, we establish the Hardy, Hardy-Sobolev, Caffarelli-Kohn-Nirenberg, Gagliardo-Nirenberg inequalities and their critical versions on general connected Lie groups, which include both unimodular and non-unimodular cases in compact and noncompact settings. As a byproduct, it also gives, as a special case, an alternative proof for Sobolev embedding theorems on general (non-unimodular) Lie groups. We also obtain the corresponding uncertainty type principles.
whose density is the continuous positive character χ of G with respect to the right Haar measure ρ of G, i.e. dµ χ = χdρ. Let us denote by δ the modular function on G, so that dλ = δdρ is the left Haar measure on G.
In [HMM05] , the authors proved that the differential operator
(X 2 j + c j X j ) (1.1) with domain C ∞ 0 (G) on G is essentially self-adjoint on L 2 (µ χ ), where c j = (X j χ)(e), j = 1, . . . , n. We refer to [RY17] for the weighted Rellich inequalities for subLaplacians with drift on general stratified Lie groups.
In [BPTV18] , using ∆ χ , which is the smallest closed extension of the differential operator in (1.1), the following Sobolev spaces
endowed with the norm
χ f L p (µχ) were analysed, where 1 < p < ∞ and α ≥ 0. In the case when G is a unimodular group and with χ = 1, we note that the spaces L p α (µ χ ) coincide with the Sobolev spaces defined by ∆ = − n j=1 X 2 j (see [CRT01] ). In the case χ = 1, we note that this operator ∆ is not symmetric on L 2 (µ χ ), so that a Sobolev space adapted to µ χ when χ = 1 cannot be defined by means of fractional powers of ∆. For more details we refer to [HMM05] , [PV17] and [BPTV18] .
We are interested in embedding theorems for these Sobolev spaces L p α (µ χ ) on general connected Lie groups. In the unimodular case and with χ = 1, for such embedding theorems we refer to [Fol75] on stratified group, and to [FR16] and [FR17] on graded groups, as well as to [RY18] for the weighted versions. On general homogeneous groups, we refer to [RS17] and [RSY18] .
In the non-unimodular case, we refer to [Var88] for the first-order Sobolev spaces when χ is a power of δ, and to [BPTV18] for the higher order case. Namely, in [BPTV18] , the authors obtained the following embedding for α > 0 and 1 < p, q < ∞ on noncompact Lie groups, stating that
holds for all q ≥ p such that 1/p − 1/q ≤ α/d, where χ is a positive character on G, and d is the local dimension of G as recalled in (2.5). Moreover, it was shown that the embedding
with 1 < p < ∞, α ≥ 0 and q ∈ (1, ∞]\{p} for some positive character may hold only if µ χ = λ is the left Haar measure of G.
For algebra properties of the Sobolev spaces, we refer to [CRT01] on unimodular groups, and refer to [PV17] and to [BPTV18] on non-unimodular groups.
As usual, in this paper A B means that there exists a positive constant c such that A ≤ cB. If A B and B A, then we write A ≈ B. In these notations, if the left and right hand sides feature some functions f , the constant (using this notation) does not depend on f .
In this paper we first show the weighted (Hardy-Sobolev) version of (1.2) on general connected Lie groups, that is, Theorem 1.1. Let G be a connected Lie group. Let e be the identity element of G, and let χ be a positive character of G. Let |x| := d C (e, x) denote the CarnotCarathéodory distance from e to x. Let 0 ≤ β < d, 1 < p, q < ∞. We see that in the case β = 0, Theorem 1.1 implies the embedding (1.2), also giving an alternative proof for those statements. Furthermore, for q = p and β/q = α the inequality (1.3) gives the following Hardy inequality on general connected Lie groups:
where 0 ≤ α < d/p. In particular, for χ = 1 and χ = δ (respectively, with µ 1 = ρ and µ δ = λ) this gives both right and left versions of Hardy inequalities, respectively. We note that the inequality (1.4) was obtained for χ = 1 on stratified (hence also, in particular, nilpotent and unimodular) Lie groups in [CCR15] . Moreover, the critical case β = d of Theorem 1.1 is obtained:
Theorem 1.2. Let G be a connected Lie group. Let e be the identity element of G, and let χ be a positive character of G. Let |x| := d C (e, x) denote the CarnotCarathéodory distance from e to x. Let 1 < p < r < ∞ and 1/p + 1/p ′ = 1. Then we have
When χ = δ, Theorems 1.1 and 1.2 give the weighted embeddings with the same measure, namely with the Haar measure (see Theorem 4.2 and 4.4), which is the unique case when such embeddings hold true as in the unweighted case. Moreover, for q = p this gives the following critical Hardy inequality on general connected Lie groups:
(1.6) where 1 < p < r < ∞, which is a critical case α = d/p of the Hardy inequality given in (1.4).
Remark 1.3. First, we will prove the above theorems in the non-compact case. Consequently, in Section 5, we show that these Theorems 1.1 and 1.2 with δ = 1 hold in the special case of compact Lie groups (which are automatically unimodular).
We also show that Theorem 1.1 gives the following fractional Caffarelli-KohnNirenberg type inequality: Theorem 1.4. Let G be a connected Lie group. Let e be the identity element of G, and let χ be a positive character of G. Let |x| := d C (e, x) denote the CarnotCarathéodory distance from e to x. Let 1 < p < ∞, 0 < q, r < ∞ and 0 < θ ≤ 1 be such that θ > (r − q)/r and p ≤ qθr/(q − (1 − θ)r). Let a and b be real numbers
Remark 1.5. Note that when θ = 1 then θ > (r − q)/r automatically holds, q = r, p ≤ qθr/(q−(1−θ)r) gives p ≤ r, while conditions 0
Then, in this case, the inequality (1.7) has the following form
Remark 1.6. We note that if we take a = b = 0 in (1.7), then it gives the GagliardoNirenberg type inequality on general connected Lie groups: Let 1 < p < ∞, 0 < q, r < ∞ and 0 < θ ≤ 1 be such that θ > (r − q)/r, p ≤ qθr/(q − (1 − θ)r) and 1/p −(q −(1 −θ)r)/(qrθ) ≤ α/d. Then we have the following Gagliardo-Nirenberg inequality:
Similarly, we can obtain the following critical fractional Caffarelli-Kohn-Nirenberg type inequality (the case α = d) from (1.6): Theorem 1.7. Let G be a connected Lie group. Let e be the identity element of G, and let χ be a positive character of G. Let |x| := d C (e, x) denote the CarnotCarathéodory distance from e to x. Let a ∈ R, 1 < p 1 < r < ∞, 0 < q 1 , r 1 < ∞ and 0 < θ ≤ 1 be such that θ > (r 1 − q 1 )/r 1 and p 1 ≤ q 1 < (r − 1)p
where ω r := (log(e + 1/|x|) r |x| d .
Moreover, Theorems 1.1 and 1.2 give the following uncertainty type principles: Corollary 1.8. Let G be a connected Lie group. Let e be the identity element of G, and let χ be a positive character of G. Let |x| := d C (e, x) denote the CarnotCarathéodory distance from e to x. Let 1/p + 1/p ′ = 1 and 1/q + 1/q ′ = 1.
• If 0 ≤ β < d, 1 < p, q < ∞ and 0 < α < d, then we have
On compact Lie groups, note that all the above results still hold true with δ = 1, which we will discuss in Section 5.
The proofs of the main results are based on the integral Hardy inequalities on general metric measure spaces possessing polar decompositions (2.1), which were obtained in [RV18, Theorems 2.1 and 2.2]. Before stating these inequalities, let us give some notations. Let X be a metric measure space possessing polar decompositions (2.1). Let B(a, r) be the ball with centre a and radius r, i.e.
B(a, r)
where d is the metric on X. We denote
for some fixed point a ∈ X. Then we have Theorem 1.9. [RV18, Theorems 2.1 and 2.2] Let 1 < p ≤ q < ∞. Let X be a metric measure space with a polar decomposition (2.1) at a.
be positive functions on X. Then the inequalities
hold for all f ≥ 0 a.e. on X if and only if, respectively, we have
and
are the smallest constants for which (1.12) and (1.13) hold, then
In the special case when X is a homogeneous group, Theorem 1.9 was also obtained in [RY18, Theorem 3.1]. Moreover, in [RY18, Theorem 3.3] the case q < p of Theorem 1.9 was obtained on homogeneous groups. Actually, we note that in the proof of these results [RY18, Theorem 3.1 and Theorem 3.3] the authors did not use the explicit representation of the Jacobian λ(r, ω) = r Q−1 on homogeneous group and the property whether the sphere Σ depend on r, where Q is the homogeneous dimension of the group. Therefore, the proof of [RY18, Theorem 3.1 and Theorem 3.3] actually extends to general metric measure spaces possessing polar decompositions (2.1), also giving a different proof of Theorem 1.9. In order to be precise, for the case q < p of Theorem 1.9 we repeat the proof of [RY18, Theorem 3.3] but on general metric measure spaces possessing polar decompositions (2.1), which is also a new result for the metric measure spaces: Theorem 1.10. Let 1 < q < p < ∞ with 1/γ = 1/q − 1/p. Let X be a metric measure space with a polar decomposition (2.1) at a. Let {φ i } 
hold for all f ≥ 0 if and only if, respectively, we have
(1.19) and
(1.20)
Remark 1.11. Note that since we have (2.1) on any connected Lie group by virtue of (2.2), Theorems 1.9 and 1.10 are valid on any connected Lie group without assuming (2.1).
The organisation of the paper is as follows. In Section 2 we briefly recall the necessary concepts of general metric measure spaces, and recall some known properties of Sobolev spaces on connected Lie groups. The proof of Theorem 1.10 is given in Section 3. In Section 4 we give the proof of Theorems 1.1, 1.2, 1.4, 1.7 and Corollary 1.8. Finally, the obtained results of Section 4 are discussed on compact Lie groups in Section 5.
Preliminaries
In this section we very briefly recall the necessary notation concerning the setting of general metric measure spaces, and briefly recall some known properties of Sobolev spaces on connected Lie groups.
2.1. General metric measure spaces. Let X be a metric space with a Borel measure dx with the following polar decomposition at a ∈ X: we assume that there exists a locally integrable function τ ∈ L 1 loc such that for all f ∈ L 1 (X) we have
for some set Σ r ⊂ X (which may depend on r) with the measure dω r on Σ r , and (r, ω) → a as r → 0. We see that the condition (2.1) is rather general, since the function τ and the set Σ r may depend on the whole variable x = (r, ω) and on r, respectively. In general, X does not have to have a differentiable structure, so that the function τ (r, ω) can not be always obtained as the Jacobian of the polar change of coordinates. Therefore, our case covers more general settings. Let us give some examples of X for which the condition (2.1) is satisfied with different expressions for τ (r, ω):
• Euclidean space R n : τ (r, ω) = r n−1 .
• Homogeneous groups: τ (r, ω) = r Q−1 , where Q is the homogeneous dimension of the group. We refer to [FS82] and to the recent exposition [FR16] for more details on such groups.
• Hyperbolic spaces H n : τ (r, ω) = (sinh r) n−1 .
• Cartan-Hadamard manifolds (M, g), that is, complete, simply connected Riemannian manifolds (M, g), which have non-positive sectional curvature K M (i.e. K M ≤ 0) along each plane section at each point of M. If a ∈ M is a fixed point and ρ(x) = d(x, a) is the geodesic distance from x to this point on M, then it is known that exp a : T a M → M is a diffeomorphism (see e.g. Helgason [Hel01] ) and there is the following polar decomposition
where J(ρ, ω) is the density function on M (see e.g. [GHL04] ). Therefore, in this case, we have (2.1) with τ (r, ω) = J(ρ, ω)ρ n−1 .
• Let M be a complete manifold, and for any p ∈ M we denote the cut locus of p by C(p). Let D p := M\C(p) and S(p; r) := {x ∈ M p : |x| = r}, where | · | is the Riemannian lengths (which is a norm [Cha06, Section I.6]) and M p is the tangent space to M at p. Then for any p ∈ M, and integrable function f on M, we have (e.g. see [Cha06, Formula III.3.5, P.123])
for some function √ g on D p , where r −1 S(p, r)∩D p is the subset of S p obtained by dividing each of the elements of S(p, r) ∩ D p by r, and S p := S(p; 1). Here dµ p (ξ) is the Riemannian measure on S p induced by the Euclidean Lebesgue measure on M p . We refer to [Cha06] , [Li12, Chapter 4] and [CLN06, Chapter 1, Paragraph 12] for more details. We also refer to [RV18] for more details concerning this general setting and the above examples.
As any Lie group is a complete Riemannian manifold, we have the required polar decomposition (2.1) for the setting of this paper.
2.2. Sobolev spaces on Lie groups. Let G be a noncompact connected Lie group with identity e. Let us denote the right and left Haar measure by ρ and λ, respectively. Let δ be the modular function, i.e. the function on G such that
Then, recall that δ is a smooth positive character of G, i.e. a smooth homomorphism of G into the multiplicative group R + . Let χ be a continuous positive character of G, which is then automatically smooth. Let µ χ be a measure with density χ with respect to ρ, dµ χ = χdρ.
(2.4) Then, by above (2.3) and (2.4) we see that µ δ = λ and µ 1 = ρ.
Let X = {X 1 , . . . , X n } be a family of left-invariant, linearly independent vector fields which satisfy Hörmander's condition. We recall that these vector fields induce the Carnot-Carathéodory distance d C (·, ·). Let B = B(c B , r B ) be a ball with respect to such distance, where c B and r B are its centre and radius, respectively. We write |x| := d C (e, x). If V (r) = ρ(B r ) is the volume of the ball B(e, r) =: B r with respect to the right Haar measure ρ, then it is well-known (see e.g. [Gui73] or [Var88] ) that there exist two constants
(2.6) We say that d = d(G, X) and D = D(G) are local and global dimensions of the metric measure space (G, d C , ρ), respectively. We can note (see e.g. [CRT01, page 285] ) that the dimension D at infinity depends only on G but not on X. From (2.5) we observe that the space (G, d C , ρ) is locally doubling. Recall that for every character χ and R > 0, there exists a constant c = c(χ, R) such that
which means that the metric measure space (G, d C , µ χ ) is locally doubling. We shall denote by ∆ the smallest self-adjoint extension on L 2 (ρ) of the "sum-ofsquares" operator
. We shall denote with P t (·, ·) and p t the smooth integral kernel of e −t∆ and its smooth convolution kernel (i.e. e −t∆ f = f * p t ), respectively, where * is the convolution between two functions f and g (when it exists), i.e.
Recall the following relation
It is also known that the generated semigroup e −t∆χ on L 2 (µ χ ) admits an integral kernel
and admits a convolution kernel p
Denoting
so that P χ t and p χ t are smooth on G × G and G, respectively. According to [BPTV18] , we now recall some useful properties of L p α (µ χ ). For every 1 < p < ∞, α ≥ 0 and c > 0, we have
(µ χ ). Denote by I the set {1, . . . , n}. Let I m be the set of multi-indices J = (j 1 , . . . , j m ) such that j i ∈ I for every m, i ∈ N, and let X J be the left differential operator
Proposition 2.1. [BPTV18, Propositions 3.3 and 3.4]
• Let k ∈ N and 1 < p < ∞. Then we have
• For every α ≥ 0 and 1 < p < ∞ we have
1/2 with c i = (X i χ)(e), i ∈ I. Then for every r ∈ R + we have sup 
. We note (see also [BPTV18] ) that the function
is the convolution kernel of the operator (∆ χ + cI) −α/2 , i.e. where
for some positive constant C.
Remark 2.6. In the case when |x| ≤ 1, from the representation of A α in (2.13) we see that the function A α is non-increasing with respect to |x|. Actually, we also note that in view of (2.7), Proposition 2.2 and (2.13) this function is non-increasing with respect to |x| for |x| > 1.
We will also use Young's inequalities in the following form:
Lemma 2.7. [BPTV18, Lemma 4.3] Let 1 < p ≤ q < ∞ and r ≥ 1 be such that 1/p + 1/r = 1 + 1/q. Then we have
L r (λ) ), (2.14)
whereǧ(x) = g(x −1 ). 
Taking into account (2.1), we calculate
Then, putting the representations (3.1) and (3.2) we obtain from above that
Now, using Hölder's inequality (with three factors) for
where
We rewrite K 2 as
In order to apply (1.12) for K 2 with p = q, f (x) = (ψ 3 (x)) 1−p ′ h(x) and
we need to check the following condition
uniformly for all R > 0. Indeed, once (3.7) has been established, the inequality (1.12) gives that
(3.8) For simplicity, we denote
To check (3.7), applying the integration by parts we obtain
For K 3 we use (1.19) to get
. Then, putting (3.4), (3.8) and (3.9) into (3.3), we arrive at
, which implies (1.17) after the setting h := f ψ
. In order to complete the proof of Theorem 1.10, it remains to show that (1.17) implies (1.19). For this, we see that if we put
instead of f (x) in (1.17), then we obtain (1.19), where 0 < α k < β k with α k ց 0 and β k ր ∞ for k → ∞.
Proof of Main results
4.1. Proof of Theorem 1.1. In this section we prove Theorems 1.1, 1.2, 1.4, 1.7 and Corollary 1.8 when G is noncompact, and in the case when G is compact we refer to Section 5 for the differences in the argument in this setting. Before starting the proof, we need to prove the following lemma:
Lemma 4.1. Let a, s ∈ R, r > 1. If c ′ > 0 is sufficiently large, then we have
Actually, the proof of this lemma follows from the proof of [BPTV18, Corollary 4.2], but to be more precise, let us give it.
Proof of Lemma 4.1. Taking into account Lemma 2.3 (ii), a direct calculation gives that
Once we prove the special case χ = δ of Theorem 1.1, then we can immediately obtain Theorem 1.1 by Proposition 2.4. Therefore, let us prove the following theorem:
2) holds for all q ≥ p. Remark 4.3. As we mentioned in the introduction, when β = 0, in [BPTV18, Section 4], it is shown that an embedding of the form
for some positive character χ may hold only if µ χ = λ is the left Haar measure of G. In the exactly same way, one can show that the same statement is true for the weighted Sobolev embedding case. However, this is different for q = p, see (1.4).
Proof of Theorem 4.2. We note that Part (i) implies Part (ii) since the condition
i.e. the condition 1/p − 1/q ≤ α/d − β/(dq) automatically holds true. Therefore, it is enough to prove the Part (i). By (2.9) and (2.11), we note that to obtain (4.2) it is enough to prove the following
Let us split the following integral into three parts
|x| β and
|x| β . Let us start by estimating the first term M 1 in (4.3). Recall that the CarnotCarathéodory distance satisfies the triangle inequality (see e.g. [VCS92, Section III.4]). Then, using the reverse triangle inequality and 2|y| < |x| we have
which is |x| < 2|y −1 x|. By this and the fact that G c α,χ (x) is bounded by A α (x) (see Lemma 2.5), which is non-increasing with respect to |x| (see Remark 2.6), we get
In order to apply (1.12) for M 1 , we need to check the following condition
for all R > 0. For this, we consider the following cases: R ≥ 1 and 0 < R < 1. In the case R ≥ 1, by the representation of A α in (2.13), one has
where we have used dλ = δdρ and Lemma 4.1 in the last line since c (hence c ′ ) is large enough.
By Part (ii) of Lemma 2.3, we know that
Then, if we put (4.6) and (4.7) in (4.5), then we obtain
since c (hence c ′ ) is large enough. Now, we check the condition (4.5) for 0 < R < 1. Let us write
We know from (4.6) that the second integral in the right hand side of (4.9) is finite.
Here, again we split it into two cases:
In the first case, taking into account (2.13), we calculate
(4.10)
By this and
and plugging (4.9) into (4.5), we have for any 0 < R < 1 that
from (4.10) and noting the fact that R
for all 0 < R < 1. Thus, we have checked (4.5), then applying (1.12) for M 1 we obtain
(4.14)
Now let us estimate M 3 . Similarly to (4.4), it is easy to see that the condition 2|x| < |y| implies |y| < 2|y −1 x|. Then, by this and Lemma 2.5, and recalling Remark 2.6 we have for M 3 that
To apply (1.13) for M 3 , let us check the following condition:
For this, we again consider two cases: R ≥ 1 and 0 < R < 1. When R ≥ 1, by (2.13) we calculate
where we have used dλ = δdρ and Lemma 4.1 in the last line. Applying Part (ii) of Lemma 2.3, one gets
for some positive constants C 1 and C 2 . Then, putting (4.16) and (4.17) in (4.15), we obtain for R > 1 that
is large enough. Now, in order to check the condition (4.15) for 0 < R < 1 let us split the integral
In view of (4.16), we see that the second integral in the right hand side of (4.19) is finite. First, we check the condition (4.15) for 0 < R < 1 and
Using (2.13) we obtain for the first integral that
for 0 < R < 1, then putting (4.19) and (4.21) in (4.15) we obtain that
→ 0 as R → 0 when d > β. Thus, since we have checked (4.15), then we can apply (1.13) for M 3 to get
Now, it remains to estimate M 2 . We rewrite M 2 as
Since |x| β is non-decreasing with respect to |x| near the origin, there exists k 0 ∈ Z with k 0 −3 such that this function is non-decreasing in |x| ∈ (0, 2 k 0 +1 ). Let us decompose M 2 with k 0 as follows
First, we estimate M 22 . We obtain that 2 k−1 |y| < 2 k+2 from |x| 2|y| 4|x| and 2
, which is useful in the rest of proof. Indeed, by Lemma 2.5 and 4.1 we see that Taking into account this, for M 21 we have
Since |x| ≤ 2|y| ≤ 4|x| and 2 k ≤ |x| < 2 k+1 with k ≤ k 0 , we get 2 k−1 ≤ |y| < 2 k+2 and |y −1 x| ≤ 3|x| < 3 · 2 k 0 +1 ≤ 3/4 by (4.29) and k 0 ≤ −3. By these facts and denoting
we obtain for M 21 that
Now, let us apply Young's inequality (2.14) for 1 +
where we have used the following in the last line As in Section 4.1, we first show the special case χ = δ of Theorem 1.2, that is, Theorem 4.4. Let 1 < p < r < ∞ and 1/p + 1/p ′ = 1. Then we have
Once we prove Theorem 4.4, then by Proposition 2.4 we obtain immediately Theorem 1.2. Therefore, we only prove Theorem 4.4.
Proof of Theorem 4.4. As in the proof of Theorem 4.2, we split the integral into three parts
, which is non-increasing with respect to |x| (see Remark 2.6), then using (4.4) we have
To apply (1.12) for N 1 , we need to check the condition (1.14), that is, that
holds for all R > 0. For this, we consider the cases: R ≥ 1 and 0 < R < 1. For R ≥ 1, by (2.13) one calculates
Then, as in (4.8), plugging (4.35) and (4.7) into (4.34), we obtain
since c (hence c ′ ) is large enough. In order to check (4.34) for 0 < R < 1, we write
We see from (4.35) that the second integral in the right hand side of (4.37) is finite. Then, noting (2.13) we deduce for the first integral that
which implies with (4.37) that
for any 0 < R < 1. Thus, since (4.34) is checked, then we can apply (1.12) for N 1 to get
Now we estimate N 3 . As in the case for M 3 , we obtain |y| < 2|y −1 x| from 2|x| < |y|. Then, by this, Lemma 2.5 and Remark 2.6 we have for N 3 that
To apply (1.13) for N 3 , we need to check the following condition:
In order to check this, we consider the cases: R ≥ 1 and 0 < R < 1. If we write , then we see that the first summand in the right hand side of above is finite since r > 1. For the second term, using (4.7) we have
for some positive constants C 1 and C 2 . Combining (4.16) and (4.40), one obtains for
is large enough. Now we check the condition (4.39) for 0 < R < 1. We write
We note from (4.16) that the second integral in the right hand side of above is finite. Then, by (2.13) we get for the first integral that
It follows with (4.41) that
Since we have , and (4.42), then taking into account r > 1 and q < (r − 1)p ′ we obtain that 
Thus, we have checked (4.39), which allows to apply (1.13) for N 3 to get 
provided that g 2 ∈ Lr(λ). Since Similarly, one can obtain Theorem 1.7 from Theorem 1.2. Now we prove Corollary 1.8. Similarly, Theorem 1.2 implies the second part of Corollary 1.8.
Appendix: The case of compact Lie groups
In this section we show that the obtained results on noncompact Lie groups actually hold also on compact Lie groups in a similar way. Since compact Lie groups are unimodular, we have δ = 1 hence dλ = dρ. We refer to [RT10] for the background material as well as the Fourier analysis on compact Lie groups.
Let us recall the following result:
Theorem 5.1. [VCS92, VIII.2.9 Theorem] If G has a polynomial growth, there exist two positive constants C 1 and C 2 such that
