Single switch scanning has lots of different configuration options. One way to choose the most appropriate configuration for a client is to use a model to predict performance under different configurations. Most existing models expect error-free performance, however, and none integrates all the types of errors that can occur and the variety of errorcorrection methods that are available. A model is presented which predicts user performance for single-switch rowcolumn scanning with errors and error-correction methods. The model is used to draw conclusions about the utility of different error-correction methods.
INTRODUCTION
Single-switch scanning is used by individuals with severe motor and communicative disabilities as a method for entering text and data into computers and augmentative communication (AAC) devices. The impairments may stem from a variety of medical conditions, such as cerebral palsy, traumatic brain injury, muscular dystrophy, and/or neuromuscular diseases such as multiple sclerosis and amyotrophic lateral sclerosis, affecting hundreds of thousands of people in the U.S. Single switch scanning is an extremely slow method of text entry. A very fast user may achieve 8 words per minute [1] [2] [3] [4] , while rates of 1 word per minute and lower are common [5] [6] [7] . These slow rates create a major obstacle to users' communication and personal achievement. Despite its limitations, however, row-column scanning fills an important niche within technology access methods by providing an affordable alternative for individuals with limited movement and vocal abilities. Hence, despite increasing interest in speech recognition, eyetracking, and direct-brain interfaces for accessing assistive technology, there remain valid reasons for seeking to enhance performance using row-column scanning.
CONFIGURATION OPTIONS
Product developers have implemented numerous features and configuration options to allow for customization of scanning software, with the goal of increasing text entry rate (TER) on an individualized basis. Some of the configuration options available in current one-switch scanning systems are shown in Table 1 . Most of the configuration options are selfexplanatory, but a few deserve more attention.
*Address correspondence to this author at the Bakery Square, Suite 401, Rm 15; 6425 Penn Ave, University of Pittsburgh, PA, USA; Tel: 412-383-6593; Fax: 412-624-6501; E-mail: ris20@pitt.edu Items in a scanning matrix can be either static or dynamic. Static items always produce the same output. Examples of static keyboard items are:
• Text entry (e.g., letters, numbers, punctuation)
• Editing (e.g., backspace, delete, arrow keys)
• Modifier keys (e.g., shift, control, alt)
• Error correction (e.g., stop scanning, continue scanning)
• Navigation (e.g., a key that opens up a new keyboard layout, reverse scan direction) Dynamic items, on the other hand, change based on the current context. Examples of dynamic keyboard items are character prediction and word prediction.
The scanning mode dictates how the system responds to the switch. In automatic scanning, a switch press indicates a selection. In inverse scanning, the user activates the switch until the desired target is highlighted, and then releases the switch to make a selection. In step scanning, a long switch activation advances the highlight to the next item and a short switch activation indicates a selection.
The scanning pattern determines the order in which items are highlighted. In linear scanning, each item is highlighted in turn, until an item is selected. Linear scanning is the slowest method of scanning. In grouped scanning, progressively smaller groups of items are highlighted until a selection is made. The most common implementation of grouped scanning is row-column scanning, in which each row within the matrix is sequentially highlighted until the user selects the row containing the desired item by activating the switch. The columns within the selected row are then scanned until the target item is highlighted and can be selected by activating the switch a second time.
In most systems, once the user makes a selection, scanning resumes at the topmost group (i.e., the first row for row-column scanning). Some systems provide alternatives however, such as resuming scanning at the group where the selection took place (i.e., at the row where the selection occurred) or at the item that was selected (i.e., at the column that was previously selected).
Proper configuration of the features available within scanning systems can make a major difference. For example, different scanning patterns and modes are most appropriate for individual clients [8, 9] . From a face validity standpoint, the timing parameters are a key factor in TER, particularly the scan rate, and this has been confirmed empirically [2] . If a person is capable of using a scan rate of 1.0 seconds, say, but their system is set to 2.0 seconds, their TER will be only half of what it could be. A case study by Koester (1990) [10] demonstrated how modifications to both item layout and scan rate yielded a TER enhancement of 321% for one individual. For experienced users of single-switch scanning, who have been proactive in adjusting their system configurations, gains may be more modest. For example, the five individuals in Bhattacharya's study [13] showed differences of 20 to 25% when using different configurations.
A real barrier to progress is the lack of an effective and efficient method for tailoring a configuration to a particular user. The current standard of care is for clinicians and users to arrive at appropriate settings by trial and error. This makes it difficult if not impossible to effectively define an optimal configuration. Often, so much time is spent just identifying a reliable switch site and a basic scan layout appropriate for the user's needs that very little time is left to properly adjust the remaining options. Proper setting of the software parameters by trial and error would likely require many hours, if not a full day or more. This is simply not a practical solution. The result is that many end up using a system under its default configuration. Recovery Delay 50% An additional delay added to the first row or column to provide time for the user to recover from a previous switch activation. Different values may be used for rows and columns in some systems.
Loop Count 81% Determines how many times the system will scan through the columns within a row before resuming between rows
Reverse Scan 19% The ability to reverse the direction of scanning through a row Stop Scanning 38% The ability to stop scanning a row by selecting an item at the beginning or end of each row
Re-Scan 19% The ability to re-scan the row by selecting an item at the beginning or end of each row Automatic/Manual Scan Initiation 88% Determines whether the user must press a switch to initiate scanning, or if scanning is automatic (and continuous). This setting dictates whether two or three switch presses are required to make a selection.
Switch Repeat 50% Allows user to hold the switch down to register multiple switch activations.
Repeat Delay 50% How long the switch must be held down to register the second activation.
Repeat Rate 44% The length of time between switch activations after the second activation is registered.
Acceptance Delay 69% The length of time a switch must be activated before the activation is registered.
Switch Hold Escape 6%
The length of time a switch must be held before an exit/escape of the current row or column occurs. Scanning restarts at the top of matrix.
Character Prediction 13% One or more items in the matrix are dynamically updated based on which letters are most likely to be selected next.
Word Completion / Prediction 100% One or more items in the matrix are dynamically updated based on what word the user is most likely entering or is likely to enter next.
An alternative is to use models of user performance to select the most appropriate settings. Several models of scanning have been published [11] [12] [13] [14] [15] [16] [17] , but they are not complete. Most focus on only one scan pattern (typically row/column scanning), none consider the range of scanning control and error correction methods available in real products, and none integrate the likelihood of errors into their predictions of TER. In fact, up to 63% of selections can involve some type of error [5, 12, 13] . Without incorporating errors and their consequences, a model can significantly overestimate performance and cannot suggest accurate correction strategies.
RELATED RESEARCH
Damper was one of the earliest investigators to model row-column scanning [15] . He developed equations based on the number of scan steps to each matrix item and the frequency with which each item is selected. He assumed error-free performance and did not consider the effects of errors or error correction methods on selection time.
Lesher [16] and Venkatagiri [17] used computer software to simulate text entry, rather than developing equations to calculate text entry rate. The simulations were used to compare different keyboard layouts, scan patterns, and text entry rate enhancement methods (character prediction and word prediction). Both simulations assumed perfect performance by the user.
Abascal studied the effects of errors in a D-dimensional scanning system [11] by calculating the delay introduced by an error and adding that to the time for an error-free selection. Abascal considered errors of commission (pressing the switch at the wrong time) but not errors of omission. Within errors of commission, Abascal only considered selecting the wrong group, and not the wrong item. The only type of error-correction mechanism he considered was a "stop scanning item." Abascal assumed a single probability e, for the occurrence of all types of errors.
Most recently, Bhattacharya [14] empirically evaluated two models of scanning performance (one for one-switch scanning, one for two-switch scanning) with 6 disabled and 2 able-bodied subjects. The model assumed error-free performance, and the investigators removed erroneous selections from the data log. For one-switch scanning, model error when predicting error-free performance ranged from 3% to 10% for 3 subjects with disabilities and ranged from 17% and 19% for able-bodied subjects. For two-switch scanning, model error for error free performance ranged from 1% to 9% for subjects with disabilities and 11% to 23% for able-bodied subjects. Bhattacharya also developed a model of the occurrence of timing errors (errors of omission) and selection errors (errors of commission) during scanning [12, 13] but has not yet combined his performance model with his error model to predict actual text entry rate.
MODELING ROW-COLUMN SCANNING
Our modeling approach is similar to the approach taken by other models [11, 13, [15] [16] [17] . The time required to select a given item is the sum of the time required to scan to the item and the time required to press the switch the required number of times. Our model also includes the delay imposed by each type of error and error correction method, along with the likelihood of each error occurring. For example, if the user fails to select the target row the first time it is highlighted, the system will scan through all the rows in the matrix once and then scan through the rows again until it reaches the target row. The delay (D) due to the timing error in this case is the scan rate (T s ) multiplied by the number of rows (r):
Average selection time ( T ij ) for the item in row i and column j is the sum of the time for an error free selection (T ij ) and the delay (D x ) associated with each type of error (e x ) multiplied by the probability of each error's occurrence (P(e x )):
The average selection time for each item in the matrix is then weighted by that item's frequency of use (F ij ) to calculate an average selection time ( T ):
TER in words per minute is a function of the average selection time and the average selections per word ( W ):
A flow chart of the model is shown in Fig. (1) . The variables associated with the model are described in Table 2 .
Every user model makes assumptions, and ours is no different. Our model assumes:
• The user never makes two mistakes in the same selection attempt (i.e., the user never selects the wrong row and then selects the wrong column; the user never selects two incorrect rows). The model could be expanded to accommodate this by adding in additional probabilities for two error sequences, but it would get very complicated.
• Scanning starts automatically (i.e., the user does not have to activate the switch to initiate scanning). The model could be modified to accommodate this by adding in another switch press.
• When the user aborts scanning through the wrong row, scanning resumes at the top of the matrix. Similarly, when the user selects an item (right or wrong), scanning resumes at the top of the matrix We could implement other behaviors by using a look-up table to determine the number of scan steps to the target item based on the previously selected item.
• When reverse scanning is an option, the user uses it optimally (i.e., always uses reverse scanning when it's the faster selection method and never uses reverse scanning when it's the slower scanning method). We could address this in the model by adding in a probability of using forward and reverse scanning for each item.
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The recovery delay is only applied after a switch press, not every time scanning loops back to the first row or first column. We could address this in the model by adding in an extra recovery delay for these situations.
SIMULATING PERFORMANCE WITH ROW/ COLUMN SCANNING KEYBOARDS
To evaluate the models, we performed a series of simulations to determine whether the results of the simulations corresponded to expectations. 
Comparison to the Damper Model
Our first evaluation of our model was a comparison to Damper's work [15] , to see if we could reproduce his results. We ran the model with the matrix shown in Fig. (2) , the letter frequencies from Damper's article, and the assumptions shown in Table 3 . Based on the assumptions in Table 3 , our model produced a TER of 6.45 wpm, which is almost identical to the estimate of 6.48 arrived at by Damper [15] .
Simulating Matrices with Different Error Correction Methods
Our next step was to simulate matrices using different combinations of error correction methods. Below are the matrices we used for the simulations. BkSp   Fig. (3) . Default matrix. BkSp   Fig. (4) . Matrix with reverse scan item at the start of each row. BkSp   Fig. (7) . Matrix with a stop scanning item at the front of each row.
Re-scan B Z BkSp Re-scan We assumed a switch press time of one second (i.e., K 1 = 1), which produces a scan rate of 1.54 seconds (T s = 1.54) by the .65 rule. We also assumed that, when the loop count is greater than one (L > 1), there would be no need for a rescan item. Finally, we assumed that probabilities were the same for rows and columns. In other words, the probability of selecting an item early, late or unintentionally was the same regardless of whether the item was a row or a column.
The following items were varied across simulations:
• Matrix items. Matrices were designed with a combination of stop scan, reverse scan, and re-scan items. A matrix with none of these items was considered the "Default" matrix.
• Loop count. The loop count was either 1 or 2.
• Recovery Delay. The recovery delay was either 0.0 or 0.5
• Error of Omission. P n was set to 0%, 10%, 20%, or 30%. When P n was greater than 0% all other error probabilities were zero (i.e., P u = P l = P e = 0)
• Error of commission (unintentional) P u was set to 0%, 10%, 20%, or 30%. When P u was greater than 0% all other error probabilities were zero (i.e., P n = P l = P e = 0)
• Error of commission (right after target item). P l was set to 0%, 10%, 20%, or 30%. When P l was greater than 0% all other error probabilities were zero (i.e., P n = P u = P e = 0)
• Error of commission (right before target item). P e was set to 0%, 10%, 20%, or 30%. When P e was greater than 0% all other error probabilities were zero (i.e., P n = P u = P l = 0) A stop scanning item should only be useful when the user has selected the wrong row. Therefore, the stop scanning option should not be useful when the likelihood of an error of omission (Pn) is high, but should be useful when the likelihood of an error of commission (Pu, Pl or Pe) is high. A reverse scanning item should only be useful when the target item is at the end of the row. Since the matrix is arranged by letter frequency, target items should be concentrated towards the beginning of each row, so we would therefore expect reverse scanning to not be helpful for any of the conditions. A re-scan item should only be useful when the loop count is 1, the user has selected the correct row, and then fails to select the correct column. Re-scan should be most useful when the likelihood of an error of omission (Pn) is high, and least useful when the likelihood of an error of commission (Pu, Pl or Pe) is high.
RESULTS
As P n increases, the user is more likely not to press the switch at the correct time (i.e., an error of ommission). As shown in Figs. (10, 11) , as P n increased the stop scanning and reverse scanning options did not help.When the user fails to press the switch when the target row is highlighted, the system must re-scan the rows and none of the columnlevel error correction methods make a difference.
When the user fails to press the switch when the target column is highlighted, performance is determined by the loop count setting (L). When the loop count was greater than one, the best option was to use the default matrix without stop scanning or reverse scanning. When the loop count was one, the rescan item was helpful, but not much more helpful than the default matrix.
As P u , P e or P l increase, the user is more likely to press the switch at the wrong time. None of the error correction methods will help if the user selects the wrong column. The error corrections only matter if the user selects the wrong row. As shown in Figs. (12-17) , P u , P e and P l increased, the stop scan item was increasingly helpful.
As shown in Figs. (10-17) , changing T r from 0 to 0.5 did not lead to a large difference in performance. Switch press time (T s ) has a much greater influence than T r , because T r is only applied after switch presses but T s is applied at every scan step. Therefore, there's not nearly as much penalty in using a "generous" recovery delay as there is in using a large T s . Stop   Fig. (8) . Matrix with reverse scan item at start of each row and stop scan at end.
Re-scan Stop B Z BkSp Re-scan . (11) . Effect on Text Entry Rate (measured in characters per minute) of varying P n , with 0.5 second recovery delay (T r = 0.5), P u = P l = P e = 0.
DISCUSSION
The stop scanning option was not expected to be useful when the likelihood of an error of omission (P n ) was high, but be expected to be useful when the likelihood of an error of commission (P u , P l or P e ) was high. As shown in Figs. (10,  11) , the conditions that included a stop scanning item did not produce the greatest TER as Pn increased. As shown in Figs.  (12-17) , a stop scan item only provided a distinct advantage Fig. (12) . Effect on Text Entry Rate (measured in characters per minute) of varying P u , with no recovery delay (T r = 0; P n = P e = P l = 0). Fig. (13) . Effect on Text Entry Rate (measured in characters per minute) of varying P u , with 0.5 second recovery delay (T r = 0.5; P n = P e = P l = 0). when the loop count was two. Our expectations were met when errors of commission and frequent and the loop count was greater than 1. A reverse scanning item wasonly Fig. (14) . Effect on Text Entry Rate (measured in characters per minute) of varying P e , with no recovery delay (T r = 0; P n = P u = P l = 0). Fig. (15) . Effect on Text Entry Rate (measured in characters per minute) of varying P e , with 0.5 second recovery delay (T r = 0.5; P n = P u = P l = 0). expected to be useful under such limited circumstances that it would provide no advantage, which was found to be true, and a rescan itemwas only expected to be helpful when the likelihood of an error of omission was high and the loop count was 1, was also found to be true. Fig. (16) . Effect on Text Entry Rate (measured in characters per minute) of varying P l , with no recovery delay (T r = 0; P n = P u = P e = 0). Fig. (17) . Effect on Text Entry Rate (measured in characters per minute) of varying P l , with 0.5 second recovery delay (T r = 0.5; P n = P u = P e = 0).
Of greater interest to clinicians is the observation that, even when error frequency was as high as 30%, there was very little difference between the best and worst configurations. In fact, the greatest difference observed between the highest and lowest TER within a single simulation was 0.53 characters per minute (cpm). The default configuration often produced the highest TER. Items that open up a new scanning keyboard
The model also does not take cognitive load into consideration. Some scanning features (particularly reverse scan, character prediction and word prediction) require greater cognitive effort on the part of the user, which may lead to a decreased switch press time and increased errors. Anticipating and accommodating this type of effect in the model is also a topic of future work.
CONCLUSIONS
This model is the first to consider alternative error correction methods, and how error correction methods and the likelihood of different errors occurring can impact performance. When errors do occur, the error correction methods become increasingly valuable. The utility of each error correction method depends on the prevalence of different error types. When errors do not occur, there is no advantage to having error correction methods in the matrix. Similarly, when the matrix is arranged by frequency, there is no advantage to having a reverse scan item. These results suggest that the best approach for clinicians is to:
• use a frequency-arranged matrix • avoid extra "bells and whistles" like stop scanning or reverse scanning items • keep error rates as low as possible (i.e., focus clinical intervention on working to reduce the probability of errors occurring in the first place).
Our simulations focused on individual types of errors happening in isolation, but real users are likely to make a combination of errors. Our simulations also limited errors to no more than one error per character. Subsequent research (described elsewhere) used the model with real people to predict performance when a combination of errors can occur.
