ABSTRACT As an interesting network architecture for future wireless communication systems, cellfree (CF) massive multiple-input multiple-output (MIMO) distributes an excess number of access points (APs) with single or multiple antennas to cooperatively communicate with several user equipments (UEs). To realize CF massive MIMO in production, hardware impairments become a crucial problem since cheaper and low-quality antennas are needed to ensure economic and energy feasibility. In this paper, we propose a framework for performance analysis in the CF massive MIMO with classical hardware distortion models. For both uplink and downlink, closed-form spectral and energy efficiency expressions are derived, respectively. Based on these results, we provide significant insights into the practical impact of hardware impairments on CF massive MIMO. For example, the impact of hardware distortion at the APs asymptotically vanishes. Furthermore, in order to ensure uniformly good service to the users, we propose a max-min power control algorithm to maximize the minimum UE rate. Via analytical and numerical results, we prove that CF massive MIMO can tolerate hardware impairments without performance reduction.
I. INTRODUCTION
To cope with the tremendous growing demand of high data rates in the fifth generation (5G) wireless networks, massive multiple-input multiple-output (MIMO) has become a essential cellular technology to achieve this requirement [2] , [3] . With hundreds of antennas, massive MIMO can spatially multiplex an exclusive set of user equipments (UEs) at the same set of time-frequency resource and realize high spectral and energy efficiency. The deployment of cellular massive MIMO can be divided into two kinds of topologies. One is collocated antennas at the base station (BS), and the other is distributed antennas at the accessing points (APs).
Recently, the concept of cell-free (CF) massive MIMO has been introduced in [4] . It is a new form of network MIMO, where a large number of distributed APs equipped with single or multiple antennas serve a smaller number of distributed UEs over the coverage area. Compared to small-cell systems, CF massive MIMO yields uniformly good quality-of-service for two reasons: First, the properties of favorable propagation and channel hardening are exploited with spatially well separated UEs and multiple antennas at APs [5] ; Second, a high degree of macro-diversity is achieved due to low distance between APs and UEs [6] . Further motivation, implementation concepts, and open problems in the area of CF massive MIMO can be found in [7] .
Over the past three years, some initial works have studied the fundamental performance of CF massive MIMO. The spectral efficiency of CF massive MIMO has been studied in [4] , which shows that a very significant gain over small-cell systems can be achieved. The work of [8] proposes a max-min power control algorithm for CF massive MIMO to further improve the rate performance. In [6] , the authors investigated the total energy efficiency considering the energy consumption of both hardware and backhaul, and proposed an optimal power allocation algorithm under a per-AP power constraint and a per-UE spectral efficiency. Using maximal-ratio combining (MRC) and zero-forcing (ZF) combining vectors, the joint power control and load balancing problem for the CF massive MIMO was investigated in [9] . In [11] , the authors proposed an algorithm to assign a group of antennas to each user and solved the sum-rate maximization problem in the downlink. In [12] , the authors investigated the performance of compute-and-forward in CF massive MIMO and proposed a low complexity coefficient selection algorithm. In [13] , the authors proposed a user-centric approach where each AP just decoded the UE that it receives with the largest power. In [14] , the authors derived an approximate per-UE downlink SE for maximum ratio transmission processing considering both uplink and downlink channel estimation errors, and power control. In [15] , the authors proposed a maximum ratio transmission scheme satisfied short-term average power constraint at the APs under the effect of imperfect channel information. In [5] , the authors show that we expect favorable propagation in CF massive MIMO, but not channel hardening. These works enlarge our knowledge of CF massive MIMO. However, one major limitation of the above works is that perfect transceiver hardware is assumed at APs.
The use of massive number of APs causes significant energy consumption and hardware cost due to perfect transceiver hardware components. Therefore, it is important to look into the realistic CF massive MIMO systems with non-ideal transceiver hardware components, which may induce hardware distortion. For collocated massive MIMO systems, recent works find that the impact of hardware distortion is more pronounced at the UEs than at the APs [16] - [20] , [20] , [21] . Note that the combination of CF massive MIMO and hardware impairments is not a straightforward extension of previous works.
Compared to our conference paper [1] , which focused only on the uplink CF massive MIMO with hardware impairments, in this paper, we thoroughly investigate both uplink and downlink performance of CF massive MIMO with hardware impairments at both APs and UEs. Also, we provide a maxmin power control algorithm to improve the service for all UEs. Specific contributions of the paper are summarised as follows:
• Taking into account transceiver hardware impairments, we obtain novel closed-form expressions for the spectral efficiency (SE) of uplink and downlink CF massive MIMO systems. Our results reveal that the impact of hardware impairments at both UEs and APs on the SE. These expressions are non-trivial generalization of the results for collocated massive MIMO and CF massive MIMO with perfect hardware.
• By exploring the huge degree-of-freedom offered by massive MIMO, we provide a new insightful hardware-quality scaling law to relax the constraint on hardware impairments with a large number of APs/antennas. Moreover, we derive a novel expression for uplink EE to present the optimal number of APs for different level of hardware impairments.
• Using our closed-form expressions, we propose a new max-min power control algorithm to operate the system in a fair and efficient manner. Our algorithm can improve the max-min rate as compared to heuristic schemes. The remainder of this paper is organized as follows. In Section II, we present the CF massive MIMO system model with hardware impairments. In Section III, we introduce the insightful expressions for the SE, scaling law, EE of uplink. In Section IV, we introduce the closed-form expressions for the SE, scaling law, EE of downlink. In Section V, we propose a max-min power control algorithm to maximize the minimum UE rates in detail. Section VI presents numerical results that validate analysis in the previous sections. Finally, some concluding remarks are made in Section VII.
NOTATION
Boldface letters are used for column vectors. The superscripts () * , () T , and () H stand for the conjugate, transpose, and conjugate-transpose, respectively. The Euclidean norm and the expectation operators are denoted by · and E {·}, respectively. Finally, z ∼ CN 0, σ 2 denotes a circularly symmetric complex Gaussian random variable (RV) with zero mean and variance σ 2 .
II. SYSTEM MODEL
As shown in Fig 1, let us consider a CF massive MIMO system distributed over a wide area and working on one timefrequency resource. There are M APs and K UEs, which are equipped with a single antenna. 1 A central processing unit (CPU) is connected with all APs with the help of unlimited backhaul links. The classic flat block fading channel model [2] , [4] is considered in this paper. In the uplink training of each coherent block, the APs get estimation of channel coefficients from pilot sequences transmitted simultaneously and synchronously from all UEs. These channel estimates are used for detecting the signals from the UEs and beamforming data to all UEs.
The channel response g mk between AP m and UE k is assumed to be Rayleigh fading as
where β mk = E{|g mk | 2 } is the large scale fading coefficients including path loss and shadowing effects. It is assumed that β mk are known ar the CPU, since it changes slowly. In conventional co-located massive MIMO, the matrix capturing the path-loss between the base-station and the user nodes has equal diagonal elements. This is because the antennas at the base-station are co-located, and hence, the path-loss between any antenna and a particular user is the same. This property is normally used to greatly simplify the performance analysis, for example, by using results for Wishart matrices and i.i.d. random variables. However, in CF massive MIMO, the antenna elements are geographically distributed. Thus, the path-loss between any AP antenna and a user is unique. Consequence, the path-loss matrix has distinct diagonal elements, which makes the performance analysis herein substantially different and more challenging than in prior work.
A. UPLINK PILOT AND DATA TRANSMISSION
We use q k ∼ CN (0, 1) to denote the information symbol of the kth UE and ρ u to denote the maximum transmit power. With the assumption of perfect transceiver hardware, the received signal sequence at the mth AP is
where √ γ k , (0 γ k 1) denotes the uplink power control coefficient and w um ∼ CN 0, σ 2 represents the additive noise. In practical CF massive MIMO systems, however, the APs and UEs may equip with low-quality hardware and suffer from hardware distortion of signals. The combine impact of different hardware distortion (such as multiplicative phase-drifts, additive distortion noise, noise amplification, and inter-carrier interference) on the system performance can be described by the tractable and well-established model from [22] . To fix the total power, the coefficient κ can reduce the signal power and it also induce an additive distortion term. Based on (2) and applying the transceiver hardware impairments model, the received signal at the mth AP is expressed as
where κ t and κ r denote the transceiver hardware quality coefficients, respectively. The parameters κ t , κ r 0 determine the variance of the distortion terms, where κ t = κ r = 1 represents perfect hardware and κ t = κ r = 0 represents worstcase hardware that turns all signal power into distortion. Measurements in [23] introduced that the distortion noise at the transceiver can be modeled as
In a coherence block, the conditional distribution in (5) is given by the set of channel realizations {g mk }. With the help of uplink pilot sequences, the APs estimate the channel in the uplink training phase. The pilot sequence for the kth UE is √ τ ϕ k ∈ C τ ×1 , which satisfies ϕ k 2 = 1. Note that we consider arbitrary pilots in this paper. Based on (3), the received pilot signal y pm ∈ C τ ×1 at the mth AP is modeled as
where τ and ρ p denote the pilot length and the transmit power of each pilot symbol, respectively. w pm ∼ CN 0, σ 2 I τ denote additive noise vector. Assuming that samples in the coherence block are independent, which can be achieved by proper pilot design, the distortion vector at the transmitter is η p kt ∼ CN 0, ρ p (1 − κ t ) I τ and the conditional distribution of the receiver distortion vector is given by
To estimate the channel coefficient g mk , the first step is to perform a despreading operation [2] . More specifically, we have y p,mk = ϕ H k y pm . With the aid of linear MMSE (LMMSE) estimation, we can obtain
where c mk is given by
The power of the channel estimation is given by
After receiving the uplink data from the UEs, the mth AP can employ the conjugate of the LMMSE estimateĝ mk to detect its received signal y um . Through the ideal backhual links, the quantityĝ * mk y um is sent to the CPU from each AP.
Using maximum ratio combine, the received signal at the CPU is given by
Note that other receiver combining schemes, such as ZF, could also be used. However, ZF requires exchanging the instantaneous CSI among all APs [24] , which is probably infeasible in CF massive MIMO with a large number of APs.
B. DOWNLINK DATA TRANSMISSION
In the downlink data transmission, we assume that the APs treat the channel estimates as the true channels, and transmit signals to all UEs by using maximum ratio transmission. Note that there is no need for downlink pilots in multi-user MIMO systems with single-antenna UEs [22] . The transmit signal from the mth AP is given by
where ρ d is the maximum transmit power of the APs, γ mk is the downlink power control coefficient, and the hardware distortion of the transceiver η d mt , η d kr are given by
The received signal at the kth UE from all APs is given by
where w dk ∼ CN 0, σ 2 d is the AWGN.
III. UPLINK PERFORMANCE ANALYSIS
The uplink received signal in (11) from the data transmission can be rewritten as
From the above equation, four parts are included in the received signal r uk , e.g., the desired signal from the kth UE, the received noise, the interference from other UEs, and the hardware distortion from both UEs and APs. Different from prior works, we consider the non-ideal hardware components in (16) , which will be used to analyse the uplink performance in the following.
A. UPLINK SPECTRAL EFFICIENCY
Let us start with the uplink SE analysis. Due to the hardware distortion, the channel estimate and estimation error are non-Gaussian distributed, which renders the standard capacity lower bound from [25] impossible. On the other hand, we use the use-and-then-forget capacity bounding technique [2] instead to derive the following result. 
where
Proof: Please see Appendix A. Note that in Theorem 1, the uplink SE increases by deploying more APs and increasing ρ u , which increases the SNR. The term B u denotes the power of the non-coherent signals, while the term A u represents the desired signal. Moreover, the term C u is the power of the coherent signals. Due to the pilot reuse (i.e., interference from users that have nonorthogonal pilots) and the break of pilot orthogonality by the hardware impairments, the terms D u and E u denotes the distortion and additive noise, respectively. In Section VI, we will intuitively show that larger hardware quality terms κ t and κ r also improve the SE performance.
The hardware scaling law can be derived by adding more APs. More specifically, let us arbitrarily distribute the APs within a wide area, e.g., β min β mk β max for all m, where 0 < β min , β max < ∞. Then, the hardware scaling law is given below. VOLUME 6, 2018 
If instead z t = 0 and 0 < z r < 1/2, then R uk → log 2 1 + SINR ∞ uk as M increasing to infinity, where
and µ mk = ρ p β 2 mk ρ p β mk +σ 2 . Proof: All terms in (17) are divided by κ r κ t A to obtain R uk = log 2 1 + 1
Considering all β mk are normally non-zero and limited, it is clear to see that
when z t = 0 and z r ≥ 0, thus these terms vanish asymptotically if 2z r −1 < 0 or z r < 1/2. On the other hand, if z r > 1/2, all terms grow to infinity and R uk → 0. This proves (18) .
In the case of z t = 0 and 0 < z r < 1/2, the terms in the denominator goes to zero, except ''−1'' as
The proof concludes by derive the expression in (19) . It is clear to see that a trivial performance loss is suffered by using a large number of APs. However, lower hardware quality cannot be tolerated at the UEs. In practical CF massive MIMO systems, we can use low-quality APs instead of lowcost hardware at the UEs. This important result is also found in the case of cellular massive MIMO, which is quite different from the topology of CF massive MIMO.
B. UPLINK ENERGY EFFICIENCY
Now we investigate the uplink EE performance of CF massive MIMO systems with hardware impairments. It is well known that the EE (bit/Joule) is defined as the ratio of the sum rate (bit/s) to the total energy consumption (Watt) of the system. Similar to [26] , a practical energy consumption model, where the total energy consumption includes the transceiver and backhaul, is employed in this paper. More specifically, the total energy consumption is given by
where P m is the circuit power of the mth AP, P b,m denotes the power of the backhaul link, and P k is the energy consumption at the kth UE. The uplink EE can be given by
where B denotes the bandwidth.
IV. DOWNLINK PERFORMANCE ANALYSIS
The downlink signal (15) at the kth UE is given by
mk g mkĝ * mk kth UE's signal
Note that r dk also includes four parts: the desired signal from the kth UE, the inter-UE interference, the additive noise, and the hardware distortion at the UEs and APs, which makes the analysis in this paper different from prior works, which have assumed ideal hardware components. In the following, we will use (22) to investigate the downlink SE and EE.
A. DOWNLINK SPECTRAL EFFICIENCY
We use the same capacity bounding methodology as in previous work on CF massive MIMO to derive the closed-form downlink SE expression.
Theorem 2: For CF massive MIMO with hardware impairments, the downlink SE of the kth UE is given by where
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(γ mk λ mk ). 
Proof
If instead z t = 0 and 0 < z r < 1, then R dk → log 2 1 + SIR ∞ dk as M → ∞, where
We first divide all terms in (23) by κ r κ t A d to obtain
If all β mk are strictly larger than zero, it is straightforward to show that
, which implies that R dk → 0 unless z t = 0. We further notice that
= O M z r −1 when z t = 0 and z r ≥ 0, thus all terms asymptotically vanish if z r − 1 < 0 or z r < 1. In contrast, if z r > 1, all terms grow to infinity and R uk → 0. Then (24) can be derived.
Corollary 2 proves that it's tolerable to increase the hardware distortion at the APs as the number of APs increase, but not the hardware impairments at the UEs.
B. DOWNLINK ENERGY EFFICIENCY
The total downlink energy consumption can be modeled as
where P d m denotes the circuit power at the mth AP for the downlink, P d b,m is the power of the backhaul link for the mth AP. Therefore, the downlink EE is given by
V. DOWNLINK POWER CONTROL
To deliver high performance to all the UEs in the downlink regardless of their geographical locations, we propose an efficient max-min power control algorithm in this section. Since most of the traffic is in the downlink, we focus on making the downlink communication efficient. Similar power control methods might also be used in the uplink. In the downlink, given realizations of the large-scale fading and the power constraint γ mk λ mk 1. Therefore, a max-min optimization problem to optimize the above criteria can be formulated as
where R dk is given by (23 . Find the optimization variables
, and where 3) If the program in (31) is feasible, then set t min = t, else set t max = t. 4) Stop if t max − t min <ε. Otherwise, go to Step 2.
VI. NUMERICAL RESULTS
In this section, we numerically study the SE and EE of CF massive MIMO systems with hardware impairments. Within a area of size 1×1 km 2 , M APs and K UEs are independently and uniformly distributed. We assume that the number of pilot sequences is equal to the number of UEs, and all UEs are assigned orthogonal pilots. The variance β mk in (1) is calculated as where L mk denotes the distance from the kth UE to the mth AP, α denotes the path loss exponent, and z mk ∼ N 0, σ 2 sh means the shadowing effect. The key simulation parameters are summarized in Table 1 . The variance of the noise is calculated as σ 2 = B · k B · T 0 · noise figure (W), where k B = 1.381·10 −23 (Joule per Kelvin) and T 0 = 290 (Kelvin).
A. UPLINK
We present simulated and analytical uplink SE curves in Fig. 2 , as a function of the number of APs. The Monte Carlo simulations confirm the validity of our closed-form expression. The average SE is an increasing function of M . While, the SE decreases when deploying low-quality hardware (smaller κ t and κ r ). Nevertheless, it is clear to see that the SE is dominated by the hardware distortion at the UE (e.g., κ t = 0.98 renders a serve impact than κ r = 0.98). Fig. 3 validates the hardware scaling law established by Corollary 1. Small SE loss can be found when the hardware scaling law is fulfilled (z = 0.3), while the curve goes asymptotically to zero when the law is not satisfied (z = 1.1). We also observe in Fig. 3 that the large-scale approximation converges to a non-zero limit when the hardware scaling law is fulfilled. The main difference between the three hardware scaling factor values is the convergence speed.
The CDF of the per-UE uplink SE is presented in Fig. 4 for different hardware qualities of κ t and κ r . We set It is clear that around 80% of the SE values are distributed in the range of 1.96 and 2.2 for κ t = κ r = 1, while the range is 1.89−2.1 for κ t = κ r = 0.98 and 1.8 − 1.92 for κ t = κ r = 0.95. Therefore, the uplink SE of each UE for perfect system κ t = κ r = 1 is only 5% higher than in the case when κ t = κ r = 0.95. Note that the SEs of all UEs are reduced by the hardware impairments, but the loss can be larger for the UEs that have good channels, since the distortion power is proportional to their signal power. UEs with worse channel conditions might already be limited by inter-user interference and, hence, less affected by additional distortion. M opt , deploy more APs M can improve the EE. On the contrary, for M > M opt , the EE rapidly decreases by increasing M . While increasing the number of APs, the SE increases to a bound while the total energy consumption still increases linearly.
B. DOWNLINK
Next, we consider the downlink, the Monte Carlo simulated and analytical average downlink SE are presented in Fig. 6 , VOLUME 6, 2018 against the number of APs. The results validate our analytical derivations. The average downlink SE is an increasing function of M , as expected. Moreover, the SE decreases when the hardware qualities κ t and κ r decrease. Fig. 7 presents the downlink hardware-quality scaling law established by Corollary 2. When z t = z r = 0, the SE increases with M without bound. When z r = 0, 0 < z t < 1 (e.g., z r = 0.5), the SE converges to a non-zero limit. Fig. 8 plots the CDF curves of the per-UE downlink SE for M = 200, K = 60, and τ = 20, and various hardware qualities of κ t and κ r . It is noted that around 80% of the SE are distributed in the range of 1.8 and 2.2 for κ t = κ r = 1, while the range is 1.55 − 1.75 for κ t = 0.8, κ r = 1 and 1.4 − 1.55 for κ t = 0.8, κ r = 0.8. Therefore, the downlink per-UE SE for κ t = κ r = 1 is only 15% higher than in the case when κ t = 0.8, κ r = 1. Compared to the uplink EE, there is a great of difference among uplink and downlink EE, since the energy consumption grows more fast, downlink EE don't have the optimal point. It is clear that the EE decreases by increasing the number of APs, due to the larger power consumption. Fig. 10 presents the CDF of the per-UE downlink SE with max-min power control for different hardware qualities κ t and κ r . We find that the downlink SE range from 2.7 to 3.5 without max-min power control when κ t = κ r = 1, M = 100, K = 10. When taking the power control, the downlink SE range from 3.15 to 3.3 to maximize the minimum UE rate. Moreover, it is clear that the AP hardware impairments have a greater impact than the UE hardware impairments, which is also expected from our scaling law results.
VII. CONCLUSION
In this paper, we employ a well-established hardware distortion model to reveal the performance of both uplink and downlink CF massive MIMO with transceiver hardware impairments. We derive novel closed-form SE and EE expressions, which show the impact of the number and hardware quality factors of the APs and UEs on the system performance. Furthermore, a hardware scaling law is presented to prove that as the number of APs increases, the detrimental effect of hardware impairments at the APs vanishes. However, this result cannot be found for the UEs. In the following, we propose a max-min power control algorithm to maximize the smallest rate of all UEs for the downlink transmission. This algorithm greatly improves the max-min rate as compared to heuristic schemes. Our results indicate that CF massive MIMO can employ low-quality hardware at the APs to achieve considerable SE and EE performance.
APPENDIX

A. PROOF OF THEOREM 1
The received signal r uk in (16) can be rewritten as 
The above expression is used to compute 
The proof is completed by substituting (35)-(41) into (34).
B. PROOF OF THEOREM 2
The received signal r dk in (22) can be rewritten as 
