Project: Computational analysis on cometary orbits.
Abstract
In this poster, the movement of a cometary object is analyzed using di↵erent computational physics techniques.

Figure 1. Comet movement around sun.

For much of their lives they are far out in the solar system, moving very slowly, but on rare occasions their orbit brings them close to the Sun for a fly-by and for a brief period of time they move very fast
indeed. We tried to approximate this movement around the sun using fourth order Runge–Kutta method with a fixed step size, fourth order Runge–Kutta method with an adaptive step size, and using the
adaptive Bulirsch–Stoer method to calculate a solution accurate to = 1 kilometer per year in the position of the comet.

Equations used in the project.

Theorem 1: Fourt order Runge-Kutta method
The Runge-Kutta method finds approximate value of y for a given x. Only first order ordinary differential equations can be solved by using the Runge Kutta 4th order method. It is an e↵ective and
widely used method for solving the initial-value problems of di↵erential equations. Runge–Kutta
method can be used to construct high order accurate numerical method by functions’ self without
needing the high order derivatives of functions.

Theorem 2: Bulirsch–Stoer method
In numerical analysis, the Bulirsch–Stoer algorithm is a method for the numerical solution of
ordinary di↵erential equations which combines three powerful ideas: Richardson extrapolation, the
use of rational function extrapolation in Richardson-type applications, and the modified midpoint
method, to obtain numerical solutions to ordinary di↵erential equations (ODEs) with high accuracy
and comparatively little computational e↵ort. The idea of Richardson extrapolation is to consider
a numerical calculation whose accuracy depends on the used stepsize h as an (unknown) analytic
function of the stepsize h, performing the numerical calculation with various values of h, fitting a
(chosen) analytic function to the resulting points, and then evaluating the fitting function for h =
0, thus trying to approximate the result of the calculation with infinitely fine steps.

The di↵erential equation obeyed by a comet is straightforward to derive. The force between the
Sun, with mass M at the origin, and a comet of mass m with position vector r, and hence
Newton’s second law tells us that
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The di↵erential equation obeyed by a comet by ignoring the z coordinate are
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Similarly, we can assume

Findings
For a final time value of 300 years, we get a h value of 0.0015 which results in the orbits doesn’t
lie on each other. To reduce the step size, we can vary the value of final time. For a final time
value of 75 years, we get a reduced step size of h which is 0.000375. For this h value, we get
successive orbits of the comet lie on top of one another. As we are decreasing the h size, the
execution time is decreasing. The total time for the final execution is 18.26 seconds.
The program has been modified to do the calculation using an adaptive step size. The target
accuracy is set to 1Km per year in the position of the comet. With the adaptive step size, the
simulation time increases a little bit. However, the step size changes to h=0.0005. The accuracy
increases.
The program has been modified to place dots on the graph showing the position of the comet at
each Runge–Kutta step around a single orbit. We can see that the steps are getting closer together
when the comet is close to the Sun and further apart when it is far out in the solar system.
The calculation of the cometary orbit is repeated using the adaptive Bulirsch–Stoer method to
calculate a solution accurate to = 1 kilometer per year in the position of the comet. We can see
that the time intervals getting shorter in the part of the trajectory close to the Sun, where the
comet is moving rapidly.
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Results using 4th order RK adaptive steps

Figure 4. Trajectory with an adaptive time step.

Why adaptive steps?
In some cases the function is slowly varying, in which case we can accurately capture its shape
with only a few, widely spaced points. But in the central region of the figure the function varies
rapidly and in this region we need points that are more closely spaced. If we are allowed to vary
the size h of our steps, making them large in the regions where the solution varies little and small
when we need more detail, then we can calculate the whole solution faster (because we need fewer
points overall) but still very accurately (because we use small step sizes in the regions where they
are needed). This type of scheme is called an adaptive step size method, and some version of it is
used in most large-scale numerical solutions of di↵erential equations.
The basic idea behind an adaptive step size scheme is to vary the step sizes h so that the error
introduced per unit interval in t is roughly constant. In practice the adaptive step size method has
two parts. First we have to estimate the error on our steps, then we compare that error to our
required accuracy and either increase or decrease the step size to achieve the accuracy we want.

Figure 5. Scatter plot trajectory with adaptive time step.

Results using Bulirsch–Stoer adaptive steps

Results using 4th order RK fixed steps

Figure 6. Scatter plot trajectory with adaptive Bulirsch–Stoer method.
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Figure 3. Trajectory with a small fixed time step.
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