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I. INTRODUCTION
Forest is the main body of the terrestrial ecosystems, the important material foundation for the sustainable development of human society, providing a wealth of forest products and services for sustainable economic and social development, and playing a vital role to maintain the ecological balance of the entire planet [1, 2] . The condition and dynamic changes of forest resources, not only affects the region's sustained economic development, but also affects changes of regional and global environment, so it has been paid much attention [3, 4] . Remote sensing technology has been developing rapidly, with the advantages of macro, dynamic, convenient, cycle repeating and low cost; it has been widely used in the survey of forest resources status [1] . Survey of forest resources often depends on different classification systems and technical standards to divide the woodland [5, 6] . In recent years, computer pattern recognition technology has become an important part of the remote sensing technology applications. Existing remote sensing computer automatic classification method is based on the traditional pattern recognition technology [7, 8] , such as the maximum likelihood method, K-nearest neighbor method, clustering methods, and these methods can only obtain the desired classification results in the condition of sample tending to infinity as well as normal distribution [9, 10] .
In most practical application process, data of samples usually are limited; these methods are difficult to obtain the desired effect. Support vector machines (SVM) theory is a machine learning method based on the statistical learning theory [11, 12, 13] . By learning algorithm, SVM can automatically find those support vectors which have greater ability to distinguish classifications, construct classifier, and maximize the interval between classes, thus it has better promotion and higher classification accuracy [2, 14, 15] . In the classification study of remote sensing image, application of SVM classification do not need data dimensionality reduction, and has high performance in algorithm's convergence, training speed and classification accuracy [16, 17] . Changbai Mountain area is one of China's largest, natural environment and ecosystem best preserved natural protection area. Most forests of the region are coniferous and broad-leaved mixed forests; there are many kinds of tree species, of which the kinds of forest with high economic value are about 100. Mainly coniferous forest are Korean pine, spruce, fir, and yellow pine, hardwood forest are mainly Manchurian ash, yellow pineapple, walnut, maple, birch, Tilia amurensis, Tilia, maple, Ching Kai maple, elm, aspen.
This paper, through a lot of discrimination sample points forming the training set, training support vector machines to classify the remote sensing images of Changbai Mountain area, and analyzes the changes of classification accuracy in different parameter combinations and finds the combination with the highest classification accuracy. At the same time compare the classification results with results of maximum likelihood classification and do accuracy assessment, and gets good classification results.
II. PROPOSED SCHEME

A. TM and SPOT Data Characteristics
Satellite Landsat-5 is the optical earth observation satellite launched by United States in March 1984. It is in a sun-synchronous, near polar orbit, with 8-band sensor, wavelength range from the infrared to visible, covering all land areas between 83o N to 83oS, providing continuous remote sensing data services for the management and research of land, water, soil, vegetation and other resources. Landsat-5 Landsat contains two types of sensors, multispectral scanner (MSS) and Thematic Mapper (TM), the paper mainly uses TM Thematic Mapper, and basic characteristics are shown in Table I : 
C. Geometric Correction
Geometric correction is the correcting variety of geometric distortions in the acquisition process of remote sensing image, which is due to sensor's performance and structure, Earth's rotation and curvature and other factors. This paper uses SPOT panchromatic images with georeferenced as reference image, selects ground control points (GCP) to match the TM multi-spectral bands, to make remote sensing images of different bands exact match geometrically. 30 ground control points are selected in the study area, the precision is controlled in less than a pixel. After image correction and matching, using nearest neighbor algorithm to resample the TM multi-spectral images.
D. Fusion of Remote Sensing Image
With the development of remote sensing technology and applications of a large number of different satellite sensors for Earth Observation, sensing images of different spatial, spectral and temporal resolution, which are obtained from different remote sensing platforms, are more and more. Remote sensing images acquired by a single sensor has certain limitations and differences, so image fusion technology can be used to fuse the remote sensing image information obtained by different types of sensors, and improve the image interpretation, thereby improving accuracy of data classification and target recognition. This article fuses the multispectral images of low spatial resolution (30 meters) high spectral resolution with panchromatic band images of high spatial resolution (2.5 m) low spectral resolution of TM images, to make the fused images have higher spatial detail while preserving the spectral characteristics of the multispectral images.
Different bands express different surface feature information; therefore different band combinations often have different display effect for target objects. Select the correct combination of spectral bands can reduce redundant information between the bands, and improve the reparability of the categories. TM4 band correspond to reflection peak of the green vegetation, is most sensitive to class difference of green vegetation, which is common band of plants. In general, false color composite images have a mid-infrared band (TM5 or TM7) which can enhance resolving ability for plants, any combination of visible light band (TM1/2/3), near-infrared (TM4), a mid-infrared band (TM5 or TM7) is very useful. Through trials comparison and Chavez's OIF the best exponential factor to calculate the optimal band combination, the results show that the TM345 combination is the best choice for interpreter of arable land, woodland and grassland [3] [4] [5] . Finally, make it as the high spatial resolution and the selected band fusion to improve the spatial resolution of the image.
1) HIS transform fusion HIS transform method is the fusion method based on HIS color model; one of the most commonly used method of image fusion. It converts the RGB color space of image to HIS space, separates component of intensity, Hue, Saturation, and then fuses on the luminance channel, the hue and saturation remain unchanged.
HIS transform first converts color of multi-spectral images to HIS space to separate the intensity (I), Hue (H), Saturation (S); and does histogram graph match to panchromatic image I' and luminance component I of HIS space; replace luminance component I of HIS space with panchromatic image I', that is HIS → HI'S; Inverse transform HI'S to RGB space, gets the fused image. This transformation method is simple, can improve the spatial resolution and clarity of multispectral image, and reserve most of the spectral characteristics of the multispectral images.
2) PCA transforms fusion The PCA transform is also known as K-L transforms or principal component transform, is a widely used algorithm in remote sensing digital image processing. First, it's the principal component transformation of multi-spectral image; then the stretch high-spatialresolution image and histogram match with the first principal component, and make it have the approximately same mean and variance with first principal component; Last, use the high-resolution image matched to replace the first principal component, together with the rest of the principal components to do principal components transform, and get the fused image.
It can also use KL transform to take high spatial resolution image as a band and to do principal component transform with multi-spectral image, and then the inverse transform of principal component. After transforming, image information is redistributed so as to achieve fusion of high-resolution images and multi-spectral images.
3) Brovey transforms fusion Transform fusion Brovey is also known as the color normalized transform fusion, is a ratio fusion method commonly used for enhancing the multi-spectral image. It normalizes colors (red, green, blue) of multispectral bands, multiplies high-resolution images and multispectral bands (usually taking three-band) and completes the fusion. The method makes each band of RGB combinations divide by the sum of the three bands, in order to achieve the formalization of the data, which maintains the spectral characteristics of the multi-spectral image, and then multiplies ratio results with highresolution band to obtain the high-frequency spatial information. Bovey's transformation expression is:
wherein: n is number of multispectral bands; i xs is the corresponding pixel gray value of i band of multispectral image; PAN is the corresponding pixel gray value of panchromatic band of high-resolution image .
4) Wavelet transforms fusion
The wavelet transform image fusion algorithm is a new method developed in recent years, although not very mature, but already shows great prospect and development potential. As a new mathematical tool, wavelet analysis is a representation between function space and frequency domains, has good localization property in spatial and frequency domain, can do local analysis. After wavelet decomposition, frequency characteristics of image has been separated effectively, replace detail component of multi-spectral image with detail component of panchromatic image, then the wavelet reconstruction, and get the fused image. (The low frequency part after wavelet transform decomposition reflects overall visual information of image that is the spectral information of image, the high-frequency part reflects the details and texture feature of the image that is the spatial structure information of the image.)
Image after four different fusion methods is more conducive to visual interpretation than the original one, the spatial resolution and clarity has been greatly improved comparing with the original image, texture features of fused image has been enhanced, the details are more prominent, and resolution up to 2.5 meters. But image fused by four kinds of methods still have certain differences of Information integration in hue, brightness, information amount and high-resolution: 1) In the fusion results of HIS transform, amount of spectral information obtained is larger, geometric information of remote sensing images of different space resolution can be superimposed, but HIS transform also produces spectral degradation, which is not conducive to the image classification. 2) In the fusion results of principal component transform, information amount will be lost, and spectrum information obtained is less. 3) In the fusion results of Brovey, although spectral information of its fusion results is less than that of wavelet transform and HIS transform, integration of high-resolution information is the highest and fusion effect is clearer than the other fusion methods, and more suitable for vegetation information extraction. But Brovey transform requirements that spectral response range of highresolution panchromatic band and multi-spectral band are identical or similar, therefore, there are also shortcomings such as image fusion impacted a lot by noise, sporadic detail of high-resolution image preserved too many. (4) In fusion result of wavelet transform, definition is worse than other fusion methods, and with the scale of wavelet decomposition increasing, the spectral information of fused image will be lost. This study uses Brovey transformation method to do data fusion process through a comparative analysis of the advantages and disadvantages of different methods.
E. Research Methods
Computer classification of remote sensing images is an important part of remote sensing application. Traditional classification method of remote sensing image is based on the statistical relationship between the statistics characteristics of remote sensing data and training sample data, prerequisite of these classification method is enough samples, for the remote sensing image classification is always underway of limited samples, and therefore it is difficult to obtain the ideal classified effect. People continue to study and try new methods to improve it.
Support vector machines (SVM) is a machine learning algorithm proposed in the early 1990s, it is based on Statistical Learning Theory (SLT) of Vapnik created. [6] [7] [8] .
It is built on the VC-dimensional theory and structural risk minimization principle of statistical learning theory, and meaningful characterization of function complexity having nothing to do with the problem dimension. It exhibits many unique advantages in solving problems of small sample, nonlinear and high dimension. When applying SVM to research classification of remote sensing images, it does not need to reduce data dimensionality, and has higher performance in terms of convergence of the algorithm, training speed and classification accuracy. SVM is becoming a new hotspot following neural network research.
The main idea of SVM can be summarized as two points: (1) It is for linearly separable to analyze, for linear unseparable, by using non-linear mapping algorithm transform linear unseparable samples of low-dimensional input space into high dimensional feature space to make it linearly separable, which makes it possible using a linear algorithm in high-dimensional feature space to linear analyze non-linear characteristics of the sample; (2) it is based on theory of minimized structural risk, constructs optimal partitioning hyperplane in the feature space, makes learning device global optimization, and in expected risk of entire sample space with a certain probability meeting certain upper bound.
SVM is developed from the optimal classification surface in case of linearly separable, given a sample set [7] where w is the weight vector of this classification surface, b R ∈ is the bias. In figure 1 , the solid point and hollow point are on behalf of the two kinds of samples, H for the classification surface, 1 H and 2 H respectively the planes over the samples with the shortest distance from the classification surface in various kinds of classifications and paralleling to the classification surface, the distance between them is equal to [7] Therefore, using appropriate inner product function ( , )
i j K x x in optimal classification surface can achieve linear classification after nonlinear transformation, while the computational complexity does not increase, then the classification function becomes
SVM needs kernel function ( , ) ( ) ( )
mapping from the original space to feature space, any symmetric function satisfying condition of Mercer can be used as the kernel function, frequently-used kernel function are:
2) Radial basis function (RBF) kernel function:
3) Sigmoid kernel function: ( , ) tanh ( )
where , , b d γ are the parameters of kernel function, there is no theoretical guidance for choosing kernel function, which can only be selected empirically.
Select representative surface features as the training samples, by a kernel function to mapping them to the high-dimensional space [8] . At the same time, set the parameters of the classifier based on SVM training sample, then determine the optimal classification surface in the feature space and get the support vector machine of training samples. According to the research of Vanpik, the performance of support vector machine has little relationship with the type of kernel function chosen, the parameters of kernel function and the penalty coefficient C is the main factor affecting the performance of SVM [8] . Statistical theory gives some suggestions and explanations for parameter selection of support vector machine in the practical application, but does not give a practical solution; experimental method is used to determine the optimum parameters generally. This paper determines the best classifier parameters suitable for the study area by contrasting the classification results of the three kernel functions as polynomial, radial basis function (RBF) and Sigmoid, to extract forest information of Dahuanggou tree farm, the specific process is shown in Figure 3 . 
III. EXPERIMENTAL RESULTS
According to the forest maps, the region to be classified can be divided into farmland, building land (residential areas, roads), water, broad-leaved forest, coniferous forest, theropencedrymion and so on, select types of training and testing samples, and normalize them, in order to avoid that range of some characteristic values are too large or too small, when calculating kernel function calculate the inner product causing numerical problems. Using SVM to find optimal separating hyperplane of feature samples of every class and other feature samples in the sample feature space, get the support vector set on behalf of each sample characteristics to form discriminate function and training mode judging each characteristic category. Mapping test samples to the feature space by the kernel function, as the input of discriminate function, based on the discriminate function [9] to classify and discriminate by input parameters and threshold, output the classification results ( Figure 5 ). This paper also uses the traditional Maximum Likelihood Classification (MLC), which is to facilitate the compare the two classification accuracy. As results classification figures of SVM and maximum likelihood classification method, the segment of every surface features is relatively clear by SVM classifier, and surface features by maximum likelihood classification are more crushing, more small spots in every classification, and range of building land is wider. Compare the classification maps of two classification methods with the forest map of the region, due to the affect of mountainous terrain, image shadow is heavier, and there are phenomenons of broad-leaved forest and coniferous forest mixed in varying degrees in each classification. Although there is a certain degree of mixing in SVM classification methods, but which is far less than MLC classification. MLC classification principle is based on probability. It assumes that the data are normally distributed, and calculates probability of each pixel belonging to each category; finally, the pixel is attributed to the class which has the largest probability. Due to object feature of a pixel is the comprehensive reflection of every surface element, adjacent pixels are easily misclassified, but the discriminate rule of SVM is structural risk minimization, when separating two categories properly, at the same time, ensuring the largest class interval, which has fundamental difference with MLC's probability assuming, the misclassification probability is much smaller than the MLC classification. Table III is the accuracy evaluation comparison of two classification methods' information extraction. As the comparison of table results, the MLC classification which is based on multi-source remote sensing image, Kappa Coefficient of 0.9634, the SVM classifier based on multisource image information, Kappa Coefficient of 0.9810, 0.9716, 0.9753. Therefore SVM overall classification accuracy is higher than MLC classification method. Of which the Kappa of SVM polynomial is higher than other kernel function classifications of SVM. With the coefficients r, d of SVM polynomial kernel function increasing, the accuracy will increase. But the accuracy of maximum likelihood method cannot decrease with priori probability increasing. 
IV. CONCLUSIONS
Classification method of remote sensing image usually uses supervised learning algorithm, it needs to select the training samples manually. SVM as a way of pattern recognition is designed for case of finite samples, which can get the optimal solution in the existing information rather than optimal solution when number of samples tending to infinity. As results of this study, Kappa Coefficient of SVM is higher than the MLC classification results. Classification map of SVM is clear than classification results of MLC overall, thin spots are less and the boundaries between the categories are also clear. Overall, SVM classification method is better than the MLC classification. SVM-based classification has good generalization and high classification accuracy in Information Extraction of forest cover of Changbai Mountain area.
