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Sommaire
L’application des réseaux de neurones à des problèmes de modélisation statistique du
langage a déjà permis d’obtenir des résultats supérieurs par rapport à ceux de techniques
habituelles. Cependant la modélisation du language par réseaux de neurones souffre du
désavantage d’être fort gourmante en temps de calcul. Ceci s’explique par la grande quantité
de sortie nécessaire, généralement une pour chaque mot du vocabulaire considéré.
On présente une technique générale applicable aux réseaux de neurones et permettant
d’améliorer le temps de calcul d’un facteur
°(/I)) (IV est la taille dlu vocabulaire) tout
en préservant largement les performances désirables des réseaux de neurones. En pratique
cette méthode produit une accélération dïun facteur 320 sur le temps d’entraînement et d’un
facteur 340 sur le temps de test. On présente également la version parallèle de cette technique
amenant à une accélération encore accrue.
Mots clés : Apprentissage machine, réseaux de neurones artificiels, modélisation statis
tique du langage, clusterisation hiérarchiciue.
Summary
The application of neural networks to statistical language modeling has aÏready given
resuits superior to those obtained by traditional methods. Unfortunately, the computing
resources required hy fleurai networks lias proven an important challenge to their general
use in langua.ge modeling. This is explained by the large number of outputs requireci, typically
one for cadi word of the consiclered vocabulary.
We present a techniciue applied to neural networks that improves the computing tirne by
a factor of (Vj is the size of the vocabulary) while preserving the performances of
neural networks. In practice tic method improves training time Ï)y a factor of 320 ancï test
time by a factor of 340. We also present the parallel version of the technique leading to even
better speedup in computing time.
Keywords Machine learning a.rtificial neural networks. statistical language modeling.
hierarchical clustering.
Notations
Les notations suivantes sont utilisées
a Dénote une quantité scalaire
Dénote la. j quantité d’une séquence {wi.w2, . . .
y Dénote un vecteur
v Dénote la i composante du vecteur y
y Dénote le i vecteur dune sécjuence {v’, y2 v}
Dénote la transposée du vecteur y.
M Dénote une matrice
Dénote la composante tic la j rangée et 1C colonne de la matrice M.
M Dénote le vecteur correspondant è la jC rangée de la matrice M.
MT Dénote la transposée de la matrice M.
M
= ] Dénote la décomposition d’une matrice M de largeur W en deux
sous-matrices aussi de largeures T V.
1VI = [M1 M2] Dénote la décomposition d’une matrice M tic hauteur L en deux
sous-matrices aussi de hauteurs L.
a e b Dénote la concaténation de deux vecteurs.
De façon générale, un exposant non-numérique dénote un terme d’une série tandis qu’un
indice dénote un élément d’un vecteur ou d’une matrice. Pour des quantités scalaires, on
réfère cependant aux éléments d’une séquence pa.r un indice afin d’alléger la présentation.
Les quantités en caractères gras représentent tics vecteurs ou des matrices, on distingue ceux
ci par tics lettres minuscules ou majuscules, respectivement. La dimension d’une matrice M
est présentée ainsi (nombre_derangces) * (nombre.ule.cotonnes), où le nombre de rangée
est toujours donné en premier lieu.
ni
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Chapitre 1
Introduction
La modélisation du langage (écrit) est un problème difficile dont les solutions présentent
un grand intérêt pour nombre de champs de recherche. Si l’homme est capable de comprendre
la machine, cuoique de façon lente et pénible, la machine ne parvient pas encore à faire la
réciproque malgré la puissance de calcul disponible. Cela est certainement dû, d’une part, à
la complexité inhérente de finterfaçage humain—machine. Mais. d’autre part. l’inefficacité et
les limitations des algorithmes actuels sont aussi en cause. La présente recherche n’étudiera
pas le problème de la communication humain—machine comme tel, mais se limitera au sous—
prohlèiiie de construire une modélisation de la langue écrite’ La construction de modèles
de langues performants permettront, on l’espère, de réduire le fossé cominunicationnel cliii
existe entre l’homme et la machine.
Un des objectifs en modélisation du langage est tic construire un modèle probabiliste
à partir d’une séquence donnée tic mots provenant tic la langue naturelle et d’inférer la
probabilité d’une séquence jamais vue. En d’autres termes. on désire construire un système
permettant d’assigner une probabilité à une séquence de mots en utilisant comme connais
sance préalable une séquence exemple. La modélisation s’arrête cependant à la structure
syntaxique tics mots d’une phrase, c’est-à-dire à donner une probabilité aux mots ayant
une structure syntaxique (localement) correcte. Ainsi, aucun effort n’est fait pour valider ou
pondérer la structure sémantique des mots, c’est-à-dire à donner une probabilité sur le sens
d’une phrase.
Malgré ces limitations, un tel système peut ensuite être utilisé par d’autres applications.
Par exemple, pour aider à la reconnaissance de la parole, à la reconnaissance textuelle auto
matisée, à la traduction automatisée ou à la correction d’erreurs. L’utilisation d’un modèle
de langue permet, dans le cas de la reconnaissance de la parole, de mesurer la validitité des
mots reconnus en leur attribuant une probabilité jointe. Un modèle de langue permet aussi
de comparer la probabilité de mots alternatifs ou bien d’identifier les erreurs (probabilité
jointe faible). L’idée est d’utiliser le modèle de langue en tant qu’approximation tic la distri
hution probabiliste de séquences tle mots et ti’inférer la probabilité de séquences traitée par
définit la langue écrite informellement comme étant une sinte de mots w d’une certaine longueur,
chaque mot étant identifié par son indice i. w est un entier qui réfère à un mot du vocabulaire (voir plus
loin).
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un autre algorithme.
Tel que mentionné précédemment. la modélisation du langage est un problème parti
culièrement difficile. Cette difficulté intrinsèque provient du fait de la grande dimensionna—
lité de l’espace probabiliste qu’on considère. Si on suppose un vocabulaire V2 contenant un
nombre VI de mots distincts et clu’on étudie des séquences de mots de longueur L, on se
retrouve avec la tâche de distribuer une masse de probabilité dans un espace de dimension
I VIL. De façon à bien couvrir cet espace, c’est-à-dire à assigner des probabilités réalistes aux
différentes occurrences de séquences possibles. il est nécessaire d’avoir une séquence exemple
de dimension exponentielle dans le nombre de mots du vocabulaire. Lorsqu’une telle séquence
exemple n’est pas disponible, on se retrouve avec une sous-couverture de certaines régions de
l’espace. L’espace probabiliste ne peut clone être une représentation suffisamment fidèle du
vrai espace des séquences de mots puisque de vastes régions ne sont pas, ou trop peu, cou
vertes. On cherche clone naturellement à abstraire une structure linguisticue entre les mots
de façon à permettre de distribuer de la masse de probabilité aux régions qui ne sont. pas
couvertes par la séquence exemple. Par exemple, en considérant des ensenibles de mots syno
nymes, il est possible d’assigner de la probabilité globalement à un ensemble de synonymes
au lieu de procéder sur une base de mots individuels. Ainsi, même si un mot w particulier
n’a pas été rencontré dans la séquence exemple, niais que des synonymes l’aient été, il sera
possible d’assigner une probabilité pour un séquence contenant ce mot w.
On peut donc dire que l’extraction des structures du langage est implicite (et nécessaire)
à la construction d’un espace probabiliste réaliste. Cependant, de par le fait de la dimension
finie de la séquence exemple qti’on peut utiliser pour construire cet espace, le modèle de
langage souffrira de la nature contextuelle de la dite séquence. En d’autres mots, la séquence
exemple ne peut être qu’un sous-ensemble plus ou moins restreint des possibilités offertes par
le langage et ne permettra toujours pas une modélisation fidèle pour toutes les séquences de
mots possibles. Il reste que malgré l’imprécision inhérente des modèles de langage qu’on peut
construire de façon praticlue, leur utilité est indéniable et la recherche de meilleurs modèles
reste mi défi stimulant.
1.1 Paradigme et notations
Soit
{wi,w2,...,wL},v e V
une séquence ordonnée d’indices w faisant référence aux mots d’un vocabulaire V3. On appel
lera corpus la séquence disponible à la modélisation de l’espace de probabilité que l’on veut
construire. On subdivise en général cette séquence en t.rois sous-séquences, appellées ensembte
d ‘entraînement, ensembte de validation et ensemble de test. L’ensemble cI’entramnement est
la séquence exemple mentionnée précédemment et est utilisé à la construction du modèle.
2Un vocabulaire V est un ensemble de mots vj et V est la cardinalité de cet ensemble, c’est-à-dire le
nombre de mots considérés. De façon formelle, V {e1, e2 v1yj}.
3Afin d’alléger la présentation. on dira directement w V
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L’ensemble de validation est utilisé pour réguler la construction du modèle. L’ensemble de
test n’est pas utilisé pour la construction comme tel mais sert à quantifier la performance
du modèle sur une séquence typique de mots (assumée statistiquement indépendante des
séquences d’entraînement et de validation) du langage que l’on veut modéliser. On appelle
aussi la performance d’un modèle, l’erreur Ïe généraÏisation.. C’est une approximation (un
estimateur non-biaisé) de l’espérance sur la fonction de performance’.
On désire calculer la probabilité suivante
P(wi, w2,.. ,w) = P(w1)F(w2w1) . .
.
P(wwi w_) (1.1)
pour une séquence arbitraire (de longueur donnée L) de mots pris d’un langage fixé (choisi
implicitement par le corpus) et défini sur un vocabulaire V. Eta.nt donné la longueur poten
tiellement grande d’une séquence de mots et la grande quantité de combinaisons possibles,
l’objectif sera de construire une approximation de cette probabilité. La performance du
modèle construit est déterminée par la mesure de perplexité’, définie ci-après.
1.2 Mesure de performance
La théorie de l’information, développée par Shannon [20]. établit les fondements mathéma.
tiques de la communication symbolicjue ou numériclue. Une des statistiques fondamentales
de cette théorie est l’entropie qui sert à mesurer l’incertitude d’une source de communica
tion5. Dans l’application qu’on étudie ici, la. source “génère” une séquence de caractères (pris
du vocabulaire V) selon la fonction de probabilité f
.
Pour une séquence de longueur L,
l’entropie (dénotée H(X)) se calcule ainsi
H (X) =
— E1 [iog2 Tv (w)]
L (1.2)
= — f(w.1) log2 fx(w), w1 E V
On veut comparer la source fx avec un modèle Qx. Pour cela on peut utiliser l’entropie
croisée
Hc.(X) = —EfX [log2 Qx(w)]
que l’on peut estimer en remplaçant J par la distribution empirique. ce qui donne
= _to2 Qx(w)
où Jx = est la distribution observée dans la séquence. L’entropie croisée possède la ca
ractéristique importante qu’elle est toujours supérieure ou égale à l’entropie de la source
H(X) > H(X)
‘tDans ce mémoire on utilisera la mesure de perplexité. définie à la section 1.2
5Une source de communication génère un flot de caractères d’un alphabet V selon une densité de proba
bilités fx. Une source d’information est donc implicitement associée à une variable aléatoire X.
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avec égalité lorsque Qx — fx. Tel que mentionné précédemment, l’entropie mesure l’incer
titucle d’une source, c’est-à-dire le degré d’incertitude qu’un observateur a par rapport aux
caractères d’une séquence. Par exemple. si tout les caractères sont équiprobables (Qv(w) =
, Vw V) alors l’entropie est maximale et l’incertitude sur l’identité du prochain caractère
l’est aussi. De même, si les caractères ont tous une probabilité nulle à l’exception d’un seul
t Qx(wi) 1, Qx(w) = O pour i 1) alors l’entropie est nulle (Ïog 1 = O) et le prochain
caractère est connu avec absolue certitude.
Une mesure de performance qui dérive naturellement de l’entropie croisée est la perplexité.
Cette mesure est régulièrement utilisée pour mesurer les performances de modèles de langage.
L’équation suivante montre comment la. perplexité est obtenue en terme d’entropie croisée
PERP(X) = 9c(X)
= 2-Z=i 1092 Qx(wi)
- L!
Ï
- V fli QxQ)
La perplexité est ainsi l’inverse de la moyenne géométrique des probabilités. La perplexité
mesure le degré de difficulté à prédire le prochain caractère. Par exemple, si tous les caractères
sont équiprobables alors la perplexité est la suivante
PERP(X) 1
V fl- l/IVI
Dans cet example, la perplexité s’interprète comme le nombre des possibilités parmi les
quelles il faut choisir le prochain caractère. En général. la probabilité des caractères n’est
pas uniforme mais l’interprétation de l’exemple précédent reste intuitivement utile. Ainsi.
pour mesurer un modèle de langage, une faible perplexité indiquera la réussite du modèle
à attribuer des probabilités, diminuant le nombre des possibilités parmi lesquelles choisir.
Malgré tout, la perplexité sera toujours une quantité positive et non-nulle. Elle ne tendra
non plus jamais vers zéro, indiquant l’incertitude inhérente dans l’utilisation du langage.
La mesure de performance que l’on utilisera pour rapporter les résultats présentés dans
ce document est la perplexité. Cependant, au lieu d’utiliser la. base 2, on utilisera la base
naturelle e. Ainsi, la perplexité sera. donc calculée de la façon suivante
PERP(X) =
= e_ 10 Qx(wd
où tn(.) est la fonction logarithme naturel et où l’entropie a été définie implicitement avec
la base e.6
‘La base 2 est habituellement utilisée en raison de la propriété que l’information est exprimée en bits.
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1.3 Objectif de la présente recherche
L’objectif de la recherche présentée dans ce mémoire est de développer les méthodes de
modélisation du langage par réseaux de neurones [1], [2], [3]. Ces méthodes sont capables
de bien modéliser l’espace de probabilité qu’on a présenté précédemment, mais souffrent de
leur gourmandise en temps de calcul. On désire donc trouver des méthodes, basées sur les
réseaux de neurones, qui permettent d’améliorer le temps de calcul nécessaire mais tout en
conservant leurs performances de généralisation
1.4 Survol
Le chapitre 2 présente quelques algorithmes de modélisation statistique du langage
existants. On fait un survol des méthodes classiques communément a.ppellées trgra’mmes
et des différentes améliorations que l’on emploie habituellement, notamment, le lissage. On
introduit ensuite quelques notions d ‘apprentissage machine ainsi qu’une description générale
des réseaux de neurones. Les réseaux de neurones seront présentés en termes d’une fonction
pararnétrisée capable d’approximer une fonction F (inconnue) à l’aide d’une série d’exemples.
On présente finalement deux méthodes de modélisation du langage par réseaux de neurones
ainsi que la version parallèle d’une dc ces méthodes. Cela permettra d’introduire la notation
utilisée au chapitre 3 ainsi que les détails des calculs effectués.
Le chapitre 3 présente la méthode nouvelle développée au cours de la présente recherche.
Elle se base sur les méthodes de réseaux de neurones présentées au chapitre 2 et sur Foutil
linguistique l’VordNet. On décrit la décomposition sémantique hiérarchique clui rend possible
l’accélération importante des calculs. On aborde également. la question dle la parallélisation
de l’algorithme et on montre comment la décomposition hiérarchique y apporte une solution
simple.
Le chapitre 4 présente les résultats du modèle de langue proposé dans ce document
et le compare aux autres algorithmes de modélisation utilisés. Les résultats comparatifs
sont effectués sur une base de donnée étalon bien connue, Brown. On explore également les
améliorations futures à apporter au modèle présenté dans ce mémoire.
Chapitre 2
Algorithmes existants
Ce chapitre présente différents algorithmes utilisés en modélisation du langage. L’algo
rithme le plus commun et de loin le plus utilisé est la modélisation par trigrammes. La
section 2.1 donne les détails de cet algorithme. Le reste du chapitre est dédié aux méthode
de modélisation du langage par réseaux de neurones déjà existantes. On débute, à la section
2.2, par une description générale des réseaux de neurones et des notions d’apprentissage ma
chine recfuise pour le reste du document. On décrit en outre l’algorithme de rétropropagation
de l’erreur généralement employé po l’entraînement des réseaux de neurones. La section
2.3 présente deux types de réseaux de neurones employés pour la modélisation du langage.
La description du premier algorithme, NPLM, permettra d’établir les bases nécessaires à
la description du nouvel algorithme présenté au chapitre 3. Le second algorithme présente
une amélioration de NPLM permettant une amélioration du temps de calcul lors de l’en
traînement. Tous ces algorithmes seront ultérieurement comparés à la, méthode présentée au
prochain chapitre.
2.1 Trigrammes simples
Cette section présente la famille de techniques la plus couramment employée en modélisa
tion du langage. Les techniques basées sur les trigrammes (ou plus généralement les n-
grammes) sont relativement simples et peu coûteuses à mettre en oeuvre. Elles performent
également relativement bien sur un large éventail de données de langage. On présente ici
cette technique dans l’optique de s’en servir comme étalon de comparaison avec les méthodes
basées sur les réseaux de neurones développés au cours de la présente recherche.
On désire toujours construire une approximation à la probabilité de l’équation 1.1
P(wl,w2,...,WL)= P(wl)P(w2Iwl)...P(wLwl...wL_l)
L’approximation du trigramme se hase sur l’hypothèse simplificatrice suivante
P(wjwi wj1) P(wIw_2wy)
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C’est-à-dire qu’on approxirne les probabilités conditionnelles en se limitant à des probabi
lités sur des triplets de mots. La probabilité P(wIwj_2wj_y) est ainsi estimée à partir des
fréciuences des triplets présents dans l’ensemble d’entraînement (séquence exemple) de la
façon suivante
P ( Wj —2 w — w)P(wJw1_2wi) =
P(w2wi) (2 1C(a2it1w)
C(w2w_y)
où C(.) est la fonction qui compte les occurences tic triplets et de paires dans la séquence
exemple.
En pratique l’approximation du trigramme souffre d’une déficience majeure. Elle est très
dépendente de l’ensemble cl ‘entraînement utilisé. Ainsi, des ensembles différents procÏuiront
une estimation différente tic la distribution de probabilité que Fon cherche à modéliser. Cela
s’explique par le fait que beaucoup tic triplets tic mots ne se retrouveront pas dans l’en
semble d’entraînement (et auront une probabilité estimée nulle) malgré le fait qu’ils soient
valides. Pour contourner ce problème, on fait appel aux méthodes de lissage qui permettront,
comme le nom l’indique, d’adoucir l’approximation en redistribuant de la masse de probabi
lité dans des régions non couvertes par l’ensemble d’entraînement. Cela permettra de réduire
la variabilité de la modélisation par rapport à l’ensemble d’entraînement.
2.1.1 Méthodes de lissage
Il existe une grande quantité de méthodes de lissage. Le problème que ces méthodes
cherchent h résoudre est le fait que l’ensemble d’entraînement est insuffisant pour cotivnir
la totalité des possibilités de triplets de mots. Par contre, le même ensemble est beaucoup
pins apte à estimer les probabilités potir des paires de mots (que l’on dénomme bigrammes)
et également pour des mots uniques (singletons ou uniqrammes). L’essence de ces méthodes
est alors de combiner l’information (déficiente et bruitée) des trigrammes avec l’information
plus stable des bigrammes et des unigrammes.
Interpolation linéaire
La méthode la plus simple est l’interpolation linéaire entre le trigramme, le bigramme et
l’unigramme (et la distribution uniforme)
:nterpotation(wiwi_2wi_1) = iP(wIw2wji) + 2P(wIwji) + À3P(w) +
où = 1. Le dernier terme correspond à l’assignation d’une masse de probabilité
uniforme sur tons les mots. L’estimation des probabilités se fait sur l’ensemble d’entraînement
et la détermination des paramètres ) se fait sur l’ensemble de validation.
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Lissage de Katz
Le lissage de Katz [111 se base sur la formule de Good-Turing [8]. L’idée maîtresse est
la suivante : si une séquence précise de mots survient une seule fois dans l’ensemble d’en
traînement (une fois parmi plusieurs millions de mots), elle est fort probablement surestimée
pmscfue d’autres séquences de mêmes probabilités auraient pu apparaitre à sa place. La. même
observation est aussi valide, à un moindre degré, pour les séquences apparaissant cieux fois,
et ainsi de suite. Il s’agit donc de corriger à la. baisse les estimés des décomptes de séquences
de mots.
Soit n la quantité représentant le nombre de n-grammes qui se retrouvent r fois dans
l’ensemble d’entraînement. Good a démontré cjue l’on peut corriger la quantité ri par le
facteur suivant
r (r) = (r + 1)
flr
En utilisant r à la place de la fonction C(.) dans le numérateur de Féquation 2.1, on
obtient une nouvelle approximation rIes l)roba,bilités conditionnelles. Sommant sur toutes les
probabilités conditionnelles. on s’aperçoit quil reste un résidu de masse rie probabilité. Ce
résidu est ensuite distribué uniformément sur les événements rares qui ne surviement pas
dans l’ensemble d’entraînement.
Le lissage rie Katz est une fonction de sélection binaire. Dans le cas où le ri-gramme
a été rencontré dans l’ensemble cl’entrainement, on utilise la. probabilité corrigée présentée
précédemment. Dans l’autre cas, on utilise l’information du (n — 1)—gramme normalisé par
une constante
f T* (C(w,2îv_ i u,)) .I si Cw2w1_iW1) > O1_) I \ j
‘ KutzWi LLhi2Wi_l) = -
m(ri’_2’it’_1) X 1iatz(-1-)i Iui.....1) sinon
où ci(.) est un facteur de normalisation permettant aux probabilités de sommer à un.
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2.2 Réseaux de neurones
Les méthodes à base de trigramme sont des modèles simples, relativemellt performants
et peu coûteux. Cependant, leur capacité à modéliser des dépendences complexes est limitée.
Les réseaux de neurones, par contre, sont capables de modéliser des fonctions complexes et
bruitées.
Les réseaux de neurones sont un tics algorithmes disponibles parmi l’éventail des tech
niques offertes par l’apprentissage machine. C’est une technique relativement simple et qui
fonctionne bien pour une grande diversité de problèmes. Les réseaux de neurones représentent
l’approche connexioniste rIe l’intelligence artificielle. Un réseau de neurones est plus facile
ment visualisable par sa topologie, c’est-à-dire la façon de connecter les composantes en
sembles, présentée à la figure 2.1.
Cette section présente tout d’abord une introduction a.u domaine de l’apprentissage ma
chine nécessaire pour la compréhension ries concepts qui sont ultérieurement utilisés. L’ap
prentissage machine est le champ détucie des algorithmes dapprentissage en général. Les
réseaux de neurones sont un des algorithmes d’apprentissage possibles Parmi une vaste pa
noplie. La section 2.2.2 donne une description générale du fonctionnement tics réseaux de
neurones. L’application tics réseaux tIc neurones à la modélisation du langage comme tel est
donnée à la section 2.3.
2.2.1 Apprentissage machine
On se limite dans cette section à présenter, outre le paradigme tic l’apprentissage ma
chine nécessaire à la mise en oeuvre des réseaux tic neurones, leur topologie et leur règle
d’entrainement. Les notions présentées seront réutilisées lors de la présentation des algo
rithmes de motiélisation du langage par réseaux de neurones.
Ensemble de données
Lorsqu’on parle d’apprentissage machine, on réfère au processus de construction d’un
algorithme de décision ou d’approximation à partir de données. Ces données peuvent être
étiquetées ou non. On parle alors d’apprentissage supervisé ou non supervisé respectivement.
Dans le cas de l’apprentissage non supervisé, on dispose d’une série d’exemples correspondant
à des entrées d’une fonction
X= {d’,d2..,&} (2.2)
Dans le cas tie l’apprentissage supervisé, les données disponibles sont des instances d’entrées
d’une fonction ainsi qu’une sortie (ou réponse) désirée (étiquetée). On dispose alors d’une
série d’exemples
X {(d’,t1),(d2,t2),...,(d,t)} (2.3)
où les (di, t) sont les couples (entrée, réponse désirée).
On verra plus loin que la modélisation du langage est un problème d’apprentissage non
supervisé mais pir lequel on peut utiliser des algorithmes supervisés (comme les réseaux
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de neurones) en considérant les données de l’équation 2.2 comme des données du type de
l’équation 2.3.
Règle d’apprentissage
L’objectif est de construire une fonction f prenant en entrée des vecteurs du même type
que les d et de produire des sorties qui apportent de l’information (p) sur la valeur possible
des t. La fonction F est une fonction pararnétrisée
p = F(d,w)
où w réfère aux paramètres’. On dit que p est la prédiction sur l’entrée d.
La règle d’apprentissage est l’algorithme qui permettra de modifier la valeur des pa
ramètres w de façon à améliorer les prédictions de F. En réalité, on cherche à construire
l’approximation d’une fonction généralement inconnue sauf pour l’ensemble de données 2.2
ou 2.3. On appelle le processus de modification des paramètres, le processus d’entraînement.
Le processus d’entraînement est l’application d’un algorithme de correction des poids w et
est lui-même régi par les hyperparamètres 7-L2.
Fonction d’erreur
Étant donné la fonction F ainsi qu’une instance de ses paramètres w, on choisit une
fonction E déterminant une pénalité (ou erreur) sur la réponse fournie par la fonction F sur
une instance d. L’objectif sera alors de minimiser la somme des erreurs de la fonction F sur
l’ensemble complet des données. Une technique simple consiste à minimiser E graduellement
en corrigeant les paramètres w selon le gradient de la fonction d’erreur:3 par rapport à ces
paramètres. Cette teclmique est habituellement appellées descente stochastique de gradient.
Il faut noter que la relation entre d et t est généralement non-déterministe, c’est-à-dire ciue
= cl-’ t = t’.
2.2.2 Fonctionnement des réseaux de neurones
Un réseau de neurones s’identifie naturellement à la fonction paramétrisée F(d. w) présen
tée précédemment. Il s’agit de trouver un algorithme permettant de modifier ses paramètres
w afin d’obtenir une bonne approximation de la fonction désirée. En théorie, les réseaux de
neurones possèdent des propriétés intéressantes. Notamment, en vertu de ce clu’on appelle
généralement le théorème d’approximation universelle, la propriété de pouvoir approximer
‘Aussi appelés poids.
20n distingue les paramètres des hyperparamètres comme suit les paramètres sont généralement choisis
automatiquement par un algorithme alors que les hyperparamètres sont typiquement cl,oisi préalablement
de façon (plus ou moins) intuitive. Par exemple. le nombre d’unités cachées est un hyperparamètre, tout
conine le nombre d’entrées et de sorties.
3E est, comme F. une fonction dépenclente des paramètres w et ainsi dérivable par rapport à ceux-ci.
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toutes fonctions continues aussi précisément ciue désiré. En praticiue. il n’existe pas d’al
gorithmes permettant de modifier les paramètres pour obtenir n’importe quelle fonction. Il
existe cependant un algorithme simple et relativement efficace qui, même s’il ne permet pas
de remplir les promesses du théorème d’approximation, fonctionne généralement bien. C’est
l’algorithme de descente stochastique de gradient, mentionné plus tôt, où le gradient est
obtenu par rétropropagation de l’erreur. On présente cet algorithme dans les prochaines sec
tions. En résumé, on procède successivement sur chacun des exemples (d’, t’) de l’ensemble
d’entraînement à une étape de propagation avant et à une étape de propagation arrière. Ces
étapes successives permettent de calculer le gradient de la fonction d’erreur E dans l’espace
des paramètres w.
Propagation avant
L’étape de propagation avant permet de calculer la prédiction p du réseau de neurones
sur un exemple d présenté en entrée et également de calculer le coût E associé. L’entrée d
présentée au réseau de neurones procède de gauche à droite, de l’entrée à la sortie. Au cours
du passage à travers le réseau, les données sont pondérées une première fois par les poids de
la première couche de paramètres
s bi;j + V;jkdk j = 1, 2
où b sont les biais de la première couche. de dimension 71/JtJ,i. et est la matrice de la
première couche de poids, de dimensions * nhitldei,. nin réfère au nombre cFentrées
du réseau. tandis que dénote le nombre d’unités cachées. Habituellement, le choix de
est déterminé par la nature du problème alors que le nombre d’unités cachées
peut—être choisi. On peut réécrire l’éciuation précédente de façon plus compacte en utilisant
la notation matricielle
s = dTW + b
On applique ensuite une fonction non linéaire, on utilise habituellement la fonction tanh(.)
qui possède des caractéristiques intéressantes (voir [5], [6] et [9]). Il en résulte ce qu’on appelle
le vecteur d’activation a
a = tanh(s) j = 1, 2, 71bidden (2.4)
ou sous la forme matricielle
a = tanh(s)
Le résultat est ensuite pondéré par la seconde couche de paramètres pour obtenir la sortie
brute
= bh;k + Wh;k,lat k 1, 2,. . . , n0tu (2.5)
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FIG. 2.1 Topologie d’un réseau de neurones
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où bh sont les biais de le seconde couche, de dimension n0tt, et ‘Wh est la matrice de la
seconde couche, de dimensions hjdden * outputs. 0n est le nombre de sorties du réseau.
Comme pour nt8, le nombre de sorties nOUS est déterminé par la, nature du problème.
La forme matricielle correspondante est la suivante
o = aTWh + bh
Ensuite, la. sortie brute o est soumise à la fonction de transfert c(’) choisie pour le
problème que l’on désire considérer. Il est possible d’omettre cette fonction tic transfert.
Cependant, il est parfois utile de transformer la sortie brute. Pa.r exemple, si l’on désire
modéliser une distribution de probabilité, il est essentiel que la somme des sorties soit 1.
Pour ce faire, on peut utiliser la fonction softrnax(.)
p softmax(o)
__________
(2.6)
Pc
= e°’
= 1
.
De cette façon. on a bien que p 1. Cela, permet en outre d’interpréter les sorties du
résea.u comme étant les probabilités a posterzor de différentes catégories (représentant, pa.r
exemple, les mots d’un vocabulaire) étant donnée une entrée.
On écrit les équations précédentes de façon pins compacte ainsi
p = softrnar((ta’nÏi(dTW + b))TW1 + b11) (2.7)
La figure 2.1 illustre la. topologie du réseau et l’organisation des différentes composantes
discutées précécleniment.
Enfin, la fonction d’erreur est la fonction qui permet de caractériser les performances du
réseaux de neurones et d’attribuer des modifications aux paramètres. La fonction d’erreur la.
plus simple et la. plus souvent employée est la fonction de perte quadratique
Equadratique(d1,W) = It’ — F(d,w)2
Le rôle de la fonction d’erreur est de contraindre le réseau à produire les sorties désirées. Ce
rôle est rempli en pénalisant de façon appropriée l’écart entre la sortie du réseau et la sortie
désirée.
La fonction d’erreur que l’on utilise pour cette recherche est la fonction EvLL4 qui s’écrit
ENLL(d1,w) = Ï’fl(Pcibte)
où cible est l’indice de la sortie désirée. Cette fonction d’erreur est intimement reliée à
la perplexité présentée au chapitre précétient. Ainsi la minimisation de la fonction d’erreur
ENLL permet, de façon indirecte, de minimiser la perplexité. En effet, si on prend la moyenne
NLL = Neg’ative Log-likelihood
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de l’erreur ENLL sur l’ensemble de données X, cette moyenne est alors reliée à la perplexité
de l’ensemble de données X de la façon suivante
—tn(ptj — in(PERP(X))
Or, la fonction in(•) est une fonction monotone croissante et cette moyenne trouve donc son
minimum au même point que la. perplexité.
Règle d’apprentissage
La règle d’apprentissage du réseau de neurones est relativement simple et intuitive. Elle
procède itérativement mais individuellement sur chacun des exemples de l’ensemble d’en
traînement. L’idée est qu’il faut corriger chacun des paramètres Wt clans la direction inverse
du gradient de l’erreur (calculée pour un exemple donné)
Aw1
_() (2.8)
La mise à jour effective des paramètres s’effectue par l’application numérique de la règle
de dérivation en chaîne sur la fonction d’erreur E. La constante i est un hyperparamètre
(appellée le taux d’apprentissage, learning rate en anglais) permettant de réguler la “vi
tesse” d’apprentissage. Elle détermine l’amplitude du “pas” à parcourir dans la direction
inverse du gradient. En pratique, la constante peut être modifiée en fonction du nombre
clexemples présentés. A chaque itération6. tous les paramètres sont mis à jour avec la valeur
des paramètres de l’itération précédente
Aw,(n) = _(n)(E(dnw(n —
Les paramètres avant la première itération sont initialisés aléatoirement.
Propagation arrière
En pratique, il est possible d’effectuer le calcul des corrections en procédant de la sortie
vers l’entrée. Il n’est donc pas nécessaire de calculer la dérivée partielle 3E/a (pour chaciue
paramètre i) è partir de l’expression explicite de 3E/8w, ma.is certains calculs peuvent être
réutilisés en utilisant les propriétés rie la dérivation en chaîne. C’est à cause rie cette méthode
de calcul, qui procède des sorties aux entrées, qu’on appelle cette règle rétropropagation
de Ï’errenr. Pour illustré le processus de propagation arrière, voici la séquence des calculs
effectués. On calcule tout d’abord le gradient de l’erreur E par rapport à la sortie o
Ou nombre d’itérations.
6Une itération correspond à un exemple.
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pour chaque composante j de la sortie. On calcul ensuite le gradient sur les poids et les biais
de la seconde couche
f 3E f3E’f 60k
3Wh;k,t)
—
3Wii;i.,t
2 9
(0Ef8EN(Ook
1\dbh;k)
—
‘\3bh;k
Avant d’appliquer l’équation 2.8 aux poids et biais de la seconde couche, on doit auparavant
calculer la gradient de l’erreur sur l’activation a
(0E — fltput (0E (OOk
On peut maintenant appliquer Féquation 2.8 modifiant. les valeurs des poids et biais de
la seconde couche. II est important de noter que les calculs précédents réutilisent tous le
gradient OE/Oo initialement calculé.
On propage ensuite le gradient au travers de la fonction d’activation fanh(.)
() = () (1 — a) (2.10)
où le terme (1 a) est l’expression de la dérivée de tanÏi(’) pour l’élément j. On peut
maintenant calculer les gradients sur les poids et biais de la première couche
f 0E f0E( 3s
0Wj.k) — 0s3) 3W.Jk)
9
t3_tt3sj (.11)
3bj;j) as) 8bi;j
Une fois les gradients calculés, il ne reste plus qu’à appliquer l’équation 2.8 de nouveau pour
modifier les valeurs des poids et biais de la première couche. Il faut noter que pour les deux
derniers calculs, seul le gradient OE/Os a été utilisé et qu’on ne fait plus référence aux poids
et biais de la seconde couche.
Entraînement
On appelle l’application de la règle d’apprentissage sur les exemples de l’ensemble d’en
traînement, une époque. L’entraînement se poursuit habituellement pendant un certain nom
bre d’itérations sur l’ensemble d’entraînement (appellées époques). Il est possible (et même
souhaitable) de modifier graduellement à la baisse la valeur de la constante i durant l’en
traînement. L’heuristique choisie dépend du problème mais l’intuition est la suivante. Si ‘îj est
trop grande alors il devient impossible de descendre à l’intérieur d’un minimum local et d’y
rester. A l’inverse, si j est trop petite alors la descente est trop lente. Alors il est judicieux
de débuter l’entraînement avec une valeur de ?j suffisamment grande pour aller rapidement
et de décroître cette valeur régulièrement de façon à pouvoir ultimement atteindre un bon
minimum local.
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2.3 Modélisation par réseaux de neurones
Les sections suivantes présentent successivement les étapes menant au modèle de langage
par réseau de neurones présenté dans [2]. On définit tout d’abord les ensembles de données
de façon à exprimer le problème de modélisation en terme d’apprentissage. On décrit ensuite
l’espace des caractéristicfues qui permet l’entraînement d’un modèle de langage à base de
réseau de neurones. On présente deux implémentations existantes de tels modèles NPLM
et NPLM par échantillonnage. On procèdera également à la description de la version parallèle
de l’algorithme de NPLM (aussi clans [21). Il est important de souligner que la plupart des
détails d’implémentation de l’algorithme de NPLM et de sa version parallèle sont nécessaire
à la compréhension de l’algorithme présenté au chapitre 3.
La section précédente a fait la présentation des notions qui sont nécessaires pour construire
des réseaux de neurones. Ce chapitre donne les détails relatifs i leur utilisation clans le
contexte de la modélisation du langage, c’est-à-dire lorsqu’on désire modéliser la probabilité
suivante
P(wi, w2 WL) P(wi)P(wolwi)
. . .
P(wjwi, . . . ,
où L est le dimension de l’ensemble des mots disponibles. On procède initialement de façon
similaire au trigramme en utilisant une approximation définie par l’hypothèse simplificatrice
suivante
P(wlwi ... w — 1) P(wjwt+i, Wi_t+2 ,....wy) (2.12)
où Ï est la dimension maximale de la fenêtre utilisée porir calculer l’approximation.
2.3.1 Ensembles de données
La modélisation du langage, telle que présentée dans l’introduction, est un problème
d’apprentissage non supervisé. On dispose ainsi d’une séquence de L mots telle que définie
à la section 1.1
X {wi,w2, . .
.
,W},Wj E V
Pour simplifier, on suppose ici que X est l’ensemble d’entraînement.
Pour obtenir, formellement, la série des exemples d’entraînement, il suffit d’imaginer une
fenêtre d’une certaine longueur t se déplaçant dans la séquence par incréments unitaires. On
obtient alors, à l’incrément j. les mots
{w_t+y,...,w_i,wJ
On défini les vecteurs entrées d ainsi
—
{w_j1, . . . , w_2, wjy}
et les vecteurs réponses désirées t de la façon suivante
sik=w
O sinon.
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Les vecteurs t sont des vecteurs de dimension VI, c’est-à-dire le nombre de mots que l’on
considère. La dernière expression signifie simplement que la réponse désirée est un vecteur
dont les composantes sont nulles à l’exception d’une seule. La position k de la composante
non-nulle est l’entier représentant le mot k du vocabulaire ainsi que le mot identifié par w.
On obtient donc une série de u exemples (avec n = L — 1 + 1).
{(d’,t’), (d2,t2).. .. ,(d,t’1)}
Cette série permet clone d’utiliser un algorithme d’apprentissage supervisé pour procéder à
la modélisation du langage en utilisant une séquence de mot pour définir des exemples de
types (entre’e, réponse désiTée).
2.3.2 Espace des caractéristiques
Au lieu tic présenter directement des (identificateurs de) mots en entrée au réseau de
neurones. on associera plutôt ô chaque mot un vecteur de caractéristiques. Cela fait en sorte
tic pouvoir associer le code discret, d’un mot ‘w à des vecteurs tic réels. Soit C’ le vecteur
correspondant au mot u’, chaque vecteur étant tic dimension in. (typiquement m 30). Soit
C(.) la fonction qui prend la donnée d’entrée d, en extrait les mots du contexte (dénoté h)
et retourne la concaténation tics vecteurs caractéristicjues correspondants
C(d) C(h) = C, C(w1t+i, wj_2, . . . , ‘w1)
(9 13)
= C1+1 C C_l+2 C C C
où 1 est la dimension tic la fenêtre se déplaçant et définissant le contexte utilisé pour
tiéterminer la probabilité du mot w17.
L’utilisation tic vecteurs caractéristique est l’élément clé dtui permet ici la mociélisation
du langage en utilisant tics réseaux tic neurones. On procècie au passage des mots de l’entrée
à leurs vecteurs dans l’espace caractéristique pour plnisieurs raisons.
Premièrement, la représentation des mots dans l’espace caractéristique permet d’utiliser
l’idée générale des ensembles de synonymes présentée dans l’introduction. Ii ne s’agit pas
exactement d’utiliser les synonymes, mais plutôt d’identifier des patrons d’usages tic certain
mot. On parle alors du concept de subst’ituabilité où, par exemple, deux mots peuvent être
substitués l’un pour l’autre sans changer le sens d’une phrase. En pratique la. substituabiilté
tic tieux mots n’est pas icientifiée explicitement mais implicitement durant l’apprentissage.
En effet, on s’attend intuitivement à ce que deux mots substituables comportant une fonction
linguistique similaire aient des vecteurs caractéristiques prochent. Ainsi, deux mots substi
tuables génèreront des entrées similaires pour le réseau de neurones et produiront par le
fait même des sorties proches. Cela permet de se détacher du concept de mot pour plutôt
appliquer le processus de décision sur la fonction du mot. Donc, l’apprentissage se faisant
non sur des mots mais sur tics ensembles plus abstraits permet, comme pour l’idée générale
7Les exemples de l’ensemble d’entraînement sont définis par une fenêtre de dimension fixe se déplacant
dans le corpus et choisissant les mots à présenter en entrée aitisi que le mot désiré w1 (pour lexemple j).
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des ensembles de synonymes, de résoudre en partie le problème de la sous-couverture de
l’ensemble d’entraînement.
Deuxièmement, les vecteurs caractéristiques C”a seront “appris” aux cours du processus
d’apprentissage. C’est-à-dire qu’on considère les composantes de ces vecteurs comme faisant
partie des paramètres du réseau de neurones. Ainsi, lors de la rétropropagation de l’erreur, on
appliquera une correction aux vecteurs ayant été utilisés pour générer l’entrée. C’est parce que
les vecteurs caractéristiques sont appris ciu’il n’est pas nécessaire d’identifier explicitement
les fonctions linguistiques des mots puisqu ‘elles seront “découvertes” automatiquement lors
de l’apprentissage. Les vecteurs caractéristiques sont donc un élément important du modèle
de langage qui est appris.
Dernièrement, il est pltis facile d’apprendre une fonction “lisse” si les valeurs d’entrée
sont continues. Ceci permet ainsi de faciliter le processus de descente de gradient.
Tous les modèles basés sur les réseaux de neurones Présentés clans ce document utiliseront
cette représentation clans l’espace caractéristique.
Pour terminer, on écrit maintenant le calcul du vecteur d’activation (voir ccl. 2.4) ainsi
/ Ut
= tardi + Wi.je, 1.2
k=I (2.14)
a = tanÏi (eTW1 + b1)
où e = C(d)8 et V1 est de dimensions jnputs * L’écjuation 2.14 sert à mettre
en évidence le fait cjue contrairement à l’utilisation usuelle d’un réseau de neurone ou un
vecteur d est utilisé en entrée, on utilise maintenant un vecteur e. Ce vecteur e est construit
selon l’entrée du réseau et désigne. selon l’entrée, un sous-ensemble de tout les vecteurs
caractéristiques. Ainsi, comme W1. les vecteurs caractéristiques utilisés pour la construction
de e font partie des paramètres qui seront modifiés durant le processus d’apprentissage.
2.3.3 NPLM
Le NPLM9 [2] est un réseau de neurones capable de modéliser la probabilité de l’équation
2.12. Les cieux étapes cruciales menant au NPLM ont été présentées clans les sections
précédentes. Ainsi, la construction de la section 2.3.1 menant à un ensemble de données
est essentielle à l’application ultérieure de l’algorithme de rétropagation de l’erreur. De plus,
l’utilisation de vecteurs ca.ractéristidlues est nécessa.ire porir l’utilisation de réseaux de neu
rones.
Le modèle de langage NPLM utilise les deux éléments précédents ainsi que les fonctions
de transfert softrnax(.) et d’erreur ENLL définies à la section 2.2.2. Les détails du calcul pour
l’étape de propagation avant sont également tels que présentés antérieurement, c’est-à-dire
8Noter que est redéfini de façon à tenir compte de la nouvette entrée e.
9en anglais Ncnrat Pro babitistzc Language Modet.
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que les sorties sont calculées ainsi
p softrnax((tanh(eTW + + bh) (2.15)
On présente donc seulement les calculs nécessaires pour l’étape de propagation arrière.
Pour l’étape de propagation arrière (bprop), la mise à jour des poids (W1, bh, W, b
et e’°). est effectuée en utilisant le gradient de Ferreur ELL sur les poids. On calcule les
grac1ient de façon iecmsive en commencant par et ,suivi par LI et et
terminant par 0L• Au cours du calcul on garde en mémoire certains calculs intermédiaires
de façon à éviter de refaire plusieurs calculs. On présente tout d’abord les expressions du
gradient de l’erreur par rapport aux différents paramètres. On abordera ensuite la question
du calcul efficace de ces différentes quantités.
On commence par l’expression du gradient pour les sorties brutes
(aENLL
—
(Erii (3pcatc
PO )
—
Pibte) 3û.
/ -1 N
= L ) (Pcibic (lf=le} — Pc)
\ Pbte /
=
— ({k=cibie}
— Pc)
On poursuit pour les poids de la couche cachée par l’application de l’équation 2.9
______
— N taP
______
aWi;c,t) — Ok ) 8Wh:kt
= ( —1 ) (Pcible k=cible} — t)) (ai)Pcbie
= —a(ll=
— 2 16
taENLLN
— tNLLN tapCb1N
(
. )
— pciue) a, ) 8bh.k
/ -1 N /
= L ) L Pcible({k=cib1e} — Pc)\Pcibt/ \
{k=cibie}
— Pk)
Pour les poids de la couche d’entrée, les équations explicites dérivées rie l’équation 2.9
10Le vecteur e est, techniquement, une référence aux vecteurs C de l’équation 2.13. On dénotera
néanmoins les poids des vecteurs C’ directement par e.
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sont les suivantes
(8ENLL
— (3E1vLL P (aPb1 (3oi (8aj 4 0s
0Wi;j,k) — 6Pcibte) 8o1 ) 3aj) 8s) \8Wij,k
/ \ T?pUu
=
—1
(Pciue({t=cib1c} pi)) (Wh;ij) (1 — a) (ek)
PC? bic 1=1
flou tputs
= —(1
— a)ec (f{t=cibte} — Pt)Wh;t.j
1=1 (2.17)
4aENLL
— Ï6ENLL”1 rtuutPuts (aPbl 4Dot 43aj (0sj
Obj;j ) — Ooï ) 8a) s) 8bi;j
fi ou tp uts
= ( —1 (Pctbtc({t=cibtc} — pi)) (wi.) (i —\ Pcibt j 1=1
‘fluutpuis
= —(1
—
(ll{t=cite} — P/)Wh:/j
Les équations explicites pou les poids des vecteurs caractéristiques sont
(aENLL
— (aEN[L f 4 0P1 ‘“ (sot (Dah. (0Sk
3e, )
—
0Pcibtc) t= “ °‘ k=1
put s
= t_— t? hit i=cib/e} — pt) (Wi1t) (i — a) (Wi;j)\Pc?bie / 1=1 “ k=1
floTitputO t? h ,dde,.
= Z ((t=ciue — Pi) Wh:tk(1 — a)Wi;ki)
h ddeu flou ty, ut s
(1
— a)’sÂ7i;k,j (t=cioc}
— Pt)”7’/h;t,k
(2.18)
On substitue finalement les expressions des dérivées partielles dans l’équation 2.8.
Calcul efficace
Tel que mentionné, il n’est pas efficace d’utiliser les équations explicites des dérivées
partielles pour faire les calculs. Le choix judicieux de quantités intermédiaires permet d’éviter
de recalculer les quantités et ainsi d’économiser beaucoup de temps.
On garde tout d’abord en mémoire le calcul suivant clans un vecteur x (de dimension
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t8E1 N t 0Pcj61e
xkt II\. 8Pcible J \ 8O
= ( —1 ) (Pca1e({k=cate} — Pk))Pci bi e
(Pk — {k=cibte})
Avant de modifier les poids Wh et b11, on calcul tout d’abord le gradient y (de dimension
flhidden)
/ \ tpts / \
\‘ t 3Pcibte \ t OOk \ f 8a
=
DPcjjte) 9o ) \8aj)
= (1 — a) XkW1
Les équations 2.16 pOtI les poids V1, et bh se calculent maintenant ainsi
(OENLL N
i VTT j =
U VV h;k,t J
t3ENLLN
s db )
Ces expressions s’expriment naturellement sous forme vectorielle
/8E1VLLN T
ow1, ] X
/DENLLN
)X
Avant de calculer les corrections pour les poids V1 et b, on fait les calculs pour l’équation
2.1$
hidd(ENLL) =
t3ENLLN T
\ 3e j
Finalement, on calcule les équations 2.17 $
/3ENLLN
3Wi;j,) = yek
/ 3ErJLN T) = e
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et
/aENLL N
‘ abi;i j
Ï3ENLL N
L’ordre des calculs présentés ci-haut permet de procéder des sorties du réseau vers les entrées
de façon récursive.
2.3.4 Parallélisation du NPLM
La. parallélisation d’un algorithme nécessite l’analyse des parties d’un calcul qui peuvent
être exécutées mdépenclamrnent. Ii existe peu de problèmes algorithmiques qui peuvent être
décomposés en une série (le sous-problèmes et calculés indépenclemment. En général, les
différents sous-problèmes ont (les dépendances qui doivent être communiquées de façon à
ce que chaque unité tic calcul parallèle fasse le bon calcul. Il s’agit souvent tic reproduire
une partie des calculs sur chacun (les processeurs afin de minimiser la quantité de données à
communiquer. La ciuantité de calculs à reproduire et la quantité de comnnmica,tion à eftctuer
sont comparées pal’ rapport à leur côut en temps et un compromis minimisant le temps total
est trouvé.
Dans la formulation des réseaux de neurones présentée. le calcul des quantités au tra
vers d’un réseau est essentiellement le calcul (le produits matrice—vecteur. Il est possible (le
décomposer ces produits en blocs, tel qu’expliqué à l’annexe A. Ces produits décomposés
peuvent ainsi être calculés sur différentes machines permettant, potentiellement, un gain sur
la vitesse de calcul. Cependant, il est nécessaire tic communicjuer certaines quantités entre
les différentes machines prenant part au calcul. C’est la communication de ces quantités qui
est en générale problématique et qu’il s’agit d’amortir et/ou de minimiser.
Il existe deux possibilités simples pour paralléliser un réseau de neurones. Elles consistent
à décomposer les produits vecteur-matrice selon soit le nombre d’unités cachées hjdd6n (par
tition des matrices et vecteur V1 et Vh et b1) ou le nombre des sorties n01t,1t81’ (partition
des matrice et vectetir Vh et bh).
Exemple
Pour fin d’exemple, on considère le cas où on effectue la décomposition selon le nombre
d’unités cachées. Soit N le nombre de machines disponibles et supposons pour simplifier que
la quantité nhjdder, est un multiple de N. Soit Vt et Vht les sous-matrices de V1 et Wh
pour O < t < N. Ces matrices auront pour dimensions respectives * (?z,dd1,/N) et
(Tihidclen/N) * De même, soit q1t les sous-vecteurs de b1, de dimensions (flhjdden/N).
“Par exemple, en décomposant selon hjdd, on divise les matrices \V1 et Vh selon leur dimension
h,dc1en et on calcule les produits partiels.
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Les sous-matrices et sous-vecteurs s’organisent comme suit
W [Vi’ v2
bi = [q1 qj2 . qIude/JV]
Vh2
Wh=
Vfl,udd/N
Il est essentiel de noter que les matrices et vecteurs W, b et Vh nexiste ici que conceptuel
lement et clu’on ne retrouve que les matrices et vecteurs partiels sur chacun des processeurs.
En d’autres mots, la machine I ne possède en mémoire que les quantités V1. qjt et Vht.
Propagation avant
Pour l’étape de propagation avant, on calcule tout d’abord des activations partielles sur
chacune des machines. Le calcul se fait de la même façon qu’auparavant, mais en utilisant
les matrice et vecteur partiels Vt et qjt
v = tanh(eTV + b)
On poursuit ensuite par le calcul des sorties brutes partielles en utilisant les matrices Vh1.
o1 (vt)TVhl + bh
Jusqu’à ce point, tous les calculs ont été effectués de façon inÏépenclante et simultanée,
sans aucune communication entre les machines. Pour continuer l’étape de propagation avant,
chaque machine doit maintenant communiquer à toutes les autres le résultat de son calcul
des sorties brutes partielles o1. On somme ensuite indépendemment stir chacune des machines
ces résultats partiels pour obtenir la sortie brute usuelle
o
=
01
La sortie finale peut maintenant être obtenue, sur chacune des machines, à partir des sorties
l)rutes. Chaque machine aya.nt une copie identique de la sortie p
p = soJtmax(o)
On calcule finalement la fonction de coût qui sera utilisée par l’étape de propagation
arrière. L’étape de propagation avant est maintenant terminée et toutes les machines possèdent
les mêmes valeurs de sorties.
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Propagatior arrière
Pour l’étape de propagation arrière, on calcule les corrections sur les poids b1 Vht
et bh de manière identique à la section 2.3.3. C’est-à-dire qu’on calcul indépendemment sur
chaque machine un vecteur x permettant rie corriger les poids V111 et b,
X (Pk —
On calcule maintenant un vecteur gradient partiel y1 sur chaque machine
= (1 — (v)2)
et on calcule les corrections sur les poids V11 et b1
(3E1vjj
= xt(vt)T
\ dV1 J
Irrrx
\. Db1 J
Le gradient partiel yt est ensuite communiclué à chacune des autres machines et la somme
calculée
n,1,,, /N
y= yt
La rétropropagation de l’erreur se poursuit avec le calcul «un gradient partiel u1 sur le
vecteur e $
tv / T t
De =(yV1
On calcule ensuite les corrections pour les poids V1t et bt
tDENLLN t TI I=ye
3V )
(OEJVLLN t
5t )—3
Le gradient partiel u est communiqué entre les machines et sommé localement
/N
UI
et les corrections finales sur les poids e sont enfin calculées
/DENLL
I .
\\ De J
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Il est important de noter qu’à la fin de ce calcul, toutes les machines possèdent une copie
identique des vecteurs caractéristiques.
Le cas où on décompose selon le nombre de sorties lvi est essentiellement similaire à
l’exemple présenté ici, à l’exception du moment où les communications sont effectués. En
pratique pour les réseaux présentés jusqu’ici. la décomposition selon le nombre des sorties est
plus performante. Cela s’explique pa.r la moins grande quantité de communications à effectuer
(essentiellement à l’étape de propagation avant). On a plutôt présenté la décomposition selon
le nombre d’unités cachées hj(jdefl puisque c’est celle qtu se révèle la pius efficace pour le
type de réseaux que l’on présente au prochain chapitre.
En pratique, aucune de ces deux méthodes ne fonctionne de façon satisfaisante stir un cl718-
ter avec les réseaux présentés jusqu’à maintenant étant donné la quantité importante de com
munications à effectuer. Cependant sur tics machines à mémoire partagée, la parallélisation
est relativement efficace. Il faut également noter la nécessité de maintenir en synchronisation
les vecteurs caractéristiques sur chacune des machines. En effet, si on ne synchronise pas ces
vecteurs, les sorties brutes partielles ne sont pas le résultat d’une décomposition tin problème
mais ne sont que (les calculs partiels avec des entrées d’fférentcs.
2.3.5 NPLM avec échantillonnage
Soit O un tIcs paramètres du réseau de neurone (O E w) présenté à la section précédente.
On peut réécrire le gradient de l’erreur E par rapport au paramètre O de la façon suivante
(ÛE — alog(prihte)
‘\ao)
/ —1 N t /DOcibte N Pcibte floutpts / a3 N
Pcibte) l° ao )
—
e j (2.19)
(6bte)+
Pi()
La sommation de l’équation précédente est le terme qui représente la plus grande partie
du travail computationnel à effectuer puisqu’elle nécessite le calcul de la fonction de partition
Z
= e° et par le fait même le calcul de toutes les sorties o. Si on remarque que
cette sommation représente une espérance sur la distribution de probabilité effective’2 du
réseau de neurones (dénotée par P), on peut réécrire l’équation originale ainsi
f3EN /3°cibteN)+EP
t2La distribution de probabilité donnée par le réseau de neurones et l’instance des valeurs de ses paramètres
w.
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Si on veut calculer exactement cette espérance, on doit tirer un point pour chaque sortie
(i = 1, 2,.. .
,
Cela se fait en calculant chacune des sorties j de la façon suivante
o = aW + bhj
où a est l’activation et %V est une sous-matrice rie \Vh contenant la. rangée des poids
nécessaires au calcul de o. Il s’agit en effet du même calcul que celui présenté à la section
précédente pour le NPLM. Le calcul des p est aussi nécessaire mais est obtenu directement.
des o de façon peu coûteuse.
L’objectif est donc d’évaluer l’espérance de façon approximative au lieu de la calculer
complètement. On désire donc procéder en ne calculant qu’un sous-ensemble des sorties o.
Or cela implique qu’on doive maintenant avoir une approximation des p (ecf. 2.19) puisque
ces quantités nécessitent normalement le calcul de toutes les sorties o. La méthode retenue
dans [3] et [4] est d’utiliser une méthode d’échantillonnage pondéré (en anglais:znpoTtancc
sarnpÏing voir [16] et [17]) pour estimer les p et rie sélectionner le nombre rie points tirés
de façon adaptative. On présente une courte introduction à léchantillonnage pondéré è la
prochaine section.
Echantillonnage pondéré
Soit P une fonction de probabilité définie sur un ensemble fini X. L’espérance d’une
fonction h(x) évaluée sur P est donnée pa.r
Ep[h(X)] =
xEX
Soit ensuite Q une autre fonction de probabilité et de même support ciue P. On dit que «est
la. distribution ‘ns&’nrnentate.
L’objectif est ici d’introduire une distribution Q pour laquelle il est plus facile de tirer
des échantillons que la distribution originale P. On réécrit l’équation précédente en terme
d’une espérance évaluée sur Q de la façon suivante
P[ )] - () Q()
‘
EQ[Ïl(X)]
En tirant ru points (11,X2 rn) de la diistribution Q, on obtient un estimateur de Ep[h(X)]
Ep[h(X)]
Malheureusement il est encore nécessaire dévaluer la fonction de partition Z lors du calcul
des P(x1).
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Variante (échantillonnage pondéré biaisé)
Soit P(x) f(x) où Z f(x) est la fonction de partition. On peut réécrire Z
sous la forme d’une espérance sous la distribution uniforme U
Z = Eu[Nf(x)] = NEu [f (x)], où N
Si on utilise l’échantillonnage pondéré, on obtient l’équation suivante
Z = NEu[f(x)] = EQ []
Soit {x}1, les points tirés de Q. On estime alors Z par
1f(x)
mQ(x)
et Ep[h(X)] par
Tri
Ep[h(X)]
In
=
i=1
h(XIQ()
1
___
Zm Q()j1 Q(x) i=1
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2.4 WordNet
WordNet est une base de données lexicale compilée manuellement par une équipe de
linguistes, sous la direction de Ceorge A. Miller, de l’université Princeton. La hase de données
consiste en un certain nombre d’ensembles de mots (noms, verbes, adjectifs et adverbes)
appelés synsets et regroupant des elltités lexicalement proches. Les synsets sont des ensemble
de mots synonymes (synonyme-sets) qui regroupent ainsi des mots de sens similaires et
permettant une organisation sémantique des mots du vocabulaire (anglais). On dit alors
cyu’un synset définit implicitement (par ses mots) un concept linguisticue. En d’autres mots,
les sens (synsets) sont identifiés et définis par les mots qu’ils contiennent.
Par exemple, le navigateur WordNct produit les entrées suivantes pour le mot dernons
tration
The noun demonstration lias 5 senses (first 4 from tagged texts)
1. (8) presentation, presentment, demonstration
-- (a show or display;
the act of presenting something to sight or view;
“the presentation of new data”;
“he gave the customer a demonstration”)
2. (5) demonstration
—— (a show of military force or preparedness;
“lie confused the enemy with feints and demonstrations”)
3. (3) demonstration, manifestation
—— (a public display of group feelings (usually of a political nature);
“there were violent demonstrations against the war”)
4. (2) demonstration, monstrance
—— (proof by a process of argument or a series of proposition proving an
asserted conclusion)
5. demonstration, demo
—— (a visual presentation showing how something works;
“the lecture was accompanied by dramatic demonstrations”;
“the lecturer shot off a pistol as a demonstration of the startle
respons&’)
Il existe donc, pour ce mot, 5 sens distincts définis par différents ensembles de mots (conte
nant bien sûr demonstration) et détaillés par le contenu entre parenthèses. Ainsi le premier
sens. défini par l’ensemble de mot {presentation, presentment , demonstration} réfère à un
concept distinct de celui définit par l’ensemble {demonstration, manifestation}.
WordNet permet d’utiliser ces ensembles de mots afin de générer une ontotogie, c’est-à-
dire un arbre de dépendances entre les différents synsets. Une ontologie est créée à partir
du choix de point de vue que l’on choisit. On peut construire l’arbre selon différentes re
lations : hypernymie (ou inversement hyponymie), méronymie ou synonymie (inversement
antonymie). Par exemple, la mise en relation des synsets par la relation d’hypernymie (la
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relation dite “IS-A”) donne ainsi un arbre débutant à un noeud racine, qui définit te sens
le plus général, et allant vers des concepts de plus en plus précis et restreints. De plus, les
synsets de plus haut niveau sont engtobants dans ce sens que pour un synset donné, tons
les synsets de plus bas niveau qui y sont reliés sont des instances (plus précises) du sens
défini par le sy’nset original. En d’autres mots, les synsets de plus bas niveau représentent
des concepts clui sont des sous-ensembles des synsets de plus haut niveau auxquels ils sont
attachés. Par exemple, voici comment s’organise la hiérarchie des sens pour le dernier sens
du mot demonstration, débutant par la racine
ROOT
—— (root concept)
NOUN
—— (noun concept)
abstract ion
—— (a general concept f ormed by extracting common features f rom specific
examples)
relation
—— (an abstraction belonging to or characteristic of two entities or
parts together)
social relation
—— (a relation between living organisms (especially between people))
communication
—— (something that is communicated by or to or between people or groups)
visual communication
—— (communication that relies on vision)
demonstrat ion, demo
-- (a visual presentation showing how something works;
“the lecture was accompanied by dramatic demonstrations”;
“the lecturer shot off a pistol as a demonstration of the startle
response”)
Tout les mots sont représentés sous le noeud ROOT. Le noeud NO UN, enfant de ROOT,
présente déjà un sous-ensemble des mots restreint aux noms du langage. Chaque niveau de
l’arbre représente un sous-ensemble toujours pius restreint et ainsi permet de décrire des sens
de plus en plus précis.
Comme on vient de le voir par l’exemple. une ontologie représente de l’information utile
sur la structure du langage. Dans le prochain chapitre on présente une méthode permet
tant d’utiliser l’information contenue clans une ontologie construite à partir de la relation
d’hypernymie afin d’entraîner un réseau de neurones de type NPLM.
Chapitre 3
Modélisation par réseaux
hiérarchiques
Ce chapitre présente la méthode centrale étudiée dans cette recherche. C’est une méthode
parente des autres approches utilisant des réseaux de neurones. Le but premier de cette
nouvelle méthode est d’utiliser une décomposition sémanticfue afin d’accélérer l’entraînement
et l’opération de test ries NPLMs.
L’idée maitresse est d’utiliser de l’information a priori sur la structure du langage pour
permettre de segmenter le problème de modélisation. On prend ainsi avantage de l’informa
tion linguistique offerte par le logiciel WordATet pour effectuer une décomposition sémantique.
Cette décomposition déterminera en partie la topologie finale du réseau de neurones et
intégrera donc implicitement. de l’information linguistique avant l’entraînement comme tel.
3.1 Décomposition sémantique
On désire toujours modéliser la probabilité
,WL) = P(wi)P(w2Iwi)
. . . P(wtlwi, . . . ,WL_1)
On utilise une approximation similaire à celle du trigramme en définissant l’hypothèse sim
plificatrice suivante
P(wJw1
... — 1) P(rvjIw_t+i,
. . .
, (3.1)
où I est la dimension de la fenêtre utilisée.
Supposons qu’on divise les mots du vocabulaire en dieux ensembles disjoints de mots E1
et E2. de dimensions similaires. On pourrait utiliser un réseau de neurones pour modéliser
les probabilités suivantes
P(EjIwj_k+l, Wi_k+2, . . . ,U)j_), j = 1, 2
Si on continue à diviser ces ensembles récursivement jusqu’à ce que chaque ensemble terminal
ne contiennent qu’un seul mot, on peut construire un arbre binaire incorporant une partition
30
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hiérarchique des mots. Un noeud donné de l’arbre représentera Ull ensemble de mots et
chacun de ses noeuds enfants sera un sous-ensemble disjoint de l’ensemble original. Muni
d’un tel arbre, on peut également construire un réseau de neurones permettant de calculer
la probabilité d’un noeud enfant étant donné les mots d’un contexte. On peut réécrire l’éq.
3.1 ainsi
P(wwjk+l, Wi_k+2, . . ,
=
P(n Wj_k+1, Wi_k+2, . . . , w_1, parent(n))
j EP,
PQÏi)
= [J P(nbt,parent(n))
j E?,
où rq sont des indices référants aux différents noeuds de l’arbre, parent(.) est une fonction
retournant le noeud parent d’un noeud, h est un raccourci de notation pour le contexte
{ . . . ,w_1} et P est le chemin (la liste des noeuds) allant de la racine au
noeud feuille contenant le mot w. On prendra comme convention que P(nolht,parent(no))
P(nolht) = 1 et on négligera ainsi «inclure le noeud racine dans les chemins P.
L’utilisation d’une décomposition sémanticlue permet d’accélérer les calculs de façon im
portante. Pour voir ceci, on note tout d’abord que pour le ATPLM. l’utilisation die la fonction
soJtnai(’) requiert le calcul de Y sorties pour déterminer les probabilités des mots étant
donné un contexte h {Wt_k+1, ‘wi_k+2, . . . , ‘wj_i}. Si on utilise une décomposition avec b
noeuds enfants par noeud parents et qu’on suppose cjue l’arbre est balancé alors on doit
calculer b sorties un total de togb(VJ) fois, où Ïogb(V) est la profondeur d’un arbre balancé
contenant V noeuds. L’accélération est ainsi dans O(tg) par rapport à un NPLM.
L’accélération est alors maximale pour b le plus petit possib e. c’est-à-dire b = 2.
L’oblectif est donc de construire des partitions de l’ensemble origina.l des mots du voca
bulaire qui aient un sens sérnanticlue, c’est-à—dire qui incorpore de l’information sur le sens
des mots. On pourrait imaginer qu’il s’agisse d’un arbre de décision et que chaque noeud de
l’arbre corresponde à une question binaire sur la nature sémantique des mots. Les noeuds
proches de la racine répondant à des questions relativement générales et les noeuds proches
des feuilles répondant à des questions de plus en plus discriminantes. Il n’est évidemment
pas pratique de procéder manuellement et de définir les questions partitionnant les mots.
On aimerait idéalement procéder automatiquement en concevant des questions d’ordre dis
tributionnelles, c’est-à-dire des questions partionnant un ensemble de mots en deux de façon
optimale selon des critères statistiques.
Finalement, si on permet de partitionner les ensembles de façon non-disjointe, il est
possible qu’un mot se retrouve dans plus d’un noeud terminal. Il existe alors plus d’un
chemin menant à un mot et on peut donc réécrire l’équation précédente ainsi
P(wjht) = II P(nh,parent(n))
k JEP,,k (3,2)
=
où Pj.k réfère au kè chemin menant au mot w et P(P.) réfère à la probabilité de ce chemin.
Cela permet de raffiner la décomposition sémantique en permettant aux mots d’avoir plus
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d’un sens. Il faut noter ciue dans le cas ou plusieurs chemins mènent au même mot. il existe
une superposition des chemins dans l’arbre et que plusieurs termes P(nilht,parent(nï)) sont
répétés mais n’ont besoin d’être calculés qu’une seule fois.
3.2 Espace des caractéristiques
La méthode de réseau de neurones hiérarchique utilise la même notion d’espace des
caractéristiques ctue celle décrite à la section 2.3.2 pour les réseaux de neurones ordinaires.
La seule différence est cju’en plus du passage des mots de l’entrée aux vecteurs caractéristiques
on doit également procéder au passage des noeuds n3 à des vecteurs caractéristiques n étant
donné ciue ces derniers font maintenant pa.rtie de l’entrée du réseau de neurones. L’entrée du
réseau devient donc la concaténation des vecteurs caractéristiques des cieux types
e=C1€Pri (3.3)
3.3 Construction - clusterisation WordNet
La construction d’un arbre binaire incorporant une décomposition susceptible d’être uti
lisable et performante est loin (l’être évidente. Une façon simple de faire est de considérer
l’arbre produit par une ontologie WordNe selon la relation cÏ’hypernymie. Cet arbre introduit
naturellement une décomposition hiérarchique (les sens des mots du vocabulaire. Cependant
cet arbre nest pas binaire. En effet, la majorité des noeuds possède plus de deux enfants et
certains autres possèdent plus d’un parent. On présente donc un algorithme permettant la
modification de l’arbre original en un arbre binaire.
Premièrement, comme le montre la figure 3.1, il faut faire un choix dun synset paient
dans le cas où un synset donné en possède plus d’un. Cette étape est effectuée manuellement,
selon les connaissances linguistiques de l’auteur. Il s’agit de déterminer par les sens donnés
par WordNet lequel des parents englobe ou justifie le mieux le sens de l’enfant. Par exemple,
le synset suivant
prosecutor, public prosecutor, prosecuting officer, prosecuting attorney
—— (a government officiai who conducts criminal prosecutions on behaif
of the state)
possède les parents suivants
officiai, functionary
—— (a worker who holds or is invested with an office)
iawyer, attorney
—— (a professional person authorized to practice law; conducts lawsuits
or gives legal advice)
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Le second parent semble le plus approprié puiscu’il fait toujours référence au doma.in judi
ciaire, qui est l’élément important dans cet exemple. Il n’est pas évident de choisir lequel des
parents est le plus approprié. Le prochain exemple est plus difficile
person, individual, someone, somebody, mortal, human, soul
—- (a human being; “there was too much for one person to do’)
possède les parents suivants
organisai, being
—— (a living thing that lias (or can develop) the ability to act or
function independently)
causal agent, cause, causal agency
—- (any entity that causes events to liappen)
Dans cet exemple, le premier parent semble être le sens souhaitable parce qu’un être humain
est toujours un organisme tandis que ce n’est pas nécessairement le cas pour le deuxième
parent. Les exemples montrent qu’il n’est pas toujours facile de choisir le parent le plus
logique.
00 00
o o
FIG. 3.1 Enlèvement des parents multiples.
Deuxièmement, on choisit les sens des mots que l’on veut préserver dans l’arbre. Pour
chaque mots du vocabulaire V il existe plusieurs sens pour chaque mot. Pour chaque sens
répertorié dans la base de donnée Wo’rdNet, on comptabilise des fréquences et on garde
seulement, par exemple, les 5 sens les plus fréquents de chaciue mot. WordNet offre des
fréquences pour un certain nombre de sens de la base de donnée, mais pas pour tous. On
utilise ces fréquences “WordNei” avec les fréquences obtenues directement sur l’ensemble
d’entraînement utilisé1 pour calculer une fréquence pondérée permettant d’ordonner l’im
portance de chacun des sens des mots
frcq(s,w) af(st,w) + (1— )f(w)
où f(s, w) est la fréquence du sens s du mot w retournée par WordNct et f(w) est la
fréquence du mot w calculée à partir de l’ensemble d’entraînement. Dans le cas où WordNet
1Dans ce cas, on n’a que l’information sur la fréquence des mots et non sur la fréquence des sens de chaque
mot.
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n’offre pas d’information pour un sens donné d’un mot, on prend f(s, w) = 0. En pratique
on utilise ci = 0.8
Finalement, il faut s’assurer que chaque synset possède au plus cieux enfants. C’est cette
dernière étape qui recluiert une clusterisation. La clusterisation consiste ici à identifier les
synsets possédant pins de deux enfants et à regrouper les enfants en deux synsets composites.
Ces synsets composites englobent les enfants originaux, de façon à ce que chaque syn set ait
au plus deux enfants. Chaque synset composite a comme enfant les synsets correspondant à
une partie des enfants originaux. On répète la procédure récursivement sur tout l’arbre en
partant de la racine. L’algorithme de clusterisation K-Means est présenté à la section 3.3.4.
/\
FIG. 3.2 — Binarisation de l’arbre hiérarchique.
Avant de décrire les détails tic l’algorithme de clusterisation, on préseite clans les pro
chaines sections les mesures de similarités utilisées pour mesurer la lroxiI;ité entre cieux
mots du vocabulaire et entre deux synsets de l’ontologie.
3.3.1 TF-IDF
TF-IDF2{18] [19] [13] est typiquement employée pour construire un vecteur caractéristique
décrivant le contenu informationnel d’une série de documents. Cette méthode nécessite
préalablement de diviser un texte (ou corpus) en un nombre n de documents. Elle construit
ensuite un vecteur de dimension ni (ni sera la dimension du vocabulaire, i.e. : le nombre
total de mots distincts considérés) pour chacun des n documents. Pour chaque document i
on recueille ensuite les fréquences (le nombre d’occurrences) du mot j et le nombre de
documents contenant le mot j, d. Le vecteur TF-IDF pour le document j aura finalement
la forme suivante
= (Fiiog(n/di), F2tog(n/d9),...
, Fi,n,tOg(/dm))
La pondération par le factor log permet de donner plus d’importance aux mots discriminants,
c’est-à-dire aux mots qui ont tendance à n’apparaître que dans des contextes limités.
2 Term frequency - Inverse Document frequency. Term Freqztency réfère à la fréquence des mots (termes)
alors que Document Frequency dénote le nombre de documents vérifiant la présence d’un mot donné.
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TF-IDF est utile pour faire de la clusterisation de documents. Or. l’objectif est ici de
clusteriser par rapport aux mots. Pour ce faire, nous modifions légèrement la mesure de façon
à produire un vecteur caractéristique (de dimension n, n étant le nombre de documents) pour
chaque mot j d’un vocabulaire de ni mots. Le vecteur pour le mot j aura la forme suivante
m (D1,,D2,,. . .,Dj)
= (Fi,iog(N/Fi,), F2tog(N/F2),..
. ,
où N est la fréquence totale du mot j, c’est-à-dire la somme des fréquences de chacun des
documents
F
Chacjue document défini une dimension du vecteur
De plus, le facteur log permet de garder la comportement original de TF-IDF en pondérant
à la hausse les dimensions qui ont une fréquence relative3 plus élevée. Intuitivement, on
s’attends à ce qu’un document traitant d’un sujet précis expriment non seulement un mot de
façon fréquente, mais également que d’autres mots reliés au même sujet soient aussi utilisés
avec une plus grande fréquence. Il est important de noter que les fréquences individuelles
ne sont las particulièrement significatives. En effet, comme on le verra à la prochaine
section, la. mesure de similarité entre les mots se calcule sur des vecteurs normalisés.
3.3.2 Mesures de similarité entre mots
Le vecteur TF-IDF clui est calculé pour chacun des mots du vocabulaire peut maintenant
être utilisé pour mesurer la similarité entre chacun des mots. La, similarité est définie comme
étant le produit scalaire (ou interne) entre deux vecteurs TF-IDF normalisés
mmk
sim(m,mc) = (3.4)liii I
Une autre mesure de similarité, basée sur la distance euclidienne, est aussi envisageable.
Soit
fl1 1T11
d’St(rn,rnk) =
—
_____
IImjH I1kII
la. distance normalisée entre deux mots. On peut définir la. similarité en terme de la distance
ainsi
1
S’l7n(fl1,flIk) = dist(m, mk)
Dans ce mémoire, on utilisera exclusivement la similarité définie par l’équation 3.4.
3F/N est une fréciuence relative, c’est-à-dire la proportion de tout les mots j exprimée dans le document
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3.3.3 Mesure de similarité entre synsets
L’algorithme de clusterisation (présenté plus bas) ne fait pas la clusterisation sur des
rnot.s individuels mais sur des ensembles de mots (synsets). Pour ce faire, il sera nécessaire
de pouvoir calculer la similarité entre deux ensembles de mots. On calcule donc un vecteur
caractéristique pour chacun des synsets à partir des vecteurs caractéristiques de chacun des
mots présents dans le synset. Le vecteur calculé pour chaque synset aura la même dimension
que les vecteurs de mots (i.e. une dimension de n).
Vk = (VÏ,k, V2,k,. .. ,
où Vi,,, est défini comme suit
V10 medicznjcsyflsetk 1.3
En d’autres mots, chaque composante i du vecteur y0 est la médiane des composantes i
des vecteurs pour les mots associés au synset k. La mesure de similarité entre cieux s:ynsets
s exprime naturellement comme suit
sini (vi.. Vt) = V,,
L’objectif est ici de trouver un cenfre pour chacun clos synsets clans l’espace caractéristique.
La similarité entre synsets s’explique alors intuitivement comme la projection d’un vecteur
caractéristique sur l’autre.
3.3.4 Algorithme K-Mean (pour k 2)
On désire modifier un arbre dont les noeuds sont cies ensembles de mots. Chaque noeud
possède une mesure permettant d’estimer la similarité avec un autre noeud. L’objectif est
de regrouper les noeuds proches de façon à obtenir comme résultat final un arbre binaire.
L’algorithme K-Mean est utilisé sur les synsets possédant plus de deux enfants.
1 begin
2 Initialiser y comme la moyenne des vecteurs des synsets : y = y,,
3 Générer ti’ et y2 à partir de y en ajoutant du bruit : 111 y + e
4 faire Classer les synsets enfants au groupe de moyenne y1 ou y2
(synset k e groupe 1 si szrn(vk, y’) > sm(vk, 2))
5 Recalculer y’ et y2 selon l’appartenance des synsets
6 tant que y’ ou y2 changent
Z Créer enfants composites des synsets regroupés atitour de y1 et y2
$ Remplacer les enfants par les enfants composites
9 end
Algorithme 1: Clusterisation K-Mean
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En utilisant la mesure de similarité entre synsets présentée précédemment, on regroupe
les enfants sous deux synsets composites. En d’autres mots, pour tous les synsets possédant
pius de deux enfants, on remplace ses enfants par deux syrtsets composites. Les enfants
de ces nouveaux synsets seront les enfants originaux. La figure 3.2 illustre le processus de
clusterisation.
L’algorithme K-Mean procède itérativement en mettant à jour deux centres p1 et fL2 et
en utilisant la similarité entre chaque noeud enfant et les centres pour déterminer à quel
centre chaque noeud appartient. Une fois l’algorithme terminé et l’appartenance des enfants
à un des deux centres déterminé, l’arbre est mis à jour en remplaçant les noeuds enfants par
cieux noeuds composites. Chaque noeud composite aura comme enfant les noeuds d’un des
deux centres.
3.4 Détails de l’algorithme
Dans cette section, on présente les équations pour le NPLM hiérarchique. Elles sont sem
blables à celles pour le NPLM présentées à la section 2.3.3, sauf pour quelques modifications.
Pour simplifier la présentation, on assumera que cIeux noeuds ayant le même parent seront
dénotés par des indices successifs, par exemple, rq et de telle sorte que
pfLïeflt(7?J)
= parcnt(n+I)
On note tout d’abord le fait qu’étant donné qu’il s’agit d’un arbre binaire et que les
sorties des réseaux de neurones ont seulement 2 sorties, on aura par la définition de la
fonction softma.r que p 1
— Pj+1. Dans ce cas, on remarque (voir eq. 2.6) que
t ap1
=
p(l
—
p) = (1
— p+i)p+i
001+1
Pour alléger la notation, on abrégera certaines expressions. Tout d’abord, on écrira
P(wIht) ainsi P(w1), prenant pour acquis que le contexte h est implicitement sous-entendu.
Ensuite, on remplacera par p l’expression P(nIht, parent(n)). Finalement, on utilisera la
notation P(Plk) à la place de l’expression FJjCP k P(nIht. parent(n)) pour indiquer expli
citement qu’il s’agit de la probabilité cumulée le long d’un chemin de Farhre.
3.4.1 Propagation avant
On désire tout d’abord calculer la probabilité suivante
P(njh,parent(n)) (3.5)
C’est-à-dire la probabilité d’un noeud sachant son parent et un contexte h. L’entrée e (voir
eq. 3.3) du réseau de neurones est clone maintenant non seulement fonction du contexte h
mais également du noeud parent de n pour lequel 011 veut calculer la probabilité a posteriori
P(n h1, pare’nt(n)).
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Tel que mentionné à la section 3.2, similairement au fait que chaque mots w est associé
à un vecteur caractéristique chaque noeud est également associé à un vecteur
caractéristique flparent(nj) de longueur t(flparent(nj)) = t(code_noeuds)4. L’entrée e est alors
calculée comme étant la concaténation de C(h) C avec flparent(n3).
On calcule la probabilité de l’équation 3.5 de la façon suivante
p(parent(n)) softmax((tanh(eTWi + b))’Wt(parent(n)) + bh(parent(n))) (3.6)
où p(parent(n)) est un vecteur de dimension 2 et Wh(parent(n)) et bh(parent(n)) sont
tics sous-matrice et sous-vecteur de \Vh et obtenus en fonction du noeud n pour lequel on
désire la probabilité5 p. V1, est une matrice de dimension njijdcjen*(nombre total de noeuds)
alors que bh est un vecteur de dimension (nombre totat de noeuds). Il existe donc une colonne
de Vj (Wh(?lk)) et un biais (bh(nk)) pour chaque noeud k.
Le calcul tic eTWj peut maintenant être décomposé en deux parties indépendantes. Tout
d’abord. ou décompose la matrice V1 en cieux sous-matrices
wi []
où W est de mêmes dimensions que la matrice \V1 (le la, section 2.3.2, c’est-à-dire n1,,19 *
‘hiddcn, et la, matrice W est de dimensions t(codeiioeuds) * hiddeii.
Wj est donc la matrice qui est multipliée la concaténation C des vecteurs ca
ractéristiques correspondants aux mots du contexte h. w1 est la matrice qui est multipliée
par le vecteur caractéristique flparcnt(n) du noeud parent(n). Le calcul tic la préactivation
s s’écrit maintenant ainsi
s eTW1 + b
— T * T a.,
— C \V1 + 11pcireriL(ii) VY + i (3.7)
(CW1* + b) + purent(nj)Wi
Le calcul de l’équation 3.6 est donc similaire au calcul de la probabilité pour un NPLM
(voir éq. 2.15). La figure 3.3 illustre la topologie d’un réseau de neurones hiérarchique. Elle
diffère de celle présentée à la section 2.2.2 par le calcul d’une probabilité sur tics noeuds au
lieu de sur des mots.
La quantité P(wIht) implique donc le calcul des probabilités P(’nIht.parent(n)), pour
chaque noeud n apparaissant dans l’équation 3.2. Cependant, lors du calcul tic s, on prend
avantage de la décomposition de l’équation 3.7 et on note que la quantité CWj + b1 n’a
besoin d’être calculée qu’une seule fois pour tout les noeuds. Le calcul de flaTeflt(fl)VjC
doit cependant être effectué pour chaque j c’est-à-dire pour chaque noeud sur le(s)
chemin(s) allant de la racine au mot désiré.
11a longueur des vecteurs caractéristiques des noeuds, t(code.noeids), est typiquement 30.
50n dénote les deux composantes de p(parcnt(nj)) par p et P,+i
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3.4.2 Propagation arrière
Prenant en considération le résultat de la décomposition sémantique (ccl. 3.2), Fexpression
de l’erreur ELj. de l’équation 2.2.2 devient
EATLL = —Ïog(P(wht))
= _tog( fi P(nihtParent(ni)))
k 3E?’,k
t N (3.8)
=—iog fi Pi)
k ieP
= _to(ZP(Pi..))
où w1 est le mot cible. Il faut prendre note cju’une probabilité p peut apparaître plus d’une
fois dans Fexpressiou précédente. soit sous sa forme directe ou soit sous sa forme complément
(i.e. (1-
Soit 1(j) les chemins P, contenant le noeud j (i.e. dont le terme pj apparaît directement
dans l’expression de P(P,k)). Soit 1(j) les chemins Pj,k contenant le noeud frère de j (i.e.
dont le terme (lpi) apparaît directement dans l’expression de P(P1.k)). On peut maintenant
écrire les dérivées partielles de la sortie aux sorties brutes
Fic. 3.3 — Topologie d’un réseau de neurones hiérarchique
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(6ENLLN — (6E” (0p.
603 ))o
—
—‘ faP(w)(0p.
— P(w) 6p ) 6o
=
___
= P(w) ( 6P(P1.t) + OP(P,t) ) - Pi)) (3.9)tI(k)
= P(w)
P(P1)
- tek)
P (pjj}
-
pi))
= ( P(P,i) -tcl(k) 1e(k)
On peut directement remplacer cette dernière expression clans l’équation 2.16 originale.
Par un travail similaire, on obtient les expressions se substituant dans les équations 2.17 et
2.1$. On note au passage le cas “simple” où il n’existe qu’un seul chemin, P(w1) = P(P11)
‘\ 6 ) = _(If — p)
Calcul efficace
Le calcul efficace de la rétropropagation rie l’erretir s’effectue de façon similaire à celui
pour le NLPIvJ présenté à la section 2.3.3. Pour chaque noeud rie l’arbre, on calcul tout
d’abord un vecteur gradient x ainsi
_____N
x
= i j (3.10)
‘\ aoi y
où j dénote chacune des 2 sorties pour chaque noeud. On calcul ensuite un gradient y
Yk =
(6ENLL) () () (3.11)
On poursuit par le calcul des corrections pour les poids de \Vh et b, correspondants au
noeud n (c’est-à-dire la sous-matrice Wh(parerit(n)) et le sous-vecteur bh(pareut(nJ)))
f aT
6Wh(parent(n)))
— X
3 12/ 8ENLL N_
I I—X
\\ dbh tj3arCflt(Ti)) I
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On doit maintenant calculer les corrections sur l’entrée e = n
(8ENLL)
=yTW1
— T W
—y
= yTWi* + yTWc
En pratique on appliquera la correction immédiatement sur les poids des vecteurs caractéris
tiques de noeuds
(ENLL
= yTWic (3.13)
aHi J
où nj est le vecteur caractéristicjue du noeud n (voir eq. 3.3). Cependant. les corrections
sur les poids des vecteurs caractéristiques de mots seront appliquées en dernier lieu. On
accumulera donc clans un vecteur z la somme des vecteurs y de cbaciue noeud. De la même
façon, on appliquera les corrections sur la matrice Vj’ immédiatement, mais on attendra
pour les corrections de Wi et b
/DENLLN T
aw ) = (3.14)
Finalement, lorsque les corrections précédentes ont été effectuées pour chaque noeud, on
utilise le vecteur z des gradients accumulés pour finaliser l’étape de propagation arrière. On
calcul tout d’abord les corrections sur les vecteurs caractéristiques de mots
(8ENLL)
= (3.1.5)
et on termine par les corrections pour la matrice de poids W*
(8ENLL
— CT
NLL
ab1 ) = z
3.5 Parallélisation
Une méthode de parallélisation simple et efficace consiste à distribuer les noeuds des
chemins parmis les M machines disponibles selon leurs profondeurs. Soit prof(n) la pro
fondeur du noeud nj dans l’arbre binaire. Par exemple la profondeur du noeud racine est O
et la profondeur de ses enfants immédiats est 1. Soit m {O,. . . , M — 1} une des machines.
Ainsi la machine ru fera les calculs sur l’ensemble des noeuds suivants
{i I prof(n) rnod M m} (3.17)
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À titre d’exemple, si on suppose qu’il y a un total de M 2 machines et que le calcul
de la propabilité du mot ‘w sachant h implique un seul chemin de profondeur 4, alors selon
l’équation 3.2, on doit calculer
p(wIht) P(n1 h, n0)P(n2(h, ni)P(n:(ht. n2)P(ntIÏit)
Selon l’éciuation 3.17, la machine rn t) calculera les cfuantités P(niht, no) et P(n3IÏlt, n2)
tandis que la machine ru = 1 calculera les quantités P(n2lht, ni) et P(njh, nï).
L’étape rie propagation avant est relativement simple. On calcule l’équation 3.6 pour
chaque noeud assigné à une machine donnée. A la fin de ces calculs, chaque machine possède
les probabilités pour un sous-ensemble des noeuds. Il est finalement nécessaire de communi
quer à chacune des machines les probabilités des noeuds dont elle n’a pas effectué les calculs.
Dans l’exemple, la machine ru = O communicjuera le produit P(niIh, no)P(n3h, n2) à la
machine ru = 1 et cette dernière communiquera le produit P(n2lht, ni)P(n4Iht, ni). En cler—
nier lieu, les probabilités sont multipliée et chaque machine possède finalement la valeur
finale de p(w1lht).
L’étape de propagation arrière est pins complexe. Chaque machine calcule les quantités
ries équations 3.10, 3.11, 3.12 et 3.13 pour chaque noeud n qui lui sont assignés. Il est
important de souligner que les corrections effectués sur les poids des équations précédentes
sont indépenclentes du reste du calcul. En pratique, cela signifie que chaque machine possède
une partition disjointe de ces poids et qu’il n’est jamais nécessaire de les avoir regroupés
sur une seule machine. En d’autres mots, la machine ni, sachant l’ensemble des noeuds pour
lesquels elle doit faire le calcul (à différentes profondeurs de l’arbre), n’a tjesoin que d’un
sous-ensemble des poids de \Vh, bh ainsi que rIes vecteurs caractéristiques de noeuds n1. De
plris ces poids ne sont utilisés par aucune autre machine.
Le reste du calcul ne peut s’effectuer qu’après avoir communidtué la somme ries vecteurs y
ries noeuds de chaque machine. C’est-à-dire ctue chaque machine échange la somme ries vec
teurs y qu’elle a calculé. Chaque machine calcule finalement la somme totale, on la dénotera
y* de tout ces vecteurs. Il est maintenant possible, pour chaciue machine, d’effectuer les
calculs des équations 3.15 et 3.166. Cependant, le calcul de l’équation 3.14 n’est pas possible
étant donné que les quantités n ne sont pas présentent sur toutes les machines. Il est donc
nécessaire de communiquer directement les quantités de chaque noeud. On procède
donc de façon similaire à la méthode employée pour le vecteur y et on échange les sommes
locale de ces quantités entre chacune des machines. En sommant les contributions de chacune
ries machines dans une matrice Z. on peut finalement calculer l’équation 3.14 ainsi
(ÛENLL
_\0WiC
La rétropropagation de l’erreur nécessite la communication, pour chaque exemple, d’une
vecteur y et d’une matrice Z de dimensions respectives hidden et t(code_noenct) * Hhidd. La
611 fatit remarquer que par la définition de z de la section précédente, z est l)ien la somme des y de chaque
noeud, c’est-à-dire y*•
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communication de la matrice Z est potentiellement coûteuse étant donné sa dimension. La
section 3.6 donne une façon de diminuer le temps de communication nécessaire.
En pratique la profondeur maximale de l’arbre sera de l’ordre de cynelques dizaines ( 40)
alors que le nombre de machines disponibles ru sera au plus de 8 ou 16. Même dans le cas
où l’arbre est parfaitement balancé. il existe cependant un déséquilibre sur la charge de
calcul à faire7 pour chacune des machines tel que défini par l’équation 3.17. En utilisant les
valeurs données précédemment (40 comme profondeur maximale et ru = 16), le nombre de
noeuds calculés pour chaque machine est d’an moins [40/16] 2. Cela signifie que 8 des
machines devront faire les calculs pour un noeud de plus que les antres machines. Cependant
ce déséquilibre n’est pas trop important en première analyse et est en réalité inférieur à cause
des calculs locaux réutilisés8 et des communications cfui sont éliminées par le choix du partage
des noeuds.
En pratique, si on utilisait un réseau de neurones NPLM, on paralléliserait (voir section
2.3.4) selon le nombre de sorties, étant donné le grand nombre de sorties. Cela signifie que
chacyne exemple, on devrait communiqué un vecteur gradient y de dimension Ti/jjdden..
Or, si on fait abstraction de la matrice Z. la méthode présentée dans cette section est aussi
efficace que la méthode potir le A’PLiL La prochaine section montre comment on peut
diminuer le côut relié à la communication de Z.
3.6 Approximation
Lorsqu’on utilise l’algorithme sous sa forme parallèle. il n’est pas efficace de communiquer
et d’aggréger à chaque itération la partie du gradient cjui sert à la correction des poids de
Wjc c’est-à-dire Z. La dimension importante de cette matrice rend prohibitif le temps requis
pour la communication. Cependant, le coût computationnel, même en mode séquentiel, peut
aussi être relativement important.
En mode parallèle, une façon efficace de procéder est d’accumuler localement les Z sur
chaque machine ru pendant un certain nombre d’exemples et de les échanger périodicuement
au lieu de le faire pour chaque exemple. Cela permet d’amortir le coût de la communication
sur plusieurs exemples. En mode séquentiel, il suffit d’accumuler les gradients y et d’appliquer
la correction sur les poids Wj périodiquement. Dans les deux cas cependant, cela introduit
une modification potentiellement importante par rapport au fonctionnement habituel de
l’algorithme de rétropropagation.
Pour tout les calculs parallel effectués, l’approximation décrite dans cette section à été
utilisée en communiquant les matrices Z à intervals de 4000 exemples. En mode séquentiel,
l’approximation consiste à accumuler les gradients de ‘4V dans la matrice Z et d’appliquer
les corrections à intervals de 4000 exemples. Comme on le verra au prochain chapitre, l’ap
proximation n’affecte pas à outrance les performances en généralisation de l’algorithme.
7Le calcul de la probabilité pour chacun des noeuds datis le chemin de l’arbre.
8Le calcul de C[W” peut—être réutilisé tel que mentionné précédemment.
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3.7 Mixture
Cette section présente une amélioration à l’algorithme de réseau hiérarchique. La méthode
est relativement simple, apporte une amélioration des performances de généralisation appré
ciable et ne vient pas pénaliser le temps de calcul de l’algorithme original. C’est donc, d’une
certaine façon, une amélioration ‘gratuite”.
L’objectif est toujours de modéliser la probabilité P(wjh). On a déjà présenté quelques
méthodes permettant de modéliser cette probabilité. L’idée est ici de combiner deux méthodes
afin d’améliorer les performances. On combinera deux modèles (lui seront, dans le cas présenté
ici, le modèle par trigrammes et le modèle par réseau de neurones hiérarchique. L’expression
pour la probabilité que l’on désire modéliser devient la suivante
P(wht) = oPVAT(wjlht) + (1
— c)PTQIht)
où PNN et PT réfère aux probabilités telles que modélisées, respectivement, par réseau de neu
rones hiérarchique et par trigrammes. Pour le modèle présenté ici, on assume que le modèle
pour PT est déjà entraîné (il restera statique) et qu’on désire procéder à l’entraînement du
réseau de neurones.
3.7.1 Intégration à l’entraînement
Il est également possible d’utiliser une mixture clui modifie la fonction derreur employée
lors de l’entrainement. La. mixture des deux modèles permettra alors (le modifier légèrement
l’expression du gradient de l’erreur sur les paramètres du réseau de neurones. Ainsi, l’expres
sion de l’erreur E pour un exemple donné s’exprime maintenant comme suit
E —iog{n’PIvN(wh) + (1
—
Pour faire le pont avec les expressions de la section 2.3.3, on écrira plutôt
E —tog{pjte + (1 n)PT(wIh)}
On procédera comme auparavant afin d’obtenir, par dérivation en chaîne, l’expression
Par les équations présentées à la section 2.3.3, on possède déjà les expressions pour
On procède rapidement en développant ainsi
f 8E — f dE f 0Pib1e
a5) —
— f__—n__‘ f 8Pcible
- P(wIh)) awi
Dans l’implémentation de l’algorithme de réseaux de neurones, il ne s’agit que de modifier
la quantité du gradient de l’erreur par rapport aux paramètres par le facteur indiqué dans
l’équation précédente.
Chapitre 4
Expérimentations et résultats
Ce chapitre présente les différentes expérimentations ayant trait à l’algorithme de NPLM
hiérarchique présenté au chapitre 3. On présente des comparaisons entre les autres algo
rithmes comme les trzg’rarnrnes et les autres types de méthodes basées sur les réseaux de
neurones. Les résultats comparatifs ont été effectués à cieux niveaux. On mesure tout d’abord
la performance au niveau du temps de calcul des différents algorithmes. On évalue ensuite la
capacité de généralisation des NPLM hiérarchiques par rapport aux autres méthodes. C’est-
à-dire qu’on évalue comparativement la qualité des solutions obtenues avec les différentes
méthodes. Ces deux types de comparaisons permettront de vérifier l’objectif initiai de la
recherche qui était d’accélérer les méthodes à base de réseau de neurones tout en maintenant
les performances de généralisations. Toutes les expériences comparatives utilisent la base de
données Brown.
On présente également les résultats de l’entraînement de NPLM hiérarchiques sur la base
de données AFNews. Cette base de données étant beaucoup plus volumineuse que B’rown et
étant difficile à utiliser avec les autres méthodes à base de réseau de neurones.
La prochaine section fait tout d’abord la description des bases de données utilisées aux
cours des expérimentations présentées dans ce chapitre.
4.1 Bases de données
Deux bases de données ont été utilisées au cours de la présente recherche. La première,
Brown, est un corpus comprenant 1 105 515 mots. Le vocabulaire utilisé a été défini comme
étant les 10 000 mots ayant les plus grandes fréquences. Ce corpus a été segmenté en trois
sous-ensembles : les ensembles d’entraînement, de validation et de test. Les dimensions res
pectives de ces sous-ensembles sont présentées au tableau 4.1. Le corpus Brown est l’étalon
standard généralement utilisé en modélisation du langage pour comparer les différents algo
rithmes.
La base de données APNews est constituée des articles de l’Associated Press parus pour
l’année 1996. Pour cette raison, on dénote ce corpus par AP96. Ici également, on a utilisé
comme vocabulaire les 10 000 mots les plus fréquents apparaissant dans le corpus. AP96
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Ensemble Nombre de mots
Entraînement 900 000
Validation 100 000
Test 10.5 515
Total 1 105 515
TAB. 4.1 — Dimensions des ensembles de données pour la base de données Brown.
est constituée de 2 220 177 mots. Ce corpus a également été divisé pour constituer les trois
sous-ensembles habituels. Le tableau 4.2 présente les dimensions de ces ensembles.
Ensemble
Entraînement
Validation
TAB. 1.2 — Dimensions des ensembles de données pour la base de données AP96.
4.2 Nomenclature
On réfère aux différents algorithmes par les étiquettes suivantes
NPLM
ContD’ivNPLM
Symb CondHier
$ymb CondHier-approx
Symb CondHier-mix
Algorithme original à hase de réseau de neurones
Algorithme NPLM avec échantillonnage
Algorithme NPLM hiérarchiciue
Algorithme NPLM hiérarchique utilisant l’approximation
de la section 3.6.
Algorithme NPLM hiérarchique avec mixture trigramme
Pour la version parallèle de l’algorithme SymbCondHier on utilise l’approximation de
la section 3.6, c’est-à-dire SymbCondHier-approx. Cela fera. en sorte que les résultats de la
version parallèle pour un seul processeur seront plus rapide cjue ceux de la. version séquentielle.
Pour l’algorithme $ymbCondHier-mix on utilise la mixture simple avec une valeur de 0.72
pour
Nombre de mots
1 776 141
222 017
Test 222 019
Total 2 220 177
‘à moins qu’il en soit mentionné autrement
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4.3 Résultats comparatifs
Cette section présente les résultats comparatifs entre les différents algorithmes de modéli
sation du langage. Pour procéder à cette comparaison, on a utilisé la base de données Brown
sur un vocabulaire de 10 000 mots. Les prochaines sections présentent les différents points
de comparaisons entre les algorithmes.
4.3.1 Performance computationnelle
Cette section compare les temps de calcul des différents algorithmes à hase de réseau
de neurones. On utilise la même base de données (Brown) avec la même dimension de
vocabulaire (jV 10 000 mots) pour tous les algorithmes. On compare les temps pour
l’apprentissage (c’est-à-dire l’entraînement) comme tel mais également pour la mesure de
performance (l’opération de test) sur l’ensemble de validation et de test. Les résultats sont
présentés selon deux mesures : le temps pour une époque2 ainsi que le temps sur un seul
exemple.
Comme on le mentionnera à la section 4.3.3, les résultats présentés ne sont pas immédiate
ment indicatifs de l’efficacité. Par exemple, il est fort possible qu’un algorithme prenne moins
de temps pour apprendre pendant une époque mais qu’il prenne plus de temps au totat pour
arriver aux mêmes performances de généralisation. Cependant, ces résultats fournissent une
caractérisation des différents réseaux qui sera réutilisée plus tard.
Temps par Temps par $peedup
Type de réseau époque (s) exemple (ms)
NPLM 416 300 462.607 1.00
ContDivNPLM 6 062 6.735 68.69
SyrnbCondHier 1 609 1.788 258.73
SymbCondHier-approx 1 270 1.412 327.63
TAB. 4.3 — Temps d’entraînement pour les algorithmes à base de réseau de neurones
Comme le montre le tableau 4.3, l’accélération du temps d’entraînement (pour un exemple)
de l’algorithme hiérarchique (Symb CondHie’r) est substantiel. L’algorithme ContDivNPLM
performe également très bien. Ainsi, la stratégie du ContDivNPLM de calculer seulement un
sous-ensemble des sorties (de l’ordre de 100) afin d’évaluer le gradient permet des économies
de temps substantielles. Cependant, même comparativement à l’algorithme ContDivNPLM,
le SymbCondHier est 3.7 fois plus rapide et le $ymbCondHier-approx 4.7 fois. Les résultats
viennent en outre confirmer le temps de calcul nécessaire à la correction des poids de la
matrice WC de l’algorithme $yrnbCondHier et de l’économie apportée par l’approximation
Symb CondHier-approx.
2L’application de la règle de rétropropagation sur totis les exemples de l’ensemble d’entraînement.
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Le tableau 4.4 présente les temps d’entraînement pour la version parallèle de l’algorithme:
$ymbCondHier-approx. Les résultats montrent à quel point la parallélisation est efficace. Il
faut mentionner que la parallélisation de NPLM est à toutes fins impraticable. En effet, pour
plus de deux processeurs, le temps de communication devient trop élevé et aucune économie
de temps n’est possible3. Le SyrnbCondHicT permet donc d’utiliser un parc rie machines rie
façon efficace, ce qui n’était auparavant pas possible avec ïalgorithme NPLM.
Nombre rIe Temps par Temps par $peedup
processeurs époque (s) exemple (ms)
1 1 270 1.412 1.00
2 715 0.794 1.78
4 461 0.512 2.76
8 362 0.402 3.51
TAB. 1.4
— Temps d’entrainernent pour l’algorithme parallélisé SyrnbCondfher-ci.pjro.v
Le tableau 4.5 présente la comparaison des temps de test pour les différents algorithmes
à base de réseau (le neurones. Le temps de test est le temps nécessaire pour calculer la
fonction de coût sur un ensemÏle de données. Contrairement à l’entraînement, le calcul pour
l’opération de test peut se faire de façon totalement indépenclente pour chaque exemple.
Type de réseau
Nombre de Syrn.bCondHie’r
processeurs NPLM Con tDuiNPLM $ymb CondHzer approx
1 270.702 (1.00) 221.297 (1.22) 1.438 (188.2.5) 0.786 (341.10)
2 271.270 (0.99) 111.568 (2.13) 0.806 (335.86) 0.357 (758.27)
4 86.199 (3.14) 55.978 (4.84)
- 0.179 (1512.30)
8 38.741 (6.99) 28.473 (9.51) 0.189 (1432.29) 0.103 (2628.17)
TAB. 4.5 Temps de test (ms) et (speedup) par exemple pour les algorithmes à base de
réseau de neurones
Les résultats montrent que l’accélération pour le SyrnbCondHier est encore très impor
tante, près de 200 fois plus rapide que l’algorithme NPLM et près de 350 fois plus rapide pour
le SymbCondHier-a.pprox. Même comparé à l’algorithme ContDivNPLM, l’accélération du
SyrnbCondHier est plus de 150 fois plus rapide sur un seul processeur et celle du Symb Coud
Hier-approx plus de 280 fois plus rapide. Ce gain par rapport aux temps rie test de ces deux
algorithmes est phénoménal et s’explique principalement par le fait que le calcul est parti
culièrement économique dans le cas du SymbCondHier (et du $yrnbCondHier-approx). En
effet, la fonction de coût employée, ne nécessitant que la valeur PciOe pour chaque exemple,
3La version parallèle du NPLM est cependant relativement performante sur des machines à mémoire
partagée
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permet de limiter le calcul à la seule sortie nécessaire, c’est-à-dire au seul(s) chemin(s) de
l’arbre menant au mot cible. Cette économie n’est pas possible pour les autres algorithmes
qui nécessitent le calcul de toutes les sorties.
4.3.2 Généralisation
La précédente section à présenté le temps de calcul des algorithmes sur la base du temps
de calcul par exemple (ou par époque). Cette section présente les résultats comparatifs dans
le cadre de l’erreur de généralisation, c’est-à-dire les mesures de performances sur l’ensemble
de test. A priori ce sont ces résultats qui sont d’intérêt premier puisqu’ils permettent de
déterminer quels sont les algorithmes qui modélisent le mieux l’espace de probabilités que
l’on cherche à approximer.
Nombre
Algorithme Validation Test d’époques
Trigramme 299.463 268.753
-
NPLM 213.159 195.257 18
ConÉDivNPLM 209.439 192.571 15
SyrnbCondHier 241.636 220.767 51
SymbCondHier-approx 241.488 220.960 42
Syrn,bCondHier-’rnix 221.218 201.916 38
TAn. 4.6 — Erreur de généralisation (NLL) sur les ensembles de validation et de test pour
IVI = 10000
Le tableau 4.6 montre en premier lieu à quel point les méthodes à base de réseaux de neu
rones sont supérieures à l’algorithme par trigramme. Les algorithmes NPLM et Con,tDivN
PLM sont les plus performants. L’algorithme $ymbCondHier se compare tout de même bien
par rapport à ces deux méthodes. En outre, on remarque que l’approximation $y’rnbCondHicr
approx performe aussi bien que la version originale. Finalement, les résultats pour le réseau
SymbCondHier-mix montre comment il est possible d’améliorer légèrement les performances
par l’utilisation d’une mixture. Il est important de noter, cependant, que l’utilisation d’une
mixture est aussi possible pour les réseaux NPLM et ContDivNPLM.
4.3.3 Efficacité
Dans cette section, on termine la comparaison entre les différents algorithmes à base
de réseau de neurones. On regarde les performances sur l’ensemble de test en fonction du
temps d’entraînement nécessaire pour atteindre un certain niveau. En d’autres mots, on
compare les vitesses d’apprentissages, c’est-à-dire les performances de test en fonction du
temps d’apprentissage.
Le tableau 4.7 montre les temps de calculs pour atteindre la convergence des algorithmes.
Ces résultats montre l’efficacité des algorithmes ContDivNPLM et SymbCondHier (et ses
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dérivés). Cependant, compte tenu des résultats de la dernière section sur la capacité de
généralisation de $yrnbCondHieT-approx, cet algorithme est particulièrement avantageux,
étant non seulement le pius rapide mais d’un facteur de 1.7 par rapport à ContDivNPLM.
L ‘algorithme Symb CondHier-mix est pratiquement aussi rapide que Symb CondHier, justi
fiant en praticlue l’utilisation d’une mixture avec trigramme. Il est important de mentionner
que la mixture de $ymbCondHier-mix n’utilise pas un $yrnbCondHieT-approx. Il est donc
possible de profiter de l’amélioration en généralisation de la mixture et de profiter du gain
en vitesse de l’approximation.
Nombre Temps total
Type de réseau Erreur de test d’époques (m) $peeclup
NPLM 196.0393 16 97 422.65 1.00
ContDivNPLM 192.571 15 1 515.50 62.28
$ymbCondHier 220.767 51 1 367.66 71.23
Syrnb CondHicr-approx 220.960 42 890.06 109.45
SymbCondHie’r-rnix 201.916 38 1 427.77 68.23
TAB. 4.7
— Temps de calcul afin d’atteindre l’optimal pour les algorithmes à base de réseau
de neurones
Le tableau 4.8 montre tout d’abord ciue l’algorithme parallélisé est particulièrement
stable, atteignant virtuellement le même point de convergence, inclépendemment du nombre
de processeurs utilisés. Il est donc envisageable de minimiser le temps total de calcul (d’en
traîner le plus rapidement possible) au dépend de Fefficacité et de maintenir les mêmes
performances que l’algorithme séciuentiel.
Nombre de Nombre Temps total
processeurs Erreur de test d’épocues (m) $peedup
1 220.960 42 890.06 1.00
2 219.727 42 500.91 1.78
4 219.727 42 325.37 2.74
8 219.727 42 257.20 3.46
TAB. 4.8
— Temps de calcul afin d’atteindre l’optimal pour l’algorithme SyrnbCondHier
approx parallèle
La figure 4.1 compare l’évolution de l’erreur de test en fonction du temps pour les algo
rithmes ContDivNPLM et SyrnbCondHier. On voit ainsi la vitesse d’apprentissage supérieure
des modèles SyrnbCondHier par rapport au ContDivNPLM. Les courbes brown_symbcondhier
efficiency et b’rownsyrnbcondhier_lprocs..xfficiency montre en outre la différence de vitesse
entre, respectivement, Symb CondHier et Symb Condffier-approx.
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Erreur de TEST vs temps (secondes)
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FIG. 4.1
—
Comparaisons de l’erreur (NLL) en fonction du temps d’entraînement (s).
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4.4 Résultats APNews
Cette section présente les résultats obtenus par l’algorithme de NPLM hiérarchique sur
la base de données APNews. Pour l’algorithme SymbCondHier-rnix, une valeur de 0.5 à été
utilisée pour c.
Nombre
Algorithme Validation Test d’époques
Trigramme 50.151 47.031 -
SyrnbCondHier 60.060 56.797 33
$yrnbCondHier-mix 48.208 46.081 82
TAB. 4.9 — Erreur de généralisation sur les ensembles de validation et de test pour JV 10000
Le tableau 4.9 présente les résultats pour la hase de données APNeuis. Les performances
de l’algorithme NPLM hiérarchique sont décevants. En effet, la perplexité est supérieure à
celle obtenue pour le modèle trigramme. Compte tenu du coût additionnel en temps de calcul
de l’algorithme NPLM hiérarchique, il est difficile de justifier l’utilisation d’une méthode à
base de réseaux de neurones comme le NPLM hiérarchique. Cependant, l’algorithme NPLM
‘rrnx permet d’obtenir une performance légèrement meilleure que le trigramme. Il faut noter
que cet algorithme est une mixture utilisant le modèle trigramme. Cela indique comment
l’utilisation de deux modèles différents permet d’obtenir de meilleurs résultats combinés.
4.5 Discussion
Les résultats des sections précédentes montrent tout d’abord comment les méthodes à
hase de réseaux de neurones sont généralement supérieures à la méthode classique de tri
gramme. Cependant la performance accrue se fait au dépend du temps de calcul nécessaire
pour obtenir une bonne solution. Le modèle originel NPLM de la section 2.3.3 souffre par
ticulièrement de cette gourmandise computationnelle. Le modèle ContDivNPLM de la sec
tion 2.3.5 et le nouveau modèle présenté au chapitre 3 ont été proposé pour résoudre ce
problème computationnel. Les résultats des sections précédentes montrent clans quelle me
sure ils réussissent.
Le modèle de NPLM par échantillonnage est particulièrement performant en termes de
généralisation et de rapidité de calcul. Cependant, ce réseau ne résoud qu’une partie du
problème computationnel, c’est-à-dire l’entraînement. L’étape de test est presqu’aussi lente
que pour le modèle NPLM, comme le montre les résultats du tableau 4.5. Le modèle Sy’mb
CondHier est le plus rapide de toutes les méthodes à base de neurones. Il n’est cependant
pas le plus performant, mais les performances sont raisonnables. De plus, ce modèle vient
résoudre le problème du temps de calcul de l’étape de test.
Il est important de souligner que les résultats présentés ont été obtenus sur un vocabulaire
de dimension IV = 10000. On considère généralement des vocabulaires de plus grande taille,
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typiquement 20000, 30000 ou même 50000. Le modèle NPLM est inutilisable dans un tel
contexte. Le modèle NPLM par échantillonnage sera probablement beaucoup plus rapide
que le NPLM pour l’entraînement. L’avantage computationnel du NPLM hiérarchique vient
du fait qu’il exploite une décomposition hiérarchique. Cela permet d’augmenter le nombre
de sorties tout en ayant une augmentation du temps de calcul suh-linéaire.
En théorie, l’algorithme NPLM hiérarchique se comporte bien, au point de vue du temps
de calcul, pour de larges vocabulaires, IV > 50000. Tout d’abord, on sait que le nombre de
noeuds de l’arbre binaire augmente linéairement en fonction du nombre de sorties (= V),
mais ciue la profondeur seulemenent logarithmiquement. A titre d’exemple, pour un arbre
balancé de n = 10000 feuilles, ou a un total de 271 — 1 19999 noeuds et une profondeur
moyenne de log2(l0000) 13. Pour un vocabulaire de 50000 mots, on a soudainement
un total de 99999 noeuds et une Profondeur moyenne de 16. La. profondeur de l’arbre
est indica.trice du temps de calcul nécessaire lors (le l’entraînement pmsquil vaut faire les
calculs po’ir les noeuds clans le chemin menant à un mot. Pour un vocabulaire de 50000
mots, on donc peut s’attendre à une augmentation du temps de calcul d’un facteur inférieur
à 16/13 1.23, ce qui est exceptionnel.
4.5.1 Directions futures
Cette section explore différentes possibilités qui pourraient permettrent d’améliorer le
modèle de NPLM hiérarchique.
Espace caractéristique des noeuds
Comme l’on montré les résultats, l’approximation du NPLM hiérarchique est aussi per
formante en géuéralisation que la version complète. De plus. les noeuds sont inclépenclents
l’un de l’autre et l’utilisation d’une matrice W partagée par tout les noeuds ne semble
pas justifiée. Il semble donc possible d’éliminer complètement cette matrice et les vecteurs
caractéristiques de noeuds et de les remplacer par des vecteurs de préactivation pour chaque
noeud. Ainsi, au lieu d’apprendre les poids des vecteurs caractéristiques de noeuds et de la
matrice Wjc, on apprendrait des biais sur les vecteurs de preactivation. Cette modification
permet de calculer la préactivation ainsi
s + b + Cpare.n(nj)
où cparen) est le vecteur associé au noeud parent(n). Cela permet, autant pour Ï’algo
rithme séquentiel que pour sa version parallèle, de réduire le temps nécessaire pour faire les
calculs de la propagation avant ainsi que le temps pour la propagation arrière.
Reconnaissance
L’algorithme de NPLM hiérarchique est performant pour l’entraînement ainsi que pour
l’opération de test. Cependant, l’utilisation du réseau afin de prédire des probabilités n’a pas
été discutée. Pour les autres méthodes à hase de réseaux de neurones, l’opération de test est
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identique à l’opération de reconnaissance. Cela est du au fait qu’on doit faire les calculs pour
toutes les sorties. L’opération de test du iVPLM hiérarchique prend avantage du fait que la
fonction de coût (la perplexité) ne dépend que d’une seule sortie pour minimiser le calcul à
faire. Cependant, lorsqu’il faut prédire les sorties ou lorsqu’il faut trouver la meilleure sortie,
il n’est pas efficace de calculer toutes les sorties. La raison est que pour n sorties, il y a 2n — 1
noeuds pour lesquels il faut faire le calcul. En pratique, on désire rarement obtenir des valeurs
pour toutes les sorties. Par exemple, on peut être intéressé à obtenir les N meilleures sorties
ou simplement obtenir les sorties ayant une probabilité plus grande clu’un seuil donné.
- t])
(1-)(1-À) < (Ï-,\)
Fic. 4.2
— Propriétés des noeuds
Lorsqu’on ne désire pas calculer toutes les sorties, la décomposition hiérarchictue permet
de calculer les meilleures sorties de façon relativement efficace. En effet. le réseau hiérarchique
possède deux propriétés essentielles. La première indique que. pour un noeud donné. la pro
babilité de ses enfants somme à 1. La seconde indique que la somme de toutes les probabilités
des noeuds feuilles somme à 1. Cela permet détabliu un plafond sur la valeur maximale des
probabilités des noeuds feuilles dun sous—arbre.
Par exemple, pour un noeud cionné rq, si on u p(71iht, pareit(n)) — \, on sait que la
probabilité du noeud frère de n à une probabilité 1 — ,\. De plus, on sait cjue la probabilité
de tous les noeuds feuilles descendants de n à une probabilité inférieure ou égale à ). La
figure 4.2 illustre les propriétés associées au calcul des noeuds de l’arbre.
Si on veut obtenir les valeurs des N meilleures sorties, il est donc possible de faire les
calculs pour une petite partie de tout les noeuds. Il s’agit d’un algorithme gourmand qui
explore l’arbre en favorisant les branches les plus prometteuses. L’algorithme 2 présente les
étapes pour calculer de façon efficace les N meilleures sorties.
JL(1
— ) (1
—
CHAPITRE 4. EXPÉRIMENTATIONS ET RÉSULTATS 55
1 begin
2 Créer une liste ordonnée vide Lchemins, contenant des couples (probabilité, noe’ud).
3 Créer une liste ordonnée vide Lfeujttes, contenant des couples (probalnlzté, noeud).
6 tant que (ILjeujttesl < N) et (Lfenittes[N].probabitité < Lci,emins[1].probabitité)
7 PTparerit = Lchemins [1]. probabilité
8 noeudparent Lci,emins [1]. noeud.
9 Retirer le premier élément de Lci,ernins
10 Calculer les probabilités prob pour les noeuds enfants de
11 pour chaque noeud enfant noeud de Lchemins[1].noeud
12 si noeud est une feuille
13 insérer (probparen,t * prob, noeud) dans Lfeuittes
14 sinon
15 insérer (pObparet * prob, nocnd) dans Leitemins
16 Retourner les N premières valeures de L1tt5.
17 end
Algorithme 2 Calcul des N meilleures sorties
Sens multiples
La base de données WordNct, dont on se sert pour la clusterisation, offre plus d’un sens
pour la plupart des mots du vocabulaire. Cependant, pour l’algorithme de clusterisation
ctii a été employé on s’est limité à utiliser le sens le plus fréciuent de chacjue mot. Cela
fait en sorte que, lors de l’entraînement, la correction produite pour un mot w4 pour lequel
le sens n’est pas celui qui a été utilisé pour la clusterisation ne produira pas l’effet voulu.
A titre d’illustration, soit les mots {wi, w2, ‘Wt3, wi} constituant un exemple de l’ensemble
d’entraînement, les trois premiers mots constituant l’entrée et le dernier mot constituant le
mot désiré.
w4
12
FIG. 4.3 — Senses de w4
Soit s et s2, deux sens associés au mot w4. Supposons que 2 est le sens du mot dans le
contexte de l’exemple et que s est le sens utilisé lors de la construction de l’arbre binaire.
Dans les mots du vocabulaire, il existe un certain nombre de mots qui ont respectivement des
sens proches de Sy et de Il y a ainsi, conceptuellement, un noeud dans l’arbre permettant,
4De façon plus précise le gradient de correction (les poids étant donné cjtie le mot désiré est w.
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lors de la présentation d’un exemple donné, de prendre une décision et de choisir lequel des
deux sens est le plus probable. Lors de l’application de l’algorithme de rétropropagation,
il y aura modification des poids faisant en sorte d’augmenter la probabilité du mot w1 de
sens Si Ainsi, les mots de sens proche à i verront aussi leur probabilité augmentée alors
que les mots de sens 2 subiront l’effet contraire. En incorporant plus d’un sens par mot, il
serait en théorie possible d’alléger ce problème de la façon suivante. La correction des poids
fera toujours en sorte d’augmenter la probabilité du mot w4 de sens s1 (et les mots de sens
proches à si) mais également du mot w4 de sens 2 (et les mots de sens proches à 52). Cela
aura pour consécluence de réduire la correction aux mots de sens proches à s au profit des
mots de sens proches à
L’algorithme NPLM hiérarchiciue présenté au chapitre 3 possède déjà la possibilité d’uti
user plus d’un sens par mot. Quelques expériences préliminaires ont cependant indiqué que
les gains sur l’erreur de généralisation obtenus en utilisant plusieurs sens par mots sont au
mieux marginals. Une raison qui explique cette situation est que l’entrée du réseau de neu
rones n’indique pas les sens des mots du contexte. En utilisant de l’information sur les sens
des mots il serait possible de considérer chaque sens d’un mot comme des sorties à part
entière et de prédire la probabilité des sens d’un mot au lieu de la probabilité du mot comme
tel. Cependent cela nécessite des bases de données contenant cette information sur les sens,
chose qui n’est pas habituellement disponible.
Capacité supplémentaire
Le calcul de la probabilité P(nÏit,parent(n)) se base exclusivement sur les quantités C
(construit à partir de h) et n. Or, les probabilités des noeuds menant à un mot dépendent
toutes de h de la même façon, c’est-à-dire par la quantité CfWj + b. Il est possible
que le partage de l’information provenant du contexte soit sub-optimal pour le calcul des
probabilités de tout les noeuds.
Il est possible d’utiliser une matrice supplémentaire pour chaque noeud afin de dépendre
de h de façon plus directe. Pour fin de simplification, on se base sur la modification du
modèle proposée précédemment ou on n’utilise pius la matrice Wjc. Soit donc Wrt(J)
la matrice de dimension n8 * K où K est une quantité que l’on choisit. Alors, le calcul
de la préactivation pour le noeud n se fait comme suit
s — CW + b + Cpureni(nj)
C[V J/Par€nt(n3)] + bi + Cparent(nj)
— /CT.V * rT C’N parent(nj) i 5j j j m j m Cparent(nj)
Il est important de noter que les dimensions pour les vecteurs b1 et Cparen(nj) doivent être
modifiées en tenant compte de la nouvelle matrice. En consécfuences, leurs dimensions sont
augmentées de K par rapport à ce qu’elles étaient auparavant.
Comme auparavant, la quantité C\V1 n’est calculée cfu’une seule fois pour chaque
exemple. Cependant, on doit calculer le produit CW t(n3) pour chaque noeud.
Conclusion
L’algorithme de NPLM hiérarchique permet d’accélérer le temps de calcul par rapport
aux autres méthodes basées sur les réseaux de neurones. Cependant, même si les solutions
produites sont excellentes, elle ne sont pas aussi perforrnaites que celles des deux autres
méthodes à hase de réseaux de neurones.
Les gains énormes en performances offert par l’algorithme permettent également d’at
taquer des problèmes de modélisation du langage de plus grande taille, comme la base de
données AFNews. Cependant, les résultats obtenus sur cette hase ne sont pas significative
ment meilleurs que ceux obtenus par de simple trigrammes.
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Annexe A
Produits vecteur-matrice
Cette section donne rapidement la définition du produit d’un vecteur et d’une matrice
(ainsi que le produit d’une matrice par un vecteur). Il s’agit d’une version restreinte du
produit “par blocs” de deux matrices. Cette version est suffisante pour les besoins de ce
document.
Soit un vecteur y de dimension L et soit une matrice M de dimension L * IV. On définit
le produit u de la transposée de y par M, écrit vTM, de la façon suivante
u = vTM
Uk V,Mt,k, k 1 W
où u est de dimension W. De même, on peut définir le produit d’une matrice MT de climen
sion 147 * L et d’un vecteur y de dimension L. Cependant, sachant la règle de transposition
qui suit, on n’étudiera pas plus ce cas
(MTv)T = vTM
Soit toujours le vecteur y et M, de mêmes dimensions que précédemment. Soit M1 et
M2, deux sous-matrices de M de dimensions respectives L * 147f et L * I42 où W + 1472 W.
M = [M1M2]
Le résultat du produit de la transposée de y et M en termes de M1 et M2 s’écrit ainsi
u = vTM1 + vTM2 (Ai)
où l’addition est celle de deux vecteurs de dimensions W.
Il est possible de décomposer M en un plus grand nombre de matrices, de dimensions
L * W où W = W. On obtient ainsi
u=vTM (A.2)
Ce résultat s’obtient aisément en utilisant itérativement l’équation A.1.
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