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Resum 
 
Este TFC se centra en el diseño de un linealitzador de Predistorsión Digital 
(Digital Predistortion - DPD) capaz de compensar la dinámica y los efectos no 
lineales introducidos por los amplificadores de Potencia (Power Amplifiers - 
PAS). Uno de los rasgos más relevantes de este predistorsionador digital y 
adaptativo consiste en ser deducible a partir de un modelo de PA llamado 
Nonlinear Auto-Regressive Moving Average (NARMA). Además, su 
arquitectura multi-LUT (multi-tabla) permite la implementación en un 
dispositivo Field Programmable Gate Array (FPGA). 
 
El hecho de que este DPD tenga en cuenta los efectos de memoria 
introducidos por el PA, representa una clara mejora de las prestaciones 
conseguidas por un simple DPD sin memoria. En comparación con otros DPDs 
basados en modelos computacionalmente más complejos, la estructura 
recursiva del DPD propuesto permite reducir el número de LUTs necesarias 
para compensar los efectos de memoria del PA. 
 
En una primera aproximación al diseño del DPD, es necesario identificar el 
modelo NARMA del PA. Uno de los mayores ventajas que presenta el modelo 
NARMA es su capacidad para encontrar un compromiso entre la fidelidad en la 
estimación del PA y la complejidad computacional introducida. 
 
Una vez obtenido el modelo NARMA del PA, se procede a la obtención de la 
función de predistorsión a través del método de identificación predictivo. Este 
método se basa en la continua identificación del modelo NARMA del PA y 
posteriormente, a partir del modelo obtenido, se fuerza al PA para que se 
comporte de manera lineal. Para poder implementar la función de predistorsió 
en la FPGA, es necesario primero expresarla en forma de combinaciones en 
paralelo y en cascada de las llamadas Celdas Básicas de Predistorsión 
(BPCs), que son las unidades fundamentales que componen el DPD. Una 
BPC está formada por un multiplicador complejo, un puerto RAM dual que 
actúa como LUT (tabla de registros) y un calculador de direcciones. Las LUTs 
se indexan mediante el módulo de la envolvente de la señal. 
 
 
Finalmente, la adaptación del DPD consiste en monitorizar las señales de 
entrada y salida del PA e ir actualizando en tiempo real el contenido de las 
LUTs que forman las BPCs. El proceso de adaptación del contenido de las 
LUTs se lleva a cabo en la misma FPGA encargada de hacer la función de 
predistorsión. Para validar la exposición teórica y probar el buen 
funcionamiento del DPD propuesto en este TFC, se proporcionan resultados 
de simulación que reflejan los objetivos alcanzados en la linealitzación del PA. 
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Overview 
 
 
This TFC addresses the design of a Digital Predistortion (DPD) linearizer 
capable to compensate the unwanted nonlinear and dynamic behavior of 
power amplifiers (PAs). The distinctive characteristic of this adaptive DPD is its 
deduction from a Nonlinear Auto Regressive Moving Average (NARMA) PA 
behavioral model and its particular multi look-up table (LUT) architecture that 
allows its implementation in a Field Programmable Gate Array (FPGA) device.  
The proposed DPD takes into account PA memory effects compensation which 
represents an step forward in overcoming classical limitations of memoryless 
predistorters. Compared to more computational complex DPDs with dynamic 
compensation, this DPD takes advantage of the recursive nature of the 
NARMA structure to relax the number of LUTs required to compensate 
memory effects in PAs.  
In a first approach, it is necessary to identify a NARMA PA behavioral model. 
One of the major advantages of the NARMA structure regards its capacity to 
deal with the existing trade-off between computational complexity and accuracy 
in PA behavioral modeling.  
Once the PA model is identified, the DPD function is extracted applying a 
predictive predistortion method. This identification method relies just on the PA 
NARMA model and consists in adaptively forcing the PA to behave as a linear 
device. Focusing in the DPD implementation, it is possible to map the 
predistortion function in a FPGA, but to fulfill this objective it is first necessary 
to express the predistortion function as a combined set of LUTs.  
In order to store the DPD function into a FPGA, it has to be stated in terms of 
parallel and cascade Basic Predistortion Cells (BPCs), which are the 
fundamental building blocks of the NARMA based DPD. A BPC is formed by a 
complex multiplier, a dual port RAM memory block acting as LUT and an 
address calculator. The LUT contents are filled following an uniform spacing 
procedure and its indexing is performed with the amplitude (modulus) of the 
signal's envelope.  
Finally, the DPD adaptation consists in monitoring the input-output data and 
performing updates in real time of the LUT contents that conform the BPCs. 
This process of adaptation takes place in the same FPGA in charge of 
performing the DPD function. 
To support all the theoretical design and to prove the linearization performance 
achieved by this DPD, results are provided.  
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INTRODUCCIÓN 
 
 
Los amplificadores de potencia (PAs) son dispositivos altamente no lineales, 
cuyo alto consumo (aproximadamente un 70% de la energía disponible) y su 
indispensable presencia en los sistemas de comunicaciones, los convierten en 
continuo objeto de investigación.  
 
Los PAs son en la mayoría de los transmisores de radiocomunicaciones, la 
última etapa antes de la antena y de que la señal de radiofrecuencia o 
microondas sea radiada al interfaz aéreo. Uno de los principales requisitos de 
estos circuitos es la linealidad, ya que en caso de que el amplificador sea 
fuertemente no lineal, se producirán componentes frecuenciales no existentes 
en la entrada que pueden estar muy próximas a la banda de trabajo y no serán 
fácilmente filtradas. 
 
La distorsión de la señal en los PA se suele evitar mediante la técnica de back-
off, que consiste en operar con la potencia media de la señal de entrada por 
debajo del punto de compresión a 1 dB del PA. Con esta técnica se reduce 
drásticamente la eficiencia, no sólo del PA, sino del transmisor completo, ya 
que  el PA consume la mayor parte de la potencia de alimentación del mismo. 
 
Los efectos de las no linealidades en los PAs son dobles: por un lado causan 
recrecimiento espectral, dando lugar a interferencias en los canales adyacentes 
(distorsión fuera de banda), mientras que por otro lado, causan distorsión 
dentro de la propia banda de transmisión, degradando por tanto el error vector 
magnitude (EVM) en transmisión y el bit error rate (BER) en recepción. Los 
organismos reguladores fijan, a través de los diferentes estándares de 
comunicaciones, los niveles máximos de emisión fuera de banda permitidos 
(máscaras de emisión de potencia que delimitan el adjacent channel power 
ratio, ACPR), así como de la propia distorsión en banda, por ejemplo 
especificando porcentajes máximos de error en las constelaciones. 
 
Los actuales estándares de comunicaciones apuestan por una alta eficiencia 
espectral en canales con anchos de banda considerables, utilizando 
modulaciones multinivel, multiportadora o ambas (M-QAM, pi/4 DQPSK, 
WCDMA, OFDM). Dichas modulaciones son muy sensibles a las no 
linealidades de los PAs y puesto que presentan envolventes con gran relación 
potencia de pico a potencia media (peak  to average power ratio, PAPR), 
requieren altos niveles de back-off para poder operar en una región lo más 
lineal posible, penalizando de este modo la eficiencia del PA. 
 
La diferentes estructuras linealizadoras tienen como objetivo minimizar los 
efectos de las no linealidades a la par que maximizar la eficiencia de los PAs. 
De entre las diferentes técnicas de linealización, la predistorsión digital utiliza 
procesadores digitales de señal (DSP’s o FPGA’s),  
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La técnica de predistorsión digital consiste en la estimación de los parámetros 
de una función de predistorsión que posteriormente, se aplica a la señal de 
entrada antes de pasar por la etapa de amplificador de potencia. 
 
A partir de la señal de entrada y salida del amplificador de potencia en banda 
base, se estiman los parámetros de la función de predistorsión que se aplica a 
la señal de entrada también en banda base antes de la conversión a frecuencia 
RF y la etapa del amplificador de potencia. Tanto la estimación de la función de 
predistorsión como la aplicación en tiempo real se implementan en una FPGA. 
 
La contribución de este proyecto consiste en la implementación en el software 
System Generator (en un entorno Matlab-Simulink) de las funciones necesarias 
para la estimación de los parámetros de la función de predistorsión. A partir de 
los coeficientes del modelo, se obtienen unas tablas de ganancias complejas 
denominadas Look-Up-Table (LUTs), que permitirán a la FPGA aplicar  la 
función de predistorsión de una forma rápida y sencilla. 
 
En el capítulo 1 se presenta la problemática de los amplificadores de potencia, 
las distorsiones que producen y los inconvenientes que producen. 
 
En el capítulo 2 se indican brevemente algunas de las técnicas de linealización 
y se hace una introducción a la técnica utilizada en este proyecto, la 
predistorsión digital. 
 
En el capítulo 3 se hace una breve explicación del software utilizado para la 
simulación del Predistorsionador en una FPGA. 
 
En el capítulo 4 se estudia el Predistorsionador sin memoria, viendo los 
resultados obtenidos con esta configuración. 
 
En el capítulo 5 se estudia el Predistorsionador con memoria para paliar los 
efectos de memoria de los PA reales. Se utiliza el modelo NARMA para 
conseguir la función de predistorsión, viendo los resultados obtenidos con esta 
configuración. 
 
Finalmente se detallan las conclusiones obtenidas de la realización de éste 
TFC y se proporciona un listado de la bibliografía utilizada. 
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CAPÍTULO 1. PROBLEMÁTICA DE LOS PA 
 
Un amplificador de potencia o Power Amplifier (PA) es un dispositivo activo que 
permite aumentar el nivel de potencia de una señal de entrada. Estos 
dispositivos son utilizados en la mayoría de los sistemas de comunicaciones 
aunque tienen un gran problema, su elevado consumo energético (pueden 
consumir hasta un 70% de toda la energía subministrada) 
 
La tendencia actual en el mundo de las comunicaciones consiste en utilizar 
modulaciones multinivel o multiportadora para conseguir la máxima eficiencia 
espectral. Estas modulaciones requieren un alto grado de linealidad en el 
amplificador lo que obliga a trabajar en la zona lineal donde la eficiencia del 
amplificador de potencia es muy baja. 
 
1.1. Distorsión no lineal en amplificadores 
 
Los amplificadores están generalmente preparados para trabajar en un régimen 
de funcionamiento lineal, el cual se caracteriza por un aumento de potencia de 
salida proporcional al incremento de la potencia de entrada. La diferencia en dB 
entre ambos niveles de potencia constituye la ganancia del amplificador. Sin 
embargo, conforme aumenta la potencia de señal a la entrada, llega un 
momento en que el amplificador comienza a saturarse y la potencia a la salida 
ya no aumenta proporcionalmente (comportamiento no lineal). Se dice 
entonces que el amplificador ha entrado en compresión. Cuando el amplificador 
de potencia trabaja cerca de compresión (en zonas de alta eficiencia 
energética) se comporta como un dispositivo altamente no lineal. Esta no 
linealidad del amplificador de potencia altera  la forma original de la señal de 
entrada produciendo una señal de salida distorsionada.  
 
 
                          
                  
a)                                                                        b) 
 
Fig. 1.1 a) Diagrama de ojo de una modulación 16QAM  b) Diagrama de ojo de 
una modulación 16QAM distorsionada por el PA  
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La respuesta no lineal de una amplificador de potencia se suele caracterizar 
mediante las funciones de conversión AM/AM (Amplitude Modulation/Amplitude 
Modulation) y AM/PM (Amplitude Modulation/Phase Modulation). La función 
AM-AM muestra la amplitud de salida del amplificador en función de la amplitud 
de entrada y la función AM/PM muestra el desfase entre las señales de entrada 
y salida en función de la amplitud de entrada. Como podemos ver las no 
linealidades no afectan solamente a la amplitud si no que también modifican la 
fase a la salida. 
 
El efecto conjunto de ambas funciones produce distorsión dentro y fuera de 
banda en frecuencias de la señal original. Mientras la distorsión dentro de 
banda puede corromper la señal haciendo imposible la extracción de la 
información, la distorsión fuera de banda puede hacer lo mismo en otras 
señales ubicadas en bandas adyacentes. 
 
 
 
a)                                                                b) 
 
Fig. 1.2 a) Ejemplo de función AM/AM de un PA  b) Ejemplo de función AM/PM 
de un PA 
 
 
1.1.1 Distorsión dentro de banda 
 
El conjunto de bits que codifican la información a transmitir se mapean dando 
lugar a una señal modulada, donde se generan una serie de símbolos (en sus 
componentes en fase y cuadratura) que contienen la información a transmitir. 
Debido a las no linealidades del PA puede ser que los símbolos de entrada no 
coincidan con los símbolos de salida, lo que provocaría que el receptor no sea 
capaz de demodular correctamente la señal. Este fenómeno se conoce como 
distorsión dentro de la banda y puede causar la degradación total de la 
información. 
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b)                                                                b) 
 
Fig. 1.3 a) Constelación de una modulación 16QAM b) Constelación de una 
MOD 16QAM con distorsión dentro de banda 
 
Para medir la distorsión dentro de banda realizamos la medida del Error Vector 
Magnitude (EVM) que consiste en el sumatorio de los vectores error definidos 
como la diferencia entre la señal de referencia y la señal medida en cada punto 
de la constelación, tal y como se muestra en la figura 1.4. 
 
 
Fig. 1.4 Representación del EVM 
 
El EVM se define como la raíz cuadrada del sumatorio de las medias de los 
valores de los vectores error, divididos entre la potencia máxima de referencia y 
expresado en porcentaje tal como podemos ver en la siguiente ecuación: 
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(1.1) 
 
 
 
1.1.2 Distorsión fuera de banda 
 
Las no linealidades del PA no solo producen distorsión dentro de la banda sino 
que también producen distorsión fuera de banda que se manifiesta en el 
ensanchamiento del espectro. Este efecto es muy problemático ya que el 
ensanchamiento produce interferencias en los canales adyacentes 
 
                       
 
a)                                                                      b) 
 
Fig. 1.5 a) Espectro de una modulación 16 QAM b) Espectro de una 
modulación 16QAM con distorsión fuera de banda  
 
La medida que suele realizarse para caracterizar este tipo de distorsión se 
conoce con el nombre de Adjacent Channel Power Ratio (ACPR) o también 
conocida como Adjacent Channel Leakage Ratio que define  la relación entre la 
potencia total en el canal principal y la potencia emitida en los canales 
adyacentes, tanto superior como inferior. 
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Esta medida la efectuamos integrando la densidad espectral de potencia en el 
canal individual y los adyacentes. Los valores máximos permitidos de potencia 
vienen especificados en los estándares. 
 
 
1.2. Distorsión lineal: efectos de memoria 
 
Los efectos de memoria en amplificadores de potencia se pueden describir 
como una dependencia de la ganancia de un dispositivo no lineal a los hechos 
pasados, es decir, la respuesta en tiempo ya no será sólo instantánea, sino que 
se verá convolucionada por la respuesta impulsional del sistema. Si el ancho 
de banda de la señal es significativo sé producirán efectos de memoria en la 
salida de la señal. Estos efectos de memoria se aprecian en la demodulación 
de la señal recibida una vez amplificada, dónde se produce una dispersión de 
la constelación de la señal demodulada alrededor de los puntos de decisión.  
 
 
1.3. Conclusión 
 
Como hemos visto tenemos dificultades en la amplificación de la señal que nos 
hacen recomendable la implementación de algún sistema de linealización de 
los PA de los sistemas de comunicaciones para aumentar la linealidad de 
amplificación. En primer lugar, y con el propósito de evitar la distorsión de la 
información transmitida en modulaciones multinivel, la respuesta del 
amplificador de potencia debe ser adecuadamente lineal. En segundo lugar, el 
uso eficiente de la potencia disponible en aquellos sistemas donde la 
autonomía es crucial, o donde el coste asociado al consumo de potencia es 
una razón de peso, la linealización del PA permite su operación en la región 
cercana a la saturación donde su eficiencia de potencia es mayor. 
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CAPÍTULO 2. LINEALIZACIÓN 
 
Una posible solución a las no linealidades de los PA sería bajar el nivel de la 
potencia media de la señal de entrada de manera que el valor máximo de la 
señal de entrada esté operando en la zona lineal del PA, esto es, lo más lejos 
posible de la saturación.  El problema de esta solución sería la ineficiencia en 
cuanto a potencia debido al bajo rendimiento de los amplificadores en zona 
lineal (en comunicaciones móviles la eficiencia en potencia es muy importante 
debido a que los equipos funcionan con baterías y debemos intentar que éstas 
tengan la mayor duración posible). 
 
Así pues, la mejor solución posible es el uso de alguna técnica de linealización 
que minimice las no linealidades del PA. 
 
Las tres técnicas de linealización más comunes son: 
 
• Feedback 
 
• Feedforward 
 
• Predistorsión 
 
 
2.1. Feedback 
 
La técnica de linealización denominada feedback se basa en la realimentación 
negativa. Es un sistema potencialmente estable el cual la estabilidad y la 
efectividad dependen principalmente de la ganancia y el margen de fase del 
lazo (el sistema puede volverse inestable). Esta técnica sacrifica la ganancia 
del amplificador a favor de la linealidad.  
 
 
 
 
Fig. 2.1 Esquema de bloques de la técnica Feedback 
 
 
 
Dónde la función de transferencia viene definida por la siguiente expresión: 
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(2.1) 
 
 
 
2.2. Feedforward 
 
Esta técnica es la más eficaz empleada hoy día en los sistemas de 
comunicaciones multiportadoras de frecuencias elevadas. Ofrece excelentes 
prestaciones de ancho de banda y de reducción de la distorsión, prestaciones 
que con otras técnicas solo son alcanzables mediante una elevada 
complejidad. 
 
 
 
 
 
Fig. 2.2 Esquema de bloques de la técnica Feedforward 
 
 
La señal de entrada se bifurca en dos ramas. En la rama superior tenemos el 
PA seguido de un acoplador, que extrae una muestra de la señal amplificada 
con la distorsión del PA. En la rama inferior, se aplica un retardo a la señal de 
entrada igual al que se produce en el amplificador. 
 
A la señal que se extrae del acoplador se le resta la señal de la rama inferior, 
quedando aislada la distorsión que produce el PA. Esta distorsión se amplifica 
y se añade a la rama superior utilizando otro acoplador que invierte la fase de 
la distorsión, consiguiendo la señal de entrada amplificada y sin distorsión. 
 
Las principales ventajas de esta técnica son que la ganancia del PA no se 
reduce (al contrario que en feedback) y que su configuración es 
incondicionalmente estable. 
La principal desventaja del sistema es que al ser un lazo abierto no 
compensará los cambios que sufran los componentes con el paso del tiempo y 
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ω
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la variación de la temperatura (efectos de memoria). Otra desventaja es que el 
circuito es más complejo que el feedback. Realmente todo el planteamiento 
anterior no es más que una aproximación ya que suponemos que el 
amplificador de error es ideal y no es verdad. Para corregir esta distorsión del 
amplificador de error se debería añadir otro lazo al sistema lo que conlleva 
complicar aún más el sistema. Otros aspectos claves son los desequilibrios de 
amplitud y de fase, así como la desigualdad de los retardos de las señales al 
viajar entre diferentes ramas que se compraran (en aplicaciones de RF estos 
desajustes pueden comprometer las prestaciones del linealizador, por lo que es 
necesario incluir algún tipo de mecanismo de compensación) 
 
2.3. Predistorsión 
 
Esta técnica es una de las técnicas de linealización (junto con feedforward) que 
más atención recibe actualmente en el contexto de las comunicaciones 
inalámbricas de próxima generación. 
 
En esta técnica de linealización la señal de entrada del PA es modificada, 
haciendo proceder el amplificador de potencia de un dispositivo no lineal cuya 
relación entrada-salida es la inversa de la relación entrada-salida del PA. De 
esta manera la relación entrada-salida del amplificador se aproxima a la recta 
teórica ideal 
 
 
  
 
 
Fig. 2.3 Esquema de bloques de la técnica de Predistorsión 
 
 
 
 
 
Fig. 2.4 Ejemplo de funciones AM-AM de los bloques PD y PA 
 
 
Los primeros predistorsionadores eran analógicos y no necesitaban tener en 
cuenta los efectos de memoria ya que los anchos de banda utilizados eran 
menos significativos que los utilizados actualmente. Estos modelos no son 
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adecuados para las señales utilizadas en los formatos de modulación digital 
multinivel que requieren un mayor ancho de banda en BB. Para las actuales 
necesidades, es preciso considerar modelos que tengan en cuenta los efectos 
de memoria. 
 
2.3.1  Predistorsión digital 
 
En la predistorsión digital la función de predistorsión es implementada en un 
dispositivo de procesado digital, utilizando look-up tables (LUTs).  Una LUT es 
una estructura de datos, normalmente un array, que se utiliza para evitar 
cálculos que ralenticen el funcionamiento del sistema. Se pueden sustituir 
operaciones matemáticas, costosas de hacer en tiempo real, por un acceso  a 
una tabla que ya contenga el resultado de la operación, calculada en la 
inicialización del sistema, donde el tiempo empleado en cálculos no es tan 
importante. El aumento en velocidad puede ser muy significativo. 
 
El sistema asimila las variaciones que puedan sufrir los parámetros del 
amplificador al paso del tiempo (por envejecimiento de los componentes, 
cambios de temperatura, variaciones de alimentación) siempre y cuando estas 
sean relativamente lentas comparado con el tiempo de convergencia del 
sistema adaptativo. 
 
La eficacia de un predistorsionador digital está condicionada por las variaciones 
que añaden los elementos que conforman su arquitectura. Los principales 
factores que limitan su rendimiento son la longitud de la tabla utilizada para 
albergar los coeficientes de predistorsión, la longitud de la palabra del error de 
cuantificación, la cantidad y el tipo de operaciones y la velocidad de muestreo 
de las ADCs y DAC. 
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CAPÍTULO 3. ENTORNO DE TRABAJO 
 
Para simular el funcionamiento del predistorsionador utilizamos un entorno de 
trabajo formado por Matlab/Simulink y System Generador 
 
Un complemento de Matlab que nos es muy útil es Simulink que nos permite 
simular sistemas dinámicos teniendo un enfoque más gráfico de los sistemas 
de control. 
 
 
 
Fig. 3.1 Librería Xilinx Blockset 
 
 
Para crear y verificar diseños de hardware para FPGAs utilizaremos System 
Generador de Xilinx que funciona en conjunto con Simulink y Matlab. System 
Generador es una plataforma software que usa las herramientas 
Matlab/Simulink para representar una visión abstracta de alto nivel del sistema 
de la FPGA, y que automáticamente genera el código VHDL de la función 
FPGA desarrollada usando los más optimizados LogiCOREs de Xilinx, 
asegurándonos así que se ha producido la implementación más eficiente del 
diseño.  
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Fig. 3.2 Diagrama de bloques del software utilizado 
 
 
De esta forma System Generador permite modelar directamente mediante un 
entorno de alto nivel muy flexible, robusto y fácil de utilizar sistemas de DSP 
innovadores y de alto rendimiento para una plataforma hardware específica. Un 
diseño desarrollado con esta herramienta puede componerse de una gran 
variedad de “elementos” tales como: 
 
• Bloques específicos de System Generador 
 
• Código de un lenguaje de descripción de hardware tradicional (VHDL, 
Verilog o EDIF) 
 
• Funciones derivadas del lenguaje de programación de Matlab  
 
Así, todos estos elementos pueden ser utilizados simultáneamente, simulados 
en conjunto y sintetizados para obtener una función de DSP sobre FPGA. La 
FPGA dónde se implementará el código será una Xilinx Virtex 4, pero este 
apartado queda fuera de la temática de este TFC al utilizar el simulador incluido 
en System Generator. 
 
 
 
Fig. 3.3 FPGA Virtex 4 
22                                       Implementación en una FPGA de un Algoritmo de Adaptación en Tiempo Real para un DPD  
 
 
( ))()( kTxfkRx DATADATA =
( ))()( kTxgkTx DATADPD =
CAPÍTULO 4. PREDISTORSIÓN SIN MEMORIA 
 
4.1.      El predistorsionador 
 
Como hemos visto anteriormente, el predistorsionador precede al PA y se 
encarga de reproducir el comportamiento inverso del PA en tiempo real. En 
este punto vamos a explicar un poco más detalladamente el funcionamiento del 
predistorsionador.  
 
 
 
 
 
 
 
 
 
 
Fig. 4.1 Esquema de bloques de la técnica de Predistorsión 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.2 Ejemplo de funciones AM-AM de los bloques PD y PA 
 
 
Primero de todo el predistorsionador no interviene por lo que TxDATA es igual a 
TxDPD. Así pues, definimos la salida del PA como una función no lineal de la 
entrada TxDATA 
 
 
(4.1) 
 
 
Cuando activamos el PD podemos definir TxDPD como otra función no lineal de 
TxDATA 
 
 
(4.2) 
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Y la salida del PA como: 
 
 
 (4.3) 
 
 
Como las funciones f  y g son funciones inversas entre ellas, la salida queda 
definida como:  
 
 
(4.4) 
 
 
4.2.      Predistorsión digital con LUT 
 
Para la implementación del predistorsionador digital se suelen utilizar 
herramientas como las DSP, FPGA o circuitos ASIC. Para implementar la 
función inversa g(·) del PA f(·) utilizamos unas  tablas denominadas Look-Up-
Table (LUT) que contienen valores de ganancia compleja (GLUT). Para calcular 
la muestra de salida basta con multiplicar la muestra de entrada x(k) por la 
ganancia adecuada. Para  conseguir el valor de ganancia compleja 
correspondiente la muestra de señal de entrada pasa por una etapa donde se 
calcula el valor absoluto. Este valor es el que determina la posición en la LUT y 
el valor de ganancia correspondiente. Una vez encontrado el valor de la 
ganancia compleja, se multiplica la muestra x(k) por la ganancia GLUT(k) como 
muestra la figura siguiente: 
 
 
 
 
Fig. 4.3 Esquema de una BPC (Basic Predistorsion Cell) 
 
 
 
Al conjunto formado por la LUT, el bloque calculador del módulo y el bloque 
multiplicador se define como Basic Predistorsion Cell (BPC), muy útil para 
implementar el PD en una FPGA. 
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Donde la salida de la BPC queda definida por:  
 
 
(4.5) 
 
 
Para realizar la operación tenemos en cuenta los retardos ya que la rama 
superior es inmediata pero por el contrario la rama inferior (donde se calcula el 
módulo que indexa la LUT) no lo es.  
 
Para actualizar las ganancias complejas (GLUT) de la LUT utilizamos el 
algoritmo LMS (“Least Mean Squares”) ya que es de los algoritmos adaptativos 
más eficientes desde un punto de vista computacional. Los detalles del 
algoritmo LMS los explicaremos mas tarde. 
 
 
4.3.      Implementación del Predistorsionador sin memoria 
 
Nuestro predistorsionador tendrá dos partes. La primera será la identificación 
del PA, obteniendo una señal de salida estimada muy similar a la señal de 
salida del PA. La segunda parte consistirá en la exportación de los valores de 
ganancias de las LUT’s (GLUT) en la identificación del PA para tratarlas y 
conseguir la curva inversa del PA. Estas ganancias son las que actualizan las 
LUTs del predistorsionador consiguiendo la curva de amplificación inversa a la 
del PA. 
 
El objetivo de separar en diferentes bloques la parte de identificación y la de 
invertir la curva de la identificación del PA es conseguir un DPD 
(Predistorsionador digital) adaptativo en tiempo real. Los dos bloques son 
independientes por lo que mientras uno va adaptando las ganancias el otro 
bloque va generando la inversa en tiempo real del primero. 
 
4.3.1  Identificación del PA sin memoria 
 
Para la primera parte (identificación del PA), utilizaremos el siguiente esquema. 
 
 
 
Fig. 4.4 Esquema de la identificación en el PD 
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El PA lo excitamos con una señal de entrada que llamamos TxDATA. A la salida 
del PA tenemos la señal amplificada con distorsión RxDATA. Nuestro bloque 
"Identificación PA" hace el modelo del PA, para la misma señal de entrada 
TxDATA obtenemos la misma señal de salida del amplificador pero con un cierto 
error error(k). Esta señal estimada la llamamos RxMOD. 
 
 
Donde: 
 
 
(4.6) 
 
 
Para la implementación en la FPGA con estructuras de LUTs tenemos la 
siguiente estructura: 
 
 
 
Fig. 4.5 Esquema con LUTs del bloque de identificación sin memoria 
 
 
Donde: 
 
 
 (4.7) 
 
4.3.2  Predistorsión del PA sin memoria 
 
Una vez hemos simulado la función del amplificador, tenemos que exportar las 
ganancias de las LUTs al Predistorsionador para poder invertir la curva del 
amplificador y así en conjunto conseguir una etapa lineal. 
 
 
 
 
 
 
 
 
Fig. 4.6 Ejemplo de funciones AM-AM en el PD y PA 
( ))()( 0 kTxfkRx DATAMOD
∧
=
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Definimos RxDESIRED como nuestra señal de salida deseada de toda la etapa, la 
cual su valor será el valor de entrada de toda la etapa multiplicado por la 
ganancia lineal, como vemos en la siguiente ecuación: 
 
 
(4.8) 
 
 
Del bloque de identificación del amplificador tenemos que : 
 
 
 
(4.9) 
 
 
Como lo que queremos averiguar es la función del bloque del 
predistorsionador, tenemos que aislar la TxDPD(k) para tener la salida en función 
de la entrada (TxDPD(k) en función de TxDATA(k)) 
 
 
(4.10) 
 
O lo que es lo mismo: 
 
 
(4.11) 
 
 
Por lo tanto nuestra etapa del predistorsionador queda definida por el siguiente 
esquema: 
 
 
 
 
Fig. 4.7 Etapa de Predistorsión sin memoria 
 
LINEALDATADESIRED GkTxkRx )·()( =
( )LINEALDATADPD GkTxfkTx )·()( 10 −=
( ))()( 10 kRxfkTx DESIREDDPD −=
( ))()( 0 kTxfkRx DPDDESIRED =
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4.3.3  Implementación del PD sin memoria en el entorno de 
trabajo 
 
El sistema completo está formado por los siguientes bloques: 
 
 
 
Fig. 4.8 Diagrama de bloques del sistema completo de Predistorsión 
 
 
La señal de entrada pasa por el Predistorsionador que primero está 
desactivado, por lo que a la salida del PD tenemos la misma señal de entrada 
(TxDATA = TxDPD). El siguiente bloque es el del Amplificador de Potencia (PA), el 
cual genera la señal de salida RxDATA con una cierta distorsión generada por las 
no linealidades del PA. En paralelo tenemos el bloque de identificación que 
calcula mediante el algoritmo LMS las ganancias complejas de la LUT del 
modelo del PA para identificar la señal de salida RxDATA.. El bloque Post PD se 
encarga de invertir la curva del modelo del amplificador para después trasladar 
estas ganancias complejas a la LUT del predistorsionador. Cuando activamos 
el PD corregiremos las no linealidades del PA obteniendo una salida RxDATA 
linealizada. 
 
Para la etapa de identificación el objetivo es obtener una señal RxMOD que sea 
igual que RxDATA teniendo el PD desactivado. La modulación de entrada TxDATA 
excita el bloque de Predistorsión sin que le influya en nada al estar éste 
desactivado.  
 
 
 
Fig. 4.9 Bloque de Predistorsión 
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El bloque del PA simula un PA sin memoria con un comportamiento no lineal, 
es decir la muestra de salida se obtiene a partir de una función no lineal de la 
muestra de entrada presente. 
 
 
 
Fig. 4.10 Bloque del Amplificador de Potencia 
 
 
Si miramos el bloque del PA mas detalladamente, podemos ver que el bloque 
es simplemente una BPC con unos valores de ganancias complejas que 
simulan un PA sin memoria. Estos valores de ganancias complejas los 
generamos mediante una función que hemos creado en Matlab. 
 
 
 
Fig. 4.11 Detalle de la BPC del PA 
 
 
Para la LUT utilizamos una Shared Memory. Una Shared Memory es una 
memoria con un solo sistema de direccionamiento, de forma que solo podemos 
leer o escribir (no podemos leer y escribir de forma simultánea).  
 
La señal de entrada TxDPD pasa por el bloque “MODUL” que calcula el valor 
absoluto de la señal y sirve para indexar la dirección de memoria en la Shared 
Memory. Está formado por los siguientes elementos: 
 
 
Fig. 4.12 Detalle del bloque MODUL 
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La señal es de 28 bits, los 14 primeros bits de componente en fase y los 14 bits 
restantes de componente en cuadratura. El primer elemento es el bitbasher que 
separa la señal en componentes en fase y cuadratura (separa el total de 28 bits 
en dos grupos de 14 bits). 
 
Cuando tenemos separada las componentes en fase y en cuadratura 
multiplicamos cada una con sigo misma para tener los respectivos cuadrados. 
Como el valor máximo de el modulo de la señal valdrá uno, multiplicamos la 
suma de los cuadrados de las componentes en fase y cuadratura por 1024. 
Este valor indexa una Single Port inicializada con la función raíz cuadrada 
dividida entre 1024 lo que consigue que a la salida del bloque tengamos el 
modulo de la señal TxDPD. 
 
A la salida del bloque "MODUL" multiplicamos la señal por 1024 para tener el 
indexado a 1024 direcciones (ya que la dual port es de 1024 celdas y el modulo 
máximo vale 1) 
 
Una vez hallado el valor de ganancia compleja solo falta multiplicarlo por el 
valor de entrada del cual hemos buscado la ganancia compleja que le 
corresponde. Como podemos ver en la Fig. 4.11, introducimos un delay en la 
rama superior del multiplicador. Esto lo hacemos ya que el calculo del modulo 
que indexa a la LUT no es inmediato (dura dos tiempos de símbolo). Sino 
pusiéramos éste delay estaríamos calculando el modulo de un símbolo, 
encontraríamos la ganancia correspondida a éste símbolo pero al hacer la 
multiplicación estaríamos multiplicando por un símbolo siguiente.   
 
El modulo producto consta de los siguientes elementos: 
 
 
Fig. 4.13 Detalle del bloque PRODUCTE 
 
 
Tenemos dos entradas, una para cada valor a multiplicar seguidas de un 
bitbasher para separar las componentes en fase y en cuadratura. Como hemos 
visto la forma general para calcular la salida de la BPC es: 
 
 
(4.12) 
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Por lo que tenemos que multiplicar la señal de entrada de la BPC por el 
conjugado de la salida de la LUT (GLUT), para ello negamos la cuadratura de la 
señal de salida de la Shared Memory (la entrada numero 2 del multiplicador) 
poniendo un multiplicador por -1. Seguidamente calculamos la multiplicación de 
números complejos mediante los bloques suma y resta ya definidos en 
simulink: 
 
 
       (4.13) 
 
 
 
 
 
 
A la salida del bloque de PA tenemos la señal RxDATA con la distorsión no lineal 
introducida por el PA. 
 
 
El siguiente bloque es el más importante para la etapa de identificación, es el 
bloque de Identificación del PA (ID PA) 
 
 
 
Fig. 4.14 Bloque de Identificación del PA 
 
 
Este bloque esta en paralelo con el bloque de PA. Como podemos ver en la 
siguiente figura el bloque Identificación del PA está formado por dos BPCs y un 
bloque LMS.  
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Fig. 4.15 Bloque de Identificación del modelo del PA (2BPC + LMS) 
 
 
La primera BPC tiene como entrada la misma entrada del bloque PA (TxDPD). 
Con el bloque LMS se actualizan las ganancias complejas de las dos LUTs 
simulando el comportamiento del PA.  
 
Así pues, a partir de las entradas TxDPD y TxDATA se obtiene la señal de salida 
estimada RxMOD PA y RxMOD PA2 respectivamente. 
 
 
La primera BPC es la que estima el modelo del comportamiento no lineal del 
PA y obtiene así la salida estimada del PA que llamaremos RxMOD PA. La 
segunda BPC es una réplica de la primera BPC (tiene las mismas ganancias 
complejas) la salida de la cual llamamos RxMOD PA2 . Esta BPC la usamos ya 
que vemos que cuando activemos el PD la señal RxDATA tenderá a presentar un 
comportamiento lineal y ya no será la señal distorsionada del PA que  
queremos como referencia (para poder estimar posteriormente la curva inversa 
del amplificador). Para tener siempre la señal RxDATA de referencia que 
tendríamos sin activar el Predistorsionador (con la distorsión no lineal 
introducida por el PA) creamos esta segunda BPC con las mismas ganancias 
que la primera (que simulan el comportamiento del PA). Si a esta segunda BPC 
la excitamos en la entrada con TxDATA tenemos en la salida la señal RxDATA de 
referencia con la distorsión del PA.  
 
 
 
Fig. 4.16 Detalle de la BPC de identificación del modelo del PA 
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Para la LUT utilizaremos una Dual Port Ram. Una Dual Port Ram es una 
memoria con doble sistema de direccionamiento, de forma que permite leer y 
escribir de forma simultánea dos puntos de memoria diferentes.  
 
La señal de entrada pasa por el bloque “MODUL” que como hemos visto 
calcula el valor absoluto de la señal e indexa la dirección de memoria en la 
Dual Port Ram.  
 
Después de acceder a la celda correspondiente de la Dual Port Ram, sacamos 
por la salida del puerto A el valor de ganancia compleja correspondiente. Esta 
señal la llamamos OLD_GAIN.  
 
Como hemos comentado la Dual Port RAM tiene dos puertos. Utilizamos el 
puerto A para leer y el puerto B para escribir (por eso ponemos en el puerto 
Data in A i Write enable A (WEA) una constante con valor igual a 0 ya que en el 
puerto A no tenemos que escribir nada). El WE sirve para controlar cuando 
grabamos en un puerto (activado grabamos y desactivado leemos) 
 
La salida del puerto A de la Dual Port Ram con el valor de ganancia de la celda 
a la que hemos accedido se multiplica por la señal de entrada. Se ha 
introducido un delay para que la muestra de salida de la Dual Port Ram se 
multiplique con la muestra de señal a la entrada que le corresponde.  
 
En la salida del bloque "PRODUCTE" ya tenemos la señal del modelo RxMOD.  
 
En este instante vamos a ver la parte del LMS que actualiza los valores de 
ganancia de las diferentes celdas. El bloque LMS es el siguiente: 
 
 
 
 
Fig. 4.17 Detalle del bloque LMS 
 
La expresión que define el algoritmo de Least Mean Square (LMS) es la 
siguiente:  
 
 
(4.14) 
 
 
 (4.15) 
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 (4.16) 
 
 
Siendo µ el paso del error (compromiso entre velocidad de convergencia y 
precisión).  Como podemos ver en la Fig. 4.8 RxMOD(k) es la salida estimada del 
PA y e(k) es el error entre la señal de salida del PA (RxDATA) y la señal del 
modelo (RxMOD) 
 
Primero restamos la señal de referencia con la del modelo (previamente 
sincronizadas) para conseguir el error e(k). La señal de referencia es la señal 
recibida después del PA (RxDATA) y la señal del modelo es RxMOD (en concreto 
RxMOD PA). El bloque "RESTA" tiene los siguientes elementos: 
 
 
 
Fig. 4.18 Detalle del bloque RESTA del LMS 
 
 
Simplemente restamos la componente en fase de la señal de referencia con la 
componente en fase de la señal del modelo y la componente en cuadratura de 
la señal de referencia con la componente en cuadratura de la señal del modelo. 
Esta será la señal de error. 
 
Seguidamente conjugamos el error con el bloque "CONJUGAT" formado por un 
multiplicador que multiplica por -1 la componente en cuadratura de la señal de 
entrada. 
 
 
 
 
Fig. 4.19 Detalle del bloque CONJUGAT del LMS 
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El error conjugado lo tenemos que multiplicar por la señal de entrada TxDPD 
debidamente sincronizada. El bloque del multiplicador es el siguiente: 
 
 
 
 
Fig. 4.20 Detalle del bloque MULTIPLICADOR del LMS 
 
 
Es el mismo bloque que el multiplicador explicado en el bloque del PA pero sin 
negar la cuadratura del segundo complejo. 
 
La salida del bloque "MULTIPLICADOR" conecta con la entrada del bloque 
"MU_LMS" formada por dos amplificadores del mismo valor que multiplican por 
un valor fijo tanto la componente en fase como la componente en cuadratura. 
Este es el bloque "MU_LMS": 
 
 
 
Fig. 4.21 Detalle del bloque MU_LMS del LMS 
 
 
Por ultimo se suma la salida del bloque "MU_LMS" con el valor de ganancia 
elegido de la Dual Port RAM (OLD_GAIN) debidamente sincronizados. Esto se 
hace en el siguiente bloque llamado "SUMA" 
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Fig. 4.22 Detalle del bloque SUMA del LMS 
 
En la salida del bloque "SUMA" ya tenemos calculado el valor nuevo de 
ganancia. Este valor de ganancia compleja nuevo lo grabamos en la misma 
celda de la Dual Port que el antiguo mediante el puerto B. Por eso colocamos 
el valor nuevo de ganancia en la entrada Data_in del puerto B y el valor de la 
dirección de memoria con los delays pertinentes en la entrada address del 
puerto B. En la entrada WE del puerto B colocamos una variable llamada 
we_UPDATE que controlaremos mediante una memoria de control.  
 
Vemos que del bloque del LMS tenemos dos salidas etiquetadas como ERROR 
y GAIN_INC. Estas variables se usan para trabajos de sincronización. 
 
La etapa posterior a la de identificación es la etapa del Post Predistorsionador. 
Para esta etapa nos es esencial otro bloque que llamamos Post PD. Este 
bloque genera la curva inversa del comportamiento no lineal del amplificador de 
potencia. Una vez se han obtenido las ganancias generadas por el LMS las 
trasladamos al predistorsionador y lo activamos. En la siguiente figura podemos 
ver que la entrada RxMOD PA2 pasa por un pequeño amplificador que controla la 
amplitud de la señal. 
 
 
 
Fig. 4.23 Detalle del bloque Post PD 
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Para generar la inversa del amplificador utilizamos el bloque Post PD. En el 
bloque de ID PA tenemos como entrada TxDPD obteniendo como salida el 
modelo RxMOD y en el bloque Post PD tenemos RxMOD como entrada 
obteniendo como salida el modelo inverso del PA TxMOD. Con esta 
configuración conseguimos tener la respuesta inversa del amplificador en las 
ganancias complejas de la LUT. En el bloque Post PD el LMS actualiza las 
ganancias de las LUTs siguiendo la siguiente ecuación: 
 
 
(4.17) 
 
 
Donde: 
 
 
(4.18) 
 
 
 
La salida del bloque viene definida como: 
 
 
(4.19) 
 
 
 
 
 
Fig. 4.24 Bloque Post PD 
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Las ganancias del bloque Post PD son las que actualizan las LUTs del PD. El 
bloque PD lo podemos ver en la siguiente figura: 
 
 
 
Fig. 4.25 Detalle del bloque Predistorsionador 
 
El bloque del predistorsionador esta formado por una BPC que recibe las 
ganancias del bloque Post PD. La salida de la BPC esta conectada a un MUX 
que nos hace de selector (podemos seleccionar si queremos que actúe el 
Predistorsionador independientemente de tener el WE activado). La salida del 
MUX la tenemos conectada a un pequeño amplificador que controlamos 
mediante el Matlab (para controlar la amplitud de la señal). 
 
 
4.3.4  Resultados del PD sin memoria 
 
Una vez explicados los diferentes bloques, llevamos a cabo la identificación 
generando la señal TxDATA (modulación 16QAM). Inicialmente dejamos 
transparente el PD poniendo su WE a 0 y activamos las BPCs del bloque 
Identificación PA poniendo los respectivos WE a 1 para que actualizen las 
viejas ganancias complejas de las LUTs por las nuevas obtenidas en el bloque 
LMS. 
 
En la siguiente grafica vemos la curva real del amplificador y la curva del 
bloque Identificación del PA. Al tener la misma función AM-AM los dos bloques 
se comportan de la misma manera.  
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Fig. 4.26 Curva AM-AM del PA y curva AM-AM del bloque ID PA 
 
 
Los resultados que esperamos para las señales de salida de los bloques PA y 
ID PA (RxDATA y RxMOD) son dos señales prácticamente iguales. La señal 
RxDATA es la señal de salida del amplificador de potencia cuando lo excitamos 
con TxDATA y la señal RxMOD es la salida del modelo estimado del PA.  
 
En la siguiente figura comparamos las componentes en fase de las dos señales 
sincronizadas: 
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-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
 
 
RxDATA I
RxMOD I
 
Fig. 4.27 Componentes en fase de las señales RxDATA y RxMOD sincronizadas 
 
 
Viendo las señales temporales podemos ver la similitud entre las dos señales. 
En la siguiente figura vemos que el error entre una señal y la otra es en media 
del orden de -25dB lo que nos indica que se produce una buena identificación. 
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Fig. 4.28 Error entre RxMOD y RxDATA 
 
 
 
Para ver el grado de la calidad de la identificación en los picos nos fijaremos en 
los espectros en frecuencia de las dos señales.   
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Fig. 4.29 Espectro frecuencial de RxDATA y RxMOD 
 
 
Vemos que en la zona lineal del espectro (dentro del canal de comunicaciones) 
la identificación es exacta. La distorsión en la banda adyacente es la parte mas 
afectada por la distorsión no lineal y nos permite ver la concordancia entre la 
señal del modelo y la señal de referencia. 
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La siguiente gráfica es la de ambas constelaciones incluyendo las trayectorias. 
Vemos que las señales presentan dos trayectorias muy similares. 
 
Fig. 4.30 Constelaciones de RxDATA y RxMOD incluyendo las trayectorias 
 
 
Después de activar el WE del bloque de identificación del PA activamos el WE 
del bloque Post PD para calcular las nuevas ganancias que van a ir al 
predistorsionador. 
 
En la siguiente figura comparamos las dos curvas AM-AM del bloque PA y del 
bloque Post PD. Podemos observar como se genera la curva inversa al modelo 
no lineal del PA. 
 
 
 
Fig. 4.31 Curva AM-AM del bloque ID PA y Curva AM-AM del bloque Post PD 
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El siguiente paso es trasladar las ganancias generadas por el bloque Post PD 
al predistorsionador y activar el WE del bloque de PD para que se actualizen 
las ganancias.  
 
En la siguiente grafica comparamos las constelaciones de la señal enviada con 
la señal recibida normalizadas (activando y desactivando el Predistorsionador) 
para comprobar en qué configuración la señal recibida tiene más similitud que 
la señal enviada.  
 
 
 
Fig. 4.32 Constelación con trayectorias de la señal TxDATA y RxDATA (sin PD) 
normalizadas 
 
Vemos en la figura anterior que sin actuar el predistorsionador las 
constelaciones de entrada y de salida normalizadas están rotadas. Esto es 
producido por las no linealidades del amplificador.  
 
 
 
Fig. 4.33 Constelación con trayectorias de la señal TxDATA y RxDATA  (con PD) 
normalizadas. 
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En cambio, como podemos ver en la figura anterior, actuando el 
Predistorsionador se produce mayor similitud de las trayectorias entre la señal 
de entrada y la señal de salida (ya no hay la distorsión de rotación que se 
produce sin activar el Predistorsionador). Con esta grafica podemos demostrar 
que activando el Predistorsionador conseguimos una amplificación lineal en 
toda la banda, por lo que se consigue que la señal recibida RxDATA sea igual a 
la señal de entrada TxDATA  amplificada linealmente. Actuando el 
predistorsionador mejora la amplificación lineal de la señal. 
 
Con el espectro de las señales RxDATA (sin PD) y RxDATA (con PD) podemos 
observar que cuando actúa el PD se reduce la medida de ACPR, reduciendo el 
recrecimiento espectral y por lo tanto produciendo una menor interferencia a los 
canales adyacentes.  
 
 
 
Fig. 4.34 Espectro de las señales RxDATA (sin PD) y RxDATA (con PD) 
 
 
Si queremos ver la función AM-AM resultante formada por el conjunto del 
bloque predistorsionador y el bloque PA hacemos la grafica AM-AM entre 
TxDATA y RxDATA. Vemos como la relación entrada-salida tiene un 
comportamiento lineal, lo que hace que el conjunto de los bloques 
Predistorsionador y PA se comporten como un amplificador lineal. 
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Fig. 4.35 Curva AM-AM entre TxDATA y RxDATA 
 
 
Por último vemos la constelación de la señal recibida demodulada sin activar el 
PD y activando el PD. Vemos que sin activar el PD los puntos de la 
constelación de la señal recibida están muy alejados de los puntos de decisión, 
lo que podría producir errores de símbolo. En cambio la constelación con el 
predistorsionador activado está en la misma zona que los puntos de decisión 
(por lo que no se producen errores de símbolo) 
 
 
Fig. 4.36 Constelaciones de las señales demoduladas de TxDATA, RxDATA (sin 
PD) y  RxDATA (con PD)
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CAPÍTULO 5. PREDISTORSIÓN CON MEMORIA 
 
5.1.      Implementación del PD con memoria 
 
En el capitulo anterior hemos simulado un Predistorsionador donde el PA no 
introducía efectos de memoria en la señal amplificada. Ahora bien, los sistemas 
de telecomunicaciones actuales consideran señales a transmitir con anchos de 
banda muy significativos, lo que produce una amplificación qué, a parte de 
introducir efectos no lineales, presenta también efectos de memoria. En este 
capitulo simularemos un Predistorsionador con el PA con memoria (no solo 
amplifica la muestra actual en el tiempo sino que también amplifica muestras 
pasadas). 
 
5.1.1  Identificación del PA con memoria 
 
Primero de todo tenemos que identificar un modelo del PA con memoria. Para 
ello utilizaremos el modelo NARMA. Una de las mayores ventajas del modelo 
NARMA es la capacidad para encontrar un compromiso entre la fidelidad en la 
estimación del PA y la complejidad computacional introducida.  
 
 
 
 
 
Fig. 5.1 Esquema de bloques de la identificación del PA con memoria según el 
modelo NARMA 
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En general el modelo NARMA (Nonlinear Auto-Regresive Moving Average): 
 
 
 
(5.1) 
 
 
 
En particular para este TFC hemos definido N=1 y M=2. 
 
Teniendo en cuenta la configuración en particular definimos la salida estimada 
de la siguiente manera: 
 
 
(5.2) 
  
 
 
  
Para la implementación en la FPGA con estructuras de BPCs tenemos la 
siguiente configuración: 
 
 
Fig. 5.2 Estructura con BPCs del bloque de identificación con el PA con 
memoria 
 
 
Donde: 
 
(5.3) 
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5.1.2  Predistorsión del PA con memoria 
 
Una vez hemos obtenido la señal modelo RxMOD nos falta exportar las 
ganancias de las LUTs para después invertir la curva AM-AM del bloque de 
identificación. Cuando tengamos las ganancias complejas que simulan la curva 
AM-AM inversa del bloque de identificación las traspasaremos al PD y así en 
conjunto de los bloques PD y el de identificación conseguiremos una etapa 
lineal. 
 
Definimos nuevamente RxDESIRED como nuestra señal de salida deseada de 
toda la etapa. Su valor será el valor de entrada de toda la etapa multiplicado 
por la ganancia lineal, como vemos en la siguiente ecuación: 
 
 
 
(5.4) 
 
 
 
Del bloque de identificación del amplificador tenemos que : 
 
 
 
(5.5) 
 
 
 
 
 
Igual que hemos echo con una sola LUT estática  aislamos TxDATA(k). 
 
 
 
(5.6) 
 
 
 
 
 
O lo que es lo mismo: 
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Definimos z(k) como: 
 
 
 
(5.8) 
 
 
 
 
Y finalmente tenemos que: 
 
 
(5.9) 
 
 
 
Por lo tanto nuestra etapa del predistorsionador queda definida por el siguiente 
esquema: 
 
 
 
Fig. 5.3 Estructura con BPCs del bloque de PD con el PA con memoria 
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5.1.3  Implementación del PD con memoria en el entorno de 
trabajo 
Para implementar el PD con memoria en el entorno de trabajo seguiremos la 
misma metodología que en el PD sin memoria, teniendo en cuenta que los 
bloques de identificación y de predistorsión tendrán mas BPC y mas bloques 
LMS que para el PD sin memoria. 
Para el bloque de identificación tendremos el siguiente esquema de bloques: 
 
 
 
Fig. 5.4 Estructura con BPCs del bloque de ID con el PD con memoria 
 
 
El funcionamiento es el mismo que para cuando no teníamos memoria. Como 
podemos observar también tenemos las dos variables Rx MOD PA y Rx MOD PA 2 
(Rx MOD PA suma la primera BPC de cada bloque de 2BPC + LMS y Rx MOD PA 2 
suma la segunda BPC de cada bloque 2BPC + LMS) 
 
El bloque de Post PD es exactamente igual al de sin memoria (sola hace la 
inversa de la BPC estática) 
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El bloque PD es tal y como se detalla en la siguiente figura: 
 
 
 
Fig. 5.5 Estructura con BPCs del bloque de PD con memoria 
 
 
Los bloques BPC del PD reciben las ganancias de las BPCs correspondientes 
del bloque de identificación 
 
5.1.4  Resultados del PD con el PA con memoria 
En este apartado compararemos los resultados de introducir una o varias BPCs 
dinámicas comparado con la identificación con una sola BPC estática. 
El esquema que utilizaremos será el siguiente: 
 
 
 
Fig. 5.6 Estructura 1BPC estática + 1 BPC dinámica para la identificación del 
PA con memoria 
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La parte de la BPC estática es exactamente igual a la utilizada en la simulación 
sin memoria. Ahora lo que hacemos es introducir una BPC dinámica dónde la 
señal de entrada está retrasada una muestra respecto a la BPC estática. Esto 
lo hacemos poniendo en la entrada de la BPC dinámica la misma entrada que 
la BPC estática pero con un delay de una muestra. La señal de salida total de 
la BPC dinámica será sumada a la señal de salida total de la BPC estática 
esperando tener la señal modelo con un nivel de semejanza más alto al 
conseguido solo con la BPC estática.  
 
Lo primero que haremos será averiguar qué número de BPCs dinámicas 
ayudan para una mejor detección. Para esto haremos tres configuraciones con 
la misma señal de entrada (BPC estática, BPC estática + 1 BPC dinámica y 
BPC estática + 2 BPCs dinámicas). Así podremos comprobar para cada caso 
cual es la mejor configuración. Para cada configuración calcularemos el NMSE 
(Normalized mean square error) que mide la similitud entre la salida del modelo 
estimado (RxMOD) y la salida del PA (RxDATA). Se define como: 
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Tabla 5.1 Delay BPC Dinámica 1=1, Delay BPC Dinámica 2=3 
 
Error BPC estática Error BPC estática + 
BPC dinámica 1 
Error BPC estática + 
BPC dinámica 1 y 2  
-27.7679 dB -28.0005 dB - 29.6880 dB 
 
 
Tabla 5.2 Delay BPC Dinámica 1=2, Delay BPC Dinámica 2=4 
 
Error BPC estática Error BPC estática + 
BPC dinámica 1 
Error BPC estática + 
BPC dinámica 1 y 2  
-25.6144 dB -25.2036 dB - 25.4782 dB 
 
 
Tabla 5.3 Delay BPC Dinámica 1=3, Delay BPC Dinámica 2=5 
 
Error BPC estática Error BPC estática + 
BPC dinámica 1 
Error BPC estática + 
BPC dinámica 1 y 2  
-24.6164 dB -26.7264 dB -28.4822 dB 
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Tabla 5.4 Delay BPC Dinámica 1=4, Delay BPC Dinámica 2=6 
 
Error BPC estática Error BPC estática + 
BPC dinámica 1 
Error BPC estática + 
BPC dinámica 1 y 2  
-26.5107 dB -26.8758 dB -26.1243 dB 
 
 
Tabla 5.5 Delay BPC Dinámica 1=5, Delay BPC Dinámica 2=7 
 
Error BPC estática Error BPC estática + 
BPC dinámica 1 
Error BPC estática + 
BPC dinámica 1 y 2  
-25.5141 -26.6499 -25.1425 
 
 
Con estos resultados vemos que para diferentes valores de delays ayuda una 
segunda BPC dinámica, para otros valores ayuda solo 1 BPC dinámica y hay 
una configuración dónde la mejor detección es para la BPC estática. Para 
escoger la mejor configuración escogeremos el mejor valor de cada 
configuración y los pondremos con la misma entrada simultáneamente. De esta 
manera en igualdad de condiciones averiguaremos cual es la mejor 
configuración de todas. 
 
Tabla 5.6 BPC estática + 2 BPC dinámicas 
 
Error BPC estática + BPC dinámica 1 
(delay=3) + BPC dinámica 2 (delay=5) 
 
-27.0040 dB 
Error BPC estática + BPC dinámica 1 
(delay=1) + BPC dinámica 2 (delay=3) 
 
-28.9398 dB 
Error BPC estática + BPC dinámica 1 
(delay=4)  
 
-28.1774 dB 
Error BPC estática + BPC dinámica 1 
(delay=5)   
 
-28.4558 dB 
Error BPC estática  
 
 
-28.5605 dB 
 
 
Con los anteriores resultados podemos asegurar que la mejor configuración 
(con máximo de 2 BPCs dinámicas) es la conseguida por una BPC estática 
mas una primera BPC dinámica con un retardo de 1 muestra mas una segunda 
BPC dinámica con un retardo de 3 muestras. Ahora nos falta por averiguar si 
una tercera BPC dinámica para esta configuración ayudará en la detección de 
la señal. Para eso haremos la misma prueba para averiguar en igualdad de 
condiciones cual es la configuración que mejor adapta. Estos son los 
resultados: 
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Tabla 5.7 BPC estática + 2 BPC dinámicas 
 
Error BPC estática + BPC dinámica 1 
(delay=1) + BPC dinámica 2 (delay=3) 
 
-27.0040 dB 
Error BPC estática + BPC dinámica 1 
(delay=1) + BPC dinámica 2 (delay=3) 
+ BPC dinámica 3 (delay=4) 
 
-27.1809 dB 
Error BPC estática + BPC dinámica 1 
(delay=1) + BPC dinámica 2 (delay=3) 
+ BPC dinámica 3 (delay=5) 
 
-27.7475 dB 
Error BPC estática + BPC dinámica 1 
(delay=1) + BPC dinámica 2 (delay=3) 
+ BPC dinámica 3 (delay=6) 
 
-26.3418 dB 
Error BPC estática + BPC dinámica 1 
(delay=1) + BPC dinámica 2 (delay=3) 
+ BPC dinámica 3 (delay=7) 
 
-26.1697 dB 
 
 
 
Vemos como en algunas configuraciones la tercera BPC dinámica no ayuda 
para nada y dónde en una si que ayuda y supera el valor de la configuración 
con solo la BPC estática y las dos dinámicas. Esta configuración es la formada 
por la configuración con la que habíamos encontrado el mejor resultado con un 
máximo de dos BPCs dinámicas (BPC estática + BPC dinámica delay=1 + BPC 
dinámica delay=3) mas una tercera BPC dinámica con delay=5. Podemos ver 
que aumentando las BPCs dinámicas podemos conseguir mejor identificación 
que con sólo una BPC estática. Lo que se trata es de buscar los valores 
adecuados de los delays. 
 
Para nuestro bloque de identificación utilizamos la configuración de BPC 
estática + BPC dinámica con delay de 1 + BPC recursiva delay 3 + BPC 
recursiva delay 4. Con esta configuración conseguimos un valor de error de -35 
dB gracias a la inclusión de las dos BPCs recursivas.  
 
Los resultados de identificación que hemos obtenido con el PD con memoria 
son similares a los conseguidos por el PD sin memoria. La dificultad en el 
sistema ha aumentado, la curva AM/AM del PA ya no es tan delgada como era 
antes (producida por los efectos de memoria).  
 
En la siguiente gráfica podemos comprobar que se ha producido una buena 
identificación del PA, siendo las curvas de los bloques ID PA y PA 
prácticamente iguales. 
 
Predistorsión con memoria   53 
 
Fig. 5.7 Curvas AM-AM del bloque PA y curva AM-AM del bloque ID PA 
 
 
 
También vemos que se ha producido una buena identificación viendo las 
señales temporales. En los picos de las señales se producen algunos errores 
de identificación (la señal del modelo no es exactamente igual a la sseñal de 
referencia). 
 
Fig. 5.8 Componentes en fase de las señales RxDATA y RxMOD sincronizadas 
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En la grafica del espectro entre RxDATA y RxMOD vemos que en la zona lineal (el 
canal de comunicaciones) se produce una identificación exacta. En cambio en 
las bandas adyacentes la identificación ha empeorado. Esta pérdida de 
identificación en la banda adyacente es la que genera los errores en los picos 
de la señal temporal en la figura anterior (Fig 5.8). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.9 Espectro frecuencial de RxDATA y RxMOD  
 
En la Fig. 5.10, vemos las dos curvas AM-AM de los bloques ID PA y Post PD. 
No se aprecia tan bien que son inversas entre ellas como se apreciaba en el 
PD sin memoria ya que tenemos dispersión de los puntos que forman las 
curvas (producidos por los efectos de memoria) 
 
 
Fig. 5.10  Curvas AM-AM de los bloques ID PA y POST PD 
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Aunque la curva AM-AM del PA es ancha, la función AM/AM total que 
conseguimos es delgada como cuando no teníamos efectos de memoria como 
podemos ver en la siguiente figura, por lo tanto estamos disminuyendo los 
efectos de memoria producidos por el PA. También vemos que el 
comportamiento total del sistema  es lineal. 
 
 
Fig. 5.11 Funciones AM/AM del bloque ID PA y de entrada/salida (Total) 
 
En la siguiente gráfica podemos ver que cuando actúa el PD, la medida del 
ACPR es mejor que cuando no tenemos PD. Por lo tanto el PD disminuye la 
distorsión fuera de banda. 
 
 
 
Fig. 5.12 Espectro de la señal RxDATA (Sin PD) y de RxDATA (Con PD) 
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Con la constelación de la señal recibida podemos ver tanto la distorsión dentro 
de banda como los efectos de memoria del PA. En la Fig. 5.13 vemos que sin 
PD los puntos de la constelación están muy dispersos y muy alejados de los 
puntos de decisión. En contra para cuando tenemos activado el PD los puntos 
de la constelación de la señal recibida están en la misma zona que los puntos 
de decisión de la señal enviada. Además los puntos de la constelación de la 
señal recibida con el PD están más comprimidos por lo que hemos reducido los 
efectos de memoria. 
 
 
Fig. 5.13 Constelación de la señal TxDATA, RxDATA (Sin PD) y RxDATA (Con PD) 
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CONCLUSIONES 
En este TFC hemos visto como influye la distorsión no lineal introducida por los 
Amplificadores de Potencia en las transmisiones digitales, en concreto hemos 
particularizado para una modulación 16-QAM. El PA genera en la señal de 
salida distorsión dentro y fuera de banda, así como distorsión lineal debida a 
los efectos de memoria cuando consideramos señales de un determinado 
ancho de banda. Para corregir estos efectos indeseados nos hemos centrado 
en el diseño de un Predistorsionador Digital adaptativo en tiempo real 
implementado en una FPGA. Este PD sigue una estructura basada en BPCs 
con el fin de poder ser implementado en un dispositivo FPGA. Una BPC está 
formada por un multiplicador complejo, una memoria Dual Port que actúa como 
LUT (Look-Up Table) y un calculador de direcciones. Estas LUTs se actualizan 
en tiempo real en la misma FPGA mediante el algoritmo de LMS, que calcula el 
nuevo valor de ganancia compleja (GLUT) mediante la minimización del error 
cuadrático medio definido como la diferencia entre una señal de referencia y la 
señal obtenida a partir del modelo.  
El Predistorsionador digital implementado tiene la ventaja de ser adaptativo 
dentro de la propia FPGA y en tiempo real. Dado que está implementado 
siguiendo una estructura multi-tabla, en un procesador que permite 
operaciones en paralelo, los diferentes bloques que lo componen son 
independientes y su funcionamiento es completamente autónomo a los demás.  
Inicialmente hemos simulado un predistorsionador sin memoria, consiguiendo 
unos buenos resultados de predistorsión. La relación entrada-salida total 
presenta un comportamiento lineal corrigiendo tanto la distorsión fuera de 
banda como la distorsión dentro de banda. No sucedía lo mismo cuando no 
actuaba el PD ya que la constelación de la señal demodulada aparecía rotada.  
También hemos podido ver que al actuar el predistorsionador mejorábamos la 
medida del ACPR (distorsión fuera de banda) mejorando la señal de los 
canales adyacentes. El espectro de la señal recibida sin PD tenía peor ACPR 
que con la señal de salida recibida con el PD por lo que al introducir el PD 
reducíamos las interferencias producidas a canales adyacentes. 
Para corregir los efectos de memoria del PA diseñamos un PD con memoria 
basado en el modelo NARMA basado en una arquitectura multi-tabla. Gracias a 
esta arquitectura conseguimos reducir tanto la distorsión no lineal como la 
lineal. La compensación de los efectos de memoria se puede apreciar en la 
reducción de la dispersión en los puntos de decisión de la constelación de la 
señal recibida, así como también en la reducción del grosor de la curva AM-
AM. Por otro lado, igual que para el PD sin memoria, conseguimos una mejora 
moderada de la ACPR en el espectro de salida de la señal amplificada con 
predistorsión.  
En un futuro se podría implementar el diseño creado en una FPGA (y no solo 
simularlo), y probar el correcto funcionamiento del predistorsionador con un PA 
real. También se podría aumentar la complejidad del diseño aumentando el 
número de BPCs para conseguir una mayor calidad en el PD. 
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Este proyecto consigue un ahorro energético en los Amplificadores de 
Potencia. Éste ahorro energético produce que los amplificadores de potencia 
en las estaciones base necesiten menos refrigeración (ya que disipan menos 
calor), y en definitiva se consigue que se emitan menos emisiones de CO2 a la 
atmosfera producidas por los aparatos de refrigeración de las estaciones base. 
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