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1. INTRODUCTION 
The purpose of this paper is twofold. First, we discuss the existence of 
nonoscillatory solutions of the forced ordinary differential equation 
(P(~sm Y)‘)’ + w, Y> + r(r) = 0. (1) 
We show in particular that, in case the forcing term r(t) is small in a certain 
sense, Eq. (1) has nonoscillatory solutions if the associated unforced 
equation 
also does. Secondly, we consider the forced elliptic differential equation 
flu + @(x, u) + Y(x) = 0 (2) 
including 
du+d(x)~u~Ysgnu+~(x)=O, 
Au + 4(x) e” + y(x) = 0 
as special cases. We apply our results on Eq. (1) in conjunction with the 
elliptic existence theory of Noussair and Swanson [ 12, 13 ] to establish 
suffkient conditions which guarantee the existence of nonoscillatory 
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solutions of (2) defined in exterior domains. In particular we present effective 
criteria for Eq. (2) to possess nonoscillatory solutions with specific 
asymptotic growth or decay as 1x(--) co. 
2. FORCED ORDINARY DIFFERENTIAL EQUATIONS 
We begin by comparing the nonoscillatory behavior of the two equations 
(P@W)Y)‘Y + h*(t,Y) + r*(t) = 09 (3) 
(Pww)z)‘)’ + h*(t9 z) + r*(t) = 0, (4) 
where p, q: [a, co) -+ (0, co), r*, r*: .[a, co) + R, and h*, h,: [a, co) x 
(0, co) -+ (0, co) are continuous. We are interested in solutions of (3) and (4) 
which are defined for all sufftciently large t. Such a solution of (3) or (4) is 
called oscillatory if the set of its zeros is unbounded; otherwise it is called 
nonoscillatory. 
It is convenient to distinguish the two cases: 
I 
em dt 
-lx p(t)=*’ 
(5) 
-m dt 
J- a PO) < Ooy (6) 
and make use of the function 
according to whether (5) or (6) holds. 
THEOREM 1. Suppose that 
h*(t,y) 2 h&y) for Y > 0 (7) 
and that h,(t, y) is nondecreasing in y. Suppose there are continuous 
functions p*, p*: [a, co) + R with the properties 
p*(t) is oscillatory, (8) 
(pOM~)p*W)')' + r*(t) = 0, t > a, (9) 
MNq0)b.W)‘)’ + r&l = 0, t > a. WY 
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Suppose moreover that the functions p*, p* satisfy 
lim q(t)p*(t) = 0, 
I-CC 
lim q(t) p*(t) = 0 
f-w 
(11) 
when (5) holds, and 
lim q(t)p*(t)/n(t) = 0, 
f-cc 
lim q(c) p*itM) = 0 
,-1X 
(12) 
when (6) holds. 
lf Eq. (3) has an eventually positive solution y(t), then Eq. (4) has an 
eventually positive solution z(t) such that z(t) Q y(t) for all large t. 
ProoJ Let y(t) be a positive solution of (3) defined on It,, co). Put 
w(t) = y(t) -,0*(t). In view of (9) 
i ,WW) w(t))‘)’ = -h*(c Y@)) < 0, r> t,, (13) 
so that w(r) is eventually of constant sign, say for t > f, > t,. If w(t) < 0, 
t > t, , then y(t) -C p*(t), t > t,, which implies that y(t) takes negative values 
in any neighborhood of infinity. This contradicts the eventual positivity of 
y(t) and we must have w(t) > 0 for t > t,. 
Suppose (5) holds. It is easy to see that p(t)(q(t) w(t))’ > 0 for r > I, and 
the finite limit c2 = lim f+a3 p(t)(q(t) w(t))’ > 0 exists. An integration of (13) 
gives 
.cc 
POhW w(O)’ = ~2 + 1 h*is. y(s)) ds, t > t,. iw . t 
Dividing (14) by p(t) and integrating over [t,, tj. we get 
q(t) w(t) = c, + c, !1’ 
I 
5 + .il’ 
, 
&!‘” h*b y(a)) do ds 
5 
or 
4w.w = Cl + mP*w + c2 J: 
1 
h*(a, y(u)) do ds (15) 
for t > t,, where c, = q(tl) w(t,) > 0. In view of (11) there is a t, > t, such 
that 
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for c > c,. From (IS), (16), and (7) we obtain 
for t > t,. From a result of Canturija [2], it then follows that there exists a 
continuous solution z(t) of the integral equation 
40 z(t) = ? + 40) P*(f) + c, Jl’ 
I 
$y 
+ J: +-J h*(a, z(u)) do ds 
2 5 
satisfying 
for t > t,. Differentiating (18) twice, we see that z(t) is a solution of Eq. (4) 
on [t,, co). That v(t) > z(t) > 0 on [t2, co) follows from (16) and (19). 
Next suppose (6) is satisfied. Then we rewrite Eqs. (3) and (4), respec- 
tively, as 
Since 
(P(f) ~*wMww)‘)’ + 44 hX(LY) + 44 r*(t) = 03 
(P(t) ~*(N7(wm’)’ + 4t) h*(t, z> + w r*(t) = 0. 
(20) 
(21) 
I 
t ds 1 1 
a P(S) J+) 
=----+a 
w  n(a) 
as t-, al, 
the above arguments apply to (20) and (21), and the desired conclusion 
readily follows. This completes the proof. 
Remark 1. Suppose that (8), (9) and either (11) or (12) are satisfied. Let 
y(t) be an eventually positive solution of (3). Then it is easy to verify that 
there are constants k, > 0, k, > 0 and T > a such that 
k, < s(t) YW < k,W) for t>T 
if (5) holds, and 
FORCED DIFFERENTIALEQUATIONS 327 
if (6) holds. This observation shows that (i) in case (5) holds, a solution y(t) 
of (3) with the property 
,im 40) Y(0 
I-E P(f) 
= const > 0 (resp. f’: q(t) y(t) = const > 0) 
can be regarded as a maximal (resp. minimal) positive solution of (3), and 
(ii) in case (6) holds, a solution y(t) of (3) with the property 
lim q(t)~p(t) = const > 0 
f-cc, ( 
resp. lim 4(OYW 
I-m 740 
= const > 0 
1 
can be regarded as a maximal (resp. minimal) positive solution of (3). 
An inspection of the proof of Theorem 1 leads us to the following result 
on the existence of minimal positive solutions of (3) and (4). 
THEOREM 2. Let h*(t, y), h,(t, y) be as in Theorem 1. Suppose there are 
functions p*, p*: [a, az) --$ R satisfying in addition to (9), (lo), either (11) 01 
(12) according to whether (5) or (6) holds. 
(i) Let (5) hold. If(3) has a solution y(f) such that lim,,, q(t) y(r) = 
const > 0, then (4) has a solution z(t) such that z(t) < y(t)for all large t and 
lim t-.z q(f) z(f) = const > 0. 
lim (ii) Let (6) hold. If (3) has a solution y(f) such that 
I-rcc swY(ol~(o = const > 0, then (4) has a solution z(t) such that 
z(t) <y(t)for all large t and lim,,, q(t) z(t)/n(t) = const > 0. 
Proof It &ices to prove statement (i). Let y(t) be a positive solution on 
[t,, co) of (3) such that lim,,, q (r)y(t) = c > 0. Put w(t) =y(t) -p*(f). As 
in the proof of Theorem I we see that w(t) is eventually of constant sign, 
say for t>t,>t,. If w(t)<O, tat,, then y(t)<p*(t), t>t,, which 
implies lim inf,,, 4 (t) p*(t) > c > 0, a contradiction to (11). Thus we have 
w(t) > 0 for t > t,. Observe that since lim,,, q(r) w(t) = c, c? = 
lim r-m p(t)(q(t) w(t))’ = 0. Proceeding now exactly as in the proof of 
Theorem 1, we conclude that there is a continuous solution z(t) of the 
integral equation 
satisfying 
s(t) Y(f) 2 s(t) z(t) > ? + q(t) p*(t) 
for I >, f2, where c, > 0 is a constant and t, > I, is sufficiently large. It is 
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easy to see that z(t) is a minimal positive solution of (4). This completes the 
proof. 
The conditions on the forcing term can be relaxed if our attention is 
restricted to the class of maximal positive solutions. 
THEOREM 3. Let h*(t, y), h,(t, y) be as in Theorem 1. Suppose there are 
functions p*, px: [a, co) + R satisfying in addition to (9), (lo), 
f’z 4(t) P* WJ(t) = 0 + (22) 
when (5) holds, and 
lim q(t) p*(t) = 0, 
t-+02 
lim q(t) p*(t) = 0 
t-co (23) 
when (6) holds. 
(i) Let (5) hold. If (3) has a solution y(t) such that 
lim t-m s(t) YwYt) = const > 0, then (4) has a solution z(t) such that 
z(t) < y(t)for all large t and lim,+, q(t) z(t)/P(t) = const > 0. 
(ii) Let (6) hold. Zf (3) has a solution y(t) such that lim, -roe q(t) y(t) = 
const > 0, then (4) has a solution z(t) such that z(t) < y(t)for all large t and 
lim t+m q(t) z(t) = const > 0. 
The proof of Theorem 3 is left to the reader. 
Let us now consider the equations 
(PWMO y)‘)’ + 4 v> = 0, (24) 
(p(t)(q(t)z)‘)’ + W z) + r(t) = 0, (25) 
where p, q: [a, co) + (0, co), r: [a, co) -+ R and h: [a, co) X (0, co) -+ (0, a) 
are continuous, and h is nondecreasing in the second variable. 
When specialized to (24) and (25), the above theorems yield the following 
results, which roughly state that the nonoscillatory character of Eq. (24) is 
not affected by adding a small forcing term r(t). 
COROLLARY 1. Suppose there is a function p: [a, co) --) R with the 
properties 
(p(OMt) p(t)>‘)’ + r(t) = 0, 
lim q(t) p(t) = 0 
t-co 
t > a, (26) 
when (5) holds, (27) 
lim q(t) p(t)/a(t) = 0 
t-m 
when (6) holds. (28) 
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If (24) has an eventually positive solution y(t), then Eq. (25) has an even- 
tually positive solution z(t) such that z(t) <y(t) for all large t. 
COROLLARY 2. Suppose there is a function p: [a, 00) + R satisjjing (26) 
and either (27) or (28). 
(i) Let (5) hold. If (24) has u solution y(t) such that 
lim I-oo q(t)y(t) = const > 0, then (25) has a solution z(t) such that 
z(t) <y(t)for all large t and lim,,, q(t) z(t) = const > 0. 
,im (ii) Let (6) hold. If (24) has a solution j?(t) such that 
t-cc s(t) .4t)ln(t) = const > 0, then (25) has a solution z(t) such that 
z(t) <y(t)for all large t and lim,,, q(t) z(t)/?r(t) = const > 0. 
COROLLARY 3. Suppose there is a function p: [a. a~) -+ R satisfving (26) 
and 
lim q(t) p(t)/P(t) = 0 
I-SC 
when (5 ) holds. (29) 
lim q(t) p(t) = 0 
I - cc 
when (6) holds. (30) 
(i) Let (5) hold. Zf (24) has a solution y(t) such that ,im 
_ q(t)y(t)/P(t) = const > 0, then (25) has a solution 
z(t;?y(t)fir all large t and lim,,, q(t) z(t)/P(t) = const > 0. 
z(t) such that 
(ii) Let (6) hold. If (24) has a solution y(t) such that 
lim,_ 5 q(t) y(t) = const > 0, then (25) has a solution z(t) such that 
z(t) <y(t) for all large t and lim,,, q(t) z(t) = const > 0. 
We remark here that necessary and sufficient conditions are known for 
Eq. (24) to possess maximal and minimal positive solutions. 
LEMMA 1. (i) Suppose (5) holds. Equation (24) has a maximal (resp. 
minimal) positive solution tf and only tf 
.i* 
( h(t, cP(t)/q(t)) dt < 03 .=’ P(t) h(t, c/q(t)) dt < m) 
for some c > 0. 
(ii) Suppose (6) holds. Equation (24) has a maximal (resp. minimal) 
postive solution ifund only if 
-[a n(t) h(t, c/q(t)) dt < 00 
for some c > 0. 
(rep. [a h(t, crc(t)/q(t)) dt < a) 
For the proof of Lemma 1 see Kusano and Naito [8,9 1. 
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EXAMPLE 1. Consider the equations 
(p(t) v'>' + d(f) ey = 0, (31) 
(p(f) z’)’ + d(f) ez + r(f) = 0, (32) 
where p, 4: [a, co) -+ (0, co) and r: [a, co) --) R are continuous. Suppose p(f) 
is subject to condition (5). From Lemma 1 we see that (i) (3 1) has a solution 
u,(t) such that lim,,, v,(t) = const > 0 if and only if 
.a3 
J J’(t) 4(t) df < ~0, (33) 
and (ii) (3 1) has a solution yz(t) such that lim,,, yz(f)/P(f) = const > 0 if 
and only if 
! 
-00 
eCP”‘#(t) df < 03 for some c > 0. (34) 
From Corollary 2 it then follows that if (33) holds and if there is a function 
pr(t) satisfying 
(P(f) P;(f))’ + r(f) = 0 and lim p,(f) = 0, (35) t-rcc 
then (32) possesses an eventually positive solution z,(t) such that 
lim, m z,(l) = const > 0. On the other hand, it follows from Corollary 3 that 
if (34) holds and if there is a function p2(f) satisfying 
t P(f) /G(f)) + r(f) = 0 and lim p*(f)/P(f) = 0, (36) t-r00 
then (32) has a solution z2(f) such that lim,_, zz(f)/P(f) = const > 0. 
The case where (6) is satisfied may be examined similarly. 
EXAMPLE 2. Consider the generalized Emden-Fowler equations 
(P(f)t4(f)y)‘)‘+b(f)14’lYsgny=0, (37) 
tptM~)z)‘)’ + 4(f) lzlYw z + r(f) = 0, (38) 
where y is a positive constant and p? q, 4: [a, co) -, (0, co) and r: [a, co) + R 
are continuous functions. Suppose condition (5) holds. Applying Lemma 1 to 
(37) we have the following propositions: 
(i) (37) has a solution y,(f) such that lim,,, q(f)y,(f) = const > 0 if 
and only if 
fin P(r) q-Y(f) 4(f) df < co; (39) 
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(ii) (37) has a solution yz(t) such that lim,,,X q(tj~‘?(t)/P(t) = 
const > 0 if and only if 
fU P(t) q-Y(t) q+(t) fir < co. (40) 
Observe that (39) implies (40) if 0 ( y < 1, that (40) implies (39) if 11 > 1. 
and that (39) and (40) coincide if y = 1. 
Let y > 1, for example. According to Corollaries 2 and 3, if (39) holds and 
if there is a function p,(t) such that 
(P(OM~) P,WYY + r(t) = 0 and lim q(t) p,(f) = 0. (41) t-x 
then there exists a solution z,(r) of (38) satisfying lim,,, q(t) z,(t) = 
const > 0, and furthermore, if (40) holds and if there is a function p*(t) such 
that 
and lim s(t) pz(t)/P(t) = 0, (42) 
1-m 
then there exists a solution z>(t) of (38) satisfying lim,_, s(t) z?(t)/P(t) = 
const > 0. 
The discussion of the case where (6) holds is left to the reader. 
Remark 2. We have so far been concerned only with eventually positive 
solutions of the equation under consideration. As easily seen, each of the 
above theorems and corollaries has its counterpart for eventually negative 
solutions provided h*, h* and h are functions from [a, co) x (-co, 0) to 
(-co. 0). 
Remark 3. There is an extensive literature on the oscillatory and 
nonoscillatory behavior of forced ordinary differential equations. For results 
more or less related to ours the reader is referred to the papers by Atkinson 
[I]. Kartsatos [4-61, Kartsatos and Onose 171, Kusano and Naito (101, 
Onose [ 15 ), and Teufel [ 161. 
3. FORCED ELLIPTIC EQUATIONS 
Recently Noussair and Swanson [ 12, 13 1 have developed an existence 
theory for a class of semilinear elliptic equations in unbounded domains. 
Their results apply in particular to the multi-dimensional Emden-Fowler 
equation 
Au+~(x)~~~~sgnu=O, (43) 
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where A = xi”=, a2/8xf is the Laplace operator in Euclidean n-space R” of 
points x = (x, ,..., x,), y is a positive constant, and effective criteria have been 
given for the existence of nonoscillatory solutions of (43) defined in exterior 
domains in R “. 
In this and the following sections we consider forced elliptic equations of 
the form 
Au + @(x, u) + !?‘(x) = 0, (44) 
simple examples of which are 
Au + 4(-r) ) u J y sgn u + w(x) = 0, 
Au + qqx) e” + v(x) = 0, 
and utilize the results of the preceding section in combination with the theory 
of Noussair and Swanson to establish sufficient conditions under which (44) 
possesses positive solutions defined in exterior domains in R”. Note that all 
the theorems to be presented below have their exact analogues for negative 
solutions which could easily be formulated and proved. 
The following notation is used: 
E,=(xER”:~x~>t}, S, = (x E R”: (xl = t), t > 0, 
where 1x1 denotes the Euclidean norm of a point x. 
With regard to (44) we make the following assumptions: 
(I) The functions @:,!?~x(O,co)+(O,a~) and !PY:~~+R are 
continuous and there is a constant o E (0, 1) such that @J E Ca@ x Z) and 
!P E Cm(a) for all bounded domains 0 c E, and for every interval Z = [o, r] 
(0 < u < 5). 
(II) There are continuous functions @*, @,: [a, co) X (0, co)-+ (0, co) 
such that @*, @.+ E Ca(J x I) for some a E (0, 1) and for any intervals 
J = [ & [] (a < < < c) and Z = [a, r] (0 < c < r), and 
@*(lx), u) < @(x3 u) < @*(lx13 u), (x, u) E E, x (0, co). (45) 
The functions @* and @* are nondecreasing in the second variable. 
(III) There are continuous functions w*, w*: [a, co) + R such that 
w*, w* E C*(J) for some a E (0, 1) and for every interval J= [c, r] 
(a < t < 0, and 
y/*(lxl) < w> G yl*(bl)~ XEE,. (46) 
By a solution of (44) in E, is meant a function u E C”“(fi) for some 
/3 E (0, 1) and for every bounded subdomain 0 c E, which satisfies (44) at 
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every point x E E,. Supersolutions (resp. subsolutions) of (44) in E,, i.e. 
functions v(x) (resp. w(x)) satisfying 
AC+ @(x, v) + Y’(x) < 0 (resp. Aw + @(x, w) + Y(x) 2 0) (47) 
in E, are defined similarly. Here the symbols Ca(X), C’+‘(Y) denote the 
usual spaces of Hdlder continuous functions. 
Basic to our subsequent considerations is the following theorem which is a 
specialized version of a result of Noussair and Swanson [ 13, Theorem 3.3 1. 
THEOREM A. Let assumption (I) be satisfied. If there exist a super- 
solution u(x) and a subsolution w(x) of (44) in E, such that 0 < w(x) < t(x) 
in &,, then Eq. (44) has a solution u(x) in E, satisfying w(x) < u(x) < F(X) 
in E,. 
Let us now state and prove the main results of this section. 
THEOREM 4. Let assumptions (I)-(III) be satisfied. Suppose there are 
functions p*, p*: [a, m) --t R with the properties 
p*(t) is oscillatory, 
(t”-‘@*(t))‘)’ + Ply*(t) = 0, [>a, 
(r”-‘@*(t))‘) + t”-‘y*(t) = 0, t > a, 
;i: t”-‘p*(t) = 0, lim t”-‘p*(t) = 0. 
t-cc 
If the ordinary dtflerential equation 
(Y’y’)’ + t”-‘@*(t, y) + t”-‘W*(t) = 0 (52) 
has an eventually positive solution y(t), then, for a suJiciently large T > a. 
there exists a positive solution u(x) of (44) in E,. 
Proof: Let y(t) be a positive solution of (52) on [to, co), t, > a. Define 
u(x) = ~~(1x1) for x E EtO. Putting t = 1x1 and using the second inequalities in 
(45) and (46), we obtain 
Au + @(x. u) + Y(x)< t’-“((Ply’)’ + t”-‘@*(r,y) + t”- ‘I//*(C)} = 0 
for x E ErO. This implies that u(x) = ~(1x1) is a supersolution of (44) in E,,>. 
By Theorem 1 there exists a solution of the equation 
(fl-lz’)/ + p-1 @*(t, z) + F’ly*(f) = 0 (53) 
which is positive on IT, co) and such that z(t) <y(t) for t > T. where T > I, 
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is sulkiently large. The function w(x) = ~(1x1) is a subsolution of (44) in 
E,, since in view of the first inequalities in (45) and (46) we have 
Aw + @(x, w) + Y(x) > P”{(Pz’) + tn-‘@*(t, 2) + t”-‘y/*(t)} = 0 
for x E E,. Applying Theorem A, we see that the conclusion of Theorem 4 is 
true. This completes the proof. 
THEOREM 5. Let assumptions (I)-(III) be satisfied. Suppose there are 
functions p*, p+: [a, CO) + R satisfying (48)-(5 1). 
If there is an eventually positive solution of 
(Fry) + t”-‘@*(t, q) = 0, (54) 
then, for some T > a, Eq. (44) has a positive solution in E,. 
Proof: According to Corollary 1, the hypotheses of the theorem 
guarantee the existence of an eventually positive solution of Eq. (52), so that 
the conclusion follows from Theorem 4. 
Consider the following particular case of (44): 
Au + d(x)f@) + v(l-4) = 0. (55) 
It is assumed that 
(i) the functions 4: EQ + (0, co), f: (0, 00) + (0, co), I+K [a, CO) + R 
are continuous and there is a constant a E (0, 1) such that 4 E P(D) for all 
bounded domains R c E,, f E P(1) for every interval Z = [a, r] (0 < u < r) 
and that w  E P(J) for every interval J= [c, Z;] (a < < < 0; 
(ii) there are continuous functions d*, &: [a, co) + (0, co) such that 
$*, $* e Ca(J) for some (r E (0, 1) and for every interval J= I<, (1 
(a ( r < c), and that 
d*(t) a pt; 4(x), 4*(t) ,< ,2&, 9(x>, t> a; 
(iii) f(u) is nondecreasing in u for u > 0. 
COROLLARY 4. Suppose there exists a function p: [a, ~1)) -+ R with the 
properties that p(t) is oscillatory, 
(F’p’(t))’ + t”-‘W(f) = 0 and f\z t”-‘p(t) = 0. 
If the equation 
(Fltf’) + t”-‘q5*(t)f(q) = 0 
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has an eventually positive solution, then, for some T > a, (55) has a positive 
solution in E,. 
ProoJ Apply Theorem 5 by setting @*(I, u) = 4*(t)f(u), @*(f. u) = 
&+$)f(u), u/*(t) = v&J = v(t) and taking p*(t) = p*(t) = p(t). 
Thus the multi-dimensional problem under study is reduced to the problem 
of finding positive solutions of ordinary differential equations of the form 
(52) or (54). In what follows it will be shown that in some cases this 
approach provides fairly sharp criteria for the existence of positive solutions 
with specific asymptotic properties of Eq. (44) in exterior domains. 
THEOREM 6. Let assumptions (I)-(M) be satisfied. 
(A) Let n = 2. Ifthere are functions p:. p,*: [a, 00) + R such that 
(t@:(t))‘)’ + fly*(f) = 0, lim p:(f) = 0, I-7. 
(56) 
MPl*w)'Y + w*(t) = 0, lim p,*(t) = 0 
I - .:r 
-L> 
tlogt.@*(t,c)dt<w forsome c>O, (57) 
then. for a suflcientb large T > a, (44) has a positive solution u(x) in E, 
satisfying 
m < u(x) < M, x E Er, (58) 
for some positive constants m and M. 
(B) Let n = 2. If there are functions pf. pz+: [a, 03) --) R such that 
mm)‘) + w*(t) = 0, lim pz*(t)/log t = 0, 
I-m 
(59) 
MP2dO)‘)’ + tvdt) = 0, ,“2 ,+&)/log t = 0, 
and if 
fJjt@*(t, clog t) df < 00 for some c > 0, _’ (60) 
then, for a st@ciently large T > a, (44) has a positive solution u(x) in E, 
satisfying 
mlogIxl~u(x)~MlogIxl, x E ET, (61) 
for some positive constants m and M. 
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(C) Let n 2 3. If there are functions p:, p3* : [a, Q)) -+ R such that 
(t”-‘@:(t))‘)’ + t”-‘w*(f) = 0, f\ir p?(t) = 0, 
(62) 
(t”-‘@&)‘)’ + t”-‘w*(t) = 0, fiz P& = 0, 
-a 
and tf 
.a, 
I 
t@*(t,c)dt < 00 for some c > 0, (63) 
then, for a suflciently large T > a, (44) has a positive solution u(x) in E, 
satisfying (5%) for some positive constants m and M. 
(D) Let n > 3. If there are functions p$, p4*: [a, co) + R such that 
(t”-‘@:(t))‘)’ + Ply”(C) = 0, lim t”-‘p,*(t) = 0, 
t-00 
(64) 
(t”-‘@,*(t))‘)’ + t=-‘yl*(t) = 0, !iif Fp4*(t) = 0, 
and if 
1 
-m 
t”-‘@*(t, ct2-“) dt < co for some c > 0, (65) 
then, for a suflciently large T > a, (44) has a positive solution u(x) in E, 
satisfying 
m IxJ’-~ ( u(x) <M (xl’-“, XEE,, (66) 
for some positive constants m and M. 
Proof. Suppose n = 2. By Lemma 1, (54) has a solution q,(t) such that 
lim,, m q,(t) = const > 0 or a solution q2(t) such that Km,,, n2(t)/log t = 
const > 0 according to whether (57) or (60) is satisfied. Corollary 2 then 
shows that the forced equation (52) has a solution y,(t) such that 
lim l+oo yr(t) = const > 0 if there is a function p:(t) satisfying (56), and 
Corollary 3 shows that (52) has a solution y2(t) such that 
lim t+-toD y,(t)/log I = const > 0 if there is a function p:(t) satisfying (59). 
From Theorem 2 (resp. Theorem 3) it then follows that the existence of such 
a yl(t) (resp. y2(t)) ensures the existence of a solution z,(t) (resp. z2(t)) of 
(53) such that lim,,, r,(t) = const > 0 (resp. lim,,, z,(t)/log t = const > 0) 
and z&) <y,(t) (rev. z2W <Y&)) f or all large t. Then, as in the proof of 
Theorem 4, for i = 1, 2, ~~(1x1) are supersolutions of (44) and ~~(1x1) are 
subsolutions of (44). Now applying Theorem A, we conclude that, for each 
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i = 1,2, there exists a solution Qx) of (44) such that ~~(1x1) < ui(x) <y,(]x() 
for all large Ix]. The solutions u,(x) and z+(x) have the required properties 
(58) and (61), respectively. 
Suppose n > 3. Using Lemma 1 we see that in case (63) holds, (54) 
possesses a solution q,(t) such that lim,,, ~~(1) = const > 0, and that in case 
(65) holds, (54) possesses a solution ql(t) such that lim,,, fn-2~4(f) = 
const > 0. From this point on we proceed as in the case n = 2 to arrive at the 
conclusions of (C) and (D). This completes the proof. 
EXAMPLE 3. Consider the equation 
Au + 4(x) e” = 0, xEE,, (67) 
where 4: ,!?0 -+ (0, co) is continuous and 4 E P(fi) for some a E (0, 1) and 
for all bounded domains ~2 c E,. 
Oleinik [ 141 has shown that if 4(x) > k/]xIO, x E I!?~, for some constant 
k > 0 and u < 2, then (67) cannot have eventually positive solutions, that is, 
those which are positive in E, with T > a sufficiently large. It can be shown 
that if d(x) < I/]x(~, x E ,?a, for some constants 1 > 0 and r > 2, then (67) 
does possess eventually positive solutions. This follows from Corollary 4, 
since the ordinary differential equation 
has eventually positive solutions by Lemma 1. More precisely, from (A) and 
(C) of Theorem 6 it follows that if r > 2, there exists a positive solution of 
(67) which is bounded both from above and from below by some positive 
constants. There may exist positive solutions of (67) with different 
asymptotic properties. In fact, applying (B) and (D) of Theorem 6, we see 
that if n = 2 and t > 2, then (67) has a positive solution which grows like 
log 1x1 as Ix]-+ co, and that if n > 3 and r > n, then (67) has a positive 
solution which decays like IX]*-” as Ix]-+ 00. 
For related results we refer to Kametaka and Oleinik [3]. 
4. FORCED ELLIPTIC EQUATIONS (CONTINUED) 
We are interested in necessary conditions for Eq. (44) to have eventually 
positive solutions with the special asymptotic properties as described in 
Theorem 6. We assume without further mention that @: g0 x (0, co) + (0, co) 
and Iy: J!?~ -+ R are continuous and satisfy 
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where @ *: [a, co) x (0, co) + (0, co) and w+: [a, co) -+ R are continuous and 
@*(t, u) is nondecreasing in u for u > 0. 
THEOREM 7. Suppose there is a function p: [a, 00) -+ R such that 
(t”-‘/?(t)) + t”-+//*(t) = 0 and lim inf t”-‘p(t) = 0 (70) r+m 
if (44) has a solution u(x) which is positive in E,, T > a, and satisfies (66) 
for some positive constants m and M, then 
j 
.oc, 
t log t - @*(I, m) dt < 03 if n=2, (71) 
.s, 
J 
t”-‘@*(t, mt2-“) dt < co if n>3. (72) 
ProoJ Put G(f) = is, u(x) dS/u,t”-‘, where on is the area of the unit 
sphere S,. Then it follows that 
(t”-+?(t))’ = f j Au(x) dS, 
n s, 
(73) 
mt 2-n <u’(t) < Mt2-“, t > T. (74) 
For the proof of (73) see Noussair and Swanson [ 111 or Kametaka and 
Oleinik 131. Combining (73), (44), (68), (69), and (66), we obtain for t > T 
(p-‘;‘(t))’ = - 1 
cl 
j sP(x, u(x)) dS - -+ j” Y(x) dS 
n Sl n SI 
<-;j; ~*tlxl,UtX))dS-t”-‘y/*tt) 
I 
< -t”-‘@y,(f, m?“) - f-Iv/*(t). 
Using the first condition of (70) in the above, we have 
(P-‘(C(t) -p(f))‘)’ < -t”-‘@*(I, rnt’-“) < 0, t> 7-l 
or equivalently 
(t3-n(tn-Z(C(f) -p(t)))‘)’ ( -t@*(t, mt*-“) < 0, t 2 T. (75) 
This implies that G(f) -p(r) is eventually of constant sign. If z?(r) -p(t) < 0 
eventually, then by (74) m < tnb2u’(t) < t”-2p(t) for all large t, which 
contradicts the second condition of (70). Therefore it follows that 
C(t) -p(t) > 0 and (t”-*(l?(t) -p(t)))’ > 0 (76) 
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for t > T. Put 
F,(t) = hw-l for n = 2, 
= (t’-~’ - Tn-‘)/(n - 2) for n>3. 
Multiplying both sides of (75) by F,(t) and integrating over [ 7’, tl, we obtain 
t3-“(t”-‘(u’(t) -p(t)))’ F,(t) - t”-‘(u’(t) -p(t)) 
+ T”-2(u’(T) -p(T)) < - It F,(s) s@*(s, m?-“) ds, t > 7-9 
-r 
from which, using (76), the second condition of (70) and the fact that 
tnp2ii(t) GM, we conclude that 
-cc 
1 F,(s) s@*(s, ms*-“) ds < 00, 
-T 
as desired. 
THEOREM 8. Suppose there is a function p: [a, oo)+ R such that 
(t”-‘p’(t))’ + t”-‘y*(t) = 0 and 
lim inf p(t)/log t = 0 for n=2; 
I-‘00 
(77) 
lim inf p(t) = 0 for n>3. 
t-cc 
(i) Let n = 2. rf (44) has a solution u(x) which is positive in E,, 
T > a, and satisfies (61) for some positive constants m and M, then 
.05 
1 t@*(t, m log t) dt < 00. (78) 
(ii) Let n 2 3. If (44) has a solution u(x) which is positive in E,, 
T > a, and satisfies (58) for some positive constants m and M, then 
fm t@*(t, m) dt < 03. (79) 
Proof: Put u’(t) = IS, u(x) dS/o, t”- ‘. Define the function G,(t) by 
G,(t) = log t for n = 2; G,(t) = 1 for n>3. 
As in the proof of Theorem 7 one obtains (76) and 
(t’-“(t”-‘(u’(t) -p(t)))‘)’ < -t@,(t, mG,(t)), t > T. (80) 
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An integration of (80) shows that 
J 
.a3 
s@,(s, mG,(s)) ds < 03, 
T  
which is the desired conclusion. 
We conclude this paper with the following corollary which is an 
immediate consequence of Theorems 6-8. It asserts that, for a class of 
equations of the form (55), one can obtain necessary and sufficient 
conditions for the existence of positive solutions with special asymptotic 
properties. 
COROLLARY 5. Suppose that 
liy s,“P ~*WhW < 00. (81) 
(A) Let n = 2. Suppose there is a function p,: [a, a~) -+ R such that 
(@l(O)’ + w(t) = 0 and lim p'(t) = 0. (82) 
,-+CC 
Then (55) has a positive solution u(x) satisfying (58) for some positive 
constants m and M tf and only if 
.m 
J tlogt*~*(t)dt<cD. 
(B) Let n = 2. Suppose there is a function p2: [a, a~) + R such that 
(04(0)’ + ww = 0 and lim p,(t)/log t = 0. (83) t4cc 
Then (55) has a positive solution u(x) satisfying (61) for some positive 
constants m and M tf and only if 
IO0 t#*(t)f(c log t) dt < 03 for some c > 0. 
(C) Let n > 3. Suppose there is a function p,: [a, co) -+ R such that 
(tyqt))’ + tn-‘y(t) = 0 and lim p3(t) = 0. (84) t-cc 
Then (55) has a positive solution u(x) satisfying (58) for some positive 
constants m and M tf and only if 
I 
cc 
t#*(t) dt < co. 
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(D) Let n > 3. Suppose there is a function pI: [a, 00) --t R such that 
(t”-‘pi(t))’ + t”-‘v(t) = 0 and lim t”-zpl(t) = 0. (85) 
r-a, 
Then (55) has a positive solution u(x) sati&ing (66) for some positive 
constants m and M if and only if 
.m 
1 t 
“-‘$*(t)f(ct2-“)dt < 00 for some c > 0. 
EXAMPLE 4. Consider the equation 
Au+kJ~l-“lul~sgnu+I(xl-~=O. x E E,, (86) 
where y > 0, k > 0, I, a, and /I are constants. Here 4*(t) = q&(t) = kt--“, 
w(t) = It-” and f(u) = lu[Y sgn u. Suppose n > 3. If /3 > 2. the functions 
p(t) = P4/(n -/3)@ - 2) (8 f n), p(t) = It2-b(log t + l/(n - 2))/(n - 2) 
(p = n) satisfy (84), while if j? > n, the function p(t) = ft’-“/(n -p)(J - 2) 
satisfies (85). Therefore, from (C) and (D) of Corollary 5 we have the 
following propositions: 
(i) Let j? > 2. Then (86) has a positive solution u(x) satisfying (58) if 
and only if a > 2. 
(ii) Let p > n. Then (86) has a positive solution u(x) satisfying (66) if 
and only if a > n - Y(n - 2). 
Similar nonoscillation conditions could be obtained for the equation 
Au+kIxl-~eU+IIxl-‘=O. x E E,, . 
Remark 4. It is an important problem to obtain conditions guaranteeing 
the oscillation of all solutions of Eq. (44) with Y(x) f 0. An attempt in this 
direction has been made by Kusano and Naito [ 10 I. 
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