University of Texas at El Paso

ScholarWorks@UTEP
Departmental Technical Reports (CS)

Computer Science

8-2019

A Natural Explanation for the Minimum Entropy Production
Principle
Griselda Acosta
The University of Texas at El Paso, gvacosta@miners.utep.edu

Eric Smith
The University of Texas at El Paso, esmith2@utep.edu

Vladik Kreinovich
The University of Texas at El Paso, vladik@utep.edu

Follow this and additional works at: https://scholarworks.utep.edu/cs_techrep
Part of the Applied Mathematics Commons, and the Computer Sciences Commons

Comments:
Technical Report: UTEP-CS-19-98
Recommended Citation
Acosta, Griselda; Smith, Eric; and Kreinovich, Vladik, "A Natural Explanation for the Minimum Entropy
Production Principle" (2019). Departmental Technical Reports (CS). 1382.
https://scholarworks.utep.edu/cs_techrep/1382

This Article is brought to you for free and open access by the Computer Science at ScholarWorks@UTEP. It has
been accepted for inclusion in Departmental Technical Reports (CS) by an authorized administrator of
ScholarWorks@UTEP. For more information, please contact lweber@utep.edu.

A Natural Explanation for the Minimum Entropy
Production Principle
Griselda Acosta1 , Eric Smith 2 , and Vladik Kreinovich3
1
Department of Electrical and Computer Engineering
2
Department of Industrial, Manufacturing, and
Systems Engineering
3
Department of Computer Science
University of Texas at El Paso
500 W. University
El Paso, TX 79968, USA
gvacosta@miners.utep.edu, esmith2@utep.edu, vladik@utep.edu
Abstract
It is well known that, according to the second law of thermodynamics,
the entropy of a closed system increases (or at least stays the same). In
many situations, this increase is the smallest possible. The corresponding
minimum entropy production principle was first formulated and explained
by a future Nobelist Ilya Prigogine. Since then, many possible explanations of this principle appeared, but all of them are very technical, based
on complex analysis of differential equations describing the system’s dynamics. Since this phenomenon is ubiquitous for many systems, it is desirable to look for a general system-based explanation, explanation that
would not depend on the specific technical details. Such an explanation
is presented in this paper.

1

Formulation of the Problem

Minimum entropy production principle. It is well known that, according
to the second law of thermodynamics, the entropy of any closed system – including the Universe as a whole – cannot decrease, it can only either increase
or stay the same; see, e.g., [3, 23].
It is somewhat less well known that in many situation, this entropy increase
is the smallest possible; this fact is known as the minimum entropy production
principle. This principle was first formulated in 1945 by a future Nobelist Ilya
Prigogine [20]; see also [6, 8, 9, 16, 17, 18, 21].
In contrast to the second law of thermodynamics – which is always true – the
minimum entropy production principle is not always valid (see, e.g., [7]), but it
is still valid in many practical situations. In particular, it explains why usually,
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a symmetric state, when perturbed, does not immediately turn into a state with
no symmetries at all; usually, some symmetries are preserved – and the more
symmetries are preserved, the more frequent are such transitions. For example,
when heated, a highly symmetric solid-body state usually does not immediately
turn into a completely symmetry-less gas state, it first transitions into a liquid
state in which some symmetries are preserved. Sometimes, a solid state does
turn directly into gas: e.g., dry ice used to keep ice cream cold goes directly
into a gas state without becoming a liquid. However, usually, symmetries are
broken sequentially, not all at once. This seemingly simple idea explains many
physical phenomena: e.g., it explains the observable shapes of celestial bodies,
relative frequency of different shapes, and how shapes change with time; see,
e.g., [4, 5, 15].
Challenge: to provide a simple explanation for the minimum entropy
production principle. While the principle itself sounds reasonable, all its
available derivations are very technical and non-intuitive. Usually, in physics, no
matter how complex the corresponding equations, there is a reasonably simple
explanation – at least a qualitative one – of the observed phenomena [3, 23].
However, for the minimum entropy production principle, such an explanation
has been lacking.
What we do in this paper. In this paper, we provide a general systembased explanation for the ubiquity of the minimum entropy production principle,
an explanation which – unlike the existing ones – uses only simple easy-tounderstand math.
In this explanation, we will first start with the analysis how complex problems are solved, and then we will explain how this analysis helps explain the
minimum entropy production principle.

2

How Complex Problems Are Solved: Reminder
and Related Analysis

NP-complete problems: a brief reminder. As we have mentioned, our explanation for the minimum entropy production principle starts not with physics,
but with the known fact that in real life, we need to solve complex problems:
• we may need to find a path that leads from point A to point B,
• a mechanic needs to find a way to repair a broken car,
• a medical doctor needs to cure the patients.
In most such problems, it may be difficult to come up with a solution, but once
we have a candidate for a solution, we can relatively easily check whether this is
indeed a solution. For example, if may be difficult to find a way to repair a car,
but if we follow some sequence of actions and the car starts running, we clearly
have a solution – otherwise, if the car does not start running, the sequence is
not a solution.
2

The class of all such problems, i.e., problems in which we can, in reasonable
(“feasible”) time check whether a given candidate for a solution is indeed a
solution, is known as the class NP. Within this class, there is a subclass of all
the problems that can be solved in reasonable time. This subclass is usually
denoted by P; see, e.g., [12, 19] for details.
Most computer scientists believe that there are problems that cannot be
solved in reasonable time, i.e., that P is different from NP; however, this has
never been proven, it is still an open problem. What is known is that in the
class NP, there are problems which are as hard as possible – in the sense that
all other problems can be reduced to this one. Such problems are known as
NP-complete.
Historically the first NP-complete problem was the following propositional
satisfiability problem for 3-SAT formulas.
• We start with Boolean (propositional) variables x1 , . . . , xn , i.e., variables
that can take only two values: true (1) and false (0).
• A literal is either a variable xi , or its negation ¬xi .
• A clause (disjunction) is an expression of the type a ∨ b or a ∨ b ∨ c, where
a, b, and c are literals.
• Finally, a 3-SAT formula is an expression of the type C1 & C2 & . . . , & Cm ,
where Cj are clauses.
An example is a 3-clauses formula
(x1 ∨ x2 ) & (¬x1 ∨ x2 ∨ x3 ) & (x1 ∨ ¬x2 ∨ ¬x3 ).
The general problem is:
• given a 3-SAT formula,
• check whether this formula is satisfiable, i.e., whether there exist values of
the variables that make it true.
How NP-complete problems are solved now. If P6=NP, this means, in
particular, that no feasible algorithm is possible that would solve all the instance
of the general 3-SAT problem. So, in practice, when only feasible algorithms
are possible, we have to use heuristic algorithms, i.e., algorithms which do not
always lead to a solution.
Many such algorithms start by selecting a literal – i.e., equivalently, by selecting one of the Boolean variables xi and selecting its truth value. Then, when
we substitute this value into the original formula, we get a new propositional
formula with one fewer variable. If the original formula was satisfiable and we
selected the literal correctly, then the new formula is also satisfiable – and so,
by repeating this procedure again and again, we will confirm that the formula
is satisfiable (and also find the values of the variables xi that make the formula
true).
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Which literal should we select? In general, a satisfying 3-SAT formula has
several satisfying vectors. For example, by trying all 8 possible combinations
of truth values, we can check that the above sample 3-SAT formula has four
different solutions: (101), (110), (111), and (010).
By selecting a literal, we restrict the number of solutions, from the original
number N to a new – usually smaller – number N 0 ≤ N . A priori we do
not know which vector of Boolean values are solutions, all 2n such vectors are
equally probable to be a solution. Thus, the more vectors remain, the higher
the probability that by this restriction we do not miss a solution. It is therefore
reasonable to select a literal for which the estimated number of satisfying vectors
is the largest possible; see, e.g., [1, 2, 10, 11] and references therein.
For a general 3-SAT formula, the expected number of solutions can be estimated, e.g., as follows:
• a formula a ∨ b is satisfied by 3 out of 4 combinations of the values (a, b)
(the only combination which does not make this formula true is a = b =
false); thus, the probability that this clause will be satisfied by a random
Boolean vector is 3/4;
• a formula a ∨ b ∨ c is satisfied by 7 out of 8 combinations of the values
(a, b, c) (the only combination which does not make this formula true is
a = b = c = false); ; thus, the probability that this clause will be satisfied
by a random Boolean vector is 7/8.
It is difficult to take into account correlation between the clauses, so, in the
first approximation, we can simply assume that the clauses are independent,
and thus, the probability that a random vector satisfies the formula is equal to
the product of the corresponding probabilities – and the number of satisfying
vectors can be estimated if we multiply the overall number 2n of Boolean vectors
of length n by this probability.
For example, for the above 3-SAT formula, the corresponding probability is
(3/4) · (7/8) · (7/8), and the estimates number of satisfying Boolean vectors is
(3/4) · (7/8) · (7/8) · 23 ≈ 4.6. In this formula, we have three variables, so we
have six possible literals. Which one should we select?
• if we select x1 to be true, then the first and the third clauses are always
satisfied, and the formula becomes ¬x2 ∨ ¬x3 ; here, the estimated number
of solutions is (3/4) · 22 = 3;
• if we select a literal ¬x1 , i.e., we select x1 to be false, then the second
clause is satisfied, and the formula becomes x2 & (¬x2 ∨ ¬x3 ); here, the
estimated number of solutions is (1/2) · (3/4) · 22 = 1.5;
• if we select a literal x2 , then the formula becomes x1 ∨ ¬x3 ; here, the
estimated number of solutions is (3/4) · 22 = 3;
• if we select a literal ¬x2 , then the formula becomes x1 & (¬x1 ∨ x3 ); here,
the estimated number of solutions is (1/2) · (3/4) · 22 = 1.5;
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• if we select a literal x3 , then the formula becomes (x1 ∨ x2 ) & (x1 ∨ ¬x2 );
here, the estimated number of solutions is (3/4) · (3/4) · 22 = 2.25;
• finally, if we select a literal ¬x3 , then the formula becomes
(x1 ∨ x2 ) & (¬x1 ∨ x2 );
here, the estimated number of solutions is (3/4) · (3/4) · 22 = 2.25.
The largest estimate of remaining Boolean vectors is when we select x1 or x2 .
So, on the first step, we should select either the literal x1 or the literal x2 . One
can check that in both cases, we do not miss a solution (and in each of these
cases, we actually get 3 solutions, exactly the number that we estimated).
General case. The same idea is known to be efficient for many other complex
problems; see, e.g., [10]. For example, a similar algorithm has been successfully
used to solve another NP-complete problem: a discrete optimization knapsack
problem, where:
• given the resources r1 , . . . , rn needed for each of n projects, the overall
amount r of available resources, and the expected gain g1 , . . . , gn from
each of the projects,
• we need to select
P a set of projects S ⊆ {1, . . . , n} which has the largest
expected gain
gi among all the sets that we can afford, i.e., among all
i∈S
P
the sets S for which
ri ≤ r.
i∈S

The corresponding algorithms are described, e.g., in [14, 22].
In general, it is important to keep as many solution options open as possible.
In decision making, one of the main errors is to focus too quickly and to become
blind to alternatives. This is a general problem-solving principle which the
above SAT example illustrates very well.

3

How This Analysis Helps Explain The Minimum Entropy Production Principle

How is all this related to entropy. From the physical viewpoint, entropy
is proportional to the logarithm of the number of micro-states forming a given
macro-state; see, e.g., [3, 23]. In the case of the SAT problems, micro-states are
satisfying vectors, so the number of micro-states is the number of such vectors.
Similarly, in other complex problems, solution options are micro-states, and the
number of micro-states is the number of such options.
As we solve each problem, the number of states decreases – but decreases as
slowly as possible. Thus, the entropy – which is the logarithm of the number
of states – also decreases, but decreases as slowly as possible, at the minimal
possible rate.
5

So, if we consider the dependence of entropy on time, then, in the backwardtime direction (i.e., in the direction in which entropy increases), this increase is
the smallest possible.
How is all this related to physics. At first glance, the above text may be
more relevant for human and computer problem solving than for physics, since
at first glance, nature does not solve problems.
However, in some reasonable sense it does; let us explain this. Traditionally,
physical theories – starting from Newton’s mechanics – have been formulated in
terms of differential equations. In this formulation, there is no problem to solve:
once we know the state at a given moment of time, we can compute the rate at
which each variable describing the state changes with time. This computation
may be tedious, may require a lot of computation time on a high-performance
computer, but it does not constitute a challenging NP-complete problem.
At present, however, the most typical way to describe a physical theory is
in the form of a variational principle, i.e., in the form of an objective function
whose optimization corresponds to the actual behavior of the physical systems;
see, e.g., [3, 13, 23]. This formulation is especially important if we take quantum
effects into account:
• while in non-quantum physics, optimization is exact and is just another
equivalent form of describing the corresponding differential equations,
• in quantum physics, optimization is approximate: a quantum system tries
to optimize, but its result is close to (but not exactly equal to) the corresponding optimum.
In this formulation, what nature does is solving the complex optimization problem: namely, trying to optimize the value of the corresponding functional.
We therefore expect to see the same pattern of entropy changes as in general
problem solving: in the direction in which entropy is increasing, this increase is
the smallest possible.
Increasing entropy is exactly how we determine the direction of physical
time. For example:
• if we see a movie in which a cup falls down and break, we understand that
this is exactly the time direction, while
• if we see the same movie played backward, when the pieces of a broken
cup mysteriously come together to form a whole cup, we realize that we
saw this movie in reverse.
From this viewpoint, the above statement means that in the forward-time direction – i.e., in the direction in which entropy increases – the rate of the entropy
increase is the smallest possible.
We thus have a natural systems-based explanation for the minimum entropy
production principle.
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