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Práce se věnuje metodám pro detekci pohybu a sledování objektů ve video sekvenci ze
statické a dynamické kamery. Detailně je zde představena metoda odčítání pozadí s využitím
aktualizace pozadí a metoda Lucas-Kanade optický tok. Obě metody jsou implementovány
v testovací aplikaci v jazyce C++ s využitím knihoven OpenCV a Qt a následně jsou
podrobeny testování. Závěr práce tvoří zhodnocení dosažených výsledků.
Abstract
The bachelor thesis deals with motion detection and object tracking in video sequence
from static and dynamic cameras. The background subtraction method along with using of
background updating and Lucas-Kanade optical flow method are introduced in my thesis
as well. Both methods are implemented in the test application in the language C++
using OpenCV and Qt libraries and consequently both of them are tested. The results
are evaluated in conclusion of the bachelor thesis.
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Počítače sa v dnešnej dobe stali súčasťou bežného života. S postupom času sa na ne kladú
väčšie požiadavky a to najmä na umelú inteligenciu, teda schopnosť počítačov priblížiť sa
ľudskému mysleniu a vnímaniu okolitého sveta. Umelá inteligencia má mnoho častí a jednou
z nich je aj počítačové videnie. Počítačové videnie sa zaoberá problémami ako napríklad
detekcia pohybu alebo sledovanie objektov v obraze, ktorým sa budem venovať vo svojej
práci.
Dnes sa detekcia a sledovanie využívajú v rôznych oblastiach ako napríklad v doprave na
monitorovanie premávky, dopravných priestupkov alebo výber mýta, v športe na sledovanie
lopty alebo hráčov. Uplatnenie taktiež nachádzajú v oblasti zabezpečovania objektov ako
alarmy a ich najširšie použitie je v armáde na detekciu, sledovanie a prípadne zneškodnenie
cieľov.
Spracovanie obrazu však so sebou prináša mnoho problémov, s ktorými sa musíme
vyrovnať. Hlavným problémom je, že v počítači sa 3D objekty ukladajú v 2D reprezentácií,
čo má za následok stratu informácií o jednotlivých objektoch a o ich hraniciach. Ďalej pri
spracovaní musíme počítať s nestálosťou snímanej scény, ktorá sa mení, vplyvom prostredia,
pohybmi objektov alebo záchvevmi kamery. Podstatným problémom je taktiež náhodný šum
obsiahnutý vo všetkých snímkach.
V nasledujúcich častiach práce sa budem zaoberať reprezentáciou obrazu v snímkach
video sekvencie a ich spracovaním, predstavím algoritmy na detekciu a sledovanie objektov
a s nimi súvisiace pojmy. Konkrétne pôjde o algoritmy odčítanie pozadia, porovnanie jaso-
vých histogramov, Local Binary Patterns a Lucas-Kanade optický tok. Ďalšiu časť venujem
návrhu a implementácii testovacej aplikácie používajúcej vybrané dva algoritmy v jazyku
C/C++ s využitím knižníc OpenCV a Qt. Metódy implementované v aplikácii potom pod-
robím testovaniu funkčnosti pre rôzne video sekvencie. Záver práce bude tvoriť zhodnotenie
dosiahnutých výsledkov a popis ďalších možných rozšírení aplikácie.
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Kapitola 2
Obraz a video sekvencia
Obsahom tejto kapitoly je úvod do problematiky spracovania obrazu a videa. Obozná-
mime sa so spôsobom reprezentácie obrazu v počítači, s farebnými modelmi RGB, HSV,
HLS a s možnosťami redukcie farebného priestoru, ako je prevod do odtieňov šedej (angl.
Grayscale) alebo prahovanie (angl. Thresholding). Objasníme si pojmy histogram, kon-
volúcia a šum, ktoré súvisia so spracovaním obrazu. Na záver tejto kapitoly sa dozvieme
základné informácie o video sekvencii. Informácie pre túto kapitolu som čerpal z [3], [7], [9],
[11], [14], [15].
2.1 Reprezentácia obrazu
V počítačovej grafike rozlišujeme dva typy reprezentácie obrazu a to vektorovú a rastrovú.
Vo vektorovej grafike sú informácie uložené vo forme skupiny vektorových entít (úsečky,
kružnice, krivky, atd.). Rastrová grafika využíva na uloženie obrazu tzv. rastrovú maticu.
Obraz môžeme v tomto prípade matematicky definovať ako funkciu dvoch premenných:
X = f(x, y) (2.1)
Hodnoty premenných x a y, udávajúcich polohu jedného bodu (pixelu) sú obmedzené veľ-
kosťou rozlíšenia obrázku:
x ∈ 〈0, šírka− 1〉 ∧ y ∈ 〈0, výška− 1〉 (2.2)
Definičný obor a obor hodnôt obrazovej funkcie je diskrétny. Hodnota funkcie udáva farbu
daného pixelu, pričom hodnoty, ktoré môže nadobúdať sú závislé od použitého farebného
modelu.
2.2 Farebné modely a redukcia farieb
Farba je vnem vyvolaný svetlom odrazeným z povrchu telesa. Ľudské oko dokáže vnímať
svetlo vlnovej dĺžky približne v rozsahu 380 nm – 780 nm. Okrem toho dokáže človek vnímať
aj ďalšie vlastnosti svetla:
• Jas (angl. lightnes) – intenzita svetla
• Odtieň (angl. hue) – dominantná vlnová dĺžka
• Sýtosť (angl. saturation) – čistota farby
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• Svetlosť (angl. value) – veľkosť achromatickej zložky hlavnej farby
V počítači sa na reprezentáciu farieb využívajú farebné modely, ktoré sú prispôsobené
rôznym účelom využitia.
2.2.1 RGB
RGB je najpoužívanejší farebný model, ktorý sa najviac uplatňuje v zobrazovacích zaria-
deniach ako sú televízory, monitory, displeje, kamery, atď. . Model využíva tri základné
farby, a to červenú (red), zelenú (green) a modrú (blue). Výsledná farba vzniká aditívnym
miešaním rôznych intenzít týchto farieb. Zmiešaním maximálnych intenzít dostaneme bielu
farbu pri nulových intenzitách čiernu farbu. Celkový rozsah farieb závisí od počtu bitov,
na ktorých kódujeme základné farby. Najčastejšie sa na kódovanie každej farby využíva
8 bitov (hodnoty 0-255), čo umožňuje vyjadriť 224 farieb. RGB model je možné zobraziť
ako kocku (obrázok 2.1), kde osi x, y, z zodpovedajú modrému, červenému a zelenému svetlu.
Obr. 2.1: RGB model zobrazený pomocou kocky [15]
2.2.2 HSV a HSL
Farebné modely HSV a HSL na rozdiel od RGB lepšie zodpovedajú ľudskému vnímaniu fa-
rieb. Model HSV umožňuje nastavovať odtieň (hue), sýtosť(saturation) a svetlosť (value).
Odtieň sa udáva ako uhol v rozsahu 0-360◦ a popisuje čistú farbu. Sýtosť sa udáva v per-
centách od 0% do 100% a udáva čistotu farby. Čistota sa určuje na základe obsahu odtieňa
šedej farby. Svetlosť sa definuje rovnako rozsahom 0-100%. Model HSV má niektoré nedos-
tatky ako neplynulý prechod medzi farebnými tónmi a tiež neplynulý prechod medzi bielou
a čiernou. Tieto nedostatky odstraňuje model HSL, kde sa zosvetľovanie a stmavovanie
farby deje na základe nastavovania hodnoty jasu (lightnes). Model HSV a HSL graficky
znázorňuje obrázok 2.2.
2.2.3 Odtiene šedej
V niektorých prípadoch nám pri spracovaní obrazu namiesto práce s farebnou reprezen-
táciou stačí iba reprezentácia snímky v odtieňoch šedej (angl. Grayscale). Najčastejšie sa
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Obr. 2.2: Model HSV a HSL [11]
využíva prevod z 24 bitového RGB obrázku na 8 bitový šedotónový. Farba každého pixelu
je potom uložená ako hodnota 0-255, ktorá zodpovedá odtieňu šedej (0-čierna, 255-biela).
Intenzita šedej sa z intenzít jednotlivých zložiek RGB vypočíta podľa vzťahu:
I = 0, 299R+ 0, 587G+ 0, 114B (2.3)
Hodnoty vo vzorci sú založené na rôznom vnímaní farieb ľudským okom a sú nastavené
tak, aby sa prevedený obrázok javil ako pôvodný. Prevod do odtieňov šedej je znázornený
na obrázku 2.3. Výhodou tejto reprezentácie je, že pri práci s obrazom nemusíme pracovať
Obr. 2.3: Prevod do odtieňov šedej
s každou z troch farieb, čo značne urýchľuje spracovanie. Práve preto sa tento prevod často
využíva pri detekčných ako aj pri sledovacích algoritmoch, a práve na tento účel ho využijem
aj ja v ďalších častiach práce.
2.2.4 Prahovanie
Ďalšou možnou redukcie farieb je prahovanie (angl. Threshold). Prahovanie je prevedenie
obrazu na obraz s dvoma úrovňami farby. Najčastejšie je to čierna a biela farba. Prahovanie
sa deje na základe nastavenej hodnoty, ktorá sa nazýva prah, označíme ho T . Jednotlivé




biela f(x, y) ≥ T
čierna f(x, y) < T
(2.4)
Toto uloženie však nie je vhodné na reprezentáciu obrazu, pretože spôsobuje stratu veľkej
časti obrazovej informácie. Najčastejšie sa využíva pri vytváraní masiek. Pri metódach
detekcie pohybu založených na odčítaní pozadí je možné túto metódu použiť na zvýraznenie
rozdielnych častí snímok.
2.3 Histogram
Histogram je pojem zo štatistiky, ktorý značí stĺpcový graf, ktorý znázorňuje početnosť
výskytu daných tried. Osa X znázorňuje jednotlivé triedy, ktoré sú väčšinou reprezentované
rovnakými intervalmi. Osa Y udáva početnosť výskytu. Pri spracovaní obrazu sa histogramy
používajú na zobrazenie farebných vlastností obrazu. Zobrazujú počty pixelov, jednotlivých
farebných odtieňov. Pre obraz uložený v RGB sa vytvárajú histogramy samostatne pre
každú zložku, čo znamená, že máme histogram pre červenú, zelenú a modrú farbu (obrázok
2.4).
Obr. 2.4: Histogramy jednotlivých farebných zložiek RGB obrázku
Po prevode z RBG do grayscale je výskyt jednotlivých odtieňov šedej reprezentovaný len
jedným histogramom. Každý odtieň danej farby môže byť reprezentovaný jednou triedou
histogramu, čo je 2n tried, kde n je počet bitov, na ktorých je farba uložená. Alebo jedna
trieda môže reprezentovať určitý rozsah intenzít. To je zobrazené na obrázku 2.5, kde vidieť
dva histogramy obrázka uloženého na 8 bitoch v grayscale. V prvom histograme jedna trieda
reprezentuje jeden odtieň šedej (256 tried) a v druhom histograme jedna trieda reprezentuje
interval 16 odtieňov (16tried).
S histogramami je možné vykonávať rôzne operácie a tým meniť vlastnosti obrazu.
Takýmito operáciami sú napríklad normalizácia alebo ekvalizácia histogramu. Viac o týchto
postupoch je možné nájsť v [3], [4], [14]. Histogramy je možné taktiež využiť aj pri detekcii
pohybu, čo je bližšie popísané v kapitole 3.
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Obr. 2.5: Použitie rozdielnych tried histogramu
2.4 Konvolúcia a filtrovanie obrazu
Konvolúcia sa využíva pri mnohých obrazových transformáciách na aplikovanie lineárnych
filtrov. Výsledkom konvolúcie je nahradenie všetkých bodov obrazu na základe konvolučnej
masky. Konvolučná maska je dvojrozmerná matica, ktorá udáva váhu s akou budú pixely
zahrnuté do výsledku. Najpoužívanejšie sú masky s nepárnym počtom riadkov a stĺpcov,
najčastejšie s rozmermi 3x3, no používajú sa aj rozmery 5x5 a 7x7. Stred masky sa nazýva
kotevný bod. Maska sa na daný pixel prikladá kotevným bodom. Po priložení sa vynásobia
prekryté pixely zodpovedajúcimi váhami z masky. Následne sa pixel pod kotevným bodom
nahradí súčtom takto získaných hodnôt. Ak definujeme, že I(x, y) je daný obrázok, G(i, j)
konvolučná maska o rozmeroch Mi, Mj a súradnice kotevného bodu v maske sú (ai, aj) je






I(x+ i− ai, y + j − aj)G(i, j) (2.5)
Vplyv konvolúcie na výsledný obraz závisí od hodnôt obsiahnutých v maske, resp. filtri.
Filtre sa delia na lineárne a nelineárne. Lineárne filtre používajú konvolúciu a hodnotu
počítajú ako lineárnu kombináciu vstupných bodov. Je možné ich rozdeliť na vyhladzovacie
a hranové. Vyhladzovacie filtre sa používajú na potlačenie šumu v obraze, no rozostrujú




 1 1 11 1 1
1 1 1
 (b) h = 1
16
 1 2 12 4 2
1 2 1
 (2.6)
Hranové filtre sa používajú na zvýraznenie zvislých a vodorovných hrán a môžu byť použité
aj na zaostrenie obrazu. Ich nevýhodou je, že zosilňujú šum v obraze. Známe hranové filtre sú







 0 1 01 −4 1
0 1 0
 (c) h =
 1 2 10 0 0
−1 −2 −1
 (2.7)
Na rozdiel od lineárnych filtrov, nelineárne filtre berú do úvahy len body, ktoré spĺňajú
danú vlastnosť. Takýmto filtrom je mediánový filter, ktorý sa používa na vyhladzovanie
obrazu. Poznatky pre túto časť som čerpal z [3], [4], [10].
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2.5 Šum
Veľkým problémom, s ktorým sa pri spracovaní obrazu musíme vysporiadať, je šum. Šum
má za následok vnesenie náhodných chýb do obrazovej informácie. Šum môže vznikať po-
čas snímania, prenosu alebo počas spracovania a môže alebo nemusí byť závislý od obsahu
obrazu. Niektoré šumy, s ktorými sa stretávame pri spracovaní obrazu, sú tepelný, elektro-
magnetický, aditívny, multiplikatívny, kvantovací alebo impulzný šum. Šum môžeme rozde-
liť na stochastický a deterministický šum. Stochastický šum je náhodný. Deterministický je
taktiež náhodný, ale opakuje sa v ňom určitý vzor. Práve vďaka opakovaniu vzoru je možné
tento šum lepšie algoritmicky odstrániť. Na redukciu šumu existuje mnoho metód, no nik-
dy ho nie je možné odstrániť úplne. V tejto práci redukciu šumu v jednotlivých snímkach
prevádzať nebudem, pretože takéto predspracovanie je náročné a má veľkú časovú réžiu.
Naopak, budem sa snažiť nájsť algoritmus, ktorý bude dosahovať kvalitné výsledky aj na
zašumených snímkach.
2.6 Video sekvencia
Na ukladanie multimediálnych dát sa v počítači používajú tzv. kontajnery. Kontajnery
umožňujú v jednom súbore uložiť video, niekoľko zvukových stôp a ďalšie potrebné syn-
chronizačné prostriedky. Medzi najznámejšie typy kontajnerov patrí AVI (.avi), MPEG-PS
(.mpg), MP4 (.mp4 ), QuickTime (.mov), atd. . Pre knižnicu OpenCV, ktorú používam
pri implementácii, sa odporúča kontajner AVI. Jednotlivé odporúčane kódeky sú popísané
v tabuľke 2.1. Z obsahu kontajnera AVI budem pracovať s video sekvenciou, ktorú môžeme
Container FourCC Name Description
AVI ’DIB’ RGB(A) Uncompressed RGB, 24 or 32 bit
AVI ’I420’ RAW I420 Uncompressed YUV, 4:2:0 chroma subsampled
AVI ’IYUV’ RAW I420 Identical to I420
Tabuľka 2.1: Odporúčané kódeky pre knižnicu OpenCV [1]
pre potreby tejto práce definovať ako postupnosť jednotlivých snímok obrazu. Základné
vlastnosti video sekvencie, ktoré budú pre túto prácu podstatné, sú rozlíšenie a počet snímok
za sekundu alebo tiež fps (skratka z angl. frame per second). Rozlíšenie udáva rozmery
snímky videa. Najpoužívanejšie sú rozlíšenia s pomerom strán 4:3 alebo 16:9, no vyskytujú
sa aj iné. Rozlíšenie je pri spracovaní obrazu dôležité, preto že udáva kvalitu obrazu, a
tiež počet pixelov, ktorý je potrebné spracovať. Čím väčšie rozlíšenie použijeme, tým dlhší
čas bude potrebovať algoritmus na spracovanie jednej snímky. Rovnako počet snímok za
sekundu určuje minimálny počet obrázkov, ktoré musí byť algoritmus schopný spracovať za
sekundu. Ako základ pre testovaciu aplikáciu som zvolil videá s rozlíšením 320x240 pixelov
a 25fps, ale pri testovaní rýchlosti algoritmov boli použité aj videá s inými parametrami.
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Kapitola 3
Detekcia pohybu a sledovanie
Detekcia a sledovanie pohybu objektov majú rozsiahle uplatnenie. Každé využitie kladie
dôraz na iné požiadavky, a preto je aj pri výbere metódy potrebné vedieť, aké vlastnosti
vyžadujeme. Musíme si určiť, či chceme pohyb len detekovať, kedy nám stačí detektor
pohybu, alebo chceme po zistení pohybu objekt sledovať, poprípade aj predpovedať jeho
pohyb. V tom prípade je nutné využiť postupy, ktoré vedia presne určiť polohu daného
objektu v snímanej oblasti. Správna voľba algoritmu taktiež závisí od toho, či budeme scénu
snímať statickou kamerou, alebo nie. V tejto kapitole sa preto pozrieme na to, aké rozdiely
sú medzi statickou a pohyblivou kamerou a pre každú z týchto možností si predstavíme
niektoré používané algoritmy a to konkrétne metódu odčítania pozadia, metódu porovnania
jasových histogramov, algoritmus Local Binary Patterns a Lucas-Kanade optický tok. Pri
každom z týchto algoritmov sa pozrieme na jeho využitie, výhody a nevýhody.
Všetky metódy budú na vysvetlenie princípu ako aj testovanie používať snímky video
sekvencie uložené na 8 bitoch v odtieňoch šedej. Informácie pre túto kapitolu som čerpal
z [1], [4], [5], [8], [9], [10], [12], [13], [14], [16].
3.1 Metódy využívané pri statickej kamere
Využitie statickej kamery so sebou prináša základnú myšlienku a to, že pokiaľ sa nehýbe
kamera, nemala by sa hýbať ani snímaná scéna, teda snímky z kamery by mali byť nemenné.
V prípade, keď dôjde v snímke ku zmene, môžeme predpokladať, že v snímanej oblasti došlo
k pohybu. Práve táto myšlienka je základom všetkých metód na detekciu pohybu pracujú-
cich s videom zo statickej kamery. Metódy využívajú snímku pozadia, ktorú porovnávajú
s aktuálnou snímkou a v prípade ich odlišnosti detekujú pohyb. Snímka pozadia je snímka
sledovanej scény, v ktorej sa nenachádzajú žiadne pohybujúce sa objekty, nazýva sa tiež
referenčná snímka.
Pri snímaní videa v reálnom svete je tu však niekoľko problémov. Scéna nebude nikdy
nemenná, môžu v nej pribúdať alebo ubúdať objekty (postavenie alebo zbúranie budovy,
zmena zariadenia miestnosti . . . ). Pohybujúce objekty sa môžu stať pozadím alebo časť po-
zadia sa začne pohybovať (zaparkovanie auta na parkovisku, zastavenie osoby . . . ). Scéna
sa môže meniť zmenou svetelných podmienok, vplyvom poveternostných podmienok, pohy-
bom listov stromov alebo trávy, atď. . Netreba zabúdať ani na šum v obraze, ktorý rovnako
spôsobuje rozdiely v snímkach. Niektoré z týchto problémov riešia samotné algoritmy a iné




Odčítania pozadia (angl. Background Subtraction) je jednoduchou metódou používanou
na detekciu pohybu vo video sekvencii zo statickej kamery. Metóda okrem detekcie pohybu
dokáže presne určiť miesto, kde k pohybu došlo, tým pádom umožňuje aj sledovanie pohybu
objektov. Metóda pracuje na princípe oddeľovania objektov nachádzajúcich sa v popredí od
pozadia. Algoritmus začína vytvorením referenčnej snímky (obrázok 3.1a), najčastejšie to
býva prvá snímka videa. Ďalším krokom je samotné odčítanie pozadia od aktuálnej snímky
(obrázok 3.1b), ktorého výsledkom je rozdielová snímka reprezentujúca oddelené popredie.
Hodnota každého jej pixelu sa vypočíta ako absolútna hodnota rozdielu zodpovedajúcej
hodnoty pixelu aktuálnej a referenčnej snímky:
fdiff (x, y) = |fact(x, y)− fref (x, y)| , (3.1)
kde fdiff (x, y) je rozdielová, fact(x, y) aktuálna a fref (x, y) referenčná snímka. V rozdielovej
snímke sú potom čiernou farbou (hodnota blízko 0) reprezentované body, ktoré sú v aktuál-
nej a referenčnej snímke rovnaké alebo takmer rovnaké a bielou resp. svetlou farbou body,
v ktorých došlo ku zmene (obrázok 3.1c). Na rozdielovú snímku je možné pomocou kon-
volúcie aplikovať filter na odstránenie osamotených bodov, ktoré môžu vzniknúť napríklad
pohybom listov, trávy alebo vplyvom šumu. Takýmto filtrom môže byť priemerovací filter,
Gaussov filter, mediánový filter alebo iný. Následne je referenčná snímka pomocou praho-
vania prevedená na binárny obraz, ktorý reprezentuje masku oblasti, kde došlo ku zmene
(obrázok 3.1d). Na základe tejto masky je možné označiť v aktuálnom snímku miesta po-
hybu.
Obr. 3.1: Metóda odčítania pozadia
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Hlavnými výhodami odčítania pozadia sú rýchlosť a jednoduchosť. Nevýhodou je, že
metóda nie je odolná voči zmenám jasových podmienok a taktiež sa nedokáže vyrovnať
s trvalejšími zmenami v pozadí, ktoré sú stále vyhodnocované ako pohyb. Tieto problémy
však rieši aktualizácia pozadia. Kvalita detekcie je závislá od spôsobu aktualizácie pozadia a
od nastavenia prahu. Možno ju ovplyvniť aj spracovaním výslednej binárnej masky, v ktorej
je možné ignorovať oblasti pohybu, ktoré nespĺňajú určité rozmery. Vo všeobecnosti však
metóda odčítania pozadia v spojení s aktualizáciou pozadia dosahuje kvalitné výsledky ako
pri detekcii, tak pri sledovaní, a preto som ju zvolil do testovacej aplikácie.
3.1.2 Porovnanie jasových histogramov
Metóda porovnania jasových histogramov je základná metóda pracujúca s jasovou charak-
teristikou obrazu slúžiaca na detekciu pohybu v sledovanej scéne. Rovnako ako v prípade
odčítania pozadia aj tu sa využíva referenčná snímka pozadia. Pre referenčnú snímku,
ako aj pre každú snímku, je vytvorený jasový histogram. V prípade, že sa v pozadí niečo
zmenilo, zmenila sa jasová charakteristika snímky, teda aj jej histogram. Zmenu jasových
histogramov môžeme demonštrovať na 2 snímkach, zobrazujúcich odjazd zaparkovaného
auta (obrázok 3.2). Na základe rozdielu histogramu referenčnej a aktuálnej snímky je teda
Obr. 3.2: Rozdiel jasových histogramov snímok


















k(i) = Hk(i)− (1/N)(
∑
j Hk(j)) a N je počet tried histogramu. Vyššia hodnota zna-
mená lepšiu zhodu ako nižšia. Úplná zhoda je 1, úplná nezhoda hodnota -1.
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Pri najmenších štvorcoch je lepšia zhoda reprezentovaná nižšou hodnotou. Úplná zhoda je
0 a hodnota pre úplnú nezhodu závisí od veľkosti histogramu.




min (H1(i), H2(i)) (3.4)
Prienik histogramov indikuje dobrú zhodu vyššou hodnotou, zlú zhodu nižšou. Celková
zhoda je 1 a nezhoda 0.
V prípade, že okrem detekcie pohybu chceme objekt sledovať, teda určiť miesto pohybu,
narazíme pri tejto metóde na problém, keďže metóda pracuje so snímkou ako s celkom.
Riešení je niekoľko. Prvým je rozdelenie snímky na viac rovnakých častí, pre ktoré sa budú
osobitne počítať histogramy. V každej oblasti bude potom možné detekovať či k pohybu
došlo, alebo nie. Rozdelením na dostatočne malé časti je možné dosiahnuť pomerne presné
určenie pozície pohyblivého objektu. Pri veľkom počte oblastí môže byť však tento spô-
sob výpočetne náročný. Ďalšou možnosťou je rozdelenie snímky na rôzne veľké oblasti tak,
že v miestach, kde očakávame pohyb, budú mať oblasti menšiu veľkosť a inde väčšiu, tak
zbytočne neplytváme výkonom a dokážeme miesto pohybu určiť presnejšie. Najpresnejšie
dokážeme miesto pohybu pomocou oblastí určiť, ak pri tvorbe histogramov využijeme pre-
krývanie jednotlivých oblastí. Odlišným spôsobom je využiť jeden globálny histogram na
zistenie či k pohybu došlo a miesto pohybu určiť na základe inej metódy, napríklad odčíta-
ním pozadia.
Základnými kladnými vlastnosťami metódy porovnania histogramov sú jednoduchosť,
rýchlosť a veľmi dobrá použiteľnosť v aplikáciách na detekciu pohybu. Nevýhodou je ne-
odolnosť voči zmenám jasových podmienok a zmenám v pozadí, to je riešiteľné, rovnako
ako v prípade odčítania pozadia, využitím aktualizácie pozadia, resp. histogramu pozadia.
3.1.3 Local Binary Patterns
Poslednou metódou využívanou pri statickej kamere, ktorú si predstavíme, je metóda Local
Binary Patterns, alebo tiež skrátene LBP. Ide o pomerne mladú metódu vyvinutú pôvodne
pre klasifikáciu textúr. Okrem toho našla uplatnenie aj v ďalších oblastiach ako rozpozná-
vanie tváre, segmentácia obrazu a detekcia pohybu. Odlišnosťou LBP od predošlých dvoch
popisovaných metód je, že nepracuje len s konkrétnymi pixelmi, ale aj s ich okolím. Dalo by
sa povedať, že výsledkom metódy je obraz, kde každý bod je funkciou svojho okolia. Oko-
lie, s ktorým bude LBP počítať je definované pomocou hodnoty R, udávajúcej vzdialenosť
okolia od skúmaného bodu a hodnoty P udávajúcej počet pixelov okolia. Príklady okolí pri
rôznych hodnotách P a R je možné vidieť na obrázku 3.3. Pôvodná metóda využíva okolie
s parametrami P = 8 a R = 1 a pri vysvetlení princípu ho budem uvažovať aj ja.
Samotné určenie LBP hodnoty každého pixelu pozostáva z troch krokov, ktoré budem
demonštrovať na príklade (obrázok 3.4). Prvým krokom je prahovanie bodov okolia, kde
prahovou hodnotou je hodnota stredového pixelu. Prahovanie môžeme zapísať ako:
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Obr. 3.3: Príklady okolia LBP pre rôzne hodnoty R a P [12]
f(x) =
{
1 y ≥ x
0 y < x
(3.5)
kde y je hodnota okolia a x hodnota stredového pixelu. V príklade je hodnota stredového
bodu 35, všetky body okolia menšie ako 35 sú nahradené nulou a hodnoty väčšie alebo
rovné jednotkou. Výsledok prahovania je teda matica obsahujúca hodnoty 0 a 1. V ďalšom
kroku sa využíva tzv. LBP operátor, čo je matica udávajúca váhy jednotlivých bodov oko-
lia, kde váhy sú mocninami čísla 2 od hodnoty 20 = 1 po hodnotu 27 = 128. Vynásobením
zodpovedajúcich hodnôt LBP operátora a vyprahovanej matice získame výslednú maticu.
Posledným krokom je určenie LBP hodnoty, ktorou bude nahradený stredový pixel. Tá sa
určí ako súčet hodnôt výslednej matice. V našom prípade je to hodnota 139.
Pri výpočte LBP koeficientov môžeme naraziť na problém pri krajných bodoch obrazu,
Obr. 3.4: Ukážka jednotlivých krokov metódy LBP
pretože nemajú kompletné okolie. Tieto chýbajúce body okolia je možné buď vôbec nezapo-
čítavať, alebo ich nahradiť nulami. Nevýhodou Local Binary Patterns je, že samotná metóda
nedokáže detekovať pohyb, ale je potrebné ju spojiť s niektorou inou metódou na detekciu
pohybu. Hlavným dôvodom, prečo vôbec metódu použiť je, že LBP prináša odolnosť voči
zmenám osvetlenia. Dosahuje dobré výsledky pri pomalých ako aj pri náhlych zmenách
osvetlenia. Ako som experimentálne zistil, spojenie LBP s metódou odčítania pozadia nie
je dobrou voľbou, čo je vidno na obrázku 3.5, kde je na referenčnú a aktuálnu snímku apli-
kované LBP. Výsledok odčítania pozadia v tomto prípade dosahuje výrazne horší výsledok
ako samotná metóda bez použitia LBP (obrázok 3.1).
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Obr. 3.5: Metóda odčítania pozadia s využitím LBP
Po odčítaní sa vo výslednej prahovanej snímke nachádza mnoho osamotených bodov
pripomínajúcich šum. Vznik týchto bodov je možné demonštrovať na jednoduchom príklade
na obrázku 3.6, kde v obraze rozmerov 3x3 uvažujeme zmenu hodnoty stredového pixelu
z hodnoty 30 v snímke pozadia na hodnotu 41 v aktuálnej snímke. Vrchný rad zobrazuje
výsledok odčítania pozadia, kde je zmenený len stredový pixel o hodnotu 11. Spodný rad
zobrazuje ten istý prípad s využitím LBP. Tu je už hodnota zmenená o 224 a ku zmene došlo
aj v okolitých bodoch. Z toho vyplýva, že aj nepatrná zmena hodnoty jedného bodu, môže
byť pri použití LBP vyhodnotená ako výrazná zmena, resp. pohyb. Práve tieto minimálne
zmeny majú za následok vznik množstva osamotených bodov, teda aj nekvalitnú detekciu
pohybu.
Obr. 3.6: Príklad chybnej detekcie odčítania pozadia s využitím LBP
Pre dosiahnutie kvalitnej detekcie pohybu je potrebné využiť spojenie LBP s metódou
porovnania jasových histogramov. Výsledky dosahované spojením týchto metód sú bližšie
popísané v [9], [10], [13].
3.1.4 Aktualizácia pozadia
Pri predošlých metódach boli popísané problémy s nestálosťou scény a so zmenou osvet-
lenia, s ktorými sa metódy v základe nedokážu vyrovnať. Veľmi dobrá eliminácia týchto
problémov je možná použitím aktualizácia pozadia. Pozadie, v prípade kedy sa nevyužíva
aktualizácia, je vytvorené z prvej snímky videa. Pri detekcii pohybu je pozadie v čase t
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potom definované ako:
Bt(x, y) = F1(x, y) (3.6)
Pri využití aktualizácie je možné použiť mnoho metód na výpočet pozadia. Bližšie popíšem
dve z nich:
Aritmetický priemer N snímok
Pozadie sa počíta ako aritmetický priemer posledných N snímok videa. Do priemeru mô-














kde Bt(x, y) je pozadie v čase t a Fi(x, y) je aktuálna snímka v čase i. Na základe veľkosti
hodnoty N udávajúcej počet snímok sa menia vlastnosti pozadia teda aj detektora pohybu.
Nízka hodnotaN zvyšuje rýchlosť detektora, s ktorou sa dokáže prispôsobiť náhlym zmenám
osvetlenia. Vysoká hodnota N zabezpečí vyššiu odolnosť voči šumu a lepšiu detekciu pohybu
pri výskyte pomalých objektov. Minimálna hodnota N pri započítaní aktuálnej snímky je
2, pretože pre hodnotu N = 1 by metóda brala aktuálnu snímku za pozadie, takže by sa
nikdy nedetekoval pohyb.
Metóda je pamäťovo náročnejšia, pretože vyžaduje ukladanie predchádzajúcich N sní-
mok. Problémom môže byť štart metódy, kedy nemáme dostatočný počet snímok. Vtedy
počítame priemer iba zo snímok, ktoré máme k dispozícii alebo všetkých N snímok napl-
níme prvou snímkou a postupne ich prepisujeme novými.
Započítanie aktuálnej snímky s váhou
Metóda počíta aktuálne pozadia ako súčet doterajšieho pozadia a aktuálnej snímky vy-
násobenej váhou. Je označovaná ako rekurzívna, keďže nevyžaduje ukladanie snímok, ale
pracuje iba s predošlou hodnotou pozadia:
Bt(x, y) = (1− α)Bt−1(x, y) + αFt(x, y) (3.9)
kde Bt(x, y) je pozadie v čase t, Bt−1(x, y) pozadie v čase t − 1, Ft(x, y) aktuálna snímka
v čase t a α je váha, s ktorou je započítaná aktuálna snímka do pozadia. So zvyšujúcou
váhou aktuálnej snímky sa metóda detekcie pohybu rýchlejšie vyrovnáva so zmenami v po-
zadí, naopak pre nízku hodnotu váhy je pozadie stabilnejšie a detektor je odolnejší voči
zmenám na scéne. Váha sa udáva v intervale (0,1). Hodnota 0 by zodpovedala metóde
bez aktualizácie pozadia, pre hodnotu 1 by pozadie zodpovedalo aktuálnej snímke. Najčas-
tejšie sa používajú hodnoty váhy α = 0, 05 alebo α = 0, 1. Táto metóda je rýchla a má
malé pamäťové nároky, keďže nie je potrebné ukladať snímky ako pri priemere posledných
snímok.
V testovacej aplikácií som implementoval tieto dve metódy aktualizácie pozadia plus
metódu bez aktualizácie. Pri metóde priemeru snímok som zvolil započítanie aktuálnej
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snímky do priemeru. Obrázok 3.7 zobrazuje rozdiely aktuálnych pozadí v rovnakom čase
videa pre použité tri metódy. Prvý stĺpec a) zobrazuje metódu bez aktualizácie pozadia.
Aktuálne pozadie je tu vytvorené z prvej snímky videa. Druhý stĺpec b) zobrazuje metódu
priemeru posledných N snímok so započítaním aktuálnej snímky, kde je pozadie vytvorené
z posledných N = 5 snímok. V poslednom stĺpci c) je metóda započítania aktuálnej snímky
s váhou do pozadia. Na obrázku bola použitá váha α = 0, 15.
Obr. 3.7: Porovnanie metód výpočtu pozadia
Ďalšími používanými metódami sú napríklad medián posledných N snímok, kĺzavý
Gaussov priemer alebo zmes Gaussových kriviek. Viac informácií je možné nájsť v [5].
3.2 Metódy využívané pri pohyblivej kamere
Po postupoch, ktoré sa uplatňujú pri statickej kamere, sa pozrieme bližšie na metódy tý-
kajúce sa pohyblivej kamery. Zásadným rozdielom je, že v prípade pohyblivej kamery už
nemôžme vychádzať z myšlienky nemennosti pozadia. Keďže sa hýbe kamera, bude sa me-
niť aj snímaná scéna aj v prípade, kedy sa v nej nebudú nachádzať pohyblivé objekty.
Detekcia pohybu je v tomto prípade problematická, a preto sa budem venovať sledovaniu
objektov. Nestálosť pozadia nám neumožňuje oddeliť popredie od pozadia, teda nie je mo-
žné určiť presne jednotlivé objekty, ktoré by sme chceli sledovať. Neostáva nám nič iné, ako
použiť zjednodušenú reprezentáciu objektu (obrázok 3.8). Objekt môže byť reprezentovaný
jedným bodom, napr. geometrickým stredom (a), množinou bodov (b), geometrickým út-
varom ako obdĺžnik (c), elipsa (d) alebo množinou týchto útvarov (e). Ďalšími možnosťami
sú reprezentácia pomocou tzv. kostry (f), bodov obrysu (g), obrysom (h) alebo siluetou (i).
Vo svojej aplikácii budem používať reprezentáciu objektu pomocou množiny bodov.
Ďalej sa teda pozrieme na spôsob vyhľadávania bodov objektu vhodných na sledovanie,
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Obr. 3.8: Rôzne reprezentácie objektov [16]
spresnenie ich polohy a na samotné sledovanie pomocou optického toku.
3.2.1 Body vhodné na sledovanie
V prípade sledovania objektu reprezentovaného bodmi sa musíme zamerať na správny výber
bodov. Ak by sme si zvolili bod na bielej stene, nebolo by ľahké nájsť jeho presnú polohu
v ďalšej snímke, pretože všetky body steny sú rovnaké alebo veľmi podobné. Avšak pri voľbe
bodu, ktorý je jedinečný máme veľkú šancu ho nájsť aj v nasledujúcej snímke. Preto pri
výbere volíme také body, ktoré sú jedinečné a parametrizovateľné tak, aby ich bolo možné
porovnať s ostatnými bodmi. Výber bodov na sledovanie je vidieť na obrázku 3.9. Vhodné
body sú označené krúžkom a nevhodné štvorcom.
Pozrieme na to, ako sa dajú body vhodné na sledovanie v snímke nájsť. Základom je, že
hľadáme body s veľkou hodnotou gradientu. Gradient je vektorová veličina určujúca smer
a veľkosť rastu funkcie. Takýmito bodmi sú hrany, pretože sa v nich prudko mení jasová
hodnota obrazovej funkcie. Vysoká hodnota gradientu však nie je dostačujúca, pretože je
podobná pre všetky body na rovnakej hrane. Ak je však gradient vysoký v dvoch kol-
mých smeroch, narastá pravdepodobnosť, že bod je jedinečný. Body s vysokým gradientom
v dvoch smeroch, ktoré sú vhodné na sledovanie, sa často nazývajú aj rohy.
Obr. 3.9: Výber vhodných a nevhodných bodov na sledovanie [4]
Na vyhľadanie rohov sa v praxi používa napríklad Harrisov detektor alebo Shi-Tomasi,
ktorý dosahuje o niečo lepšie výsledky. Tieto detektory umožňujú nastavovať parametre,
ktoré sú použité pri výbere rohov. Je to napríklad minimálna vzdialenosť medzi deteko-
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vanými rohmi, alebo kvalita rohov. Kvalita udáva koeficient, ktorým sa vynásobí hodnota
najlepšieho rohu. Výsledkom je najmenšia prijateľná hodnota rohu. Všetky rohy s menšou
hodnotou sú potom ignorované, pretože nespĺňajú požadovanú kvalitu. Kvalita sa udáva
v rozsahu (0,1).
3.2.2 Body so subpixelovou presnosťou
Polohy rohov určených detektormi sú reprezentované celočíselnými hodnotami pixelov, aj
v prípade, že roh sa nenachádza v presnom strede pixelu. V niektorých prípadoch však
vyžadujeme určiť polohu s väčšou presnosťou ako celočíselnou. Väčšia presnosť, kedy sú
polohy bodov určené reálnymi číslami, sa nazýva subpixelová presnosť.
Subpixelové spresnenie je možné preložením krivky (napr. paraboly) hodnotami bodov
a následným matematickým dopočítaním vrcholu. Inou možnosťou, ktorú používam aj ja,
je využitie gradientu a skalárneho súčinu vektorov. Tento postup budem demonštrovať na
obrázku 3.10.
Zvolíme bod q na celočíselných súradniciach určených detektorom. Bod q teraz leží
blízko presných subpixelových súradníc. Náhodne zvolíme bod p v okolí bodu q. Vytvoríme
vektor začínajúci v bode q a končiaci v bode p. V prípade (a), ak bod p leží v konštantnej
oblasti, je gradient v tomto bode rovný nule ∇I(p) = 0. Potom aj skalárny súčin vektora
q−p a gradientu je rovný nule 〈∇I(p), p− q〉 = 0. Druhá možnosť (b) je, že vektor q−p leží
na hrane. Smer gradientu je kolmý na smer hrany, teda aj na vektor q−p. Keďže sú na seba
kolmé, ich skalárny súčin je opäť rovný nule 〈∇I(p), p− q〉 = 0. Môžeme vytvoriť viac rovníc
pre bod q a body p okolo neho, pričom skalárny súčin vektora q − p a gradientu v bode p
položíme rovný nule. Vyriešením tejto sústavy rovníc získame presnejšiu subpixelovú polohu
bodu q. Po nájdení novej polohy bodu q, použijeme túto polohu ako počiatočnú a postup
opakujeme, až kým nie je dosiahnuté požadované kritérium. Kritériom môže byť maximálny
počet iterácií, minimálna požadovaná presnosť alebo obe.
Obr. 3.10: Nájdenie rohu so subpixelovou presnosťou [4]
3.2.3 Optický tok
V tejto časti sa zameriame na sledovanie objektov vo video sekvencii s využitím optického
toku. Pri sledovaní potrebujeme vyhodnotiť pohyb jednotlivých bodov, bez bližšej zna-
losti obsahu snímky, pričom pohyb môže byť daný rýchlosťou alebo posunutím, ktoré bod
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vykonal medzi predchádzajúcou a aktuálnou snímkou. Na určenie pohybu všetkých bodov
obrazu medzi snímkami sa používa tzv. hustý optický tok. Metódy počítajúce hustý optický
tok sú Horn-Schunck a Block matching. Počítanie hustého toku môže byť problematické pri
sledovaní objektov s veľkými plochami rovnakej farby, kedy sú body nejednoznačné. To je
riešiteľné určitým spôsobom interpolácie medzi bodmi, ktoré sú ľahko sledovateľné. Zistenie
hustého toku je však výpočetne veľmi náročné. Okrem hustého optického toku existuje aj
tzv. riedky optický tok. Pri riedkom toku sa pohyb určuje len pre vhodne vybrané body
obrazu, ktorých hľadaniu sme sa venovali v predchádzajúcich častiach. Na výpočet riedkeho
toku sa používa metóda Lucas-Kanade a jej pyramídové rozšírenie . Metódu Lucas-Kanade
optický tok (LK) som implementoval v aplikácii, preto ju bližšie predstavím.
Algoritmus LK pri určení optického toku využíva tri predpoklady:
1. Konštantný jas (angl. Brightness Constancy)
2. Časová stálosť (angl. Temporal Persistence)
3. Priestorová súdržnosť (angl. Spacial Coherence)
Bližšie sa pozrieme na jednotlivé predpoklady, ktoré sú ukázané na obrázku 3.11.
Obr. 3.11: Predpoklady na výpočet optického toku metódou Lucas-Kanade [4]
Konštantný jas znamená, že predpokladáme nemennosť jasu sledovaného bodu na všet-
kých snímkach. Sledovaný bod sa teda v čase nemení, čo môžeme zapísať:
I(x(t), y(t), t) = I(x(t+ dt), y(t+ dt), t+ dt) (3.10)
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Druhý predpoklad, časová stálosť, znamená, že poloha bodu sa veľmi nemení od snímky
k snímke. Môžeme povedať, že časové prírastky sú pomerne rýchle vzhľadom na rozsah
pohybu. Preto sa druhý predpoklad nazýva aj pomalý pohyb. Na vysvetlenie tohto pred-
pokladu použijeme najskôr len jednu priestorovú dimenziu. Úpravou rovnice konštantného















Ixv + It = 0 ⇒ v = − It
Ix
(3.12)
kde Ix je priestorová derivácia jasu, It je časová derivácia jasu a v je rýchlosť pohybu. Prob-
lémom tohto výpočtu je, že predpoklady nie sú vždy úplné pravdivé, teda jas nie je skutočne
stály a časové kroky zaznamenané kamerou nie sú tak rýchle vzhľadom k pohybu. Na zis-
tenie presnej rýchlosti bodu medzi dvoma snímkami je preto potrebné použiť iteratívny
výpočet pomocou Newtonovej metódy. Metóda používa vypočítanú rýchlosť z aktuálnej
iterácie ako východiskovú v ďalšej iterácii. Keďže priestorová derivácia sa v jednej snímke
nemení, stačí ju vypočítať len v prvej iterácii a v ostatných počítať len meniacu sa časovú
deriváciu. Iteratívny výpočet je ukončený po určitom počte iterácií alebo po dosiahnutí
zvolenej presnosti. Teraz prejdeme k riešeniu v dvojrozmernom priestore. Uvedenú rovnicu
stačí rozšíriť o ďalšiu súradnicu.
Ixu+ Iyv + It = 0 (3.13)
V rovnici však dostávame dve neznáme, čo znamená, že smer pohybu pre daný pixel nedo-
kážeme v tomto prípade určiť. Jediné, čo vieme určiť, je
”
normálny“ tok, teda kolmý tok na
priamku zadanú našou rovnicou (3.13). Viac informácií o normálnom toku je možné nájsť
v [4] na str. 327.
Na výpočet vektora pohybu, ktorý nás zaujíma, využijeme priestorovú súdržnosť ako
posledný predpoklad. Priestorová súdržnosť udáva, že susedné body sledovaného bodu pat-
riace do rovnakej plochy, majú podobný pohyb a po pohybe ležia v blízkosti sledovaného
bodu. Túto vlastnosť využijeme na zostavenie systému rovníc, ktorého vyriešením získame
požadovaný vektor pohybu. Úpravou rovnice (3.13) dostaneme:































































= (ATA)−1AT b (3.17)
Riešenie môžeme určiť v prípade, že matica (ATA) je regulárna a oblasť v okolí bodu je
dostatočne textúrovaná. To dosiahneme umiestnením oblasti nad roh určený detektorom.
Druhý predpoklad uvažuje len malé pohyby medzi jednotlivými snímkami, no v mno-
hých prípadoch potrebujeme sledovať aj rýchlo pohybujúce sa objekty. Na ich sledovanie
touto metódou by sme potrebovali veľké okolie, čo má však často za následok porušenie
predpokladu priestorovej súdržnosti.
Riešenie pri sledovaní rýchlych pohybov prináša rozšírenie tejto metódy s názvom Py-
ramídový Lucas-Kanade optický tok. Pyramídový LK využíva pri výpočte optického toku
Gaussovu pyramídu obrázkov. Vrstvy Gaussovej pyramídy sú tvorené obrázkami v rôznych
veľkostiach. Základ tvorí obrázok v pôvodnej veľkosti a každú ďalšiu vrstvu obrázok upra-
vený na štvrtinu svojej veľkosti. Metóda počíta optický tok od najvyššej vrstvy, pričom
výsledok výpočtu sa použije ako východiskový pre určenie toku v nižšej vrstve, až sa do-
staneme na najnižšiu úroveň. Takto sa eliminujú problémy s priestorovou súdržnosťou a je
možné počítať aj väčšie pohyby. Postup výpočtu je znázornený na obrázku 3.12.
Obr. 3.12: Výpočet optického toku metódou Pyramídový Lucas-Kanade [4]
Po výpočte optického toku pre jednotlivé body objektu máme mnoho možností ako po-
hyb sledovať. Môžeme napríklad všetky body objektu sledovať ako jeden celok, kedy zistíme
najčastejšie sa vyskytujúci vektor pohybu týchto bodov a ten prehlásime za pohyb objektu.
Sledovaná oblasť sa takto posúva no nemení svoju veľkosť. Druhou možnosťou je jednotlivé
body objektu sledovať samostatne. Sledovaná oblasť sa teraz môže posúvať aj meniť svoju
veľkosť. Iným spôsobom je, že sa pokúsime určiť, o aký typ pohybu ide, a to porovnávaním
pohybu bodov s určitými vzormi pohybu, ako sú napríklad pohyb v konštantnej vzdiale-
nosti, približovanie, vzďaľovanie, rotácia, atď. Tento spôsob je však veľmi náročný a mohol





Po zoznámení sa s teóriou týkajúcou sa spracovania obrazu, detekčných a sledovacích algo-
ritmov sa dostávame ku ďalšej časti práce, ktorou je vytvorenie testovacej aplikácie využí-
vajúcej vybrané metódy detekcie a sledovania. Táto kapitola je venovaná návrhu aplikácie.
Najskôr popíšem základný návrh aplikácie a následne podrobný návrh pre jednotlivé použité
metódy.
4.1 Základný návrh aplikácie
Testovacia aplikácia obsahuje dve metódy na detekciu pohybu a sledovanie. Konkrétne
ide o pyramídový Lucas-Kanade optický tok na sledovanie objektov vo videu z pohyblivej
kamery a o metódu odčítania pozadia na detekciu a sledovanie vo videu zo statickej kamery.
Oba postupy sú implementované v samostatných triedach a na prácu s nimi je k dispozícii
grafické užívateľské rozhranie aplikácie, ktoré umožňuje zvoliť vstupnú video sekvenciu vo
formáte *.avi, v ktorej sa bude po spustení metódy detekovať pohyb, resp. sledovať objekt.
Hneď pri spracovaní sa zobrazuje výstup, ktorým je video s označeným miestom pohybu
alebo s označeným sledovaným objektom. Rozhranie tiež umožňuje meniť rôzne nastavenia
pri oboch metódach.
4.2 Podrobný návrh – Optický tok
V tejto časti sa pozrieme na fungovanie metódy sledovania objektov s využitím optického
toku, znázornené na obrázku 4.1. Ako prvé sa načítajú aktuálna a nasledujúca snímka video
sekvencie a prevedú sa do odtieňov šedej. V aktuálnej snímke sa na základe masky vyhľadajú
body vhodné na sledovanie. Ich poloha sa spresní na subpixelovú presnosť a vypočíta sa
pre ne optický tok voči nasledujúcej snímke pomocou pyramídového LK. Určené vektory
pohybu sa použijú na aktualizáciu masky a na vyznačenie sledovaného objektu vo videu.
Popíšeme si nastavenia, ktoré je možné zadávať cez užívateľské rozhranie. Pri vyhľadaní
vhodných bodov je možné nastaviť maximálny počet bodov, ich kvalitu, minimálnu vzdia-
lenosť medzi bodmi a či sa budú zobrazovať vo videu na výstupe. Pre algoritmus LK sa
nastavuje počet úrovní použitej Gaussovej pyramídy. Prípadné chybne určené toky, udáva-
júce veľmi dlhý pohyb, je možné eliminovať nastavením maximálnej dĺžky vektora pohybu
medzi jednotlivými snímkami. Všetky pohyby presahujúce túto dĺžku budú ignorované. Na
analýzu pohybu bodov objektu sú tu na výber dve možnosti, a to analýza pohybu bodov ako
celku, označená ako základná alebo pokročilá, pracujúca s pohybom samostatných bodov.
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Obr. 4.1: Schéma metódy na sledovanie objektov s využitím optického toku
Pri sledovaní bodov ako celku užívateľ myšou označí oblasť vo videu, ktorá sa bude
sledovať. V maske sa vytvorí rovnaká oblasť, na základe ktorej sa budú vyhľadávať body.
Táto oblasť nemení počas sledovania svoju veľkosť, len sa posúva podľa najčastejšie sa
vyskytujúceho vektora pohybu po každej snímke. Užívateľ má možnosť ju kedykoľvek počas
sledovania zmeniť alebo zrušiť.
V prípade pokročilej analýzy užívateľ vo videu myšou zadá
”
body“, ktoré chce sledovať.
V skutočnosti však nezvolí konkrétny bod, ale malú oblasť v maske o rozmeroch 9x9 pixe-
lov. Tieto malé oblasti sú použité z dôvodu, že užívateľ nedokáže presne zvoliť polohu bodu
vhodného na sledovanie, ale takto dokáže aspoň približne detektoru určiť, kde ma vhodné
body vyhľadať. Pri nastavení malej vzdialenosti medzi detekovanými bodmi sa môže stať,
že bude vo zvolenom
”
bode“ nájdený viac ako len jeden bod. Na základe výpočtu optic-
kého toku sa každý bod posunie na novú pozíciu. Okolo nových pozícií bodov sa v maske
vytvoria oblasti o rozmeroch 9x9pixelov pre detekciu bodov v ďalšom kroku. Na označenie
sledovaného objektu sa použijú pozície krajných bodov. Užívateľ môže kedykoľvek pridávať
alebo rušiť jednotlivé
”
body“ alebo celkovo zrušiť sledovanie.
4.3 Podrobný návrh – Odčítanie pozadia
Pozrieme sa na návrh metódy odčítania pozadia na detekciu pohybu a sledovanie objektov.
Princíp metódy je popísaný schémou na obrázku 4.2. Prvým krokom je načítanie snímky
video sekvencie. Snímka sa prevedie do odtieňov šedej a v niektorých prípadoch sa použije na
aktualizáciu pozadia. V ďalšom kroku sa od snímky odčíta pozadie. Na výslednú rozdielovú
snímku sa použije prahovanie. Výsledkom je maska označujúca oblasti, v ktorých došlo
k pohybu. Na základe tejto masky sa v aktuálnej snímke označí pohyb.
Užívateľské rozhranie pri tejto metóde poskytuje na výber možnosť bez aktualizácie
pozadia a dva typy aktualizácie pozadia. Sú to priemer posledných N snímok a započítanie
aktuálnej snímky s váhou do pozadia. Na zvolenom type aktualizácie závisia parametre,
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Obr. 4.2: Schéma metódy odčítania pozadia na detekciu pohybu a sledovanie objektov
ktoré je možné nastavovať. Pri voľbe pozadia bez aktualizácie je možné nastaviť hodnotu
prahu a minimálne rozmery oblasti, ktorá bude považovaná za pohyb. Tieto dve nastavenia
sú dostupné aj pri oboch typoch aktualizácie pozadia. Priemer snímok však na viac po-
skytuje možnosť nastaviť počet snímok započítaných do priemeru a započítanie aktuálnej
snímky s váhou do pozadia možnosť nastaviť váhu aktuálnej snímky. Po spustení metódy
užívateľ nemá možnosť označiť objekt, ktorý chce sledovať. V tomto prípade metóda označí




Na základe návrhu som vytvoril testovaciu aplikáciu v jazyku C/C++ vo vývojovom pro-
stredí Microsoft Visual Studio 2008. V tejto kapitole sa pozrieme na použité knižnice ako
aj na popis samotnej implementácie. Nebudem sa zameriavať na popis ovládania aplikácie,
ten je uvedený v prílohe. Informácie ku knižniciam a použitým funkciám som čerpal z [1],
[2], [4], [6].
5.1 Knižnica Qt
Pre tvorbu grafického užívateľského rozhrania som si zvolil knižnicu Qt. Ide o multiplat-
formnú knižnicu napísanú v jazyku C++ . Knižnica je vyvíjaná firmou Nokia a je ku nej
dostupná veľmi dobre spracovaná dokumentácia [2]. Pomocou Qt je možné písať aplikácie
pre Microsoft Windows, Linux, Mac OS a rôzne vstavané systémy, ktoré sú prenositeľné
bez nutnosti meniť zdrojový kód. Qt je dostupné v troch rôznych licenciách, a to Commer-
cial, GNU LGPL a GNU GPL. Na vývoj aplikácií je možné použiť vývojové prostredie Qt
Creator, alebo add-in pre Visual Studio, ktorý som využil aj ja. Tvorba GUI je jednoduchá
a intuitívna. Qt využíva grafické API danej platformy, aby vzhľad a správanie aplikácie boli
prirodzené.
Na komunikáciu medzi jednotlivými objektmi sa používajú signály a sloty. Signál je
emitovaný objektom pri určitej akcii. Mnohé objekty majú preddefinované signály, ktoré sú
emitované napríklad pri kliknutí alebo zmene stavu, no máme možnosť definovať aj vlastné
signály. Signály sú pripojené na sloty. Slotom je metóda vyvolaná ako reakcia na daný
signál.
Knižnica Qt okrem tvorby GUI poskytuje možnosť využitia 2D a 3D grafiky s OpenGL,
vlákien, pripojenia k databáze, práce s XML, práce s multimédiami, sieťovú komunikáciu
atď. . Pre tieto vlastnosti je Qt populárnou knižnicou, s využitím ktorej je implementované
napríklad prostredie KDE 4, VLC media player, Skype, Virtual Box a mnoho iných.
5.2 Knižnica OpenCV
Ďalšou knižnicou použitou pri implementácii testovacej aplikácie je open-source knižnica
OpenCV. OpenCV je napísané v C a C++ a je použiteľná na Microsoft Windows, Linux a
Mac OS. Ide o knižnicu zameranú na počítačové videnie s podporou pre real-time aplikácie.
OpenCV obsahuje viac ako 500 funkcií a neustále sa vyvíja. Základnými časťami knižnice
sú:
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• CV – spracovanie obrazu, pohyb a sledovanie, rozpoznávanie obrazu, kalibrácia ka-
mery
• Machine Learning (MLL) – podpora počítačového učenia
• HighGUI – grafické užívateľské rozhranie, vstupno-výstupné operácie pre obraz a
video
• CXCORE – základné štruktúry a algoritmy, podpora XML, kresliace funkcie
• CvAux – experimentálne algoritmy: deskriptory textúr, sledovanie 3D objektov, sle-
dovanie očí a úst, stereovízia a mnoho iných.
5.3 Popis implementácie tried
Po predstavení použitých knižníc sa zoznámime s implementáciu jednotlivých tried. Triedy
sú zobrazené v diagrame tried na obrázku 5.1, ktorý vyplynul z návrhu a následnej imple-
mentácie. Pri každej triede uvediem, akú časť aplikácie reprezentuje a popíšem jej metódy.
Obr. 5.1: Diagram tried
5.3.1 Triedy Ui GUIClass a GUIClass
Ui GUIClass a GUIClass sú triedy, ktoré automaticky generuje Qt Designer. Popisujú gra-
fické užívateľské rozhranie aplikácie (obrázok 5.2), konkrétne rozloženie a vlastnosti jed-
notlivých komponentov. Pri tvorbe GUI som z knižnice Qt využil QLabel na vytvorenie
všetkých popisov, QLineEdit na zobrazenie cesty ku videu, QPushButton na vytvorenie
tlačidiel, QGroupBox zoskupujúci QRadioButton-y na výber typu analýzy vektorov a typu
aktualizácie pozadia. Ďalej QCheckBox umožňujúci výber či chceme zobrazovať detekované
body a QSpinBox a QDoubleSpinBox na zadávanie parametrov, ktorých výhodou je, že
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umožňujú zadávať rozsah, krok, predvolenú hodnotu a kontrolujú užívateľský vstup. Na-
stavenia jednotlivých parametrov sú popísané v tabuľke 5.1, kde väčšina predvolených hod-
nôt bola určená na základe testovania. Predvolené hodnoty prahu sú uvedené pre všetky
3 typy aktualizácie pozadia. Na usporiadanie popisaných komponentov v hlavnom okne
QMainWindow som použil QHBoxLayout, QVBoxLayout a QGridLayout.
Parameter Minimum Maximum Krok Predvolené
Počet detekovaných bodov 5 200 5 50
Kvalita bodov 0,01 0,99 0,01 0,1
Vzdialenosť medzi bodmi 1,0 20,0 0,5 3,0
Maximálna dĺžka pohybu 1 20 1 7
Počet úrovní pyramídy 0 20 1 5
Počet snímok v priemere 2 25 1 5
Váha aktuálnej snímky 0,01 0,99 0,01 0,10
Hodnota prahu 0 255 1 25; 15; 5
Min. veľkosť objektu 5x5 100x100 1 10x10
Tabuľka 5.1: Nastavenie parametrov v aplikácii
Obr. 5.2: Ukážka testovacej aplikácie
5.3.2 Trieda GUI
Trieda GUI implementuje funkčnosť grafického rozhrania. Je zdedená od triedy QMainWindow
a obsahuje načítanie rozhrania z triedy GUIClass, prepojenie signálov so slotmi a implemen-
táciu slotov. Sloty OpenVideo1() a openVideo2() otvoria prehliadač súborov na výber vi-
dea, s prednastaveným zobrazovaním .avi súborov. Po výbere videa sa cesta k nemu zobrazí




NotUpdate(), averageUpdate() a weightUpdate() sú vyvolané pri výbere zodpoveda-
júceho typu aktualizácie pozadia. Metódy aktivujú alebo deaktivujú zadávanie počtu sní-
mok v priemere a váhy aktuálneho snímku. Aktivácia a deaktivácia daných komponentov sa
vykonáva volaním metódy setEnable() s parametrom true alebo false. Taktiež nastavia
prah na hodnotu zodpovedajúcu typu aktualizácie pozadia volaním metódy setValue().
Slot startTrack() vytvorí inštanciu triedy OpticalFlow a volá jej metódy init() a
start(). StartTrack2() vytvára inštanciu triedy BackroundSubtraction a rovnako volá
init() a start(). V prípade nesprávnej cesty k videu sa po volaní metódy init() zobrazí
dialógové okno upozorňujúce na túto skutočnosť. Oba sloty sú pripojené na signály click
emitované tlačidlami
”
Start tracking“ pri optickom toku a odčítaní pozadia.
5.3.3 Trieda OpticalFlow
OpticalFlow je trieda implementujúca sledovanie objektov pomocou optického toku. Me-
tóda init() inicializuje jednotlivé premenné pomocou hodnôt zadaných cez užívateľské
rozhranie, nastaví video a vytvorí okno na zobrazenie výstupného videa. Použité je okno
knižnice OpenCV, aby nebolo potrebné konvertovať obraz z formátu IplImage tejto kni-
žnice do formátu podporovaného knižnicou Qt a tým zbytočne plytvať výkonom. Poloha
tohto okna sa nastaví v závislosti na polohe hlavného okna aplikácie.
Metóda start() vykonáva algoritmus na sledovanie objektov pomocou pyramídového
Lucas-Kanade optického toku. Najskôr sa pomocou funkcie cvQueryFrame() načíta snímka
videa a cvCvtColor() prevedie snímku do odtieňov šedej. Pri aktívnom sledovaní sa sledo-
vanie začína až od druhej snímky videa, pretože na výpočet optického toku je treba aktuálnu
a nasledujúcu snímku. V aktuálnej snímke sa pomocou funkcie cvGoodFeaturesToTrack()
vyhľadajú body vhodné na sledovanie. Úplný predpis funkcie je :
void cvGoodFeaturesToTrack(
const CvArr* image, CvArr* eigImage, CvArr* tempImage,
CvPoint2D32f* corners, int* corner count, double quality level,
double min distance, const CvArr* mask, int block size = 3,
int use harris = 0, double k = 0.4),
kde image je aktuálna snímka, eigImage a tempImage sú pomocné obrázky pre výpočet
bodov, corners je pole výsledných detekovaných bodov, corner count uvádza maximálny
počet bodov na detekciu a po vykonaní algoritmu obsahuje počet výsledných bodov.
Quality level a min distance udávajú kvalitu bodov a minimálnu vzdialenosť medzi
nimi. Mask je maska udávajúca oblasť na detekciu bodov. Ostatné parametre sú pre nás
nepodstatné a ponecháme ich nastavené na preddefinované hodnoty. Ďalším krokom je
subpixelové spresnenie polohy bodov:
void cvFindCornerSubPix(
const CvArr* image, CvPoint2D32f* corners, int count,
CvSize win, CvSize zero zone, CvTermCriteria criteria).
Image je aktuálna snímka, corners je pole detekovaných bodov, ktoré po skončení algo-
ritmu obsahuje subpixelové pozície bodov, a parameter count uvádza ich počet. Win udáva
rozmery oblasti použitej na vytvorenie rovníc, v mojom prípade 5x5. Parameter zero zone
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nie je použitý, preto je nastavený na cvSize(-1,-1). Criteria uvádzajú kritéria na uko-
nčenie výpočtu. Ja používam cvTermCriteria( CV TERMCRIT ITER | CV TERMCRIT EPS,
20, 0.03 ) čo je nastavenie maximálneho počtu iterácií 20 a minimálnej presnosti 0,03.
Nasleduje výpočet pyramídového Lucas-Kanade, ktorý prevádza funkcia:
void cvCalcOpticalFlowPyrLK(
const CvArr* imgA, const CvArr* imgB, CvArr* pyrA,
CvArr* pyrB, CvPoint2D32f* cornersA, CvPoint2D32f* cornersB,
int count, CvSize winSize, int level, char* status,
float* track error, CvTermCriteria criteria, int flags).
ImgA a imgB je aktuálna a nasledujúca snímka, pyrA a pyrB sú použité na ukladanie pyra-
mídových obrázkov, cornersA je pole subpixelových pozícií detekovaných bodov, cornersB
sú pozície bodov v nasledujúcej snímke vypočítané algoritmom. Count je počet bodov
v cornersA, winSize veľkosť okolia použitého na zostavenie rovníc (5x5). Level udáva
počet úrovní Gaussovej pyramídy použitej pri výpočte, status je pole príznakov udáva-
júce, či sa našiel zodpovedajúci bod, track error nie je použitý, preto je nastavený na
NULL, criteria udávajú kritériá na ukončenie výpočtu. Kritériá sú použité rovnaké ako pri
subpixelovom spresnení. Parameter flags nastavujem na hodnotu 0, teda nie je použitý.
Po výpočte optického toku sa na základe príznaku v poli status odstránia pôvodné body,
pre ktoré neboli nájdené zodpovedajúce body v nasledujúcej snímke. Odstránia sa aj vy-
počítané pohyby, presahujúce zadanú maximálnu dĺžku pohybu. V prípade, že po úpravách
neostal žiadny bod, sledovanie sa ukončí. Inak je na rade vyhodnotenie pohybu objektu.
Základná analýza vyhodnotí najčastejší pohyb v smere osi x a osi y. Na určenie po-
četnosti výskytu využívam ukladanie pohybov do asociatívneho poľa std::map<int,int>.
Pozícia objektu uložená v premennej CvRect box sa posunie na základe určeného najčaste-
jšieho pohybu. Maska udávajúca polohu objektu, resp. miesto na detekciu bodov, sa vymaže
funkciou cvSetZero(mask). Nová poloha objektu sa vyznačí do masky metódou setMask()
a do videa metódou drawBox().
Pokročilá analýza vymaže masku a prechádza pole nových bodov cornersB. Pre každý
bod nastaví v maske novú polohu bodu (oblasť 9x9) metódou setMaskPoint(). Vo videu
je oblasť označujúca sledovaný objekt vytvorená z polohy krajných bodov a vykreslená
metódou drawBox().
Tento postup sa opakuje pre všetky snímky videa pri aktívnom sledovaní. Sledovanie
ja aktivované označením objektu alebo bodov na sledovanie. Označenie je implementované
vo funkciách mouseHandlerBasic() a mouseHandlerAdvanced() obsluhujúcich akciu vyvo-
lanú myšou. MouseHandlerBasic() na nastavenie oblasti využíva metódu setMask() a na
zrušenie cvSetZero(mask). MouseHandlerAdvanced() body nastavuje pomocou setMask(),
jednotlivo ruší body deleteMaskPoint() a celkovo zruší sledovanie cvSetZero(mask).
5.3.4 Trieda BackgroundSubtraction
Trieda BackgroundSubtraction implementuje detekciu pohybu a sledovanie objektov s vy-
užitím odčítania pozadia. Metóda init() funguje takmer rovnako ako v triede OpticalFlow,
jediný rozdiel je v inicializovaných premenných.
Metóda start() obsahuje algoritmus odčítania pozadia, ktorý spracuje všetky snímky
videa. Snímka sa načíta cvQueryFrame() a prevedie do grayscale cvCvtColor(). Ďalší
postup je závislý na type aktualizácie pozadia. Bez aktualizácie sa pozadie vytvorí z prvej
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snímky videa funkciou cvCloneImage(). Pri priemere N snímok sa snímky ukladajú do
poľa lastFrames a výsledné pozadie je vytvorené z týchto snímok s využitím funkcie:
void cvAddWeighted(
const CvArr* src1, double alpha, const CvArr* src2,
double beta, double gamma, CvArr* dst).
Src1 je prvý snímok, alpha jeho váha, src2 je druhý snímok a beta jeho váha. Parame-
ter dst je výsledný snímok, resp. pozadie. Hodnotu gamma, čo je hodnota pripočítaná ku
výslednej snímke nepoužívam. Pri priemere snímok je vo výslednom pozadí započítaná ka-
ždá z posledných N snímok s rovnakou váhou α = 1/N . Pri započítaní aktuálnej snímky
s váhou do pozadia je použitá tiež táto funkcia, no váha snímky je udávaná užívateľom. Po
vytvorení pozadia sa pozadie odčíta od aktuálnej snímky funkciou:
void cvAbsDiff(
const CvArr* actFrame, const CvArr* bgFrame, const diffFrame),
kde actFrame je aktuálna snímka, bgFrame je pozadie a diffFrame je výsledná rozdie-
lová snímka. Na rozdielovú snímku je aplikovaný mediánový filter cvSmooth() a následne
prahovanie:
void cvThreshold(
CvArr* src, CvArr* dst, double threshold,
double max value, int threshold type).
Src je zdrojová snímka, dst je výsledná prahovaná snímka, threshold je hodnota prahu,
max value je maximálna hodnota a threshold type je typ prahovania. Ako typ použí-
vam CV THRESH BINARY, kde hodnoty väčšie ako prah sú nahradené hodnotou max value
a hodnoty menšie a rovné nulou. Výsledok prahovania je použitý ako parameter metódy
getBlobs(). Táto metóda využíva funkciu cvFloodFill() na určenie jednotlivých ob-





Nájsť univerzálny test, na základe ktorého dokážeme vyhodnotiť kvalitu sledovacích a de-
tekčných algoritmov, nie je možné. Na základe testov však môžeme vyhodnotiť jednotlivé
vlastnosti algoritmu alebo určiť optimálne nastavenie parametrov. Rovnako môžeme tes-
tovať presnosť detekcie pohybu a sledovania v špecifických prípadoch. V tejto kapitole
podrobím testovaniu oba algoritmy implementované v testovacej aplikácii.
6.1 Testovanie – Optický tok
Testovanie optického toku je náročné z dôvodu závislosti na polohe oblasti označenej uží-
vateľom. V jednom prípade môže byť objekt sledovaný presne a pri opätovnom sledovaní,
s mierne odlišnou oblasťou, sa sledovanie vôbec nemusí podariť. Optický tok je tiež veľmi
závislý na detektore vhodných bodov, ktorý má v niektorých prípadoch problémy s vyhľa-
daním bodov v nekvalitnejšom videu. Pokúsim sa teda všeobecnejšie vyhodnotiť nastavenie
parametrov, porovnať analýzy pohybu a otestovať rýchlosť algoritmu pre rôzne rozlíšenia
videa.
6.1.1 Nastavenie parametrov
Jednotlivé nastavenia parametrov som testoval priebežne na mnohých videách. Základné
poznatky, ku ktorým som dospel, sú nasledovné. Nastavenie maximálneho počtu bodov
a minimálna vzdialenosť medzi bodmi nemajú na výsledok sledovania príliš veľký vplyv.
Tieto parametre využíva detektor na vyhľadanie vhodných bodov. Obmedzenie maximál-
neho počtu bodov na hodnotu N znamená, že zo všetkých možných detekovaných bodov
bude vybraných N bodov s najlepšou kvalitou. Pri sledovaní objektov vo videu 320x240
som určil ako postačujúci počet 50 bodov. Nastavenie minimálnej kvality bodov má na
sledovanie už väčší vplyv. Pri nastavení kvality menšej ako hodnota 0,1 sú vyhľadané aj
body, ktoré nie sú príliš vhodné a na kvalitu sledovania majú zlý vplyv.
Optický tok pre nekvalitné body niekedy nepresne vyhodnotí nadmerne dlhý pohyb,
ktorý má za následok nesprávny posun oblasti. To je možné ošetriť nastavením maximálnej
dĺžky pohybu, ktorá je však závislá na rýchlosti pohybujúcich sa objektov. Nastavenie na
príliš malú hodnotu má za následok chybné sledovanie rýchlych objektov a vysoká hod-
nota zase neeliminuje chybne určený pohyb. Nastavenie hodnoty som testoval na videu
obsahujúcom rýchlo sa pohybujúci objekt motorka.avi. Hodnota 5 nebola pre sledovanie
dostačujúca, a ako optimálnu som určil hodnotu 7, keďže nepredpokladám sledovanie ešte
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rýchlejšieho objektu. Ako však vidieť na videu tatra 640x480.avi pri väčšom rozlíšení
videa je potrebné nastaviť vyššiu hodnotu.
6.1.2 Porovnanie analýz pohybu
Oba typy analýzy pohybu majú svoje výhody a nevýhody, ktoré som odhalil na základe
testov. Hlavnou výhodou pokročilej analýzy je lepšia schopnosť sledovať vzďaľujúce sa a
približujúce sa objekty, kedy sledovaná oblasť mení svoju veľkosť ako napríklad vo videách
pribliz tabula.avi a pribliz auto.avi. Oproti základnej dosahuje pokročilá analýza
vo väčšine lepšie výsledky. Jej nevýhoda sa prejaví v prípade, keď užívateľ nevhodne označí
body na sledovanie. Oblasť sa v tomto prípade môže nežiaduco zmenšovať alebo zväčšovať
a zachytávať body mimo objektu, ktorý chceme sledovať, ako je to vo videu cesta.avi a
pribliz budova.avi. Základná analýza sa osvedčila pri sledovaní objektov, ktoré nemenia
svoju veľkosť ako autíčko vo videu auticko.avi. Spoločným problémom oboch analýz je,
že ak sa časť sledovaného objektu skryje za iný, zachytia sa body objektu v popredí a
sledovanie zlyháva. Tento problém demonštruje video auto.avi.
6.1.3 Meranie rýchlosti
V tejto časti otestujem rýchlosť algoritmu pre základnú analýzu pohybu, pri ktorej je jed-
noduchšie viackrát po sebe označiť rovnakú oblasť, a tým dosiahnuť rovnaké podmienky
sledovania. Použil som video tatra.avi s dĺžkou 7,6 sekundy v rozlíšení 160x120, 320x240,
480x360, 640x480 a 800x600. Vykonal som 5 meraní času spracovania algoritmom pre každé
rozlíšenie. Priemerné časy v sekundách sú uvedené v tabuľke 6.1.
Rozlíšenie videa
160x120 320x240 480x360 640x480 800x600
1,005 3,769 7,354 11,560 17,051
Tabuľka 6.1: Rýchlosť spracovania videa
Na základe tabuľky vidíme, že v reálnom čase je algoritmus schopný spracovať video
maximálne s rozlíšením 480x360. Časy však určujú len samotné spracovanie snímok bez ich
zobrazenia, ktoré má tiež určitú časovú réžiu. Z toho vyplýva, že pre real-time spracovanie
je nutné použiť ešte o niečo menšie rozlíšenie videa.
6.2 Testovanie – Odčítanie pozadia
Pri testovaní odčítania pozadia som mohol využiť fakt, že výsledok algoritmu nie je zá-
vislý na oblasti označenej užívateľom ako v prípade optického toku. Algoritmus tu detekuje
všetky miesta pohybu, teda v optimálnom prípade by to tak malo byť. Tento predpoklad
som využil na vytvorenie testovacích videí, kde som v snímkach vyznačil všetky oblasti
pohybu. Následne som oblasti z tohto videa, znázorňujúce skutočný pohyb, vykreslil zele-
nou farbou do testovacej masky. Do masky som taktiež červenou farbou vykreslil pohyb
detekovaný algoritmom. Prienikom týchto dvoch farieb vznikla žltá farba. Takto vytvo-
renú masku (obrázok 6.1) som použil v testoch na vyhodnotenie presnosti detekcie pohybu.
V dvoch zodpovedajúcich grafoch som vyhodnocoval koľko percent zo skutočného pohybu
algoritmus zachytil (žltá/(žltá + zelená)) a koľko percent z oblasti detekovanej algoritmom
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je mimo skutočný pohyb (červená/(žltá + červená)). V práci som však použil len určité
oblasti z grafu, pretože grafy znázorňujúce priebeh celého videa sú dlhé a neprehľadné (tes-
tovacie videá majú cca. 300 a 650 snímok). Nasledujúce testy sú zamerané na nájdenie
optimálneho nastavenia parametrov metódy, na porovnanie typov aktualizácie pozadia pre
špecifické situácie a na porovnanie rýchlosti metódy v závislosti od veľkosti rozlíšenia videa.
Obr. 6.1: Maska na vyhodnotenie presnosti detekcie
6.2.1 Hľadanie optimálneho nastavenie parametrov
Prvý súbor testov je zameraný na vyhľadanie optimálneho nastavenia parametrov pre jed-
notlivé typy aktualizácie pozadia. Parameter udávajúci minimálnu veľkosť objektov nebu-
dem hľadať, pretože nie je veľmi podstatný pre výsledky metódy a vo všetkých testoch je
nastavený na hodnotu 10x10 pixelov. Použité je video cesta 1.avi obsahujúce 5 objektov,
vykonávajúcich rýchly aj pomalý pohyb.
Obr. 6.2: Určenie optimálnych parametrov – bez aktualizácie pozadia
Bez využitia aktualizácie pozadia
Test: Hľadáme hodnotu prahu. Testované sú hodnoty 15, 25 a 30.
Vyhodnotenie testu: Z grafu 6.2 vidieť, že najlepšiu detekciu skutočného pohybu, okolo
90%, dosahuje algoritmus pri nastavení prahu na hodnotu 15, no zároveň 70-90% označe-
nej plochy sa nachádza mimo skutočný pohyb. Naopak pri hodnote 35 nie je oblasť mimo
skutočný pohyb príliš často detekovaná. Problémom však je, že pri vysokej hodnote prahu
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Obr. 6.3: Určenie optimálnych parametrov – priemer N snímok
je zachytený len výrazný pohyb, čo je pri sledovaní vzdialených objektov nežiaduce. Ako
najoptimálnejšie nastavenie prahu z testov vyšla hodnota v rozmedzí 25-30, ktorá je kom-
promisom medzi pokrytím skutočného pohybu a nadbytočnou detekciou.
Pozadie vytvorené z priemeru N snímok
Test: Hľadáme počet snímok v priemere a hodnotu prahu. Testované sú hodnoty N = 3, 5
a 7 snímok a pre každé N prah s hodnotami 5, 10 a 15.
Vyhodnotenie testu: Podľa grafu 6.3 so zvyšujúcim počtom snímok v priemere rastie
úspešnosť detekcie algoritmov, ale taktiež aj chybná detekcia. Pri zmene N z hodnoty 3
na hodnotu 5 je zlepšenie úspešnosti výrazné, ale zvýšenie na hodnotu N=7 už nie je
takým prínosom pre kvalitu detekcie, ak berieme do úvahy aj veľkosť oblastí označených
mimo skutočného pohybu. Ako najvýhodnejšie je teda použiť na vytvorenie pozadia práve
priemer 5 snímok. Čo sa týka nastavenia prahu, najlepšia je hodnota 5, ktorá detekuje
najviac z reálneho pohybu a pri chybnej detekcii nie je veľmi odlišná od hodnôt 10 a 15.
Započítanie aktuálnej snímky s váhou do pozadia
Test: Hľadáme váhu aktuálnej snímky a zodpovedajúci prah. Testované sú váhy α = 0, 05,
α = 0, 1, α = 0, 2 a pre každú váhu prah s hodnotami 5, 10 a 15.
Vyhodnotenie testu: Na základe testov (graf 6.4) môžem určiť, že so zvyšujúcou váhou
aktuálnej snímky klesá detekčná schopnosť algoritmu, ale rovnako klesá aj plocha označená
mimo skutočného pohybu. Pri nastavení váhy α = 0, 2 nebol na začiatku a na konci videa
vôbec detekovaný pomalý pohyb vzdialených objektov, s týmto pohybom naopak nemala
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metóda problém pri nastavení α = 0, 05. Tu boli však detekované približne 1,5-násobne
väčšie oblasti, ako v skutočnosti mali byť. Ako najoptimálnejšia váha z testov vyšla α = 0, 1
s prahom nastaveným okolo hodnoty 15.
Obr. 6.4: Určenie optimálnych parametrov – započítanie aktuálnej snímky s váhou
6.2.2 Porovnanie typov aktualizácie pozadia
V ďalších testoch porovnáme kvalitu algoritmu v závislosti od použitého typu aktualizácie
pozadia. Parametre pre jednotlivé typy aktualizácie budú nastavené na optimálne hodnoty
určené v predchádzajúcich testoch. Na vyhodnotenie použijem druhé testovacie video s náz-
vom stop test.avi. Video obsahuje dva dôležité momenty, ktoré preveria kvalitu algorit-
mov. Prvým je mierny záchvev kamery na začiatku videa a druhým je pomalé zastavenie
pohybujúcej sa osoby.
Výsledky dosiahnuté v teste zobrazuje graf 6.5. So záchvevom kamery si metóda pri
využití oboch typov aktualizácie pozadia poradila bez problémov. Bez aktualizácie to bol pre
metódu veľký problém, pretože po záchveve označila až 100% plochy mimo skutočný pohyb,
čo malo vplyv na celý zvyšok. videa. Čo sa týka pomalého pohybu pred zastavením osoby
(snímky 180-195), ten dokázala najlepšie zachytiť metóda bez aktualizácie pozadia. Obe
aktualizácie z pomalého pohybu detekovali len do 10%. Samotné zastavenie (cca. snímka
195), kedy sa osoba má stať pozadím, však algoritmus bez aktualizácie pozadia nezvládol
a opätovne chybne označil pohyb. Aktualizácia pozadia počítaním priemeru posledných N
snímok ako aj započítaním aktuálnej snímky s váhou si so zastavením osoby veľmi dobre
poradili. V celkovom hodnotení najlepšie uspela metóda využívajúca priemer snímok, pred
započítaním snímky s váhou. Najhoršie výsledky dosiahla metóda bez aktualizácie pozadia.
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Obr. 6.5: Porovnanie troch typov aktualizácie pozadia
6.2.3 Meranie rýchlosti
Posledný test rovnako ako pri optickom toku overí rýchlosť algoritmu pre video s rôznym
rozlíšením. Použil som video cesta 1.avi s dĺžkou 25,23 s. Pre každé z rozlíšení 160x120,
320x240, 480x360, 640x480 a 800x600 som vykonal 5 meraní času spracovania algoritmom
bez zobrazenia výstupu. Priemerné hodnoty časov v sekundách sú uvedené v tabuľke 6.2.
Najpomalší je algoritmus bez využitia aktualizácie pozadia. Príčinou značného spomale-
Rozlíšenie videa
Aktualizácia pozadia 160x120 320x240 480x360 640x480 800x600
Bez aktualizácie 1,563 9,944 25,338 40,576 73,014
Priemer N snímok 1,844 7,170 16,900 32,458 63,230
Započítanie aktuálnej s váhou 1,560 6,390 14,492 25,993 41,256
Tabuľka 6.2: Rýchlosť spracovania videa
nia je veľké množstvo chybne detekovaných oblastí pohybu, s tým spojená kontrola ich
rozmerov a označenie. Ako druhý, o niečo rýchlejší, je algoritmus počítajúci pozadie ako
priemer snímok. Hlavné spomalenie je tu zapríčinené neustálym prepočítavaním priemeru
a s tým spojeným prístupom ku snímkam uloženým v poli. Algoritmus využívajúci započí-
tanie aktuálnej snímky s váhou do pozadia je najrýchlejší vďaka veľmi rýchlej aktualizácii.
Z dosiahnutých výsledkov vidíme, že metóda je schopná spracovať v reálnom čase video




V práci sme sa zoznámili so základmi spracovania obrazu a predstavili sme si algoritmy po-
užívané pri detekcii pohybu a sledovaní objektov vo video sekvencii z dynamickej a statickej
kamery. Pri každom algoritme som popísal jeho využitie, výhody a nevýhody. Z predstave-
ných algoritmov som si vybral odčítanie pozadia s využitím aktualizácie pozadia a pyramí-
dový Lucas-Kanade optický tok, ktoré som implementoval v testovacej aplikácii v jazyku
C++. Algoritmy som následne podrobil testovaniu.
Pri optickom toku som otestoval vplyv nastavenia parametrov na kvalitu detekcie. Po-
rovnal som základnú a pokročilú analýzu pohybov, kde o niečo lepšie výsledky dosiahla
pokročilá analýza. Hlavnou nevýhodou oboch analýz bola silná závislosť na oblasti označe-
nej užívateľom. V poslednom teste optického toku som meral čas spracovania videa v rôz-
nych rozlíšeniach. Zistil som, že algoritmus dokáže v reálnom čase spracovať video v rozlí-
šení menšom ako 480x360. Z testovania vyplynulo, že optický tok dosahuje dobré výsledky
v určitých situáciách. Pri pohyblivej kamere je však stále mnoho vecí, s ktorými si nedokáže
poradiť.
Testovanie odčítania pozadia som založil na porovnávaní výsledkov algoritmu s testo-
vacím videom. Testy som vyhodnocoval na základe grafov zobrazujúcich percentá pokrytia
skutočného pohybu a percentách plochy označenej mimo skutočný pohyb. Najskôr som
hľadal optimálne nastavenie parametrov pre jednotlivé typy aktualizácie pozadia. Druhý
test porovnával typy aktualizácie pozadia a tretí meral ich rýchlosť v závislosti na rozlí-
šení. Metóda odčítania pozadia bez využitia aktualizácie pozadia, nielenže dosahovala slabé
výsledky pri detekcii, navyše jej čas spracovania bol dosť vysoký a ukázala sa ako nevy-
hovujúca. Z použitých typov aktualizácie pozadia, najlepšie uspela metóda využívajúca
priemer 5 snímok, ktorá dosahovala veľmi dobré výsledky detekcie aj v náročných situ-
áciách. Druhý typ využívajúci započítanie aktuálnej snímky s váhou 0,1 do pozadia bol pri
detekcii o niečo horší, no jeho hlavnou výhodou je pomerne rýchle spracovanie. Oba tieto
typy sú pre detekciu pohybu vo videu zo statickej kamery použiteľné v praxi.
Popísané postupy poskytujú mnoho možností na rôzne vylepšenia alebo rozšírenia. Môže
to byť spresnenie sledovania pri optickom toku, predikcia pohybu, rozpoznávanie objektov
alebo optimalizácia pre real-time spracovanie videa. Niektorým z týchto možností by som
sa chcel venovať v diplomovej práci.
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Priložené CD obsahuje tieto zložky:
• bin/ – spustiteľná aplikácia
• src/ – zdrojové súbory, projekt pre Microsoft Visual Studio 2008
• libraries/ – inštalačné súbory knížníc OpenCV a Qt
• dll/ – dll. knižnice potrebné na spustenie aplikácie
• video/ – testovacie videa
• tests/ – výsledky testov
• latex/ – zdrojový kód bakalárskej práce v LATEXu




Okno aplikácie je rozdelené na dva samostatné celky. Popíšeme si ovládanie oboch častí:
Optical flow
1. Kliknutím na Open video alebo zadaním cesty vyberieme vstupné video.
2. Nastavíme požadované parametre a zvolíme typ analýzy pohybu.
3. Po kliknutí na Start tracking sa zobrazí video. Video je pozastavené na 5 sekúnd,
aby mal užívateľ čas zvoliť oblasť alebo body na sledovanie.
4. Výber oblasti alebo bodov na sledovanie sa líši v závislosti na zvolenej analýze pohybu:
• Basic: Užívateľ volí oblasť na sledovanie
Oblasť sa označí pomocou myši so stlačeným ľavým tlačidlom1. Rovnako sa dá
požadovaná oblasť zmeniť aj počas sledovania.
Zrušiť sledovanie je možné pravým tlačidlom myši.
• Advanced: Užívateľ volí
”
body“ (malé oblasti) na sledovanie
Body sa označujú kliknutím ľavým tlačidlom myši.
Jednotlivé body sa rušia kliknutím pravým tlačidlom myši2 a celkové zrušenie
sledovania je možné kliknutím stredným tlačidlom myši.
5. Video je možne kedykoľvek zastaviť a znovu spustiť stlačením klávesy P.
Background subtraction
1. Kliknutím na Open video alebo zadaním cesty vyberieme vstupné video.
2. Nastavíme požadované parametre a zvolíme typ aktualizácie pozadia.
3. Po kliknutí na Start tracking sa začne prehrávať video s označenými oblasťami
pohybu.
1Označená oblasť sa zobrazí až po spustení videa.
2Body zmiznú až po spustení videa.
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Dodatok C
Ukážky sledovania a detekcie
Obr. C.1: Ukážka správneho a nesprávneho sledovania metódou optický tok
Obr. C.2: Ukážka správnej a nesprávnej detekcie metódou odčítania pozadia
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