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A parallel code for the direct numerical simulation of turbulent reactive flows is presented.
Detailed models are used for chemical kinetics and molecular transport. The performance of
this code on the Cray T3E is briefly discussed. Several application examples regarding non-
premixed and premixed turbulent combustion are given.
1 Introduction
Combustion processes are important for a wide range of applications like automotive en-
gines, electrical power generation, and heating. This leads to an enourmous interest in im-
proved predictive methods to aid the design of practical combustion systems with improved
economy and reduced pollutant emissions. In most of these applications the reactive sys-
tem is turbulent and the reaction progress is influenced by turbulent fluctuations and mixing
in the flow. Due to the broad spectrum of length and time scales apparent in turbulent re-
active flows, a direct numerical simulation (DNS), i. e. the direct solution of the equations
describing the dynamics of reacting gas mixtures as given in Sect. 2, of most practical
combustion devices will remain computationally prohibitive for the near future. The simu-
lation of such systems must therefore continue to be done by the formulation and solution
of model equations involving some form of averaging1. The nonlinear equations of fluid
mechanics when averaged contain additional unknown quantities, the Reynolds stresses,
so the averaged equations must be supplemented by appropriate model expressions before
a closed system of equations can be obtained. The coupling between the chemical kinetics
and fluid dynamics constitutes one central problem in turbulent combustion modeling2.
During the last couple of years, DNS have become an important tool to study turbulent
combustion at a fundamental level. The detailed information about turbulence-chemistry
interactions provided by DNS has been extremely valuable in the development and valida-
tion of turbulent combustion models3. However, many of the DNS carried out so far have
used simple one-step reaction mechanisms and/or oversimplified models for molecular
transport. It has been shown4, 5 and will also become clear from the applications presented
later in this paper that several important effects cannot be captured by simulations with
such oversimplified models. By making efficient use of the computational power provided
by parallel computers, it is possible to perform DNS of reactive flows using detailed chem-
ical reaction mechanisms at least in two spatial dimensions6, 7. Nevertheless, computation
time is still the main limiting factor for the DNS of reacting flows, especially in the case of
using realistic models for chemical kinetics and molecular transport.
419
2 Mathematical Model for Reactive Flows
Chemically reacting flows can be described by a set of coupled partial differential equa-
tions expressing the conservation of total mass, the masses of the NS chemical species,
momentum, and energy8. Employing tensor notation, where no summation over the index
α which denotes the chemical species is performed, these equations can be written as
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Herein, % denotes the density and ~u the velocity. Yα, ~jα and Mα are the mass fraction,
diffusion flux, and molar mass of the species α. τij denotes the viscous stress tensor and p
the pressure, ~q is the heat flux and et is the total energy given by
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where hα is the specific enthalpy of the species α. The term ω˙α on the right-hand sides of
Eq. (2) is the chemical production rate of the species α, which is given as the sum of the
formation rates in all NR elementary reactions,
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Herein ν(r)αλ and ν
(p)
αλ denote the stoichiometric coefficients of reactants and products re-
spectively and cα is the concentration of the species α. The rate coefficients kλ of the
elementary reactions are given by a modified Arrhenius law
kλ = AλT
βλ exp
(
−
Eaλ
RT
)
. (7)
The parameters Aλ, βλ of the pre-exponential factor and the activation energy Eaλ are
determined by a comparison with experimental data2. A detailed mechanism with 37 el-
ementary reactions among 9 species by Maas and Warnatz9 has been used to describe the
chemical kinetics of the H2/O2/N2 system. The methane-air mechanism employed for the
DNS presented in Sect. 6 comprising 84 elementary reactions among 15 species is based
on that of Smooke10. Besides the computation of the reaction kinetics, detailed models
are also utilized for the computation of the thermodynamical properties, the viscosity and
the molecular and thermal diffusion velocities11, 2. These equations are complemented by
a state equation, generally the ideal gas law
p =
%
M
RT (8)
with R being the gas constant and M the mean molar mass of the mixture.
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3 Structure and Performance of the Parallel Code
A code has been developed for the DNS of reactive flows using detailed models for chem-
ical kinetics and molecular transport as described in the last section. This code has been
designed for parallel computers with distributed memory like the Cray T3E as the target
platform12, 7. As at least parameter studies using DNS with detailed chemistry and trans-
port in three spatial dimensions are computationally prohibitive, we restrict ourselves to
two spatial dimensions. As turbulence is an inherently three-dimensional phenomenon this
is a serious drawback. Nevertheless, we consider the inclusion of a realistic description of
chemical reactions and molecular transport to be at least as important as an extension to
three dimensions.
The spatial discretization in this code is performed using a finite-difference scheme
with sixth-order central-derivatives, avoiding numerical dissipation and leading to very
high accuracy. Depending on the boundary conditions, lower order schemes are used at the
outermost grid points. The integration in time is carried out using a fourth-order fully ex-
plicit Runge-Kutta method. The time step of the integration is controlled by three different
limiting conditions. A Courant-Friedrichs-Lewy (CFL) criterion and a Fourier criterion
for the diffusion terms are checked to ensure the stability of the integration. An additional
accuracy control of the solution is obtained through time-step doubling.
The parallelization strategy is based on a regular two-dimensional domain decompo-
sition with a three points wide region of halo elements at the domain boundaries. Using
these locally stored values, an integration step on each subdomain is carried out indepen-
dently from the other nodes. After each integration step, the new inner boundary values of
the subdomain are sent to and the new values of the surrounding region are received from
the neighbouring nodes via message-passing communication.
Below, we present performance results for the Cray T3E optimized implementation of
our code using MPI as message-passing library. All computations have been performed
on Cray T3E-900 systems, i.e. 450 MHz clock speed and stream buffers enabled. Hav-
ing access to a node with 512 MB RAM allows us to perform a one-processor reference
computation for the H2/O2/N2 system with 544 × 544 grid points, a problem size which
corresponds to some real production runs. The achieved speedups and efficiencies for this
benchmark are given in Table 1. An average rate of 86.3 MFlop/s per PE is achieved in this
computation using 64 processors13.
The classical parallel efficiency for a problem of fixed size as given above obviously
includes the loss due to the overhead for communication and synchronization as well as
differences caused by the decreasing load per processor. (Of course the amount of data
which has to be sent to and received from other processors is also decreasing in this case.)
An alternative measure is the scaled parallel efficiency, i. e. the ratio of the computing time
for solving an problem of the size p · N using p processors and the computing time for
processors 1 4 8 16 32 64 128 256 512
speedup 1 4.3 8.1 15.9 30.5 57.9 108.7 189.0 293.6
efficiency 100.0 106.6 100.7 99.2 95.3 90.4 84.9 73.8 57.4
Table 1. Scaling on a Cray T3E for a DNS with 9 species and 37 reactions on a 5442 points grid
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solving the corresponding problem of size N on one processor. Choosing a constant load
per processor of 322 grid points and the chemical mechanism for the hydrogen-air system,
a scaled parallel efficiency of 76.8 % has been achieved using 256 PEs of a Cray T3E-900.
One of the most time-consuming parts in DNS like those presented in the following
sections is the computation of the chemical source terms on the right-hand sides of the
species-mass conservation equations by evaluating Eq. (6). In several cases of interest,
a vast reduction of this time can be achieved without a significant loss in accuracy by
using an adaptive evaluation of the chemical source terms. A dynamic load-balancing
procedure is used in the parallel adaptive computations to maintain a high efficiency. This
method is described in detail in Ref. 14 for non-premixed turbulent combustion and has
been extended to premixed turbulent flames as described in Ref. 15.
4 Autoignition in a Turbulent Mixing Layer
Autoignition takes place in combustion systems like Diesel engines, in which fuel ignites
after being released into a turbulent oxidant of elevated temperature. The influence of
the turbulent flow field on the ignition-delay time and the spatial distribution of ignition
spots is studied in a model configuration shown in Fig. 1. A cold fuel stream in the left
of the computational domain and an air stream with an elevated initial temperature in the
right half of the computational domain are superimposed with a turbulent flow field com-
puted by inverse FFT from a von-Ka´rma´n-Pao-spectrum with randomly chosen phases.
Non-reflecting outflow conditions16 are used at the boundaries in x-direction and periodic
boundary conditions are used in y-direction. In the simulation presented here, the fuel
stream consists of 10 % hydrogen and 90 % nitrogen (mole fractions) at a temperature of
T1 = 298 K and the initial temperature of the air stream is T2 = 1100 K. The Reynolds
number of the turbulent flow field based on the integral length scale is ReΛ(t0) = 252.
Figure 1. Initial conditions for the DNS of autoigni-
tion in a turbulent mixing layer
Figure 2. Ignition spots at the time of strongest
increase of maximum heat release rate
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Figure 3. Snapshot of the flow field and temperature distribution in a turbulent reactive mixing layer
After a specific temporal delay, which is characteristic for chemical reactions which are
governed by a chain-branching mechanism, a very fast increase of the heat release rate
Ω˙ in distinct spatial regions is observed. Fig. 2 shows these ignition spots for one such
simulation. The flow field visualized by line integral convolution17 after one millisec-
ond is shown in Fig. 3 while the colors mark the temperature, which has risen up to
Tmax(~x, t0 + 1 ms) = 1549 K due to the heat released in the flame front.
Main results of these DNS regard the influence of turbulence on the ignition delay
time and the spatial occurence of the ignition spots5. For the latter problem, it has been
shown analytically using simplified models that in the corresponding laminar situation au-
toignition takes place at the coordinate where the mixture fraction has a specific value18.
The ignition spots in the DNS of turbulent mixing layers also appear along isolines of the
mixture fraction. As in the laminar case, the specific value of the most reactive mixture
fraction depends on the temperatures and chemical compositions of the fuel and oxidizer
streams. The curvature of the mixture-fraction isolines has been identified as an additional
parameter determining the spatial location of the ignition spots. In regions with curvature
being convex towards the fuel side, the focussing of the faster diffusing species like atomic
hydrogen increases their concentration on the hot fuel-lean side of the mixing layer. Obvi-
ously, it would not have been possible to identify this effect using an oversimplified model
for chemical kinetics or a description of the transport omitting differential diffusion.
5 Induced Ignition of a Turbulent Hydrogen-Air Mixture
Induced ignition is another phenomenon of practical importance, e. g. in Otto engine com-
bustion and safety considerations. DNS studies of this process have been performed using
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simple one-step chemistry in a model configuration of an initially uniform premixed gas
under turbulent conditions which is ignited by an energy source19. The same configura-
tion has been used for the detailed chemistry DNS presented here. A cold (T = 298 K)
hydrogen-air mixture is superimposed with a turbulent flow field. During the first 15   s
of the simulation an energy-source in a small circular region at the center of the computa-
tional domain is active. During this time the mixture at the center of the domain heats up,
radicals are formed, and the mixture ignites. A shockwave is observed which propagates
outwards towards the boundaries of the domain. Non-reflecting outflow conditions based
on characteristic wave relations16 are imposed on all boundaries to allow the shock wave
to leave the domain without disturbing the solution. Above a minimum ignition energy an
expanding flame kernel is observed.
Figure 4 shows the temporal evolution of such a flame kernel in the turbulent flow
field after the ignition. The first row of images shows the mass fraction of H2O2, a rad-
ical which is confined to a very thin layer in the flame, at t = 0.2 ms, t = 0.4 ms, and
t = 0.6 ms, respectively. Below, the temporal evolution of vorticity is shown. The lack
of a vortex-stretching mechanism in two-dimensional simulations of decaying turbulence
leads to an inverse cascade with growing structures. There is a very strong damping of the
turbulence in the hot region of the burnt gas due to the high viscosity. A comparison shows
a good qualitative agreement of the DNS presented with the results of an experimental
investigation of turbulent flames performed under similar conditions20.
A quantitative analysis requires specialized tools for the postprocessing of the large
and complex datasets generated by DNS. An extensible tool has been developed which
allows to extract several features from these datasets. This is illustrated in Figs. 5 and 6
which exemplify results gained from the simulation of the turbulent flame kernel shown
Figure 4. H
2
O
2
mass fraction (top) and vorticity (bottom) at t = 0.2 ms, t = 0.4 ms, and t = 0.6 ms (left to
right) in a turbulent flame kernel evolving after induced ignition.
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Figure 5. Strain rate and flame thickness along the
front of the flame shown in Fig. 4 at t = 0.6 ms
Figure 6. Correlation of H
2
O
2
mass fraction and
flame front curvature
in Fig. 4. In Fig. 5 the strain rate and the flame thickness (based on the local temperature
gradient) along the flame front at t = 0.6 ms are shown. The correlation of the H2O2
mass fraction and the curvature of the flame is shown in Fig. 6 for subsets of the DNS data
with T = (Tmax + Tmin)/2 = 1140 K. High concentrations of the H2O2 radical in the
reaction zone evidently occur in regions with high negative curvature, i. e. convex towards
the burnt gas. Such changes of the chemical composition in curved flame fronts are caused
by preferential diffusion21, 22.
6 Turbulent Premixed Methane Flame
The structure and propagation of turbulent flames has also been studied by DNS of the
temporal evolution of an initially planar flame in a turbulent flow field23, 5. A snapshot
of such an synthetic turbulent premixed methane-air flame is shown in Fig. 7. The third
coordinate direction is used here to visualize the fuel mass fraction YCH
4
where the contour
colors denote the mass fraction of OH which is an important intermediate radical. The
initially flat flame has been interacting with the turbulent flow field for 1.35 ms which is
about 1.8 times the large-eddy turnover time tΛ. An interesting phenomenon to be seen in
Fig. 7 is the isolated pocket of cold unburnt fuel which has propagated into the hot burnt gas
side of the flame. The occurence of such pockets in turbulent flames is well known from
experiments24. The transient process of pocket formation involves mutual annihilation of
parts of the flame front and is discussed and shown in more detail in Refs. 23, 25 for the
case of hydrogen flames.
Figure 8 shows the spatial distribution of the local heat release rate in the same turbulent
flame at the same time as shown in Fig. 7. The main heat release occurs inside a thin
layer with strong variations along the flame front which are mainly determined by the
curvature of this reaction layer. The local heat release rate is one of the most important
properties of turbulent flames with respect to turbulent combustion modeling. The direct
experimental measurement of the heat release rate is extremely difficult, if not impossible.
The only practical approach is to measure some other quantity that has some correlation
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Figure 7. Snapshot of fuel (height) and OH (colors) mass fractions in a turbulent premixed methane-air flame
with this rate over the relevant range of flame and flow parameters26. It is e. g. possible to
perform spatially resolved measurements of concentrations of trace species like OH, CH,
and HCO. An extremely useful result is therefore the fact that the local heat release rate is
very well correlated with the HCO concentration as can be seen in Fig. 9. This holds for
Figure 8. Heat release rate in a turbulent premixed
methane-air flame at t = 1.8 t
Λ
Figure 9. Correlation of local heat release rate
with HCO mass fraction
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the complete temporal evolution and also for methane-air flames with different equivalence
ratios and for varied turbulence intensity.
7 Conclusion
A code for the DNS of turbulent reactive flows using detailed models for chemical kinetics
and molecular transport has been presented. This code exhibits good performance and an
excellent scaling behaviour on Cray T3E systems. It has been used to study non-premixed
and premixed turbulent combustion processes in several configurations. Exemplary appli-
cation results presented in this paper regard the influence of turbulence on autoignition in a
mixing layer, the structure of a flame kernel evolving after induced ignition of a turbulent
hydrogen-air mixture, and pocket formation in a premixed methane-air flame propagating
in a turbulent flow field. In this last case, a correlation analysis reveals the suitability of
HCO as a trace species for the heat release rate. Making use of adaptive techniques like
the adaptive evaluation of chemical source terms mentioned in Sect. 3 and harnessing the
power of modern supercomputers will remain to be of key importance for future DNS.
The ongoing increase of computational power available will further strengthen the usage
of DNS as a tool in combustion research.
Computational Resources
All presented DNS have been performed using the Cray T3E systems of the John von
Neumann Institute for Computing at Ju¨lich (NIC) and of the High-Performance Comput-
ing Center at Stuttgart (HLRS). The CPU-time for individual DNS depends on several
parameters including the size of the computational grid, the number of chemical species
and elementary reactions considered, the physical time for which the temporal evolution is
computed, the achievable timesteps for the integration, etc. . A good example for a typical
production run is the DNS of a turbulent reactive mixing layer as presented in Sect. 4 up to
a physical time of one milisecond on an 800× 800 points grid. Using 256 PEs of the Cray
T3E-1200 this computation took about 23 hours. Our study of this configuration includes
several such DNS in which parameters like turbulence intensity and the initial temperature
of the air stream have been varied.
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