ABSTRACT Multithreshold segmentation is an indispensable part of modern image processing. Color images contain more information than gray images, therefore RGB multi-thresholding segmentation techniques have been drawn much attention during recent years. Multiverse optimization (MVO) algorithm has a strong advantage in finding the optimal solution of three channels for RGB. In this paper, an MVO algorithm based on Lévy flight (LMVO) is proposed. Lévy flight is an efficient strategy which can not only increase the population diversity to prevent premature convergence but also improve the ability to jump out of the local optimum. Therefore, LMVO conduces to achieve a better balance between exploration and exploitation of MVO, so that it is faster and more robust than MVO and avoids premature convergence. Further LMVO algorithm is compared with the other eight famous meta-heuristics algorithms, by maximizing the objective function of Kapur's entropy method or of Otsu method to determine the optimal threshold. The maximum objective function, peak signal-to-noise ratio (PSNR), feature similarity index (FSIM), structural similarity index (SSIM), CPU calculation time, optimal threshold value, and Wilcoxon's rank-sum test are used to evaluate the quality of the segmented image. The experimental results show that this method has obvious advantages in terms of objective function value, image quality measurement, convergence performance, and robustness.
I. INTRODUCTION
The rise of artificial intelligence has led to the development of many fields, such as image analysis, object recognition and computer vision. Image segmentation is the preprocessing stage of these higher-level processing [1] - [3] . Accurate segmentation technology determines the performance of higher level processing system, therefore it is particularly important to obtain a high quality result of image segmentation. Image segmentation refers to the process of dividing digital images into multiple image sub-regions with respect of unique characteristics. More precisely speaking, image segmentation is a process of tagging each pixel in the image, which makes pixels with the same label have some common visual characteristics [4] , [5] .
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Compared with gray image, color image contains more information, so the segmentation of color image has been widely concerned. Existing image segmentation methods mainly fall into the following categories: threshold-based segmentation, regional growth, regional division and merger, watershed algorithm, edge detection, histogram method, cluster analysis, wavelet transform, etc. Threshold-based segmentation is one of the most widely used methods, which can be divided into bi-level thresholding and multilevel thresholding [6] , [7] . Bi-level thresholding generally divides the image into two parts: target and background. It's simple and easy to implement when the image is simplicity and contains few objects. Considering these limitations, multilevel thresholding is proposed, which divides pixels into several parts and can be generally used for color image segmentation [8] . In recent years, innovations in combination of machine learning [9] , [10] and image segmentation have been FIGURE 1. Back hole, white hole, and wormhole [41] , [42] . springing up in order to avoid complex computing and time saving. In 1979, Otsu [11] proposed the maximum betweencluster variance of the each pixel gray cluster. Pun [12] and Kapur et al. [13] proposed the maximum prior entropy respectively in 1980 and 1985. Different threshold methods such as cross entropy [14] , [15] , fuzzy entropy [16] , Tsallis entropy [17] , Renyi entropy [18] , [19] were also proposed successively.
As the No Free Lunch (NFL) theorem for optimization was proposed [20] , people realized the openness of the research field of optimization algorithm. Algorithms could solve different domain problems through improvement and adjustment, so the combination of image segmentation and swarm intelligence algorithm became inevitable. There a multilevel threshold quantum behaved particle swarm optimization algorithm (PSO) based on Otsu function is proposed [21] . Using firefly algorithm (FA) to solve optimal multilevel image thresholding based on Otsu [22] The Gaussian mixture model is optimized by using artificial bee colony algorithm and multilevel image segmentation is achieved [23] . Multi-level image thresholding using Otsu and chaotic bat algorithm was promoted [24] . In 2017, Aziz et al. [25] proposed a multilevel image threshold algorithm based on the whale optimization algorithm and the flame optimization of moths.
MVO was proposed by Mirjalili [26] in 2015 and also used to solve practical engineering optimization problems, such as pressure cylinder design, wheel design, and welding beam design. It originated from the fact that the universe has an inflation rate. White holes have a higher inflation rate and black holes have a lower inflation rate. Regardless of the inflation rate of matter in the universe, all matter in the universe will move randomly through the wormhole to reach the optimal location of universe. In 2016, by utilizing multiverse optimization algorithm, Singh et al. [27] solved the problem of economic load scheduling (ELD). MVO algorithm was presented to solved global numerical optimization and reactive power optimization scheduling problems. Faris et al. [29] solved the feedforward neural network problem of training by using MVO algorithm. Faris et al. [30] proposed a multiverse optimization method based on robust system architecture feature selection and optimization of SVM parameters. Although MVO has better performance compared with the original algorithm, it has not got rid of the problems of slow convergence speed, low accuracy, and easy to fall into local optimum. Lévy flight is a special random walk mode, which follows the law of multiple powers. Large steps taken occasionally helps the algorithm to conduct global search [31] - [36] . Lévy flight is helpful to obtain a better balance between the exploration and exploitation of algorithms, and has advantage in avoiding local optimization. Therefore, this paper proposes an improved version of MVO based on Lévy flight, called LMVO, which aims to improve the convergence speed and accuracy of traditional MVO. On this basis, combining the Otsu and Kapur's entropy, the multithreshold segmentation of color images is realized. By analyzing and evaluating the image quality after segmentation, the performance of improved algorithm is evaluated. The rest of this paper is organized as follows: section II briefly introduces the basic principles of multithreshold segmentation Kapur's entropy and Otsu. Traditional MVO is described in section III. Section IV introduces the basic concepts of Lévy flight and the improved LMVO algorithm. In order to prove the superior performance of LMVO, in section V, various experimental results, discussion and analysis of image segmentation are given. Section VI, the last section, gives the final conclusion.
II. MULTILEVEL THRESHOLDING
This section reviews two traditional thresholding techniques as follows.
Kapur et al. [13] assumed that there are two different sources in the given images, one is target the other is background. If the image can be represented by its gray histogram, thresholds subdivide it into different classes. Then by maximizing the entropy of classes, the optimal thresholds will be found which are going to correspond to the each maximum objective function. Otsu (1979) supposed there are a series of pixel gray clusters within the gray histogram. Calculating the betweencluster variance of the each pixel gray cluster, the maximum result is the maximum objective function value.
Assuming that an image has L gray value [0, 1, · · · , L −1], let n i represent the number of pixels with gray value of i in the image. Correspondingly, the total number of pixels is N = n 0 + n 1 + . . . + n L−1 , and the distribution probability p i of the ith gray value is indicated as: 
A. KAPUR'S ENTROPY METHOD
The Kapur's entropy criterion method proposes the concept of entropy, and the entropy of the image can be represented as:
For image segmentation of K thresholds, the objective function is defined as:
where
Represent the probabilities of each class in the segmented classes M 1 , M 2 , . . . , M K , respectively. And the optimal threshold t * 1 , t * 2 , · · · , t * K is defined as follows:
B. OTSU METHOD
In the past decades, the Otsu's between class variance method has been known for its unsupervised automatic threshold selection technology.
Respectively provides that the class probabilities ω k , the class mean levels µ k and the total mean level µ T are expressed by (6) , (7) and (8) . 
Then the objective function can be mathematical described by:
Which the definition of the optimal threshold of Otsu is as follows:
III. THE TRADITIONAL MULTIVERSE OPTIMIZATION A. BASIC CONCEPTS
MVO is inspired by the big bang and quantum mechanics [37] , [38] . In the standard MVO algorithm we treat each universe as a possible solution vector, and an object in the universe as a variable in the corresponding solution vector. Just as the concept of universe, every possible solution has its own inflation rate which refers to the fitness function of solution. There are four rules during the entire optimization: 1. Black holes [39] : In a universe with a lower inflation rate, the black holes tend to receive more objects through in.
2. White holes [40] : Behave completely in contrast to black wholes, the white holes tend to send objects through out in a universe with a higher inflation rate.
3. Wormholes [41] : Also known as ''gray lanes'', which connect black holes to white holes. Randomly, it can send objects from the universe to the best without being limited by the inflation rate.
4. The rate of expansion is the inflation rate of universe, which is various among universes [42] . In each iteration, the universe is sorted according to the value of inflation rate and the white hole realizes through the roulette wheel mechanism.
Therefore, by following these rules, objects can move from a universe with high inflation to one with low inflation, thus VOLUME 7, 2019 ensuring an increase in average inflation and achieve a stable state. Fig 1. enumerates these three main components of the multiverse theory, respectively.
B. MATHEMATICAL MODEL

Assuming that
where d is the number of parameters and n is the number of solutions which is correspond to the universe.
where x j i represents the jth parameter of ith universe, U i represents the ith universe, NI (U i ) refers to the standard inflation rate of the ith universe and x j k indicates the jth parameter of kth universe selected by a roulette wheel selection mechanism.
The position updates in the optimal universe can be calculated as follows:
where, TDR (Traveling distance rate) is a dynamic parameter, and H is the threshold. Here, we take the empirical value of H = 0.5, r 1 , r 2 , r 3 , r 4 
where, min and max take the empirical value, min = 0.2, max = 1, l represents the current iteration times, and L represents the maximum iteration times. The expression of travel distance rate TDR is as follows:
Both TDR and WEP are coefficient and the relationship between them is shown in Fig 2. Where, p denotes the accuracy of mining capability. The iteration process of (13) is applied to the update of optimal particles in universe, while (12) corresponds to the iterative update of optimal universe (optimal solution). These two update mechanisms respectively correspond to local and global optimization and are triggered by their unique probability factors. NI (U ) is the inflation rate of universe, then it is the optimal fitness function value in the multithreshold segmentation problem.
IV. THE PROPOSED ALGORITHM
MVO is a kind of optimization algorithm based on physics, so the laws of physics are very important. Making it more consistent in concept is the source of improving traditional MVO algorithm. The generation of black hole/white hole in the whole universe can be considered to be very stochastic, VOLUME 7, 2019 a large probability event, and its update should not be considered only by random number. Inspired by the cuckoo search optimization (CS), the flower pollination algorithm (FPA), and the dragonfly algorithm (DA), therefore, we introduce the concept of Lévy flight to the update of black hole/white hole, and obtain a more accurate algorithm model.
A. LÉVY FLIGHT
The definition of Lévy flight stems from the mathematics related to chaos theory, which is useful in stochastic measurement and simulations. Mathematically, the Lévy flight can be described as:
where µ and ν obey the normal distribution, λ = β + 1.
with
The step length s can be depicted as
where β is a constant, β = 1.5. Lévy flight is a particular kind of random walk. Fig 3. is a simulation of the trajectory of Lévy flight, which is typically characterized by a small number of steps but occasionally a large step size. Compared with other random walks, Lévy flight has long step length and a great advantage in exploring unknown and large-scale search spaces.
B. THE LMVO ALGORITHM
MVO optimization algorithm can easily solve the problem of low dimensional single mode optimization. However, when dealing with high-dimensional multimodal optimization problems, we can clearly find that the solution obtained by MVO is not very satisfied. In traditional MVO algorithm, if the black hole/white hole is simply generated around the current optimal solution or the wormhole randomly surrounds multiple solutions, it is likely to cause the algorithm fall into local optimum. For these reasons, if the black hole/white hole is reformed at a distance through Lévy flight, the algorithm will be optimized in the wider universe and jump out of the local optimization. The discovery means that Lévy flight trajectory helps to achieve a better balance of exploration and exploitation in MVO. In the two stages of algorithm: exploration versus exploitation, the white hole and the black hole explore the search space through MVO, and the wormhole helps MVO to develop the search space under the action of Lévy flight.
In this case, the proposed method is:
where x j i+1 represents the newly update position, x j i represents the current position of optimal cosmic black hole. All the parameters except Levy (λ) are same as the traditional algorithm. In theory, it is able to find a better solution than the traditional algorithm. 
C. THE PROPOSED LMVO-BASED MULTILEVEL THRESHOLDING METHOD
In this paper, the multilevel threshold method based on LMVO algorithm is proposed, which takes the Otsu or Kapur's entropy as the objective function to find the optimal threshold of image segmentation. The universe represents search agents, and the threshold denotes the location of objects. Therefore, according to the number of thresholds, the matter in the universe moves through a wormhole to change the position vector in a one-dimensional, two-dimensional, or hyperdimensional space. At the beginning, randomly initialize the position of the universe. The fitness of the universe is determined by (3) or (9) , and then the better position can be obtained by constraints such as roulette wheel selection and impulse presence rate. Match the worm holes and Lévy flight with (20) to update the position of the universe. Iterate through the loop until the maximum number of iterations is completed. The optimal location of universe provides the desired threshold. In table 1, the pseudo-code of proposed multilevel threshold method is given.
D. THE FLOWCHART OF LMVO
See Figure 4.
V. EXPERIMENTS
In this section, the performance of algorithm is evaluated through experiment. First of all, the experimental environment is explained in section A and the compared algorithm is briefly introduced. The test images and the parameters of relevant algorithm will be respectively selected and set in section B. In the section C, six kinds of image segmentation quality measures are introduced which used to verify the segmentation performance. Finally, the data of experimental results are sorted and analyzed in section D, meanwhile, statistic analysis and convergence performance are also given.
A. EXPERIMENTAL SETUP
All the algorithms in the experiment were run in Matlab R2017b, and the computer was configured as Intel (R) Pentium (R) CPU G4560 @3.50 GHz, Microsoft Windows 7 system. Due to the difference in the search strategies and mathematical formulation, all algorithms have various optimization performance. In order to prove the superiority of improved algorithm in image segmentation, a total of eight meta-heuristics algorithms are selected for comparison experiments. Including the recently proposed salp swarm algorithm (SSA) [43] ; An interesting bionic algorithm named ant lion algorithm (ALO) [44] . A new complex swarm intelligent optimization technology, dragonfly algorithm (DA) [45] ; An algorithm based on mathematical principles and relatively simple sine cosine algorithm (SCA) [46] ; FPA, CS which applied Lévy flight concept earlier [47] - [50] ; An earlier proposed evolutionary algorithm, PSO [51] - [54] . These comparison algorithms are representative algorithms of multilevel thresholding, and the algorithm parameters involved are directly chosen from these references.
B. PARAMETER SETTING
According to the references of SSA, ALO, DA, SCA, FPA, PSO, MVO, CS the main parameters of all algorithms are set as shown in table 2. For comparison experiments, control variable method is adopted. Maximum number of iterations of all algorithms is 500 and the number of population size is 25. A total of 10 color test images were carefully selected from the Berkeley Segmentation Data Set and Benchmarks 500 (BSD500) [55] , Starfish, Airplane, Tiger, Flower, Tower, Mountain, River, Boy, Dog and Fish. The size of each image is 481×321. The optimal threshold search of complex images is closer to the real search space, which is beneficial to benchmark the exploration and exploitation of the algorithm at the same time. In order to have a fair comparison, each algorithm runs each image 30 times independently. The threshold number of K includes: K = 4, 6, 8, 10, 12.
C. SEGMENTED IMAGE QUALITY MEASUREMENTS
There are six methods used to evaluate the performance of segmented images:
(1) Fitness function value of the experiment. The amount of information contained in the segmented image and the good or bad segmentation effect depend on the size of the target function value. (3) PSNR [56] . Namely, the peak signal to noise ratio (PSNR) is an objective standard for image evaluation. The difference between the segmented image and the reference image is measured according to the intensity value in the image. The larger the PSNR value, the better the segmentation effect. However, it has certain limitations. Because the visual acuity of human eyes is not absolute, it is possible that those with higher PSNR may look worse than those with lower PSNR. It defined as follows:
where RMSE is the mean square error between the original image and the processed image
where I (i, j) and I (i, j) represent the original image and the segmented image with size M × N respectively. (4) SSIM [57] . An index to measure the structural similarity of two images, if the value is close to 1, then the image segmentation effect is better. The mathematical model of the SSIM is defined as follows: where µ I is the estimation of the original image based on average grayscale brightness measurement. µˆI is the estimation of brightness measurement based on average grayscale of the segmented images. σ I and σˆI represent the standard deviations of image I and imageÎ , respectively. Both c 1 and c 2 are constants.
(5) FSIM [58] . Feature similarity index,which is another method to evaluate feature similarity after SSIM. The basic concept is to measure image quality by evaluating feature similarity between original image and segmented image. It is given by:
where is the pixel field of the entire image, S L (x) represents the similarity value and PC m (x) denotes the phase consistency measure.
The PC 1 (x) and the PC 2 (x) are the phase consistency of two regions.
where Then, S PC (x) is the similarity measure of phase consistency, S G (x) represents the gradient magnitude of two regions G 1 (x) and G 2 (x), and α, β, T 1 and T 2 are all constants. (6) Wilcoxon's rank-sum test [59] , [60] . In order to further verify the performance of the improved algorithm, Wilcoxon's rank sum test was adopted. Statistical analysis was conducted under the condition of 5% significance level. The fitness function value of LMVO algorithm with K=12 is compared with other eight algorithms including traditional MVO algorithm. All algorithms run the same 30 times. We generally believe that if p<0.05(or h=1), this can be considered sufficient evidence against the null hypothesis. If the performance of LMVO is better than that of other algorithms, and there is a significant difference between algorithms, then ''+'' is used to mark after 0.05. Less significant difference is not marked. Similar to other algorithms, the actual value is given.
D. RESULTS AND ANALYSIS
(1) The objective function value can be used as an index to evaluate the performance of algorithm. Each algorithm is tested on 10 color images for 30 times. Table 3 and table 4 show the best value of objective function obtained by LMVOKapur method and the LMVO-Otsu method, where the maximum fitness function value is indicated by bold. As can be seen from these two tables, the number of running time that the LMVO-based segmentation method find the largest objective function value is higher than other algorithms. Therefore, the proposed multilevel threshold segmentation method based on LMVO is more accurate than other algorithms. For smaller thresholds (such as K = 4, 6), the value of object function obtained by all algorithms is almostly the same. For larger thresholds (such as K = 8, 10, 12), higher results are obtained. Fig. 8 is the segmentation image obtained by LMVO-Kapur method. Fig. 9 is the segmentation image obtained by LMVO-Otsu method. Optimal solution for each algorithm with different thresholds are given in table 5 and 6.
From the convergence curves, the proposed algorithm is superior to SSA, SCA, FPA, PSO, CS, and DA algorithms. Fig. 6 and 7 shows the convergence curve of all the algorithms utilizing Kapur and Otsu methods, respectively. The convergence curves at the maximum threshold (K=12) are selected for comparison. The improved algorithm is represented by an obvious bright blue curve. According to the curves, the overall performance of improved algorithm is the best and the approximate optimal solution can be obtained. ALO is the second best, from (a), (e), (f), (h) in Fig. 6 and (f) in Fig. 7 , it can be seen that ALO algorithm is able to find larger objective function values than other algorithms. For the remaining graphs, it is clear that LMVO is superior to all other algorithms in the optimization process. Generally, the convergence graph shows the superiority and high performance of LMVO. FPA, SCA, PSO, SSA and other algorithms have encountered premature convergence in the later stage. Other algorithms, such as the traditional MVO, the update of population is slow and mutation occurs occasionally. The shape of convergence curve is ladderlike rather than a rising smooth curve. But LMVO can completely overcome these problems, it is shown in the figure that the convergence curve is almost perfect, which also proves that the application of Lévy flight for global search strategy is successful.
(2) We compare the computational complexity of multilevel threshold method by calculating the average CPU time (in seconds). Average CPU time of 10 images is shown in table 7 and 8 respectively. With the increase of threshold levels, the CPU time increases due to the computational complexity of algorithms. However, the update structure of MVO is more efficient, so the computational amount is less and the computational time is shorter. LMVO inherits all the advantages of MVO. Adding a Lévy flight mechanism in the search process can improving the search efficiency and relatively shortening the running time of algorithm. It can be seen from the table 7 and 8 that LMVO can always be the fastest. In terms of computing time, the order of the algorithm is LMVO < SSA < SCA < FPA < CS < PSO < MVO < DA < ALO. In addition, compared with the CPU time shown in relatively faster than the Otsu based method. The experimental results show that LMVO can segment effectively in a short time under the condition of maintaining high segmentation accuracy.
(3) Table 9 and 10 show PSNR values, table 11 and 12 show SSIM values, and tables 13 and 14 show FSIM values. It can be seen from table 9 and 10 that PSNR has a higher value at high threshold, which indicates good segmentation quality of the output image. Due to the accurate search capability of LMVO, the obtained PSNR values are generally better than other algorithms, especially at the high threshold level. In order to observe the superiority of LMVO more clearly, the PSNR values of each test picture are integrated and made into a line graph, as shown in Fig. 10 and 11 . In order to facilitate observation, the data based on LMVO algorithm is selected with dark green and bold. The results show that the algorithm has good performance.
(4) The Wilcoxon test results evaluated by p value are shown in table 10, and p value is statistically significant in all cases. With Kapur entropy as the test function, it can be seen that four out of the eighty cases (10 images and 8 algorithms) show poor results. Under the condition of Otsu as the test function, the overall test results are satisfied. Only three out of the eighty cases are poor. These results suggest that there are significant differences between LMVO algorithm and other eight algorithms. In particular, compared with traditional MVO algorithm, there is no flawed result in both test functions, which indicates that there is a great improvement.
To sum up, LMVO has made significant improvement on the basis of MVO. Compared with the same other meta-heuristic algorithms, LMVO has better performance, accuracy and convergence in multithreshold color image segmentation.
VI. CONCLUSION
Color image segmentation problem based on multilevel threshold is studied in this paper. With the increase of the threshold value number, the computational complexity of multilevel threshold value multiplied and search space complexity increased exponentially. Therefore, in order to solve above problem, an improved LMVO algorithm was adopted. Two image segmentation functions, Kapur's entropy and Otsu, are selected to evaluate the performance of improved algorithm. The multithreshold performance of algorithm is tested by 10 pictures of BSD500. The segmentation results are analyzed in terms of the best value of objective function, average CPU running time, PSNR, SSIM, and FSIM indices. Experimental results show that LMVO has universality and better robustness compared with the other eight algorithms. The multilevel threshold segmentation method based on LMVO has a good application prospect. In the future work, a simpler and more efficient MVO algorithm will be found, for example, by combining with other algorithms and applying it to practical engineering optimization problems such as pattern recognition and computer vision. 
