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1 Re´sume´
Re´sume´. Cet article pre´sente un sche´ma original de
codage progressif d’images couleur apportant a` la fois
une efficacite´ en termes de compression (meilleure qua-
lite´ subjective que Jpeg2000) et des fonctionnalite´s au
niveau re´gion a` bas de´bits pour le codeur et le de´codeur.
A partir de l’image Y des luminances code´e a` bas de´bit
par le codec LAR (Locally Adaptive Resolution), une
description en re´gions, sans codage des contours, est ob-
tenue a` travers un proce´de´ de segmentation effectue´ au
codeur et au de´codeur. Cette segmentation peut eˆtre
controˆle´e par les composantes chromatiques pour une
meilleure cohe´rence du re´sultat d’un point de vue cou-
leur. Un codage base´ re´gions applique´ sur les images
de chrominance produit alors une compression de ces
composantes a` tre`s bas de´bit. Comme les re´gions et le
codage de leur contenu partagent une meˆme grille de
repre´sentation, l’ame´lioration de la qualite´ de l’image
peut eˆtre globale, ou limite´e a` une zone d’inte´reˆt.
Abstract. This LAR (Locally Adaptive Resolution)
color image coding scheme yields to an efficient progres-
sive compression with a better subjective quality than
Jpeg2000. Additionally, it offers region functionalities
for low bit rate coding and decoding. From highly com-
pressed Y component luminance, a region description,
without contours encoding, can be obtained through a
segmentation process performed at both coder and deco-
der. Considering color results, controlled chrominance
components segmentation provides a better data consis-
tency simultaneously with a low bit rate compression.
As regions and their encoding are based on a same re-
presentation grid, enhancement of image quality can be
global, or only restricted to a Region Of Interest.
Mots-clefs : Codage progressif - Segmentation
d’images en niveaux de gris et couleur - Codage par
repre´sentation en re´gions - Codage par Re´gion d’Inte´reˆt.
Key-words : Scalable coding - Gray-level and color
images segmentation - Regions representation based co-
ding - Region of Interest Coding.
2 Introduction
La premie`re ge´ne´ration de codeurs d’images et de
vide´os s’appuie essentiellement sur la the´orie de l’in-
formation. La principale limitation de ses performances
en termes de compression est due au caracte`re non-
stationnaire des images naturelles, aboutissant a` une
distribution variable de l’information dans l’espace et
dans le temps. De plus, les structures de repre´sentation
utilise´es, inde´pendantes du contenu, comme la grille
carte´sienne conventionnelle ou les pavages en blocs
carre´s re´guliers (JPEG ou MPEG), ne permettent pas
de prendre en compte ces non-stationnarite´s, et ne
peuvent par conse´quent servir comme structure de
donne´es efficace pour les images et la vide´o. En intro-
duisant une modularite´ dans la partition de l’image, le
nouveau standard H.264 ou MPEG4-AVC de´montre que
les performances de codage peuvent alors eˆtre fortement
accrues [1].
Des ame´liorations ont pu eˆtre apporte´es par rapport
aux sche´mas classiques, graˆce a` la repre´sentation des
donne´es visuelles sous forme de re´gions, de´finies par
leurs contours et leurs textures, et correspondant poten-
tiellement a` des objets ou parties d’objets dans l’image.
Les me´thodes de codage s’appuyant sur ce concept sont
couramment appele´es de seconde ge´ne´ration [2, 3].
Le principe d’une repre´sentation en objets fait partie
inte´grante de MPEG-4 [4] pour la compression et la ma-
nipulation de flux vide´o, et est un pre´-requis ne´cessaire
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dans MPEG-7 pour l’indexation [5]. Les re´gions sont
de´finies comme des parties convexes d’une image parta-
geant une proprie´te´ commune. Les objets sont quant
a` eux de´finis comme des ensembles de re´gions qui
repre´sentent une entite´ se´mantiquement cohe´rente d’une
image [6]. Pour des repre´sentations en re´gions, deux
types d’information sont ne´cessaires : la forme (les
contours) et le contenu (la texture). Un troisie`me
e´le´ment peut eˆtre ajoute´ dans le cas de se´quences vide´o :
le mouvement.
Une approche re´gion tend par ailleurs a` combler le
fosse´ se´parant les syste`mes nume´riques et le syste`me
visuel humain (SVH) pour le traitement d’une image
et sa perception. Une telle approche fournit e´galement
de nouvelles fonctionnalite´s telles que l’interaction entre
objets ou re´gions, la composition de sce`nes, etc. Un
autre atout important re´side dans la possibilite´ pour
un sche´ma de compression de favoriser des zones vi-
suellement sensibles de l’image tout en ne´gligeant les
parties moins significatives. Ce concept porte le nom
de compression par Re´gion D’Inte´reˆt ou ROI (Re-
gion Of Interest). Une telle approche s’adapte bien
au de´veloppement de nouvelles applications a` travers
les re´seaux (consultation de grandes bases de donne´es
d’images, vide´osurveillance et vide´oconfe´rence) [7]. Les
bandes passantes limite´es des canaux actuels compare´es
au volume de donne´es ne´cessaire pour la repre´sentation
de ces images ame`nent a` e´tablir un compromis entre le
de´bit et la distorsion (qualite´) de l’image. Lorsqu’une
ROI est identifie´e et de´finie, ce compromis peut eˆtre
re´alise´ localement de telle sorte que la compression a`
l’inte´rieur de la ROI n’ introduise que peu de distorsion
pour une bonne qualite´ visuelle, alors que le reste de
l’image peut eˆtre repre´sente´ avec une moindre qualite´.
Malgre´ tous les attraits que pre´sentent les approches
re´gions, il faut reconnaˆıtre que les standards actuels sont
toujours et sans doute encore pour longtemps base´s sur
des techniques traditionnelles de transformation de l’in-
formation. Les raisons se de´clinent en quatre points :
1. La description de la forme (le plus souvent un po-
lygone) constitue un surcouˆt qui peut rapidement
devenir significatif a` tre`s bas de´bit. Pour limiter
ce couˆt, il est donc aussi ne´cessaire de limiter le
nombre de re´gions, et par conse´quent de se conten-
ter d’une description rudimentaire de la sce`ne.
2. Les me´thodes base´es re´gions s’attachent en ge´ne´ral
essentiellement a` la composante “forme”, et
ne´gligent le plus souvent la composante “conte-
nu”. De`s lors, cette forme est inde´pendante de la
repre´sentation utilise´e pour coder le contenu.
3. Une repre´sentation en re´gions induit force´ment une
phase de segmentation de l’image. Or cette e´tape
constitue en ge´ne´ral un verrou important pour la
re´alisation de syste`mes de traitement temps-re´el.
4. Le sche´ma de codage classique impose que seul le
codeur soit a` meˆme de de´finir la repre´sentation
en re´gions, le de´codeur ne pouvant avoir un roˆle
de de´cideur. Cela exclut alors des applications du
type consultation de base de donne´es d’images avec
de´finition, par l’utilisateur, d’une re´gion d’inte´reˆt
au de´codeur.
Sur un autre plan, la litte´rature ne fait que tre`s
peu cas du codage des images couleurs. D’abord parce
que les composantes de chrominance sont plus faciles
a` coder que celle de luminance. Ensuite parce que
le sche´ma de codage de´veloppe´ pour la luminance
est ge´ne´ralement simplement duplique´ avec quelques
adaptations mineures aux deux composantes de chro-
minance. Les techniques de codage sont ainsi pre´sente´es
et appre´cie´es sur des images en niveaux de gris. Or, en
pratique, les images a` compresser sont essentiellement
en couleur : la qualite´ d’une me´thode de codage devrait
par conse´quent s’appre´cier uniquement sur ce type
d’images.
L’objectif des travaux pre´sente´s est la recherche d’une
nouvelle orientation dans les me´thodes de codage, qui
puisse notamment relier les approches dites classiques
aux approches re´gions. Il s’agit e´galement d’aborder le
proble`me de repre´sentation en re´gions dans sa globalite´,
c’est a` dire en tentant d’unifier les notions de forme et
de contenu. Notre approche repose en grande partie sur
l’exploitation de l’information couleur pour l’obtention
d’une repre´sentation en re´gions de bonne qualite´, tout
en exploitant cette meˆme repre´sentation en re´gions pour
un codage tre`s bas de´bit des images de chrominance.
Une grande originalite´ de ce sche´ma de codage est de
ne pas recourir a` l’envoi d’une carte de segmentation
pour la repre´sentation en re´gions, mais de la de´duire a`
partir d’une image de luminance code´e a` bas de´bit. Ce
proce´de´ a e´te´ appele´ “Repre´sentation en Re´gions
Auto-Extractibles”.
L’article est organise´ en quatre parties. La section sui-
vante pre´sente les principes du codeur LAR (Locally
Adaptive Resolution) pour le codage des images en ni-
veaux de gris et en couleur. Il se fonde sur un partition-
nement de l’image a` taille de blocs variable. Le prin-
cipe de la repre´sentation en re´gions auto-extractibles,
applique´ uniquement sur les images en niveaux de gris,
est ensuite de´taille´ dans la section 3. L’inte´gration de
l’information couleur, ainsi que le codage en re´gions des
composantes de chrominances sont pre´sente´s section 4.
L’article s’ache`ve sur des conclusions et des perspec-
tives.
3 Pre´sentation du CODEC LAR
simple
A la base de la me´thode LAR se trouve l’ide´e sui-
vante : la re´solution locale peut s’adapter en fonction
de l’activite´ dans l’image. Ainsi, lorsque la luminance
s’ave`re localement uniforme, la re´solution peut eˆtre
abaisse´e. A l’inverse, si l’activite´ reste localement e´leve´e,
alors la re´solution doit eˆtre plus importante. D’autre
part, une image I peut eˆtre conside´re´e comme la super-
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position de deux composantes avec :
I = I¯ + (I − I¯︸ ︷︷ ︸
E
) (1)
ou` I¯ repre´sente une information globale de l’image (type
moyenne locale par exemple) estime´e sur un support
donne´, et E la variation locale autour de celle-ci (tex-
ture locale). La dynamique de E est ainsi de´pendante
de deux facteurs essentiels :
1. l’activite´ locale dans l’image,
2. la dimension du support de I¯.
Si l’on admet de plus qu’une image peut grossie`rement
eˆtre conside´re´e comme forme´e de zones relativement ho-
moge`nes et de contours, alors E aura une faible dyna-
mique dans les zones uniformes par la seule adaptation
du support. En revanche, E sera de forte dynamique sur
les contours de`s lors que le support de I¯ sera supe´rieur
a` un pixel.
Les bases de la me´thode LAR reposent sur un co-
deur a` deux couches : couche spatiale pour le codage de
I¯, et spectrale pour l’image d’erreur E (texture). Par
construction, le codec offre donc au moins deux niveaux
de progressivite´. La figure 1 montre le sche´ma de prin-
cipe global.
Image
or igina le Codeur
Spatial
Image de
texture
Image reconstruite
basse résolut ionDécodeur
Spatial
Image reconstruite
moyenne/haute
résolut ion
+ -
Codeur 
Spectral
Décodeur
Spectral ++
Fig. 1 : Sche´ma global LAR a` deux couches : codeurs spatial
+ spectral
Dans les sections suivantes, nous de´crivons plus en
avant le contenu des diffe´rentes couches de codage. L’es-
pace de couleur choisi reste celui le plus classique en
codage avec pertes, a` savoir Y :Cr :Cb. Ce choix d’es-
pace de repre´sentation pour le codage des images cou-
leur est motive´ par la de´corre´lation de l’information
contenue dans les composantes Y :Cr :Cb re´sultantes,
par la repartition uniforme de l’entropie sur les compo-
santes couleurs [8], par la simplicite´ de la transforma-
tion, et enfin par la simplicite´ d’utilisation de cet espace
de repre´sentation (transformation line´aire, espace a` va-
leurs entie`res).
3.1 Le codeur spatial
Le terme “spatial” indique que le proce´de´ de
repre´sentation et de compression est re´alise´ directement
dans le domaine spatial de l’image. En s’attachant a`
repre´senter et a` compresser uniquement l’information
globale dans l’image, ce codeur vise clairement les forts
taux de compression. Son roˆle est d’une part de dis-
tinguer les contours du reste de l’image, d’autre part
d’adapter le support de I¯ de telle sorte que l’image re-
construite soit visuellement acceptable avec une erreur
E re´duite dans les zones uniformes. La forme des sup-
ports conside´re´s est ici celle de blocs carre´s.
Le sche´ma bloc du codeur spatial est donne´ par la
figure 2. Il s’appuie sur une repre´sentation de l’image
avec un partitionnement a` taille de blocs variable, ou`
chaque bloc prend pour valeur sa luminance moyenne. Si
cette technique est a priori connue, nous montrons dans
la suite les e´le´ments distinctifs importants dans notre
approche. L’ensemble de symboles ge´ne´re´s (partition-
nement, erreurs de pre´diction, image d’erreurs...) par
ces diffe´rentes phases de repre´sentation et de codage de
l’information est compresse´ par un codage arithme´tique
adaptatif propre.
Partitionnement
Post-traitement
Codeur
taille
MICD
Quant. Adapt.
Moy. Blocs
Moyennage
blocs
~
P [16,..2]
LR
LR
Image
originale
Codeur Spatial
Image reconstruite
basse résolution
Fig. 2 : Sche´ma de principe du codeur spatial
Les sections suivantes vont expliciter les diffe´rentes
techniques mises en œuvre dans chacune de ces e´tapes.
3.1.1 Partitionnement
Tout syste`me fonde´ sur une repre´sentation a` taille
de blocs variable s’appuie sur un crite`re d’homoge´ne´ite´
et sur une topologie particulie`re de partition. Par la
suite, on conside`re la partition Quadtree P [Nmax...Nmin],
ou` Nmax et Nmin repre´sentent les tailles respective-
ment maximale et minimale autorise´es des blocs. I(x, y)
de´signe un point de coordonne´es (x, y) dans I, et
I(bN (i, j)) le bloc bN (i, j) dans l’image I tel que :
bN (i, j) = {(x, y) ∈ Nx ×Ny
|N × i ≤ x < N × (i+ 1),
et N × j ≤ y < N × (j + 1)}.
(2)
Parmi les nombreux exemples existants, citons celui
de H.264 en mode intra, autorisant une partition Quad-
tree P [16,4] (partitionnement de l’image en blocs de taille
4x4 a` 16x16), ou` la taille choisie est celle fournissant
le meilleur rapport de´bit/distorsion d’un point de vue
PSNR [1]. Les me´thodes fonde´es sur des structures en
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arbres fonctionnent depuis le plus haut niveau (ou taille
maximale) par de´coupage des nœuds en fils, lorsque
un seuil d’homoge´ne´ite´ est de´passe´. Si plusieurs tests
d’homoge´ne´ite´ ont pu eˆtre propose´s dans la litte´rature
[9, 10], dans la majorite´ des cas ils s’appuient sur un
calcul de distance de norme L1 ou L2, entre la valeur
d’un bloc et celle de ses quatre fils.
Nous proposons ici un crite`re diffe´rent fonde´ sur une
de´tection de contours dont la justification sera donne´e
ulte´rieurement. Parmi les nombreux types de filtre pos-
sibles, nous avons opte´ pour un gradient morphologique
(diffe´rence entre valeurs de luminance maximale et mi-
nimale sur un support donne´), a` la fois pour sa mise en
œuvre rapide et re´cursive, et pour la proprie´te´ qui en
de´coule de limitation de la valeur absolue de l’image de
texture E (voir §3.1.2).
On conside`re une partition Quadtree P [Nmax...Nmin].
Soient min[I(bN (i, j))] et max[I(bN (i, j))] respective-
ment les valeurs minimum et maximum dans le bloc
I(bN (i, j)).
L’image des tailles en tout point est donne´e par :
Siz(x, y) =

N ∈ [Nmax . . . Nmin[
si |max[I(bN (b xN c, b yN c))]−min[I(bN (b xN c, b yN c))]| ≤ Th
et si ∃(k,m) ∈ {0, 1}2 /
|max[I(bN (bx+kN/2 c, by+mN/2 c))]
−min[I(bN (bx+kN/2 c, by+mN/2 c))]| > Th
Nmin sinon.
(3)
ou` Th est le seuil d’homoge´ne´ite´.
L’image des tailles donne alors directement une carte
de segmentation grossie`re de l’image, ou` les blocs
de taille Nmin se retrouvent essentiellement sur les
frontie`res et zones tre`s texture´es de l’image. Nous
verrons dans la suite de cette e´tude que cette ca-
racte´ristique est le fondement des diffe´rentes phases du
proce´de´ de codage.
Dans le cas des images couleur, la solution adopte´e
consiste a` de´finir une seule partition re´gulie`re pour l’en-
semble des trois composantes Y :Cr :Cb pilote´e par
la taille minimale. L’image des tailles en tout point
p(x, y) ∈ I s’obtient alors par
Siz(x, y) = min [SizY (x, y), SizCr(x, y), SizCb(x, y)] .
(4)
Les seuils Th pour la composante de lumi-
nance et celles de chrominance peuvent eˆtre fixe´s
inde´pendamment dans notre sche´ma. Pour un meˆme
seuil Th, le minimum est majoritairement fourni par
la composante Y. Dans la suite de cet article, nous nous
sommes place´s dans cette configuration.
3.1.2 Estimation des valeurs moyennes des
blocs
Une image couleur basse re´solution (LRY : LRCr :
LRCb) sera obtenue par le codeur spatial en
repre´sentant, pour chaque composante, chaque bloc par
sa moyenne. En chaque point p(x, y), l’image LR de
chaque composante est de´finie par :
LR(x, y) =
l
N2
N−1∑
k=0
N−1∑
m=0
I(b x
N
c×N + k, b y
N
c×N +m),
(5)
avec N = Siz(x, y).
Comme la valeur moyenne du bloc est naturellement
comprise entre les valeurs minimales et maximales, une
proprie´te´ intrinse`que de la de´composition est que l’er-
reur de repre´sentation E(x, y) se trouve borne´e pour les
blocs de taille supe´rieure a` Nmin :
E(x, y) = |I(x, y)− LR(x, y)| ≤ Th, (6)
pour tout p(x, y) ∈ P [Nmax...Nmin[.
Pour chaque composante de l’image, l’entropie de l’er-
reur, l’erreur quadratique moyenne, ainsi que le PSNR
admettent ainsi une limite
H(E) ≤ log2(Th) bits,
MSE ≤ Th2,
PSNR ≥ 10 log 2552Th2 dB.
(7)
3.1.3 Encodage des moyennes par pre´diction de
type MICD
En plus du facteur de compression apporte´ par le
sous-e´chantillonnage de l’image, le couˆt global du co-
dage est re´duit a` travers une quantification des valeurs
des blocs, et une phase pre´dictive de ces valeurs.
Quantification des moyennes des blocs. Les
techniques de compression fonde´es sur l’optimisation
de´bit/distorsion tentent de trouver le meilleur compro-
mis entre couˆt de codage et erreur globale dans l’image
d’un point de vue PSNR ouMSE, sans tenir compte de
la perception visuelle humaine. Or des expe´rimentations
ont de´montre´ que l’œil s’ave`re beaucoup moins sensible
a` des variations de luminance et de chrominances dans
des zones de type frontie`re (hautes fre´quences visuelles
[11, 12]) que dans des zones uniformes (basses fre´quences
visuelles). La loi de Ricco indique e´galement que le seuil
de de´tection d’un saut de luminance d’une zone est in-
versement proportionnel a` la dimension de cette zone.
Autrement dit, les de´gradations visuelles engendre´es sur
un bloc par une quantification line´aire [13], sont inver-
sement proportionnelles a` la taille de celui-ci.
Ce principe va simplement s’appliquer dans notre
sche´ma de codage en ope´rant une quantification adapte´e
a` la taille des blocs. Si qN repre´sente le pas de quanti-
fication pour les blocs de taille N , une relation du type
qN =
qN/2
2 entre les pas des blocs de taille N et N/2
aboutit a` une qualite´ visuelle quasiment constante sur
toute l’image.
Pre´diction des valeurs moyennes des luminances.
Le codage des luminances moyennes des blocs est ici
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directement re´alise´ dans le domaine spatial, par une
approche de type MICD (Modulation d’Impulsions a`
Code Diffe´rentiel). Ce choix a e´te´ essentiellement mo-
tive´, d’une part par la simplicite´ du codage qui ne
ne´cessite qu’un balayage re´gulier de l’image, d’autre
part parce que la repre´sentation en blocs obtenue fournit
un a priori sur les zones d’activite´, pouvant eˆtre utilise´
pour adapter la pre´diction.
Nous nous sommes inspire´s des techniques existantes
dans le domaine de la compression sans perte, ou` beau-
coup de me´thodes sont fonde´es sur ce type de pre´dicteur,
afin de trouver le meilleur rapport efficacite´/simplicite´.
Nous avons notamment implante´ les pre´dicteurs MED
(Median Edge Detector) de LOCO-I [14], le pre´dicteur
DARC (Differential Adaptive Run Coding) propose´
dans [15]. Ce meilleur compromis a finalement e´te´ ob-
tenu graˆce a` un simple pre´dicteur de Graham [16] adapte´
a` notre contexte. Cette adaptation consiste dans le prin-
cipe a` re´aliser une pre´diction line´aire dans les zones ho-
moge`nes, et non line´aire sur les contours. La pre´diction
est pilote´e par le gradient local et permet d’optimiser le
pre´dicteur en fonction du contexte. A` tout point som-
met p(x, y) du bloc bN (x, y), on de´finit la valeur estime´e
du bloc ˘LRY (x, y) a` partir des valeurs reconstruites
˘LRY (x − k, y − m), (k,m) ∈ {0, 1}. Le pre´dicteur est
donne´ par la relation
˘LRY (x, y) =
˜LRY (x− 1, y)
si | ˜LRY (x− 1, y − 1)− ˜LRY (x, y − 1)|
< | ˜LRY (x− 1, y − 1)− ˜LRY (x− 1, y)|
et si
AN < | ˜LRY (x− 1, y − 1)− ˜LRY (x− 1, y)|
˜LRY (x, y − 1)
si | ˜LRY (x− 1, y − 1)− ˜LRY (x− 1, y)|
< | ˜LRY (x− 1, y − 1)− ˜LRY (x, y − 1)|
et si
AN < | ˜LRY (x− 1, y − 1)− ˜LRY (x, y − 1)|
( ˜LRY (x− 1, y) + ˜LRY (x, y − 1))/2 sinon.
(8)
AN est un parame`tre croissant de N , avec A1 = 0,
A2 = 10, A4 = 20, A8 = 40 et A16 = 80.
Les quantifications des erreurs de pre´dictions suivent
le principe e´nonce´ a` la section pre´ce´dente, avec une
quantification adapte´e a` la taille du bloc. En appe-
lant ELRY (x, y) l’erreur de pre´diction, EˆLRY (x, y) et
E˜LRY (x, y) respectivement les erreurs quantifie´es et
de´quantifie´es, qN le pas de quantification applique´ aux
blocs de taille N , les relations suivantes sont de´finies :
∣∣∣∣∣∣∣∣∣∣
ELRY (x, y) = LRY (x, y)− ˘LRY (x, y),
EˆLRY (x, y) = Q (ELRY (x, y)) = round
[
ELRY (x,y)
qN
]
,
E˜LRY (x, y) = Q
−1
(
EˆLRY (x, y)
)
= qN .EˆLRY (x, y),
˜LRY (x, y) = ˘LRY (x, y) + E˜LRY (x, y).
(9)
Les pas de quantification qN fournis dans le tableau
1 correspondent aux valeurs possibles utilisables sans
trop de de´gradations de l’image. Nous avons empirique-
ment observe´ le fait suivant : les valeurs retenues sont
telles qu’en les divisant par deux, la distorsion due a`
leur quantification devient imperceptible pour un affi-
chage e´cran.
Taille qN
16× 16 2
8× 8 4
4× 4 8
2× 2 16
1× 1 32
Tab. 1 : Valeurs de quantification selon la taille
Pre´diction des valeurs moyennes des chromi-
nances. Un grand avantage du codage ope´rant direc-
tement dans le domaine spatial est de pouvoir se ser-
vir de la forte corre´lation de structure existant entre les
trois composantes. La composante LRY e´tant transmise
en premie`re, le codage des valeurs moyennes des blocs
de chrominance tire profit de cette information pour op-
timiser sa pre´diction. L’estimation des valeurs pre´dites
des chrominances en fonction des valeurs reconstruites
des luminances est formalise´e ci-dessous.
Soit GradMinY (x, y) =
min
[∣∣∣L˜RY (x, y)− L˜RY (x, y − 1)∣∣∣ ,∣∣∣L˜RY (x, y)− L˜RY (x− 1, y)∣∣∣ ,∣∣∣L˜RY (x, y)− L˜RY (x,y−1)+L˜RY (x−1,y)2 ∣∣∣] ,
alors
L˘RCr/b(x, y) =
L˜RCr/b(x− 1, y)
si |L˜RY (x, y)− L˜RY (x− 1, y)| = GradMinY (x, y)
L˜RCr/b(x, y − 1)
si |L˜RY (x, y)− L˜RY (x, y − 1)| = GradMinY (x, y)
L˜RCr/b(x−1,y)+L˜RCr/b(x,y−1)
2 sinon.
(10)
Cette optimisation de la pre´diction apporte un gain
tre`s significatif de l’ordre de 20% par rapport a` un co-
dage direct.
3.1.4 Post-traitement
Par construction, une image LR obtenue pre´sente
des “effets de blocs”, surtout perceptibles sur la com-
posante de luminance. Ceux-ci ne sont toutefois pas
comparables aux artefacts des techniques fonde´es sur la
de´composition de l’image en blocs de taille fixe comme
JPEG, MPEG-2 ou MPEG-4. Ils apparaissent en effet
ici essentiellement dans les zones uniformes repre´sente´es
par valeurs de plateau, et sur les contours par un
manque de re´solution si Nmin > 1. La possibilite´ d’un
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post-traitement peut s’envisager avec comme but de lis-
ser les zones homoge`nes tout en conservant les contours.
Une me´thode d’interpolation line´aire adapte´e au parti-
tionnement de l’image a e´te´ e´labore´e. Les images ob-
tenues sont alors de tre`s bonne qualite´ visuelle sur les
zones uniformes (blocs de taille 8x8 et 16x16) ainsi que
sur les zones de contours (blocs de taille 2x2 et 4x4).
Cependant, de meilleurs rendus visuels ont e´te´ obte-
nus par l’utilisation de l’algorithme d’interpolation di-
rectionnelle de´crit par D. Muresan [17], fonde´ sur la
the´orie de la re´cupe´ration optimale adaptative des va-
leurs manquantes. Cette technique e´labore´e par Golomb
[18], a e´te´ applique´e initialement a` l’interpolation par
Shenoy et Parks [19]. Sur la figure 3, on constate que
le post-traitement permet d’obtenir un lissage des zones
homoge`nes tout en pre´servant les contours, par l’appli-
cation de l’interpolation le long de ceux-ci [20].
3.2 Le codeur spectral
L’image d’erreur E issue de la repre´sentation du co-
deur spatial est compresse´e dans un espace transforme´
fre´quentiel, par une seconde couche, appele´e codeur
spectral. Le support de E conside´re´ est le meˆme que
celui de I¯, ce qui permet une caracte´risation a priori de
E, et une adaptation du sche´ma de compression.
La technique de codage de´finie se base sur une ap-
proche DCT a` taille de blocs variable, ou` la taille
est de´finie par la partition P [Nmax...Nmin] de l’e´tage
pre´ce´dent (voir fig. 4). Seuls les coefficients AC
ne´cessitent une transmission puisque le premier codeur
fournit de´ja` la luminance moyenne (coefficient DC).
Image
originale
Codeur Spatial
FDCT
blocs 2x2
Quantifieur-codeur
Coef. AC blocs 2x2
FDCT
blocs 16x16
Quantifieur-codeur
Coef. AC blocs 16x16
Image de
texture
Codeur Spectral
+
-
P [2]
P [16]
~
LR
Fig. 4 : Sche´ma de principe du codeur spectral pour une par-
tition P [16...2]
Les e´tapes majeures du proce´de´ sont :
– l’application d’une transformation DCT de taille
adapte´e au bloc,
– le codage des coefficients : un balayage zig-zag
intra-bloc, suivi d’un codage des valeurs non nulles
par “longueur de plage” (LDP), incluant les indica-
teurs spe´cifiques de fin de bloc et de “plage maxi-
male”,
– la quantification : la table de quantification est
adapte´e a` chaque taille de bloc.
Par construction, le sche´ma de codage est progres-
sif, autorisant des transmissions se´pare´es des flux en
fonction des tailles des blocs. Ainsi, est-il possible de
n’ame´liorer que les contours par l’envoi de la texture
des blocs de taille Nmin.
3.2.1 E´nergie des blocs a` taille fixe / variable
Par construction, les blocs contenant la texture locale
pre´sentent une erreur borne´e, l’essentiel des erreurs se
concentrant dans les blocs de petite taille. Par voie de
conse´quence, l’e´nergie moyenne des coefficients AC pour
la partition P [Nmax...Nmin[, reste tre`s infe´rieure a` celle
trouve´e dans des approches classiques a` taille de blocs
fixe (voir fig. 5). De plus, les coefficients se regroupent
tre`s majoritairement pre`s de la composante continue.
Apre`s quantification, les coefficients a` coder sont a` la
fois moins nombreux et de dynamique moindre.
3.3 Quantification des coefficients AC
Nous avions opte´ dans un premier temps pour les
tables de quantification issues de JPEG, en les tron-
quant ou extrapolant suivant la dimension des blocs.
Cette solution a montre´ ses limites, particulie`rement
pour des compressions a` hauts de´bits. La raison re´side
dans le fait que les caracte´ristiques de quantification
pour du JPEG ont e´te´ e´tablies pour prendre en compte
tout aussi bien des blocs a` forte ou a` faible activite´. Par
construction, l’e´nergie des blocs traite´s ici est limite´e, ce
qui remet en cause les hypothe`ses sur lesquelles s’appuie
JPEG. Nous donc opte´ pour un autre sche´ma tre`s simple
de quantification line´aire a` base de deux parame`tres QN
et ∆QN tels que pour un coefficient AC sur la k
eme dia-
gonale d’un bloc N ×N , son pas de quantification soit
donne´ par :
Q = QN + k.∆QN (11)
3.4 Re´sultats codec LAR simple
Dans une optique de codage d’image couleur, s’est
ave´re´ le fait que le codeur spatial seul est a` meˆme de
coder et repre´senter les images de chrominances avec
une bonne qualite´. En particulier, dans les zones uni-
formes (blocs de taille supe´rieure a` Nmin), le sous-
e´chantillonnage plus important re´alise´ n’est pratique-
ment pas perceptible. Par ailleurs, pour une partition
dans laquelle Nmin = 2, coder les chrominances par
le seul codeur spatial revient “au mieux” a` une com-
pression dans le format 4 :2 :0, ou` Cr et Cb sont sous-
e´chantillonne´es d’un facteur 2 dans les deux directions.
Enfin d’un point de vue complexite´, l’inte´reˆt principal
est le suivant : l’extension du sche´ma de codage a` trois
composantes ne multiplie pas par trois la complexite´ du
syste`me.
Pour illustrer cette bonne qualite´ de codage des chro-
minances, la figure 6 pre´sente des images ou` seules les
deux composantes chromatiques ont e´te´ compresse´es en
utilisant uniquement le codeur spatial, l’image recons-
truite incluant ici la composante Y d’origine.
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Il s’ave`re de fait que le crite`re de de´bit/distorsion
n’est pas re´ellement un indicateur rendant compte de
la qualite´ des images reconstruites. Pour leur e´valuation
subjective, des images issues de notre sche´ma de com-
pression ont e´te´ inte´gre´es a` une se´rie de tests compara-
tifs pour juger de la qualite´ d’images compresse´es par
diffe´rents sche´mas de codage. Ces tests ont e´te´ re´alise´s
par P. Le Callet de l’IRCCYN : l’objectif e´tait d’en ex-
traire des lois pour un syste`me automatique de mesures
de qualite´.
Cette e´tude a porte´ sur trois me´thodes JPEG,
JPEG2000 (codec ImagXpress, simple profile) et le
LAR, et a e´te´ effectue´e sur huit images standard (Lena,
Baboon, Boats, House, Pepper, Fruits, Airplane, Bar-
bara) compresse´es a` diffe´rents de´bits. L’environnement
e´tait parfaitement standardise´ en termes de distance
a` l’e´cran, de luminosite´, de calibrage du moniteur,
d’e´clairage ambiant et de tempe´rature de couleur pour
une e´valuation rigoureuse.
Le protocole e´le´mentaire d’e´valuation d’une image se
de´roulait ainsi :
1. image originale durant six secondes,
2. gris uniforme durant deux secondes,
3. image a` e´valuer pendant six secondes,
4. gris uniforme durant deux secondes.
Chaque observateur (quatorze au total) devait ensuite
donner une note situe´e sur une e´chelle de qualite´ entre
un (tre`s mauvaise qualite´) et cinq (tre`s bonne qualite´).
Sur huit se´ries d’images diffe´rentes, le LAR s’est montre´
supe´rieur pour sept d’entre elles. Seule l’image baboon
tre`s texture´e a fait exception et cela pour les bas de´bits.
Nous montrons (figure 7) les re´sultats obtenus pour trois
de ces se´ries. Notons toutefois que les trois codeurs n’ont
pas les meˆmes caracte´ristiques d’un point de vue pro-
gressivite´ : le mode de codage JPEG choisi est celui
du non progressif. Les re´sultats de´bits/qualite´ corres-
pondants ont e´te´ obtenus en faisant varier le parame`tre
de quantification, pour des codages distincts. A l’op-
pose´, le codeur JPEG2000 est entie`rement progressif et
les courbes associe´es refle`tent l’e´volution continue de la
qualite´ possible. Le codage LAR si situe ici entre les
deux, avec une progressivite´ du codage par paliers. Par
ailleurs, les codeurs JPEG et LAR admettent une limite
de compression a` bas de´bits qui, pour le LAR, est fixe´e
par la premie`re e´tape de codage spatial. Cette limite
se re´ve`le d’autant plus basse que l’image est faiblement
texture´e. La figure 8 illustre a` titre d’exemple, la qualite´
visuelle de notre sche´ma de codage.
Le codec LAR pre´sente´ ici constitue la version la
moins e´labore´e et donc bien e´videmment la moins com-
plexe. Une alternative, a` la fois au codage MICD de la
couche spatiale et au codeur spectral dans son ensemble,
a e´te´ de´veloppe´e. Il s’agit d’une de´composition pyrami-
dale originale dite a` “contexte enrichi”. Elle permet d’in-
troduire de la progressivite´ dans le codeur spatial [21],
mais aussi de coder l’image d’erreur cette fois sans perte
[22]. Cette forme de codage permet en grande partie de
lever les limitations du LAR dans sa forme simple, a`
savoir une progressivite´ par paliers beaucoup plus fine,
et un codage possible a` tre`s bas de´bits par diminution
de la re´solution spatiale.
Toutefois les principes de base restent les meˆmes
(partition suivant l’activite´), et la technique de
repre´sentation en re´gions pre´sente´e dans la section sui-
vante, est applicable dans les deux versions du codec.
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Fig. 7 : Re´sultats tests comparatifs de perception visuelle
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Image source Lena 512× 512 - 8 bpp, Partition Quadtree : 13888 blocs
dont 8472 b2 - 4034 b4 - 990 b8 - 392 b16
Image reconstruite basse re´solution : 0.2 bits/pixel Image reconstruite apre`s post-traitement
taux compression = 40, PSNR 29.2 db sur P [16...2], PSNR 29.7 db
Fig. 3 : Re´sultats pour une partition P [16...2], Th=30
a) JPEG : partition P [8] b) LAR : partition P [16...2]
Fig. 5 : Re´partition d’e´nergie entre partitions a` taille fixe/variable
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a)Image Lena, Cr/Cb 16 bpp b) Cr+Cb code´es blocs : 0.063 bpp
c)Image Baboon, Cr/Cb 16 bpp d) Cr+Cb code´es blocs : 0.226 bpp
Fig. 6 : Exemples d’images reconstruites avec codage des chrominance par le codeur spatial (Y source non modifie´e)
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a) Image source Bike 24 bpp b) Image code´e JPEG : 0.25 bpp
c) Image code´e LAR : 0.25 bpp d) Image code´e JPEG2000 : 0.25 bpp
e) Image code´e LAR : 0.50 bpp f) Image code´e JPEG2000 : 0.50 bpp
Fig. 8 : Re´sultats comparatifs de qualite´ visuelle
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4 Repre´sentation en re´gions
auto-extractibles et a` couˆt nul
Pour obtenir une repre´sentation en re´gions a` couˆt de
description nul, la seule solution re´side dans une trans-
mission d’une image compresse´e, suivie d’une segmenta-
tion identique au codeur et au de´codeur. N’importe quel
sche´ma de codage peut alors convenir lorsque l’image est
code´e a` une bonne qualite´ (moyen/haut de´bit). Toute-
fois les me´thodes standard engendrent a` tre`s bas de´bit
des de´gradations telles que le proce´de´ de segmentation
n’est plus envisageable. Pour sa part notre approche,
fonde´e sur une repre´sentation de l’image cohe´rente en
termes de contours et de zones uniformes, se pre´munit
de ces de´gradations pe´nalisantes. En rapprochant notre
me´thode a` la technique de segmentation fonde´e Quad-
tree expose´e dans [23], nous avons de´veloppe´ une tech-
nique de segmentation en re´gions s’appuyant sur la
repre´sentation du codeur spatial LRY . L’ope´ration de
de´coupage en blocs (“split”) ayant de´ja` e´te´ effectue´e a`
travers le codeur spatial, il suffit de re´aliser l’ope´ration
de fusion (“merge”) sur les blocs au codeur et au
de´codeur pour disposer d’une carte de segmentation
identique. La reconstruction directe des re´gions a` partir
de la repre´sentation en blocs apporte une compatibilite´
entre forme et contenu des re´gions, et exploite´e par la
suite pour du codage par ROI de la texture et le co-
dage par re´gions de la chrominance. Notons qu’il n’est
pas question ici de vouloir proposer la meilleure tech-
nique de segmentation qui soit, mais bien de de´velopper
une me´thode globale de repre´sentation a` partir d’images
compresse´es bas de´bit. Nous avons e´galement cherche´ a`
modifier les approches existantes dans le but d’une sim-
plification du proce´de´ de segmentation pour, a` terme,
envisager une implantation temps re´el de notre sche´ma
de codage.
Nous pre´sentons donc ici les principes fondamentaux,
en ne conside´rant que la composante de luminance, de la
repre´sentation en re´gions auto-extractibles et son appli-
cation pour le codage par ROI de la texture. Le chapitre
4 montrera son extrapolation et son utilisation pour le
codage des images couleur.
4.1 Me´thodes de segmentation en
re´gions par graphes d’adjacence
4.1.1 Proble´matique
Soient S = {(x, y)|1 ≤ x ≤ Nx, 1 ≤ y ≤ Ny} les co-
ordonne´es spatiales des pixels dans une image de Nx
lignes et Ny colonnes. La segmentation d’une image en
K re´gions RKk consiste a` trouver la partition ∆
K de S
telle que :
S =
K⋃
k=1
RKk , (12)
avec RKi ∩RKj = ∅, ∀(i, j) ∈ {1 . . .K}2 pour i 6= j.
Notons SK l’ensemble des re´gions dans la parti-
tion ∆K . Partant d’une partition initiale ∆K0 (K0 ≤
Nx × Ny), le but du proce´de´ de segmentation est de
transformer ∆K0 en une nouvelle partition ∆K (K <
K0) selon un crite`re d’homoge´ne´ite´, et a` travers des
se´quences de fusions de re´gions. Dans notre cas, ∆K0
vaut P [Nmax...Nmin], et SK0 correspond aux blocs de lu-
minance issus du codeur spatial.
Partitioner l’ensemble des re´gions e´le´mentaires SK0
en sous-ensembles peut se traduire par la re-
cherche d’une relation d’e´quivalence < sur SK0 . Ces
sous-ensembles forme´s constituent alors des classes
d’e´quivalence. Dans la suite, nous noterons
[
RK0i
]
<K
une re´gion de SK dans la partition ∆K , initialement
associe´e a` la re´gion Ri de SK0 .
4.1.2 Graphe d’adjacence
De manie`re naturelle, les re´gions reconstruites doivent
former des ensembles spatialement connexes. Aussi, la
relation d’adjacence est-elle au cœur des principes de
segmentation. Nous appellerons par la suite AKi l’en-
semble des re´gions connexes a`
[
RK0i
]
<K
dans la parti-
tion ∆K .
La structure de donne´es classique pour repre´senter
des partitions est le “Region Adjacency Graph” (RAG)
[24]. Le RAGK d’une K-partition est de´fini comme un
graphe non oriente´, GK = (V,E), ou` V = {1, . . .K} est
l’ensemble des sommets et E ⊂ V ×V est l’ensemble des
areˆtes. Chaque re´gion est repre´sente´e par un sommet du
graphe, et entre deux sommets (re´gions) RKi , R
K
j ∈ V 2
il existe une areˆte (i, j) si les re´gions sont adjacentes.
4.1.3 Classification hie´rarchique et me´trique
Fusionner les re´gions selon un crite`re d’homoge´ne´ite´
se rame`ne en ge´ne´ral a` un proble`me de classification
hie´rarchique, consistant a` chercher les e´le´ments les plus
proches au sens d’une distance D, puis a` mesurer les
agre´gations entre les classes suivant un crite`re Crit
donne´. La hie´rarchie est dite indice´e si pour toute par-
tie H de la hie´rarchie, la relation d’inclusion H ⊂ H ′
implique que D(H) ≤ D(H ′). Un niveau hie´rarchique
donne´ correspond alors a` la fusion entre un sommet et
un ensemble de sommets connexes.
Les me´thodes de segmentation utilisant ce sche´ma
fonctionnent en ge´ne´ral sur un meˆme mode`le, ou` les fu-
sions sont effectue´es deux a` deux suivant un crite`re de
distance minimale [25, 26]. Le crite`re de distance mini-
male consiste simplement a` fusionner les deux re´gions
au niveau courant de hie´rarchie, dont la distance est
minimale. La hie´rarchie est par conse´quent indice´e pour
tous les niveaux.
La distance retenue est en ge´ne´ral fonde´e sur la
diffe´rence des luminances moyennes des re´gions, mais
certaines me´thodes proposent des me´triques moins ru-
dimentaires comme par exemple des caracte´ristiques de
texture [27].
L’inte´reˆt d’une approche par fusion selon la distance
minimale re´side dans le fait que l’on puisse exactement
controˆler le nombre final de re´gions. Par construction,
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les re´gions fusionne´es sont e´galement les plus proches du
point de vue de la distance choisie. Cet avantage n’est
toutefois que relatif, car le nombre ne´cessaire de re´gions
pour de´crire “correctement” une image reste bien suˆr
de´pendant de la complexite´ de celle-ci.
Le point faible majeur de cette approche tient sur-
tout dans sa complexite´. Meˆme si des algorithmes ra-
pides, fonde´s sur les listes d’attente, existent pour clas-
ser les distances, la me´thode n’en demeure pas moins
tre`s couˆteuse en temps [25]. Ceci est d’autant plus vrai
lorsque l’ultrame´trique (nouvelle distance apre`s fusion
de deux re´gions) est fonde´e sur une nouvelle mesure de
distance en fonction des re´gions fusionne´es, ne´cessitant
alors aussi un reclassement.
D’autre part, les me´thodes classiques conside`rent une
syme´trie des distances entre deux re´gions. Or pour
e´viter la sur-segmentation sur les contours tout en
pre´servant l’inte´grite´ des zones homoge`nes, un crite`re
prenant en compte la taille des re´gions peut, pour une
meˆme valeur de distance, permettre de favoriser davan-
tage la fusion de petites re´gions par rapport a` des plus
grandes.
4.2 Me´thode de segmentation propose´e
Les principales modifications apporte´es ici aux
sche´mas classiques de segmentation construits sur
des RAG concernent d’une part la notion de dis-
tance ponde´re´e, d’autre part la distance conjointe
moyenne/gradient, et enfin le proce´de´ de classification
lui-meˆme.
4.2.1 Distance ponde´re´e.
Pour rendre le pouvoir de fusion de´pendant de la
taille des re´gions, nous avons introduit une ponde´ration
des distances en fonction de la surface des re´gions.
Si Cost
([
RK0i
]
<K
,
[
RK0j
]
<K
)
de´finit la distance entre
deux classes, alors la distance ponde´re´e est donne´e par :
Cost′
([
RK0i
]
<K
,
[
RK0j
]
<K
)
=
Cost
([
RK0i
]
<K
,
[
RK0j
]
<K
)
log10
(
Surf
([
RK0i
]
<K
))
(13)
ou` Surf
([
RK0i
]
<K
)
de´signe la surface de la re´gion[
RK0i
]
<K
. Cela entraˆıne la relation suivante :
Surf
([
RK0i
]
<K
)
> Surf
([
RK0j
]
<K
)
⇔
Cost′
([
RK0i
]
<K
,
[
RK0j
]
<K
)
> Cost′
([
RK0j
]
<K
,
[
RK0i
]
<K
)
(14)
Un effet imme´diat de cette non syme´trie des distances
est que le RAG n’est plus un graphe non oriente´ :
entre deux sommets connexes se trouvent deux areˆtes,
ponde´re´es diffe´remment suivant le sens de la relation
d’adjacence.
4.2.2 Distances ponde´re´es par la moyenne et le
gradient.
La distance couramment utilise´e est celle de la
diffe´rence des valeurs moyennes de niveau de gris (ou
couleur) des re´gions. Elle permet de juger du degre´ de
similarite´ des re´gions d’un point de vue repre´sentation
par valeur plateau. Ce couˆt a e´galement e´te´ retenu
ici sous la notation CostM
([
RK0i
]
<K
,
[
RK0j
]
<K
)
. La
gestion de l’ultrame´trique au sein de la hie´rarchie est
particulie`rement simple a` implanter, puisqu’il suffit de
conserver les deux caracte´ristiques suivantes : la surface
et la valeur moyenne d’une re´gion.
Il est bien connu qu’un crite`re de fusion des re´gions,
fonde´ uniquement sur les valeurs moyennes, fonctionne
mal dans des zones uniformes comportant un gradient
local. La segmentation ge´ne`re alors des phe´nome`nes dits
de faux contours. Pour y pallier, nous avons donc ajoute´
une distance CostGr a` cette distance CostM .
Cette distance CostGr est fonde´e sur une mesure de
gradient au niveau des frontie`res entre les re´gions. Esti-
mer le gradient implique de conside´rer la relation d’ad-
jacence non pas uniquement au niveau courant de la
partition, mais bien au niveau local de la partition ini-
tiale ∆K0 . Ceci est particulie`rement simple pour une
partition Quadtree ou` la longueur de frontie`re com-
mune entre deux blocs correspond alors simplement a` la
taille minimale entre les deux blocs. La fonction de couˆt
fonde´e gradient est e´videmment plus complexe a` mettre
en œuvre que celle exploitant la moyenne. Malgre´ tout,
cette topologie particulie`re permet d’envisager une so-
lution algorithmique qui ne ne´cessite pas de traitement
directement au niveau de l’image, mais uniquement des
ope´rations dans la structure de repre´sentation associe´e
aux graphes d’adjacence.
Nous avons exprime´ dans un premier temps la dis-
tance totale comme une somme ponde´re´e des deux dis-
tances CostM et CostGr, de manie`re a` e´valuer la qualite´
de la segmentation en fonction du poids de chacune. De
cette e´tude est ressorti le fait que les meilleurs re´sultats
s’obtenaient lorsque les contributions des deux distances
e´taient sensiblement e´gales. La distance totale a donc
simplement e´te´ fixe´e comme la moyenne entre CostM et
CostGr.
4.2.3 Crite`re de fusion.
Nous avons de´ja` souligne´ que le crite`re de dis-
tance minimale couramment utilise´, pre´sente une com-
plexite´ importante. Plus encore, son utilisation conjoin-
tement a` des distances asyme´triques conduit dans notre
contexte a` s’inte´resser initialement aux petits blocs,
pour une construction des re´gions depuis les contours
jusqu’aux zones homoge`nes : une telle de´marche n’est
pas cohe´rente. Nous avons donc mis en place une
me´thode plus rapide, et surtout mieux adapte´e aux dis-
tances asyme´triques. Pour chaque balayage du graphe,
on de´termine simplement pour chaque re´gion celle la
plus proche d’un point de vue distance, puis la fusion
est effectue´e si la distance est infe´rieure a` un seuil.
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Le proce´de´ est re´ite´re´ jusqu’a` ce qu’aucune fusion ne
soit obtenue. Nous donnons ici l’algorithme de manie`re
sche´matique.
K0 : partition initiale (blocs)
Nbfusions = 0; K = K0;
Faire∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Nbfusions prec = Nbfusions; i = 1;
Faire∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Si
[
RK0i
]
<K
∈ RAGK
Trouver
[
RK0j
]
<K
∈ AKi
tel que Cost
([
RK0i
]
<K
,
[
RK0j
]
<K
)
≤
Cost
([
RK0i
]
<K
,
[
RK0l
]
<K
)
,∀
[
RK0l
]
<K
∈ AKi
Incre´menter i;
Tant que i ≤ K0;
i = 1;
Faire∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Si
[
RK0i
]
<K
∈ RAGK
Si Cost′
([
RK0i
]
<K
,
[
RK0j
]
<K
)
< ThCost
Fusionner
[
RK0i
]
<K
et
[
RK0j
]
<K
;
K = K − 1; Incre´menter Nbfusions;
Fin Si;
Fin Si;
Incre´menter i;
Tant que i ≤ K0;
Tant que Nbfusions prec < Nbfusions;
(15)
ThCost constitue le parame`tre de re´glage du degre´ de
simplification de l’image.
4.2.4 Hie´rarchie indice´e
La me´thode propose´e n’engendre pas de hie´rarchie
indice´e, puisque les niveaux dans la hie´rarchie vont
de´pendre essentiellement du nombre de fusions re´alise´es
pour une re´gion. Toutefois, en re´ite´rant le proce´de´ pour
des valeurs croissantes de seuils de segmentation, une
hie´rarchie indice´e s’obtient, avec autant de niveaux
que de seuils. La repre´sentation en re´gions reconstruite
s’ave`re ainsi multire´solution. Typiquement, nous utili-
sons trois seuils, mais le choix du nombre de niveaux de
re´solution reste comple`tement libre.
4.2.5 Elimination des petites composantes.
Compte tenu de la ponde´ration par la taille des com-
posantes, la segmentation propose´e n’engendre pas de
sur-segmentation sur les zones contours. On peut meˆme
observer une relative stabilite´ du nombre de re´gions ob-
tenues pour un seuil de segmentation identique applique´
sur des images de complexite´ tre`s diffe´rente. L’explica-
tion re´side simplement dans le fait que plus une image
est complexe, plus elle va engendrer dans sa partition
initiale de petites re´gions qui ulte´rieurement auront une
plus forte tendance a` fusionner. Ne´anmoins, de petites
re´gions peuvent persister si elles pre´sentent une forte
diffe´rence avec leurs re´gions voisines. En conse´quence,
nous avons e´galement mis en place un proce´de´ classique
de fusion des petites re´gions. Son seul parame`tre tient en
une valeur de surface, en dessous de laquelle toute re´gion
fusionnera avec la re´gion la plus proche d’un point de
vue distance.
4.2.6 Complexite´ de la segmentation
La prochaine section fournira plusieurs exemples
d’images segmente´es, permettant d’appre´cier les perfor-
mances qualitatives de la me´thode. Du point de vue de
la complexite´, l’algorithme de fusion (cf expression 15)
converge rapidement (en ge´ne´ral de 5 a` 8 ite´rations).
Le calcul de la distance CostGr repre´sente a` lui seul
pratiquement la moitie´ du temps total de calcul. L’im-
plantation des algorithmes n’a pas pour l’instant e´te´ op-
timise´e. Les performances de segmentation d’une image
512× 512 avec 20000 blocs dans la partition initiale, en
inte´grant la notion de distance gradient, sont d’environ
une seconde sur un PC a` 2 GHz.
4.2.7 Codage par ROI de la texture locale
Une application directe de la repre´sentation en
re´gions auto-extractibles est la conception d’un sche´ma
de codage de re´gions d’inte´reˆt. A partir de la carte
de segmentation disponible a` la fois au codeur et
au de´codeur, l’un ou l’autre peut de´finir sa propre
ROI comme ensemble de re´gions de la description. La
me´thode procure alors tout a` la fois un outil semi-
automatique de se´lection des ROI, et probablement le
moyen le plus efficace de la repre´senter. En effet une
ROI va alors eˆtre simplement de´crite par les e´tiquettes
des re´gions qui la composent.
D’autre part, la description d’une re´gion se fonde sur
la repre´sentation en blocs. Le rehaussement d’une ROI
va donc simplement consister en l’utilisation du codeur
spectral pour les blocs contenus dans la ROI. La compa-
tibilite´ entre la forme de la ROI et codage de son contenu
est ainsi imme´diate et totale, puisque la ROI agit direc-
tement comme une validation de type “on/off” sur les
blocs a` traiter.
5 Codage et repre´sentation des
images couleur
Nous avons de´ja` souligne´ que les composantes chro-
matiques pouvaient eˆtre code´es tre`s efficacement avec
le codeur spatial du LAR. Par ailleurs, il est clair que
l’information couleur permet d’ame´liorer tre`s sensible-
ment la segmentation des images, meˆme si cette dernie`re
s’ope`re le plus souvent dans des espaces couleur R :V :B
ou L :a :b [28]. Le sche´ma global de codage le plus natu-
rel est donc de coder les images Y : Cr : Cb a` travers le
codeur spatial, puis de les transmettre au de´codeur pour
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re´aliser la segmentation sur les trois composantes. Notre
but n’est pas ici d’e´tablir une comparaison de notre seg-
mentation avec d’autres approches de´die´es. Nous avons
simplement ve´rifie´ que ce mode ope´ratoire est valide, et
fournit de tre`s bonnes descriptions en re´gions.
5.1 Codage des images de chrominances
par re´gions
Un autre travail a consiste´ en l’utilisation de la
repre´sentation en re´gions issue de la seule composante
LRY , afin de de´velopper un codage par re´gions des
deux composantes de chrominance. L’ordonnancement
du proce´de´ est le suivant : a` partir du codage spatial
de la composante de luminance Y, la repre´sentation en
re´gions est obtenue au codeur et de´codeur a` travers un
proce´de´ commun de segmentation. Il suffit ensuite de
transmettre les valeurs chromatiques moyennes conte-
nues dans ces re´gions. En ajoutant une phase de codage
diffe´rentiel de ces valeurs puis une phase de quantifica-
tion, le couˆt final pour chaque re´gion s’ave`re de l’ordre
de 4 bits. Ainsi, le couˆt de codage en termes d’octets,
pour les deux composantes chromatiques, correspond
approximativement au nombre de re´gions.
Nous donnons figure 9 plusieurs exemples d’images re-
construites avec Y source (non code´e) et Cr/Cb code´es
re´gions. Afin de mieux rapprocher ces re´sultats de
l’image source, la repre´sentation en re´gions est donne´e
dans l’espace couleur (moyenne dans les re´gions pour
chaque composante de couleur).
Il faut surtout souligner ici l’e´tonnant rapport qualite´
/ taux de compression sur les composantes de chromi-
nance : le couˆt de leur codage se situe tout au plus en
centie`me de bit par point et devient insignifiant. On
peut par ailleurs remarquer que les de´fauts visibles et
geˆnants restent dus a` des proble`mes initiaux de segmen-
tation, issus d’une partie d’objet affecte´e a` une autre
re´gion, ou plus globalement d’une fusion de plusieurs
re´gions (fig. 9).
Le codage de l’erreur commise sur les composantes
chromatiques s’ave`re alors tre`s simple : il consiste en
effet uniquement a` coder l’erreur au niveau des blocs, a`
travers le codeur spatial, et ce sur toute l’image ou bien
simplement limite´ a` une ROI.
5.2 Segmentation supervise´e par le
controˆle de la chrominance
Pour combiner a` la fois compression par re´gions de
Cr/Cb et ame´lioration de la qualite´ de segmentation
par l’information couleur, nous avons de´fini un proce´de´
de codage avance´, par le principe du “controˆle de la
chrominance”. L’ide´e ge´ne´rale est la suivante : partant
toujours d’une transmission pre´alable de l’image Y basse
re´solution des luminances, le proce´de´ de segmentation
de fusion continue d’eˆtre globalement dirige´ suivant un
crite`re de luminance, mais supervise´ au codeur par un
crite`re comple´mentaire de chrominance validant chaque
tentative de fusion. Le re´sultat de ce controˆle de super-
vision doit bien suˆr eˆtre transmis au de´codeur. La forte
correlation existant entre la composante de luminance
et de chrominance, d’un point de vue structuration des
objets dans l’image, induit une faible quantite´ d’infor-
mation supple´mentaire a` transmettre. Le sche´ma bloc
du codeur est donne´ figure 10.
Description de l’algorithme. L’algorithme de fu-
sion, a` savoir la recherche de la re´gion la plus proche
uniquement pour l’image Y, n’est pas modifie´. Soient
ControlChrom
([
RK0i
]
<K
)
une information binaire a`
transmettre pour chaque essai de fusion, et CoefChrom
un coefficient multiplicatif applique´ sur ThCost. Le
crite`re de fusion devient :
Si Cost′
([
RK0i
]
<K
,
[
RK0j
]
<K
)
< ThCost∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Si CostCr′M
([
RK0i
]
<K
,
[
RK0j
]
<K
)
< CoefChrom.ThCost
et CostCb′M
([
RK0i
]
<K
,
[
RK0j
]
<K
)
< CoefChrom.ThCost∣∣∣∣∣∣
ControlChrom
([
RK0i
]
<K
,
[
RK0j
]
<K
)
= 1;
Fusionner
[
RK0i
]
<K
et
[
RK0j
]
<K
;
Sinon∣∣∣ ControlChrom([RK0i ]<K , [RK0j ]<K) = 0;
Fin Si
Fin Si
(16)
Notons dans la formule pre´ce´dente que nous avons
uniquement conside´re´ un calcul s’appuyant sur la
moyenne des re´gions pour les deux composantes chroma-
tiques. Ceci se justifie en premier lieu par l’objectif vise´,
a` savoir une segmentation efficace pour coder Cr/Cb
par re´gions, en second lieu par le souci de ne pas trop
compliquer l’algorithme.
Par ailleurs, ControlChrom, en raison de sa tre`s
faible entropie, peut eˆtre fortement compresse´ par un
codeur arithme´tique.
D’autre part, comme un coefficient multiplicatif
CoefChrom est applique´ sur ThCost, ThCost garde
alors son roˆle de parame`tre global de simplification de
l’image. CoefChrom agit donc ve´ritablement comme le
controˆle adapte´ des chrominances. Il peut eˆtre ainsi vu
comme un curseur de re´glage entre couˆt du controˆle et
qualite´ de la segmentation d’un point de vue couleur :
– si CoefChrom → ∞, alors toutes les valeurs de
controˆle valent 1, le couˆt entropique associe´ est
donc nul, et la segmentation s’ope`re uniquement
sur la luminance,
– si CoefChrom = 1, alors le seuil est le meˆme pour
les trois composantes, et le controˆle par la chromi-
nance intervient avec une meilleure ponde´ration,
– si CoefChrom < 1, alors la segmentation devient
fortement de´pendante des chrominances, mais le
couˆt de controˆle croˆıt avec l’entropie des valeurs
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a) Image Baboon, Cr/Cb 16 bpp b) 671 re´gions c) Cr+Cb code´es re´gion : 0.020 bpp
(moyenne par re´gion sur Y : Cr : Cb)
d) Image Lena, Cr/Cb 16 bpp e) 308 re´gions f) Cr+Cb code´es re´gion : 0.009 bpp
Fig. 9 : Exemples d’images reconstruites avec codage des chrominances par une repre´sentation en re´gions,
Seuil de distance ThCost = 50
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Fig. 10 : Sche´ma bloc du codeur LAR couleur fonde´ sur une segmentation supervise´e
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binaires. En pratique, une valeur de 0.5 assure une
tre`s bonne qualite´ de segmentation couleur.
Meˆme lorsque le controˆle est important, le couˆt re-
sultant demeure tre`s faible, comme le montrent les
re´sultats donne´s du tableau ??.
La de´cision de fusion doit e´videmment eˆtre accom-
pagne´e d’un marquage de la re´gion rejete´e, de manie`re
a` ce que celle-ci ne reste pas la meilleure candidate
pour la fusion d’un point de vue luminance. Nous avons
donc introduit un graphe de dissyme´trie des re´gions
ou RDG (Regions Dissymetric Graph), sous-graphe du
RAG. L’ensemble DKi associe´ fournit par conse´quent
l’ensemble des classes rejete´es pour une classe donne´e.
Sa gestion lors de la fusion de deux re´gions est analogue
a` celle du RAG.
Re´sultats et influence des parame`tres de seg-
mentation. Pour juger de l’influence des parame`tres
ThCost d’une part, et CoefChrom d’autre part, a` la
fois en termes de qualite´ de segmentation et de couˆt de
codage des images de chrominance, nous avons fait va-
rier ces deux parame`tres inde´pendamment. La taille de
l’image “Barbara” utilise´e est de 512x512 pixels code´s
sur 24 bits, le nombres de blocs initiaux dans la parti-
tion est de 20153 pour une image Y compresse´e a` 0.19
bpp, et le couˆt codage direct des composantes Cr et Cb
par le codeur spatial est de 0.12 bpp avec un PSNR de
40.1 dB . Les re´sultats quantitatifs sont re´sume´s dans le
tableau ??, et les images de segmentation ainsi recons-
truites sont pre´sente´es figure 11. D’autres exemples de
segmentation sont e´galement propose´s figure 12.
Plusieurs remarques peuvent eˆtre faites sur les
re´sultats.
– Le codage des images de chrominance par re´gions
permet d’atteindre des forts taux de compression.
– L’influence du parame`tre CoefChrom sur le
nombre de re´gions ge´ne´re´es est plus forte pour les
partitions contenant peu de re´gions. Le couˆt du
controˆle s’accroˆıt. En revanche avec beaucoup de
re´gions, son couˆt reste faible compare´ a` celui du
codage des re´gions chromatiques, mais il apporte
toujours un gain significatif du point de vue distor-
sion.
– Lorsque l’on code ensuite l’erreur des images de
chrominance au niveau des blocs dans la partition,
c’est a` dire par le codeur spatial, les re´sultats sont
relativement stables, et assez proches d’un codage
direct (0.12 bpp).
La figure 13 fournit des exemples d’images recons-
truites avec la composante Y originale, et les compo-
santes Cr/Cb code´es re´gions, pour diffe´rents taux de
compression. On peut constater qu’un codage chroma-
tique avec un nombre suffisant de re´gions, permet d’ob-
tenir une qualite´ acceptable de reconstruction dans un
contexte bas de´bit, e´vitant ainsi le codage de l’erreur par
le codeur spatial. On notera e´galement la relative sta-
bilite´ du nombre de re´gions re´sultantes pour diffe´rentes
images.
CoefChrom = 2.0 CoefChrom = 1.0 CoefChrom = 0.5
ThCost = 100,
50 Re´gions 81 Re´gions 189 Re´gions
ThCost = 50,
178 Re´gions 201 Re´gions 304 Re´gions
ThCost = 25,
692 Re´gions 713 Re´gions 800 Re´gions
Fig. 11 : Re´sultats de segmentation en fonction des pa-
rame`tres ThCost et CoefChrom sur image “Bar-
bara”.
5.3 Codage par re´gions contraintes par
masques
Cette technique de controˆle par la chrominance a e´te´
e´tendue tre`s simplement pour contraindre la segmenta-
tion a` toute forme binaire d’objet donne´. Cette solution
s’ave`re par exemple ne´cessaire lorsque la ROI est de´ja`
de´finie au codeur de manie`re manuelle ou automatique
(principe du VOP de forme quelconque dans MPEG-
4). Le partitionnement initial de l’image inclut alors le
masque binaire de l’objet. La segmentation s’effectue
alors sous le controˆle de la forme, afin de garantir des
re´gions soit entie`rement externes, soit entie`rement in-
ternes a` l’objet. Celui-ci est alors de´signe´ par l’ensemble
des re´gions qui le composent. Le proce´de´ est illustre´ fi-
gure 14, avec un rehaussement de qualite´ applique´ uni-
quement dans l’objet.
6 Conclusion et perspectives
Le sche´ma de codage “simple” du LAR pre´sente´
initialement dans cet article s’appuie sur une
repre´sentation a` taille de blocs variable. Ce codec
a` deux couches de faible complexite´ autorise no-
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Baboon Peppers Fruits Lena
ThCost = 100,
444 Re´gions 424 Re´gions 231 Re´gions 161 Re´gions
ThCost = 200,
40 Re´gions 49 Re´gions 39 Re´gions 24 Re´gions
Fig. 12 : Re´sultats de segmentation sur “Baboon”, “Fruits” et “Lena” (CoefChrom = 0.5).
a)“Barbara”, Cr+Cb : 16 bpp b) Cr+Cb code´e codeur spatial : c) Cr+Cb code´e avec 800 re´gions,
0.12 bpp, taux compression = 133 ThCost = 25, CoefChrom = 0.5 :
0.044 bpp, taux compression = 364
d) Cr+Cb code´e avec 304 re´gions, e) Cr+Cb code´e avec 81 re´gions, f) Cr+Cb code´e avec 50 re´gions,
ThCost = 50, CoefChrom = 0.5 : ThCost = 100, CoefChrom = 1 : ThCost = 100, CoefChrom = 2 :
0.035 bpp, taux compression = 457 0.0043 bpp, taux compression = 3720 0.0030 bpp, taux compression = 5333
Fig. 13 : Codage des chrominances par re´gions
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JPEG2000 : 0.17 bpp LAR : 0.17 bpp (Quadtree : 0.03 Masque binaire ROI
Y : 0.11, Cr/Cb Reg : 0.03)
90 Re´gions (21 dans ROI) ROI rehausse´e seule : 0.68 bpp Basse re´solution + ROI : 0.22 bpp
Fig. 14 : Codage par ROI sur image “Akiyo” avec contraintes de chrominance et masque binaire.
tamment un codage progressif se´mantique : zones
homoge`nes ou contours.
Nous avons ensuite de´veloppe´ une approche unique
de repre´sentation en re´gions dans un sche´ma de codage.
Graˆce aux bonnes proprie´te´s de l’image produite par le
codeur spatial, notamment l’inte´grite´ des contours, nous
avons mis en place un proce´de´ de segmentation efficace
a` partir de cette seule image bas de´bit. Le re´sultat four-
nit une description hie´rarchique de l’image en re´gions
de bonne qualite´ d’un point de vue repre´sentation de la
sce`ne, et surtout sans couˆt supple´mentaire de descrip-
tion des formes.
Un important atout de notre sche´ma de
repre´sentation tient dans sa partition initiale en
blocs, a` la base des re´gions forme´es. Il s’ensuit une
ade´quation parfaite entre forme et contenu des re´gions.
Une application imme´diate re´side dans le codage
par re´gions d’inte´reˆt dans l’image : la description de
celles-ci entraˆıne alors un couˆt quasi-nul, et le contenu
d’une ROI donne´e peut eˆtre directement et simplement
rehausse´ a` l’aide du codeur spectral.
L’introduction d’un controˆle de la segmentation par
l’information chromatique permet d’obtenir un sche´ma
de codage tre`s efficace tant du point de vue taux de com-
pression que de la qualite´ des images reconstruites. En
effet, l’introduction du codage par re´gions des images de
chrominance autorise des taux de compression ine´gale´s,
par comparaison aux techniques classiques.
En de´finitive, l’ensemble de l’approche fournit une
technique globale et cohe´rente pour un codage progres-
sif des images couleur. Cet outil permet e´galement la
manipulation et la compression au niveau re´gions.
Actuellement, un nouveau champ de de´veloppement
porte sur le remplacement de l’espace couleur actuel par
un espace psychovisuel de repre´sentation des couleurs
[29, 30]. Celui-ci se particularise par une inte´gration des
de´pendances perceptuelles entre la composante achro-
matique (A) et les composantes chromatiques (C1C2)
[31].
D’autres travaux en cours sur le codec LAR
concernent son adaptation a` la vide´o et au codage mul-
tire´solution avec et sans pertes, son inte´gration pour
de l’e´lectronique embarque´e (cibles DSP et FPGA), et
enfin son imbrication dans des chaˆınes de transmis-
sions nume´riques troisie`me (UMTS) et quatrie`me (MC-
CDMA) ge´ne´rations.
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