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Abstract. This paper presents a novel global thresholding algorithm for the
binarization of documents and gray-scale images using Cross-Entropy Cluster-
ing. In the first step, a gray-level histogram is constructed, and the Gaussian
densities are fitted. The thresholds are then determined as the cross-points
of the Gaussian densities. This approach automatically detects the number of
components (the upper limit of Gaussian densities is required).
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1. Introduction
Segmentation of images into homogeneous regions is an important part of the ongoing
research in computer vision. The process of binarization is a common step during the
various methods of image representation techniques [1] and plays a very important
role in a large variety of tasks in pattern recognition, computer vision, image and
video retrieval [2].
Thresholding techniques can be categorized into two classes: global and local.
The global algorithms use a single threshold, while the local binarization algorithms
compute a separate threshold for each pixel based on its neighborhood.
In this paper a new global thresholding algorithm will be presented. It is based on
the Cross-Entropy Clustering (CEC) algorithm [3] which uses the classical Shannon
Entropy Theory [4] and the Minimum Description Length Principle [5].
1 The work of this author was supported by the Polish National Centre of Science Grant No.
2013/09/N/ST6/01178.
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There are several global thresholding methods widely used in practice. The most
successful is the Otsu method [6, 7] which takes the intensity of pixels in gray-level
pictures into account, and divides them into two groups by maximizing the between-
class variance. The Otsu method has the tendency to divide the data into two groups
of similar sum of squares within the cluster, and therefore it does not cope well
with the case of prevailing number of elements from the background compared to the
foreground. In such a case the Otsu threshold has the tendency to place the barrier
too far into the foreground (since the background is usually more concentrated and
consists of more points). Consequently, after Otsu thresholding, some important
details are lost, which can be of crucial importance in further processing.
Other traditional approaches use: valleys of the histogram [8], median of the
histogram [9], entropy functions [10, 11], iterative methods [12] or same first three
moments [13] for the choice of thresholding borders. They have similar limitations –
all of them consider a fixed threshold value according to the gray-level histogram and
cannot process images whose histograms are nearly unimodal, especially when the
target region is much smaller and low-contrasted respective to the background area.
An effective and adaptive approach to background subtraction is to construct
a statistical model which represents the probabilistic distribution of the pixel’s color
intensity. Kittler and Illingworth [14] present an algorithm based on fitting a mix-
ture of Gaussian distributions. It therefore transforms the binarization problem into
a minimum-error Gaussian density fitting problem. Similarly, in [12] the iterative
thresholding based on two-class Gaussian mixture models is presented. It adapted
a single Gaussian to represent the background model [15]. A more advanced applica-
tion of GMM in image thresholding is presented in [16] where the authors construct
an algorithm which automatically detects the number of components.
In this paper a thresholding method which uses Cross-Entropy Clustering instead
of GMM is presented. The idea of using the CEC algorithm for thresholding problems
was mentioned in [3]. This approach has several advantages over the classical GMM
methods. In the case of two class binarization all possible thresholds can be verified,
like in the Otsu algorithm, and consequently the method does not depend on initial
conditions. For multiclass thresholding, only the upper bound of the number of
components is required. The algorithm automatically reduces unnecessary clusters.
This paper is arranged as follows. In the next section the basic idea of CEC, and
the possible adaptation of the algorithm to image thresholding, are presented. In the
third section, the application and comparison of different methods is shown.
2. Cross-Entropy Clustering
In this section, CEC will be described by comparison to the well-known Expectation
Maximization method which is used in the GMM approach. Let it be recalled that
in general EM aims at finding p1, . . . , pk ≥ 0,
∑k
i=1 pi = 1 and f1, . . . , fk Gaussian
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densities (where k is given beforehand) such that the convex combination
f := p1f1 + . . . pkfk
optimally approximates the scatter of the data X = {x1, . . . , xn} with respect to the
MLE cost function
MLE(f,X) := −
n∑
l=1
ln(p1f1(xl) + . . .+ pnfn(xl)). (1)
The optimization in EM consists of the Expectation and Maximization steps. While
the Expectation step is relatively simple, Maximization usually needs complicated
numerical optimization.
On the other hand, the goal of CEC is to minimize another cost function, which is
a small modification of the one given in (1) by substituting the sum with a maximum:
CEC(f,X) := −
n∑
l=1
ln(max(p1f1(xl), . . . , pnfn(xl))). (2)
However, instead of focusing on the density estimation as its first aim, CEC concerns
the clustering.
To explain CEC applied to image histogram thresholding, let a set of possible
gray-scale colors X = {0, . . . , 255} be considered. As the histogram, the function
h : X → R such that h(x) is a number of occurrences of pixels with color x ∈ X,
is understood. In the following calculations only the colors which exist in the image
X¯ = {x ∈ X : h(x) 6= 0} are considered. In such a case
mean(X¯;h) :=
∑
x∈X¯
h(x) · x, var(X¯;h) :=
∑
x∈X¯
h(x) · (x−mean(X¯))2
are used as estimators for mean and variance. Now the cost function, for the purpose
of minimization, can be introduced:
E(X1, . . . , Xk, h) =
k∑
i=1
pi ·
(
− ln(pi) + 1
2
ln(2pie) +
1
2
ln(σ2i )
)
,
where σ2i = var(Xi;h), pi =
|Xi|
|X¯| and X¯ = X1 ∪ . . . ∪Xk.
Detailed description of Cross-Entropy Clustering may be found in [3].
Consequently, for the purpose of minimizing the cost function, the greedy algo-
rithm can be applied, and all the possible thresholds in the histogram can be verified
(similarly to the Otsu method). In general, it is not possible to do it using GMM,
which is a fuzzy method. The algorithm for greedy CEC with one threshold is pre-
sented in Algorithm 1.
Single-level binarization is well suited for images with clear foreground–
background relationships [17]. In some situations, images contain more then only
two different types of elements. Consequently, multilevel thresholding is needed [18].
An example of multilevel thresholding is presented in Fig. 2. It is easy to see
that the histogram (see Fig. 1) contains three segments which are connected with
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Algorithm 1 (CEC greedy approach):
input
histogram h : [0, 255]→ R
E =∞, threshold = 0
for i ∈ [0, . . . , 255], h(i) 6= 0 do
σ1 = var(1, . . . , i;h), σ2 = var(i+ 1, . . . , 255;h), p1 =
i
255 , p2 =
255−i
255 .
if E({0, . . . , i}, {i+ 1, . . . , 255}, h) < E then
E = E({0,. . . ,i}, {i+1,. . . ,255 } ,h)
threshold = i+(i+1)2
end if
end for
Figure 1. Multilevel binarization of the H04 image.
different parts of the image: the background, the gray letters in the title and the
black lettering. Consequently, to extract all components, two thresholds are needed
instead of one.
The greedy approach to the CEC algorithm can easily be extended onto multiple
thresholds. Unfortunately, this approach is very time consuming in the case of a large
number of components. In such a situation, the classical Cross-Entropy Algorithm
can be used for extracting the components [3]. This approach reduces the number of
components and finds the optimal number of thresholds.
3. Experimental results
Table 1. Thresholds chosen by CEC, Otsu, GMM and Max Entropy.
Method
Image
H01 H02 H03 H04 H05 P01 P02 P03 P04 P05
CEC 170 185 171 179 204 140 151 172 185 130
Otsu 153 134 151 154 178 135 124 146 140 14
GMM 172 0 176 180 0 150 158 174 0 147
ME 165 165 154 91 116 138 152 178 154 14
In this section, the results of the CEC binarization are presented and compared
with the Otsu, GMM and Maximum Entropy (ME) [11] methods. The algorithms
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(a) original image (b) lower section
(c) middle section (d) upper section
Figure 2. Multilevel binarization of the P03 image.
(a) Original (b) Gold standard thresholding
(c) CEC (d) Max Entropy
(e) Otsu (f) GMM
(g) Histogram
Figure 3. Handwritten text binarization comparison (H01).
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Table 2. Comparison of the results according to precision, recall and MCC.
CEC Otsu GMM ME
H01
precission 0.7109 0.9263 0.6505 0.7880
recall 0.9952 0.9006 0.9976 0.9868
MCC 0.8286 0.9072 0.7898 0.8727
H02
precission 0.2662 0.7779 0.9990 0.4733
recall 0.9922 0.9393 0.2816 0.9793
MCC 0.4979 0.8513 0.5262 0.6721
H03
precission 0.5147 0.7178 0.4496 0.6911
recall 0.9973 0.9752 0.9987 0.9804
MCC 0.6790 0.8172 0.6244 0.8018
H04
precission 0.1765 0.2471 0.1740 0.8201
recall 0.9995 0.9894 0.9996 0.7137
MCC 0.3335 0.4297 0.3294 0.7479
H05
precission 0.1382 0.1622 1.0000 0.6969
recall 0.9991 0.9617 0.0000 0.7653
MCC 0.3223 0.3501 0.0051 0.7191
P01
precission 0.7765 0.8331 0.6408 0.7999
recall 0.9840 0.9694 0.9963 0.9786
MCC 0.8554 0.8839 0.7674 0.8678
P02
precission 0.8326 0.9686 0.7670 0.8250
recall 0.9991 0.9644 0.9997 0.9993
MCC 0.8876 0.9578 0.8400 0.8823
P03
precission 0.9250 0.9815 0.9146 0.8889
recall 0.9827 0.9552 0.9843 0.9869
MCC 0.9436 0.9618 0.9379 0.9230
P04
precission 0.4817 0.7235 1.0000 0.6606
recall 0.9999 0.9594 0.0003 0.9870
MCC 0.6490 0.8115 0.0165 0.7819
P05
precission 0.7212 0.8736 0.4822 0.9736
recall 0.9824 0.9106 0.9990 0.9106
MCC 0.8116 0.8729 0.6269 0.8729
are applied to real images and compared according to precision, recall and Matthews
Correlation Coefficient [19]. Both precision and recall are in the range [0, 1], where
1 indicates perfect partition. MCC is defined in the range [−1, 1], where 1 indicates
perfect partition, 0 – partition close to random and −1 means total disagreement
between the received partition and the desired one. The results are compared with
the gold standard thresholding as given in the DIBCO 2009 contest (http://users.iit.
demokritos.gr/∼bgat/DIBCO2009/).
Figures 3 and 4 show the results of Otsu, GMM, Maximum Entropy and CEC
on images of handwriting [20]. The histograms printed along with the resulting im-
ages compare the thresholds chosen by the algorithms. The overall comparison of
the thresholds for all images from DIBCO2009 contest can be found in Table 1 and
comparison of results in Table 2.
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(a) Original (b) Gold standard thresholding
(c) CEC (d) Max entropy
(e) Otsu (f) GMM
(g) Histogram
Figure 4. Printed text binarization comparison (P05).
As can be seen in the results, CEC always chooses a higher threshold than Otsu
and usually higher or comparable to those chosen by ME. This means that more noise
may be left in the resulting image, which causes more false positive classifications.
On the other hand, more pixels are classified as foreground, therefore, there is a lower
risk of false negative classifications. This means that CEC should have a higher recall
than Otsu and ME, but lower precision. The thresholds given by CEC and GMM are
very similar.
The Matthews Correlation Coefficient is a balanced measure, so it fits the domain
well, as the foreground and background clusters are usually of very different sizes.
According to MCC, CEC is better than GMM, but Maximum Entropy provides the
best classifications of the four methods tested.
4. Summary
Cross-Entropy Clustering can be seen as a good thresholding algorithm, which at-
tempts to match the results of the GMM methods while preserving the simplicity of
the algorithm, like Otsu does. As CEC chooses the thresholds more aggressively than
Otsu, it is a better option for those images in which every detail is important.
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Consequently, CEC algorithm is a good tool which can by successfully used as
a preprocessing step in more complicated image processing procedures.
The implementation of CEC algorithm as a plug–in for ImageJ is available on page
http://ww2.ii.uj.edu.pl/∼spurek/imageJ/CECMultilevelThresholding/CECMultilevel
Thresholding.html.
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