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Abstract
The Bott class of transversely holomorphic foliations is studied. We 3rst introduce a formula which relates
the Bott class and the Godbillon–Vey class. Then a ‘localizable part’ of the Bott class is de3ned. It is indeed
localizable and written in terms of the Godbillon measure studied by Heitsch and Hurder. The above-mentioned
formula is reviewed in terms of localizable parts. Finally, complex codimension-one foliations are considered.
A version of residue is introduced and it is shown that the Bott class is ‘localized’ near the Julia set in the
sense of Ghys–Gomez-Mont–Saludes. Some examples of calculation of the residue are presented.
? 2003 Elsevier Ltd. All rights reserved.
MSC: Primary 57R30; Secondary 32S65; 57R32
Keywords: Foliations; Transverse holomorphic structures; Characteristic classes; Bott class; Localization; Residue
0. Introduction
Secondary characteristic classes such as the Godbillon–Vey class play a signi3cant role in the
theory of foliations. In studying characteristic classes, it is very important to 3nd ‘on which part
of the foliated manifold the class exists’. In this paper, we discuss this problem for transversely
holomorphic foliations, especially in the case where complex codimension is equal to one.
For real foliations, this problem is studied by Duminy, Heitsch–Hurder, et al. The most important
characteristic class is the Godbillon–Vey class, which is de3ned as follows. Let F be a foliation of
a manifold M , of real codimension n. Denote by TF the set of vectors tangent to the leaves, and
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set Q(F) = TM=TF. For simplicity assume that F is transversely orientable, that is, the bundle∧n Q∗(F) is the trivial line bundle. Then there is a trivialization, say, ! of ∧n Q∗(F). This is an
n-form such that TF = ker! = {X ∈TM |–X! = 0}, where –X denotes the inner product by X . By
Frobenius’ theorem, there exists a 1-form, say, 
 such that d!=2
∧!. The Godbillon–Vey class
is by de3nition the cohomology class represented by 
 ∧ (d
)n and denoted by GVn(F).
In real codimension-one case, there is a following signi3cant result of Duminy [13] (see also
Cantwell–Conlon [10]).
Theorem D (Duminy): Let F be a real codimension-one foliation of a closed manifold M , then
the Godbillon–Vey class can be localized to an open neighborhood of the union of the resilient
leaves. In particular, the Godbillon–Vey class is non-trivial only if there is a resilient leaf.
Here a leaf of a foliation is said to be resilient if it has a contracting holonomy which attracts
the leaf itself. It is known that resilient leaves have exponential growth. Thus the above theorem
implies that if the Godbillon–Vey class is non-trivial, then there is a leaf of exponential growth.
One of the key points in the proof of the above theorem is considering the Godbillon–Vey class
as a measure de3ned on the -algebra of Lebesgue measurable saturated sets. Another point is the
analysis of this measure by using the structure of minimal sets, in particular, its classi3cation.
To 3nd an appropriate version of the above theorem for higher codimensional foliation is one
of the most important problems. In this line, Heitsch–Hurder developed the theory of Godbillon
measure, and obtained the following:
Theorem HH (Duminy [13], Heitsch–Hurder [21]): Let F be a real foliation of a closed manifold
M , of real codimension n. Denote by B(F) the -algebra of Lebesgue measurable saturated sets.
Then there is a measure, called the ‘Godbillon measure’, on B(F) from which one can de8ne
elements GVn(F)B of H 2n+1(M) for B∈B(F) in a way such that
(1) GVn(F)B = 0 if B∈B(F) and if B is of Lebesgue measure zero,
(2) If B=
∑∞
i=0 Bi with Bi ∈B(F), then GVn(F)B =
∑∞
i=0 GVn(F)Bi ,
(3) GVn(F)M =GVn(F), where the right-hand side is the original Godbillon–Vey class.
The classes GVn(F)B as above are called the localization of the Godbillon–Vey class to B in
the sense of Heitsch–Hurder. One of the most important facts used to show this theorem is that the
Godbillon–Vey class is naturally represented by a diMerential form of maximal transverse degree,
namely, a diMerential form locally written as ! ∧ dy1 ∧ dy2 ∧ · · · ∧ dyn, where (y1; : : : ; yn) is any
local coordinate in the transversal direction.
In the case of transversely holomorphic foliations, there is a complex secondary class de3ned
in a similar way to the Godbillon–Vey class (see Bott [8], also Chern–Simons [11]). Let F be a
transversely holomorphic foliation of complex codimension q. Let Q˜(0;1)(F) be the complex sub-
bundle of TM ⊗C locally spanned by leaf tangent vectors and 99 Oz1 ; : : : ; 99 Ozq , where (z1; : : : ; zq) is any
local holomorphic coordinate in the transverse direction. The complex bundle Q(1;0)(F) = TM ⊗
C =Q˜(0;1) is called the complex normal bundle of F. Assume that
∧q Q(1;0)(F)∗ is trivial, then
there is a trivialization, say, !. It is a q-form such that Q˜(0;1)(F) = ker!, and it follows from the
Frobenius-Nierenberg theorem [12] that there is a 1-form 
 such that d!=2
√−1
∧!. The coho-
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mology class represented by 
 ∧ (d
)q is called the Bott class and denoted by Bottq(F). Note that
unlike the real case, the triviality of
∧q Q(1;0)(F)∗ is essential. Indeed, the Bott class is well-de3ned
only if this bundle is trivial and there exist foliations with
∧q Q(1;0)(F)∗ being non-trivial (cf. The-
orem 1.7 and Example 2.5).
Even if
∧q Q(1;0)(F)∗ is non-trivial, the imaginary part of the Bott class is well-de3ned (see
Section 1 for a precise de3nition). It has for example the following properties: 3rst, it is of the
lowest degree among the secondary classes. If the complex codimension is equal to q, then the
Godbillon–Vey class is of degree 4q + 1, while the imaginary part of the Bott class is of degree
2q+ 1. Second, the Godbillon–Vey class of transversely holomorphic foliations are obtained as the
product of the imaginary part of the Bott class and the 3rst Chern class of the complex normal bundle
(Theorem 1.7). Finally, the Godbillon–Vey class is rigid in the category of transversely holomorphic
foliations (Theorem 4.2) while the imaginary part of the Bott class is variable ([5], cf. Example
6.1). Together with the similarity of the de3nition, these facts indicate that the imaginary part of the
Bott class is the most fundamental class for transversely holomorphic foliations. A version of the
Heitsch–Hurder theorem for transversely holomorphic foliations will be formulated thus in terms of
the imaginary part of the Bott class. But there is an important diMerence between the imaginary part
of the Bott class and the Godbillon–Vey class. Namely, natural representatives of the Godbillon–
Vey class are of maximal transverse degree while those of the Bott class and its imaginary part
are the sum of diMerential forms of transverse degree from q to 2q. For this reason, the so-called
the foliated cohomology will be introduced to formulate ‘transverse degree-q part’. The cohomology
of diMerential forms of transverse degree at least r is denoted by H ∗(r)(M;F), and the relative
cohomology obtained by ignoring diMerential forms of transverse degree greater than r is denoted by
H ∗(r; r+1)(M;F). Intuitively speaking, H
∗
(r; r+1)(M;F) is the cohomology of transverse degree r-forms
(see Section 3 for details). Given a transversely holomorphic foliation, one can naturally choose a
representative of the 3rst Chern class of the complex normal bundle whose transverse degree is at
least one. Hence an element, denoted by Ch1(F), of H 2(1)(M;F) is determined. It can be shown
as in Lemma 1.3 of [21] that this class does not depend on the choice of connections. The class
Ch1(F) is called the foliated 3rst Chern class.
A localization theorem (in the sense of Heitsch–Hurder) is now as follows:
Theorem 1. Let B(F) be the -algebra of Lebesgue measurable saturated sets. Naturally associ-
ated with the imaginary part of the Bott class, there is a class, denoted by q(F), in H
2q+1
(q;q+1)(M;F)
with the following properties:
(1) The induced mapping q(F)∨ :H ∗(q)(M;F) → H ∗(M) admits localization in the sense of
Heitsch–Hurder. In fact, these localizations are written in terms of the Godbillon measure.
(2) Let Ch1(F) be the foliated 8rst Chern class and q(F)∨B be the localized mapping given by
(1), where B∈B(F). If we denote by GV2q(F)B the localization of the Godbillon–Vey class
in Theorem HH, then GV2q(F)B = ((2q)!=q!q!)q(F)∨B (Ch1(F)q).
(3) q(F) is rigid under deformations of transverse complex structures.
In order to establish a version of Duminy’s theorem for complex codimension-one foliations, it is
necessary to 3nd a good description of minimal sets, but almost nothing is known at present. The
Julia set de3ned by Ghys et al. [14] can be considered as an approach to this problem. There are
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however some diRculties which we have to overcome. For example, some foliations entirely consist
of the Julia sets even though they are transversely Hermitian. One of the ways to rule them out is
to consider the characteristic classes because they vanish in such cases. There are two secondary
classes for complex codimension-one foliations: the Godbillon–Vey class and the imaginary part of
the Bott class. If the complex normal bundle is trivial, we can de3ne in addition the Bott class.
As in the case of Theorem 1, we expect that the imaginary part of the Bott class plays a similar
role to the Godbillon–Vey class. Indeed, a residue of the imaginary part of the Bott class will be
introduced (Section 5) and an analogue of Duminy’s theorem is formulated as follows. Recall that
H 3(1;2)(M;F) is intuitively the cohomology of transverse degree 1-forms.
Theorem 2. Let F be a transversely holomorphic foliation of a closed manifold, of complex codi-
mension one. Then we have the following:
(1) The imaginary part of the Bott class, denoted by 1(F), is completely determined by the
residue res∗J 1(F) which depends only on the Julia set J and the behavior of F near J . The
class 1(F) is trivial if J is empty.
(2) Associated with the imaginary part of the Bott class, an element, denoted by 1(F), of
H 3(1;2)(M;F) is naturally de8ned. The class 1(F) can be viewed as an element of
Hom(H ∗(1)(M;F); H
∗+3(M)). If we denote by 1(F)∨ this mapping, then 1(F)∨ is localized
to each component Ji of J . Here localization is in the sense of Heitsch–Hurder.
(3) If the mapping 1(F)∨M given by (2) is non-trivial, then at least one of the Julia components
contains leaves of exponential growth. More precisely, if the mapping 1(F)∨Jr is non-trivial,
then Jr contains leaves of exponential growth.
(4) The class 1(F) is rigid under deformations of transverse holomorphic structures.
This paper is organized as follows. First of all, we recall de3nitions to 3x notations. In Section
2, we introduce a certain S1-bundle and show some relationship between the Bott class and the
Godbillon–Vey class. In Section 3, we introduce the localizable part of the Bott class as the ‘trans-
verse degree-q’ part. This part is formulated in terms of the foliated cohomology. Theorem 1 except
the part (3) is shown separately in this section (Corollary 3.7, Proposition 3.13, Lemma 3.15 and
Corollary 3.16).
In Section 4, several notions of deformations of foliations are reviewed, and some rigidity results
containing the part (3) of Theorem 1 are shown. In Section 5, we introduce a residue of the imaginary
part of the Bott class as a modi3cation of the residue of Heitsch (De3nitions 5.4 and 5.5). Theorem
2 is then shown by using this residue (Theorem 5.13). The structural theorems of Ghys et al. [14]
play an essential role in this section.
The 3nal section is devoted to examination of known examples of complex codimension-one
transversely holomorphic foliations. Such examples show that the residue has close relationship to
holonomy of leaves and also to deformations of transverse holomorphic structures.
1. Preliminaries
We recall some notions on transversely holomorphic foliations. Details can be found for example
in [12,15,25] or [2].
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Denition 1.1. A foliation F of a manifold M is said to be transversely holomorphic of complex
codimension q if there is a chart {(Ui × Vi); (xi; zi)}, where xi = (x1i ; : : : ; xri ) (r is the dimension of
the leaves) and zi = (z1i ; : : : ; z
q
i ), with the following properties:
(1) Each Vi is an open subset of C q.
(2) The foliation F restricted to each Ui × Vi is given by {Ui × {z}}z∈Vi .
(3) The corresponding transition functions  ji can be written as  ji(xi; zi)= (’ji(xi; zi);  ji(zi)), where
 ji are local biholomorphic diMeomorphisms.
Such charts and coordinates are called adapted. We denote by Q˜(0;1)(F) the subbundle of TM ⊗
C locally spanned by 9=9xji and 9=9 Ozki (16 j6 r, 16 k6 q). The quotient bundle Q(1;0)(F) =
TM ⊗C =Q˜(0;1)(F) is called the complex normal bundle of F. We denote by Q the projection. As
Q˜(0;1)(F) is involutive, a connection on Q(1;0)(F) is de3ned as follows, namely, given local sections
X of Q˜(0;1)(F) and Y of Q(1;0)(F), we choose a lift Y˜ of Y to TM ⊗C and set ∇X Y = Q[X; Y˜ ].
Any extension of ∇ to TM ⊗C is called a complex Bott connection. It is easy to see that complex
Bott connections always exist.
Remark 1.2. In what follows we consider adapted coordinates when we consider local objects. We
usually omit the indices of xi and zi to avoid Soods of sub- and superscripts.
The Bott vanishing theorem holds in the following form [9]:
Theorem 1.3 (Bott vanishing theorem): Any Chern monomial whose degree as di<erential form is
greater than 2q vanishes as a di<erential form if we use complex Bott connections in calculation.
In view of the above theorem, we set Cq[v1; : : : ; vq] = C [v1; : : : ; vq]=Iq, where we consider the
degree of vi as 2i and Iq is the ideal generated by the monomials of degree greater than 2q. We
de3ne Cq[ Ov1; : : : ; Ovq] by replacing vi with Ovi.
The complex secondary classes are de3ned as follows [8]:
Denition 1.4. We set
WUq = Cq[v1; : : : ; vq]⊗ Cq[ Ov1; : : : ; Ovq] ∧
∧
[u˜ 1; : : : ; u˜ q]:
We equip WUq with the diMerential determined by requiring that du˜ i = vi− Ovi and that dvi =d Ovi =0.
For an index set J = (j1; : : : ; jq) which consists of non-negative integers, we set vJ = v
j1
1 : : : v
jq
q and
|J |= j1 + 2j2 + · · ·+ qjq. We also speak of OvJ in the same way.
Let ∇b be a complex Bott connection and let ∇h be a Hermitian connection, and denote by vi(∇b)
the Chern forms obtained by using ∇b. We set Ovi(∇b) = vi(∇b). One can de3ne by using ∇b and
∇h a diMerential form u˜ i(∇b;∇h) satisfying du˜ i(∇b;∇h) = vi(∇b)− Ovi(∇b) [1,25].
The following fact is well-known.
Theorem-Denition 1.5. The above correspondence de8nes a homomorphism &C from H ∗(WUq) to
H ∗(M ;C) which depends only on the foliationF. We denote &C (!) by !(F), where !∈H ∗(WUq).
294 T. Asuke / Topology 43 (2004) 289–317
The elements of H ∗(WUq) which involve at least one of the u˜ i’s are called complex secondary
classes. The images of secondary classes by &C are also called complex secondary classes.
In what follows, we adopt C as the coeRcient of the cohomology unless otherwise stated.
Among the secondary classes, the following ones are the most important.
Denition 1.6. We de3ne the cocycles q and GV2q by the following formulae:
q =
√−1u˜ 1(vq1 + vq−11 Ov1 + · · ·+ Ovq1);
GV2q =
(2q)!
q!q!
√−1u˜ 1vq1 Ovq1:
We denote again by q and GV2q the classes that they de3ne. The class q is called the imaginary
part of the Bott class, and the class GV2q is called the Godbillon–Vey class.
Usually, the Godbillon–Vey class of a real foliation of real codimension 2q is de3ned by the
formula GV2q = h1c
2q
1 , where h1 and c1 are certain diMerential forms de3ned by using the real
structure of foliation. Essentially, h1 = 
 and c1 = d
, where 
 is de3ned as in the introduction
and n = 2q. It is known that h1 =
√−1u˜ 1 and c1 =
√−1(v1 − Ov1) for transversely holomorphic
foliations [1]. Simple calculations using the relation vq+11 = Ov
q+1
1 = 0 then show that the de3nition of
the Godbillon–Vey class in De3nition 1.6 coincides with h1c
2q
1 .
The Godbillon–Vey class, the imaginary part of the Bott class and the 3rst Chern class of the
complex normal bundle are related by the following formula:
Theorem 1.7 (Asuke [1]). The formula
GV2q =
(2q)!
q!q!
q(Chern1)q
holds in H ∗(WUq), where Chern1 = (v1 + Ov1)=2.
Note that Chern1 corresponds to the 3rst Chern class of Q(1;0)(F).
Proof. The following equation holds because vq+11 = Ov
q+1
1 = 0;
q(Chern1)q =
√−1u˜ 1(vq1 + vq−11 Ov1 + · · ·+ Ovq1)
(
v1 + Ov1
2
)q
=
√−1u˜ 1vq1 Ovq1:
The formula follows by comparing this equation with the de3nition of GV2q.
Remark 1.8. If the Bott class is well-de3ned, then q(F)=−2 Im Bottq(F). Here Bottq(F) denotes
the Bott class, which we de3ne below.
Suppose now that Chern1(F) is trivial, then by 3xing a trivialization  of the line bundle∧q Q(1;0)(F)∗, we can de3ne a diMerential form u1(∇b; ) such that du1(∇b; )=v1(∇b). Hence the
diMerential form u1(∇b; )vJ (∇b), where |J |= q, de3nes a cohomology class, which is independent
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of the choice of Bott connections. We denote it by u1vJ (F; ). This class depends in general on
the choice of trivializations, but the class u1v
q
1(F; ) does not.
Denition 1.9. We denote by Bottq(F) the class u1v
q
1(F; ) and call it the Bott class.
This de3nition is known to coincide with the one in the introduction using a trivialization of∧q Q(1;0)(F)∗.
2. A relation between the Bott class and the Godbillon–Vey class
In this section, we establish a relation between the Bott class and the Godbillon–Vey class of
transversely holomorphic foliations by using a certain circle bundle. The Bott class is a kind of
‘framed classes’, namely, secondary classes de3ned for foliations with trivialized complex normal
bundles. But the Bott has the special property that it is well-de3ned if the bundle
∧q Q(1;0)(F) is
trivial, where q is the complex codimension. In view of this fact, we introduce the following:
Denition 2.1. Let M be a manifold equipped with a transversely holomorphic foliation F. We
denote by M ◦ the circle bundle over M associated to the 3rst Chern class Chern1(F) of Q(1;0)(F)
and by  the projection. The foliation of M ◦ obtained as the pull-back of F is denoted by F◦.
Remark 2.2. The bundle M ◦ remains isomorphic even if we deform the foliation continuously be-
cause they depend only on Chern1(F). Note also that F can be seen as a foliation obtained from
F◦ by taking the quotient by the natural S1-action, which is leaf preserving.
By construction,
∧q Q(1;0)(F) is trivial when pulled-back to M ◦. As the pull-back of ∧q Q(1;0)(F)
is nothing but
∧q Q(1;0)(F◦), Bottq(F◦) is well-de3ned and thus its relations with GV2q(F) via pro-
jection can be discussed. For this purpose, 3rst we construct a natural trivialization of
∧q Q(1;0)(F◦)
as follows. Assume for a while that Chern1(F) is non-trivial. We 3x a locally 3nite adapted open
covering {Ui×Vi}i of M , then the transition functions  ji are written as  ji(xi; zi)=(’ji(xi; zi);  ji(zi)),
where  ji’s are holomorphic. We denote by  ′ji the matrix obtained by diMerentiating  ji by zi (note
that zi is not a single valuable if q¿ 1). The bundle M ◦ is obtained by gluing the open sets
{Ui × Vi × S1}i by the mappings de3ned by the formula (xj; zj; wj) = (’ji(xi; zi);  ji(zi); gji(zi)wi),
where gji(zi) = det  ′ji(zi)=|det  ′ji(zi)| and S1 is considered as the unit circle in C .
On the other hand, it is easy to construct a family of local q-forms ai(dzi)q such that each ai is
a positive real-valued smooth function and that aj ◦  ji|det  ′ji| = ai, where (dzi)q = dz1i ∧ · · · ∧ dzqi
(cf. [3]). The local q-forms (1=wi)ai(dzi)q de3ne a nowhere vanishing global form on M ◦, which is
denoted by ,.
If Chern1(F) is trivial, then there is a trivialization  of
∧q Q(1;0)(F)∗ such that Q˜(0;1)(F)=ker .
We set , = (1=w)∗, where  is the projection from M ◦ to M .
The main purpose of this section is to show the following:
Theorem 2.3. Let (M;F) be a transversely holomorphic foliation of complex codimension q. Let
M ◦, F◦ and  as in De8nition 2.1, then (M ◦;F◦) has the following properties, namely,
(1) Chern1(F◦) is trivial, Bottq(F◦) is well-de8ned and GV2q(F◦) is trivial.
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(2) We have the formulae
!(u1vJ (F◦; ,)) = !( Ou 1 OvJ (F◦; ,)) =−vJ (F);
!(
√−1u1 Ou 1vJ OvK(F◦; ,)) =−
√−1u˜1vJ OvK(F);
where |J |= |K |= q and ! denotes the integration along the 8ber. In particular,
!(Bottq(F◦)) = !(Bottq(F◦)) =−Chern1(F)q;
!(
√−1Bottq(F◦) · Bottq(F◦)) =−GV2q(F):
(3) If GV2q(F) is non-trivial, then both the real and the imaginary parts of Bottq(F◦) are
non-trivial. The class q(F) is not of the form x · Chern1(F), where x∈H 2q−1(M).
Proof. First, as
∧q Q(1;0)(F◦)∗ is trivial, Chern1(F◦) is trivial and hence Bottq(F◦) is well-de3ned.
The triviality of GV2q(F◦) follows from Theorem 1.7.
To show the formulae in (2), 3rst we note that it suRces to work on
∧q Q(1;0)(F)∗ to compute
u˜ 1 and u1 because they are given by taking the trace of the connection matrices. Let {ai(dzi)q} be
the local q-forms used to de3ne ,, and let h be a Hermitian metric on Q(1;0)(F) which induces on∧q Q(1;0)(F)∗ the metric locally given by a2i (dz)q⊗(d Oz)q. We 3x on Q(1;0)(F) a Bott connection ∇b
and a Hermitian connection ∇h for h. Let ∇′b and ∇′h be the induced connections on
∧q Q(1;0)(F)∗,
respectively, by ∇b and ∇h. Finally we set ∇◦b = ∗∇b. We see from the de3nition of complex
Bott connections that there is a collection {.i} of 1-forms of the form .i = fi dzi such that ∇′b
is given by the local 1-forms −dai=ai + .i with respect to the local trivialization given by ei =
(1=ai)(9=9z1i )⊗ · · · ⊗ 9=9zqi . We set (
M )i =−dai=ai + .i. Since ei is a local orthonormal basis, the
corresponding connection form of ∇′h is skew-Hermitian. As u˜ 1 can be calculated by using traces,
u˜ 1(∇b;∇h) = −1=2
√−1(
M + 
M ). Note that the right-hand side is now a globally well-de3ned
1-form which is locally equal to −1=2√−1(−2 dai=ai + .i + O.i). The diMerential form u1(∇◦b ; ,) is
by de3nition given as the trace of the diMerence of ∇◦b and the Sat connection with respect to ,.
We use ei again as a local trivialization of
∧q Q(1;0)(F◦)∗, then the trace of the connection form
of ∇◦b is simply obtained by pulling back 
M . On the other hand, the Sat connection is given by
−dwi=wi. Therefore, if we set 
M◦ = dwi=wi − dai=ai + .i, then this is a well-de3ned 1-form on M ◦
and u1(∇◦b ; ,) =−1=2
√−1
M◦ . Note that 
M◦ = 
M + dwi=wi.
Thus the class u1vJ (F◦; ,) is locally given by the diMerential form −1=2
√−1(−dai=ai+dwi=wi+
.i) ∧ ∗vJ (∇b). Since the only term that contains dwi is dwi=wi ∧ ∗vJ (∇b), the integration of the
class u1vJ (F◦; ,) along the 3ber is represented by the diMerential form∫
S1
−1
2
√−1
dwi
wi
∧ vJ (∇b);
which is equal to −vJ (∇b). Note that the integrand is globally well-de3ned since |J | = q. As the
Chern class is a real class, the 3rst formula in (2) is proved.
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The second formula in (2) is now shown as follows. As |J |= |K |= q, we have
√−1(u1 Ou 1vJ OvK)(∇◦b ; ,) =
√−1
(2)2

M◦ ∧ 
M◦vJ (∇◦b) OvK(∇◦b)
=−∗
(√−1
(2)2
(
M + 
M )vJ (∇b) OvK(∇b)
)
∧ dw
w
=−∗(√−1(u˜ 1vJ OvK)(∇b;∇h)) ∧ 1
2
√−1
dw
w
:
Since the classes u1 Ou 1vJ OvK(F◦; ,) and u˜ 1vJ OvK(F) do not depend on the choice of connections, we
obtain the formula by integrating the above equality.
In order to show (3), we write Bott(F◦) = 1(F◦)− 12
√−1q(F◦), then Bott(F◦) · Bott(F◦) =√−11(F◦)∧ q(F◦). The 3rst claim immediately follows from this. Suppose that q(F) is written
as x · Chern1(F), then ∗q(F) = 0. But it is impossible because ∗q(F) = q(F◦).
By similar arguments, the following can be shown. As they are not used in the following, we do
not get into details.
Remark 2.4.
(1) If Chern1(F) is non-trivial, then one can construct similar bundles as M ◦ by replacing Chern1(F)
with mChern1(F), where m is an integer. Assuming that |m|6 q, similar formulae as in Theorem
2.3 can be shown. In particular, !(u1vJ (F◦; ,)) =−mvJ (F) holds.
(2) If Chern1(F) is trivial, then one can de3ne a series of trivializations ,m, m∈Z for which
!(u1vJ (F◦; ,m)) =−mvJ (F) holds. This implies that the classes u1vJ (F◦; ,m) do depend on
the choice of trivializations if vJ (F) is non-trivial.
Example 2.5 (Asuke [4]). We consider U(q) as a subgroup of SL(q+ 1;C) via the mapping g →
(det g)−1 ⊕ g, and SU(q) as a subgroup of SL(q + 1;C) via the natural inclusion of SU(q) into
U(q). Consider the foliation Fˆ of SL(q+1;C)=SU(q) by the left cosets of the group H de3ned by
H =


∗ ∗ ∗ · · · ∗
0 ∗ ∗ · · · ∗
...
...
...
0 ∗ ∗ · · · ∗


;
namely, the leaf passing through g is given by gH . As H ⊃ U(q), H de3nes also a foliation F of
M , where M=SL(q+1;C)=U(q). Noticing that Chern1(F) is essentially the 3rst Chern class of the
tangent bundle of CPq, we can follow the above construction of M ◦ by using (1=(q+1))Chern1(F)
instead of Chern1(F). By abuse of notation, we denote M ◦ the resulting manifold. The foliation Fˆ
is then obtained as the foliation F◦ of M ◦. Remark that M ◦ can be considered as the ‘3berwise
Hopf 3bration’ over M .
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The class Bottq(Fˆ) is calculated as follows. Let !i;j be the natural basis of gl(q+ 1;C), where
rows and columns are counted from zero. On sl(q+1;C), !0;0+· · ·+!q;q=0. We set ,=!0;1∧· · ·∧
!0; q, then ker,=Q˜(0;1)(Fˆ). It is easy to see that d,=−2!0;0∧, on sl(q+1;C). Hence Bottq(Fˆ)=
c!0;0∧ (d!0;0)q, where c is a non-zero constant. It is shown in [4] that GV2q(F)= c′(!0;0 +!0;0)∧
(d!0;0)q. Hence the class GV2q(F) is certainly obtained by integrating Bottq(Fˆ) · Bottq(Fˆ) along
the 3ber. Note that this construction is invariant under the natural left action of SL(q + 1;C) so
that we can pass into locally homogeneous spaces of the form 4 \ SL(q + 1;C)=U(q). This space
is naturally equipped with a transversely holomorphic foliation F′ induced by F. It is known that
the Godbillon–Vey class of F′ is non-trivial (see [4] for the details).
There is an application of Theorem 2.3(2). Any complex secondary class, say, 1 induces the
discontinuous invariants 1r in the sense of Morita, where r =1; 2; : : : . They are elements of
∧
Q C .
Together with Example 2.5, we have the following corollary which has essentially already appeared
in [24]:
Corollary 2.6 (Morita): Let (M;F) be a transversely holomorphic foliation such that the class
u˜ 1vJ OvJ (F) is non-trivial, where |J |=q. Then the discontinuous invariant (u1vJ )2(F◦; ,) of (M ◦;F◦)
is non-trivial.
Proof. The class (u1vJ )2(F◦; ,) is mapped to (u1vJ )2(F◦; ,) · (u1vJ )2(F◦; ,) by the natural map-
ping
∧
Q C →
∧
R C . The latter is non-trivial by Theorem 2.3.
We refer to [4] or [26] for more examples of transversely holomorphic foliations with non-trivial
Godbillon–Vey classes.
3. Localization of the Bott class
In this section we consider transversely holomorphic foliations of closed manifolds. We de3ne a
certain cohomology class which will be called the localizable part of the Bott class, and show that
it is the essential part if we talk about the relation with the Godbillon–Vey class. Here localization
in mind is in the sense of Heitsch–Hurder. Indeed, localization is de3ned in the same way as in
[21] for the Godbillon–Vey class, namely, by constructing from the Bott class a certain measure on
B(F), the -algebra of Lebesgue measurable saturated sets. As we mentioned in the introduction,
the localizable part of the Bott class is formulated in terms of foliated cohomology.
Some notions and constructions as in [21] are needed, so we follow it with adaptations to our
case. The following discussion of foliated cohomology, its associated 3ltrations and cohomology exact
sequences are mostly standard but we present them for 3xing notations. A fundamental reference is
[27].
First we introduce certain subalgebras of the algebra ,∗(M) of diMerential forms on M . Let
(U × V; (x; z)) be an adapted coordinate, where x= (x1; : : : ; xr) and z= (z1; : : : ; zq). For an index set
I =(i1; : : : ; iq) which consists of either 0 or 1, we set dzI =(dz1)i1 · · · (dzq)iq and ‖I‖= i1 + · · ·+ iq.
The diMerential form d OzJ is de3ned in the same way.
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Denition 3.1. We denote by ,r(p)(M) the set of r-forms which is locally of the form !∧dzI ∧d OzJ ,
where ‖I‖+ ‖J‖¿p. The elements of ,r(p)(M) are said to be of transverse degree at least p. The
elements of ,r(2q)(M) are said to be of maximal transverse degree.
It is clear that ,r(p)(M) is well-de3ned and that d,
r
(p)(M) ⊂ ,r+1(p) (M). We set ,r(p;s)(M) =
,r(p)(M)=,
r
(s)(M), where p6 s. The exterior diMerential naturally induces mappings on ,
∗
(p)(M)
and ,∗(p;s)(M). They are denoted again by d.
Remark 3.2. The above de3nitions are related as follows with classical treatments of the foliated
cohomology found for example in [28] or [27]. We 3x a Riemannian metric on M , then the tangent
bundle TM is decomposed as TM=TF⊕(TF)⊥, where (TF)⊥ is the vector bundle which consists
of the vectors perpendicular to the leaves. The natural projection from TM to Q(F) = TM=TF
induces an isomorphism from (TF)⊥ to Q(F). This decomposition induces a decomposition of
,∗(M), namely, we set
,(p;r)(M) = {!∈,p+r(M) |!(X1; : : : ; Xp+r) = 0 only if p of Xi’s are in TF};
then ,s(M)=⊕p+r=s ,(p;r)(M). For an element of !∈,p+r(M), the projection of ! to ,(p;r)(M) is
called the (p; r)-component of !. We denote by d(t; s) the mapping d from ,(p;r)(M) to ,p+r+1(M)
followed by the projection to ,(p+t; r+s)(M), where t + s = 1. It is known that the diMerential d
splits as d = d(1;0) + d(0;1) + d(−1;2) and other d(t; s) are the zero map. Usually d(1;0) is called the
diMerential along the leaves and denoted by dF. Under these notations, ,r(p)(M)=⊕s¿p ,(r−s; s)(M).
As modules, ,r(p;q)(M) ∼= ⊕q¿s¿p ,(r−s; s)(M).
Denition 3.3.
(1) We denote by H ∗(p)(M;F) the cohomology of the complex (,
∗
(p)(M); d).
(2) We denote by H ∗(p;s)(M;F) the cohomology of the complex (,
∗
(p;s)(M); d).
Note that these cohomologies are independent of transverse holomorphic structures. Note also that
H ∗(0)(M;F) = H
∗(M).
There is a following long exact sequence:
· · · 9→H ∗(s)(M;F)→ H ∗(p)(M;F)→ H ∗(p;s)(M;F) 9→H ∗+1(s) (M;F)→ · · · ;
where p6 s. Here the mapping 9 is induced by the diMerential d. Note also that there is a series
of natural mappings as follows, namely,
H ∗(2q)(M;F)→ H ∗(2q−1)(M;F)→ · · · → H ∗(0)(M;F) = H ∗(M):
We denote by (p′ ;p) the natural mapping from H ∗(p)(M;F) to H
∗
(p′)(M;F) for p¿p
′.
Denition 3.4. We denote by I(p) the subspace (0;p)(H ∗(p)(M;F)) of H
∗(M).
The family {I(p)}p¿0 de3nes a natural 3ltration of H ∗(M): {0} = I(2q+1) ⊂ I(2q) ⊂ · · · ⊂ I(0) =
H 2q+1(M). There is a similar 3ltration on H ∗(p)(M ;F) for each p.
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There is a natural pairing
Hr(p)(M;F)⊗ Hr
′
(p′)(M;F)→ Hr+r
′
(p+p′)(M;F)
de3ned by the wedge product. By composing with the mapping (0;p+p′), elements of Hr(p)(M;F) can
be viewed as elements of Hom(H ∗(p′)(M;F); H
∗+r(M)). Particularly if p′=2q−p and x∈Hr(p)(M;F),
we denote by x∨ this mapping, then x∨ is known to be localizable [21]. The localized mapping
is denoted by LB(x; ·). The point is that the natural mapping H ∗(2q)(M;F) → H ∗(M) is localizable,
because if B is a Lebesgue measurable saturated set, then
∫
B d;=0 for ;∈,dimM−1(2q) (M) (the leafwise
Stokes’ formula [21, Proposition 2.6]). Our localization is also based on this fact.
Remark 3.5. The relative groups H ∗(p;p+1)(M;F) are de3ned by the following reasons. First, the
following Corollary 3.7 means that if x∈H ∗(p)(M;F) then x∨B is determined by the image, say x′,
of x in H ∗(p;p+1)(M;F). In addition, the class x
′ has a simple meaning, namely, it is the ‘transverse
degree-q’-part in the sense that it depends only on the part of the class x which cannot be written
in terms of ,∗(q+1)(M). Later the ‘localizable parts’ q(F) and Bottq(F; ) of the classes q(F)
and Bottq(F) are de3ned as elements of H
2q+1
(q;q+1)(M;F). These classes will be introduced for their
formal properties. Actually it is almost impossible to calculate the group such as H 2q+1(q;q+1)(M;F).
This makes very diRcult to detect directly the classes q(F) and Bottq(F; ). It seems at present
that the only eMective way is to use the Godbillon–Vey class or the product Bottq(F) · Bottq(F).
Localization in the sense of Heitsch–Hurder can be reformulated by using relative groups as
follows. First, there is the following pairing:
Lemma 3.6. The wedge product naturally induces a pairing
Hr(p;p+1)(M;F)⊗ Hr
′
(p′)(M;F)→ Hr+r
′
(p+p′ ;p+p′+1)(M;F):
Proof. Let y∈Hr(p;p+1)(M;F) and x∈Hr
′
(p′)(M;F). Choose representatives ! of y and 1 of x, then
we show that the product is given by [! ∧ 1], the class represented by ! ∧ 1. First, !∈,r(p)(M)
and d!∈,r(p+1)(M). Any other representative can be written as ! + d
 + =, where 
∈,r−1(p) (M)
and =∈,r(p+1)(M). Similarly, if 1 is a representative of x, then 1 is a closed form which belongs
to ,r(p′)(M) and any other representative of x is of the form 1 + d with ∈,r
′−1
(p′) (M). Then
(!+d
+=)∧(1+d)=!∧1+!∧d+d(
∧(1+d))+=∧(1+d), where 
∧(1+d)∈,r+r′−1(p+p′) (M)
and =∧ (1+d)∈,r+r′(p+p′+1)(M). Finally, !∧ d=±d(!∧ )± d!∧ , where !∧ ∈,r+r
′−1
(p+p′) (M)
and d! ∧ ∈,r+r′(p+p′+1)(M). This completes the proof.
Particularly when p′ = 2q − p, H ∗(p+p′ ;p+p′+1)(M;F) = H ∗(2q)(M;F) because ,∗(2q+1)(M) = {0}.
The following corollary is a direct consequence of the fact that the mapping Hr(p;p+1)(M;F) ⊗
Hr
′
(2q−p)(M;F)→ Hr+r
′
(M) factors through the mapping Hr+r
′
(2q) (M;F)→ Hr+r
′
(M):
Corollary 3.7. Let B(F) be the -algebra of Lebesgue measurable saturated subsets of M . Any
element y of Hr(p;p+1)(M;F) determines an element, denoted by y
∨, of Hom(Hr′(2q−p)(M;F);
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Hr+r
′
(M)). The mapping y∨ is localizable in the sense of Heitsch–Hurder, namely, there is a
well-de8ned mapping L′B :Hr(p;p+1)(M;F)× Hr
′
(2q−p)(M;F)→ Hr+r
′
(M) such that
(1) L′B ≡ 0 if B∈B(F) and if B is of Lebesgue measure zero,
(2) If B=
∑∞
i=0 Bi, then L
′
B =
∑∞
i=0 L
′
Bi , where Bi ∈B(F),
(3) L′M (y; ·) = y∨.
Moreover, if x is an element of Hr(p)(M;F) and if we denote by x
′ its image in Hr(p;p+1)(M;F),
then LB(x; ·) = L′B(x′; ·).
Denition 3.8. We denote LB(x; ·) as x∨B for x∈H ∗(p)(M;F). We denote L′B(x′; ·) also as x′∨B for
x′ ∈H ∗(p;p+1)(M;F).
The mapping x∨B has the following elementary but important property:
Proposition 3.9. Let x∈Hr(p;p+1)(M;F) and y∈Hr
′
(p′)(M;F), then
(x ∧ y)∨B = x∨B (y ∧ ·)
holds as mappings de8ned on H ∗(2q−p−p′)(M;F).
Proof. Noticing that the localization is de3ned by the wedge product and the integration, this is in
fact a corollary to Lemma 3.6.
The domain of de3nition of x∨, where x∈H ∗(s)(M;F) is slightly larger than that of x′∨, where
x′ ∈H ∗(s; s+1)(M;F). Namely, there is the following property:
Lemma 3.10. Let x be an element of H ∗(s)(M;F). Then x
∨ is well-de8ned as a mapping from I(2q−s)
to H ∗(M).
Proof. Given y∈ I(2q−s), choose any element y˜∈H ∗(2q−s)(M;F) such that (0;2q−s)(y˜) = y and set
x∨(y) = x∨(y˜). The right-hand side indeed depends only on y because x is represented by a closed
form.
In what follows, we 3x a trivialization of
∧q Q(1;0)(F)∗ when the Bott class is discussed. Recall
that for any Bott connection ∇b, the diMerential form v1(∇b) belongs to ,2(1)(M). The same argument
as in Lemma 1.3 of [21] shows the validity of the following de3nition, namely, the independence
of the classes from the choice of connections.
Denition 3.11. Let ∇b be a Bott connection and ∇h be a Hermite connection of Q(1;0)(F), respec-
tively.
(1) We denote by ˆq(F) the element of H
2q+1
(q) (M;F) determined by q(∇b;∇h). We denote by
q(F) its image in H
2q+1
(q;q+1)(M;F). These classes are called the localizable part of the imaginary
part of the Bott class.
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(2) If
∧q Q(1;0)(F)∗ is trivial, we de3ne B̂ottq(F; ) and Bottq(F; ) in the same way by 3xing
a trivialization . These classes are called the localizable part of the Bott class.
It will turn out that the class q(F) and Bottq(F; ) are more natural than ˆq(F) and B̂ottq(F; ).
See Proposition 3.13 and Corollary 4.9 for details.
Remark 3.12. Recall that by 3xing a Riemannian metric on M , the (q + 1; q)-component of the
diMerential form q(∇b;∇h) is de3ned. It is easy to verify that this (q+1; q)-component determines
the same class as q(F) in H
2q+1
(q;q+1)(F).
The following properties of these classes as mappings are immediate:
Proposition 3.13.
(1) Let x∈ I(q) = (0; q)(H ∗(q)(M;F)) ⊂ H ∗(M), then ˆq(F)∨(x) is well-de8ned as an element of
H ∗(M) and equal to q(F) · x.
(2) The classes q(F) and ˆq(F) are localizable as mappings from H ∗(q)(M;F) to H
∗+2q+1(M).
In fact, ˆq(F)∨B = q(F)∨B .
The same is valid for the Bott class if it is well-de8ned.
Proof. The 3st claim follows from Lemma 3.10. The second claim is a consequence of the de3nitions
and Corollary 3.7.
The natural representatives of Bottq(F) · Bottq(F) are of maximal transverse degree, and thus
de3ne a class in H ∗(2q)(M;F). So the localization (in the sense of Heitsch–Hurder) of this class
in H ∗(2q)(M;F) to any B∈B(F) de3nes a class in H ∗(M), which can be denoted by (Bottq(F) ·
Bottq(F))B by abuse of notation. This class has the following property:
Corollary 3.14. We have the formula
(Bottq(F; )∨M ◦Bottq(F; )∨M )B = (Bottq(F) · Bottq(F))B;
where B∈B(F) and the right-hand side is the localization in the sense of Heitsch–Hurder. Namely,
the left-hand side determines an element of H 4q+2(M), which is equal to (Bottq(F) ·Bottq(F))B.
Proof. First note that the wedge product induces a well-de3ned mapping
∧ :H ∗(q;q+1)(M;F)⊗ H ∗(q;q+1)(M;F)→ H ∗(2q)(M;F)
because ,∗(2q+1)(M) = {0}. This mapping is clearly compatible with the mapping
∧ :H ∗(q;q+1)(M;F)⊗ H ∗(q)(M;F)→ H ∗(2q)(M;F);
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namely, if y∈H ∗(q;q+1)(M;F), x∈H ∗(q)(M;F) and x′ is the projection of x to H ∗(q;q+1)(M;F), then
y ∧ x = y ∧ x′. Proposition 3.9 now shows that
(Bottq(F; )∨M ◦Bottq(F; )∨M )B = (Bottq(F; ) ∧Bottq(F; ))∨B
because H ∗(2q;2q+1)(M;F)=H
∗
(2q)(M;F). Finally, the right-hand side is by de3nition equal to (Bottq(F)·
Bottq(F))B.
In the situation as in the previous section, we can apply the above formula by replacing M , F,
B with M ◦, F◦ and B × S1, respectively. We can then integrate the formula along S1 and obtain
the localized Godbillon–Vey class.
The following lemma is very important, because it permits us to apply the results on the Godbillon
measure found in [21–23] to the mappings ˆq(F)∨B and q(F)∨B . In view of Proposition 3.13, we
state the results only for q(F)∨B but they are also valid for ˆq(F)∨B .
Lemma 3.15. Let g be the Godbillon measure and let Ch(q)1 (F) be the element of H
2q
(q)(M;F)
determined by the di<erential form (v1(∇b)q + v1(∇b)q−1 Ov1(∇b) + · · ·+ Ov1(∇b)q), where ∇b is any
Bott connection, then
q(F)∨B ([!]) = gB(Ch
(q)
1 (F) ∧ [!])
holds for [!]∈H ∗(q)(M;F) and B∈B(F).
Proof. This holds because Ch(q)1 (F) ∧ [!] belongs to H ∗(2q)(M;F) and because u˜ 1 coincides with
the Godbillon measure on ,∗(2q)(M) (see the proof of Theorem 2.3).
By setting [!]=Ch1(F)q, where Ch1(F) is the element of H 2(1)(M;F) determined by Chern1(∇b)
for any Bott connection ∇b, we have the following:
Corollary 3.16. The following formula holds, namely,
GV2q(F)B =
(2q)!
q!q!
q(F)∨B (Ch1(F)
q);
where B∈B(F) and the left-hand side is the localization of the Godbillon–Vey class in the sense
of Heitsch–Hurder.
The Godbillon measure is studied very well. For example, we have the following:
Corollary 3.17. Suppose that for some Riemannian metric on M , almost every leaf of F has
subexponential growth. Then q(F)∨M is the zero map.
Proof. This is a corollary of Theorem 1 in [22].
Corollary 3.18. Suppose that F admits an absolutely continuous transverse invariant measure =.
If B∈B(F) is contained in the support of =, then q(F)∨B = 0. In particular, if the support of =
is the whole manifold M , then q(F)∨M = 0.
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Proof. This is a corollary of Theorem 3.11 in [23].
4. Deformation of foliations and variation of characteristic classes
The secondary characteristic classes of foliations may vary continuously as foliations are deformed
continuously. We discuss certain rigidity properties of the localizable part of the (imaginary part of
the) Bott class under deformations.
One of the simplest de3nition of the deformation is as follows:
Denition 4.1. Let {Ft} be a family of transversely holomorphic foliations of a 3xed codimension,
of a 3xed manifold M . Then {Ft} is said to be a continuous deformation of F0 if {Ft} is a
continuous family as plane 3elds and the transverse holomorphic structure also varies continuously.
If the family is in fact smooth and the transverse holomorphic structure varies smoothly, it is said
to be smooth.
Forgetting the assumption on transverse holomorphicity, one obtains a de3nition for real foliations.
It is well-known that the Godbillon–Vey class can vary continuously under deformations in this sense
(cf. [19]). In the category of transversely holomorphic foliations, the following is known. The 3rst
part is due to Bott [5]:
Theorem 4.2 (Asuke [4], Baum and Bott [5]): Consider deformations of transversely holomorphic
foliation in the sense of De8nition 4.1.
(1) The Bott class and the imaginary part of the Bott class can vary under deformations (cf.
Example 6.1).
(2) The Godbillon–Vey class is rigid under deformations.
Recalling that the Godbillon–Vey class can be obtained by using the localizable part q(F)
of the imaginary part of the Bott class, one can expect some rigidity properties for q(F). A
diRculty is that it is de3ned in terms of foliated cohomology such as H ∗(q;q+1)(M;F), which do not
remain the same in general under deformations because the diMeomorphism type of the foliations
may be changed. Thus we cannot speak directly of deformations of the classes such as Bottq, q,
etc. However, assuming that there exists a smooth one-parameter family of diMeomorphisms which
conjugate each Ft to F0, the foliated cohomology remains isomorphic. Under this assumption,
it is known that in3nitesimal deformations, which we will recall below, determines elements of
H ∗(s)(M;F) (cf. [27] for the real case, and see Theorem 4.8 below). Such a situation occurs when
one considers deformations of transverse holomorphic structures.
Before proceeding further, we introduce a restricted type of deformations.
Denition 4.3. Let {Ft} be a smooth deformation of transversely holomorphic foliations in the
sense of De3nition 4.1.
(1) Suppose that there exists a smooth family of diMeomorphisms which conjugate each Ft to F0.
Then {Ft} is called a deformation preserving the diMeomorphism type.
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(2) Particularly if Ft is identical to F0 as real foliations, the family {Ft} is called a deformation
of transverse holomorphic structures.
Note that a deformation preserving the diMeomorphism type can be considered as a deformation
of transverse holomorphic structure, after conjugating by the given family of diMeomorphisms. Note
also that simple examples such as 3ber bundles over complex manifolds, where the leaves are 3bers,
often admit deformations of transverse holomorphic structures.
For a precise formulation we also need a notion of in3nitesimal derivatives of secondary
classes due to Heitsch [18] (see also [17]). In3nitesimal derivatives are formulated in terms of the
following spaces:
Denition 4.4. We denote by >F the sheaf of the germs of transversely holomorphic sections of
Q(1;0)(F) which are constant along the leaves. The space H 1(M ;>F) can be considered as the space
of in3nitesimal deformations ([12,15,18]. See also [14]). In general, elements of H 1(M ;>F) are
represented by dQ-closed sections of Q˜
(0;1)
(F)∗⊗Q(1;0)(F), where dQ is de3ned below. We denote
by K the subspace of H 1(M ;>F) which consists of the classes represented by sections  such
that |TF⊗C is trivial. Then K is the space of in3nitesimal deformations of transverse holomorphic
structures.
It is known that any smooth deformation {Ft} induces a unique element of H 1(M ;>F) which
is called the derivative of the deformation. In fact, it is given by taking the diMerential of the family
(see [18]). If the family is in fact a deformation of transverse holomorphic structures, the derivative
of the deformation naturally determines a unique element of K.
The in3nitesimal derivatives of secondary classes for transversely holomorphic foliations is
de3ned as a mapping D : H 1(M ;>F)⊗H ∗(WUq)→ H ∗(M) by slightly modifying the construction
in [18]. We 3rst replace the space ‘;∗⊕ OT ∗M ’ in [18] with Q˜(0;1)(F) (this appeared as ‘E’ in [12]).
Secondly we replace the operator ‘dˆ’ with the operator dQ which is de3ned locally by the
formula
dQ
 q∑
j=1
’j ⊗ 99zj
= q∑
j=1
(
9’j
9x dx +
9’j
9 Oz d Oz
)
⊗ 99zj ;
where indices of x and Oz are omitted. In other words, we replace the ‘basic connections’ with the
complex Bott connections. It is known that dQ gives a resolution of the sheaf >F [12]. The rest of
the procedures are completely parallel.
In de3ning the mapping D, Bott connections and its derivative are used. If 1∈H 1(M ;>F) is
induced by a smooth deformation {Ft}, then the in3nitesimal derivative of the Bott connection
∇b of F0 is given by d=dt∇b; t|t=0, where ∇b; t is a smooth family of Bott connections such that
∇b;0 =∇b (see [18] for details and de3nitions in general case).
If we assume that a foliation F has trivial 3rst Chern class, then any deformation of it will have
the same property. Thus, we can de3ne the Bott class and consider in3nitesimal deformations of it.
The in3nitesimal derivatives of the imaginary part of the Bott class and the Bott class, if de3ned,
are given as follows:
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Denition 4.5. For an element 1 of H 1(M ;>F), we de3ne elements of H 2q+1(M) by setting
D1q(F) = [− 2(q+ 1) Im vq+11 (∇′b; R(∇b))];
D1 Bottq(F) = [(q+ 1)v
q+1
1 (∇′b; R(∇b))];
where ∇b is a Bott connection, R(∇b) is its curvature form and ∇′b is the in3nitesimal derivative
of ∇b with respect to 1. The diMerential form vq+11 (∇′b; R(∇b)) is calculated by regarding vq+11 as a
symmetric polynomial [28].
These cohomology classes do not depend on the choice of connections nor on the choice of a
representative of 1. Note that dq =
√−1(vq+11 − Ovq+11 ) =−2 Im vq+11 and dBottq = vq+11 .
A fundamental property of these classes are the following [18]:
Theorem 4.6. Suppose Fs be a smooth deformation of transversely holomorphic foliations of M
in the sense of De8nition 4.1 such that F0 =F, and let 1 be the corresponding in8nitesimal
deformation. Then D1q(F) = 9=9sq(Fs)|s=0. If moreover Chern1(F) = 0, then D1 Bottq(F) =
9=9sBottq(Fs)|s=0.
We now come back to the situation as in Theorem 2.3, then deformations of F induce defor-
mations of F◦ because the manifold M ◦ remains the same by its construction. For in3nitesimal
deformations, such deformations correspond to the image of H 1(M ;>F) in H 1(M ◦;>F◦) under the
natural mapping ∗. Variations of secondary classes of these foliations have the following property:
Corollary 4.7. Consider the same situation as in Theorem 2.3, then the in8nitesimal derivative of
u1vJ (F◦; ,) associated with in8nitesimal deformations of F◦ induced by those of F is in the
image of ∗ :H ∗(M) → H ∗(M ◦). Moreover if a one-parameter family {Ft} as in De8nition 4.1
is given, then u1vJ (F◦t1 ; ,)− u1vJ (F◦t2 ; ,) belongs to ∗(H ∗(M)). The same is valid for Ou 1 OvJ and√−1u1 Ou 1vJ OvK .
Proof. Let 1˜=∗1 be an element of H 1(M ◦;>F◦) which is in the image of H ∗(M ;>F) under ∗.
Recall that !(u1vJ (F◦; ,))=−vJ (F). Moreover, it is clear that !(D1˜u1vJ (F◦; ,))=−D1vJ (F◦)=0.
Similarly, !(D1˜u1 Ou 1vJ OvK(F◦; ,)) = 0.
If a smooth one-parameter family {Ft} as in De3nition 4.1 is given, one can consider the in3nites-
imal derivatives for each t. As those derivatives belong always in ∗(H ∗(M)), one can integrate
these derivatives. Thus the last part follows from Theorem 4.6.
In our context, the following fact is important (cf. [27] in the real case).
Theorem 4.8. The in8nitesimal derivatives of q and Bottq are naturally elements of H ∗(q)(M;F).
For the in8nitesimal deformations corresponding to deformations of transverse holomorphic struc-
tures, the derivatives are contained in the image of H ∗(q+1)(M;F).
Proof. It is not diRcult to see that the Heitsch’s proof in [18] of the well-de3nedness of the
in3nitesimal derivatives as an element of H ∗(M) in fact works as well for H ∗(q)(M;F).
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In order to show the second claim, we adopt the notation in [18] and work on the principal
bundle P associated with Q(1;0)(F). Recall that in3nitesimal deformations of transverse holomorphic
structures are given by sections  such that |TF⊗C is trivial. This means that d − B ∧  is not
only written as −B′ ∧! but as −B′′ ∧ O!, where B is the local form of the Bott connection and ! is
the canonical 1-form on P. Hence we may assume that B′ is transversely of type-(0; 1). It follows
that the diMerential forms in De3nition 4.5 belong to ,2q+1(q+1)(M).
The latter half of Theorem 4.8 applied to the classes q(F) and Bottq(F; ) implies that the
in3nitesimal derivative induced by elements of K of the (imaginary part of the) Bott class belongs
to 1-higher level of the 3ltration (see De3nition 3.4 and comments after it). This implies the follow-
ing rigidity property. Recall that in3nitesimal derivatives are localizable by Theorem 4.8 and
Corollary 3.7.
Corollary 4.9. The class q(F) and the mapping q(F)∨B are rigid under in8nitesimal deformations
of transversal complex structures. In particular, the imaginary part of the Bott class q(F) as a
mapping from I(q) to H ∗(M) is in8nitesimally rigid under such deformations.
Proof. Recall that there is an exact sequence as follows:
H ∗(q+1)(M;F)→ H ∗(q)(M;F)→ H ∗(q;q+1)(M;F):
Hence q(F), which is an element of H ∗(q;q+1)(M;F), remains the same under in3nitesimal defor-
mations of transverse holomorphic structures. The last part follows from (1) of Proposition 3.13.
5. The codimension one case
In this section we restrict ourselves to complex codimension-one foliations of closed manifolds
and show Theorem 2, a version of the Duminy’s theorem. As we explained in the introduction, it
is the imaginary part of the Bott class that plays the role of the Godbillon–Vey class. But as the
imaginary part of the Bott class does not admit the localization in the sense of Heitsch–Hurder (e.g.
Examples 6.1 and 6.4), we need the notion of residue. By using this residue, the behavior of the
imaginary part of the Bott class is shown to be determined only by the foliation near the Julia set
in the sense of Ghys–Gomez-Mont–Saludes. Theorem 2 will be obtained by this property and by
some properties of localizable parts.
We begin by recalling the residue in the sense of Heitsch [19,20].
Denition 5.1. Let (M;F) be a transversely holomorphic foliation of M of complex codimen-
sion q.
(1) A vector 3eld X is said to be a 4-vector 3eld for F if X is locally written as
∑
j fj(x; z)9=9xj+∑
a ga(z)9=9za+
∑
b kb(x; z)9=9 Ozb with ga’s being holomorphic and constant along the leaves. A
4-vector 3eld X is said to be singular at p if X (p)∈ Q˜(0;1)(F), that is, ga(z) = 0 for all a at
p. Note that the singular set of X is saturated.
(2) Assume that there is a 4-vector 3eld X for F whose singular set is N . Suppose moreover that
N consists of a 3nite number of compact leaves and let U be an open neighborhood of N such
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that the closure of U is a disc bundle over N . A Bott (basic) connection ∇b is said to be a
basic X -connection supported oM U if (∇b)X Y = Q[X; Y˜ ] on a neighborhood of M \U for any
section Y of Q(1;0)(F), where Y˜ denotes any lift of Y to TM ⊗ C . Basic X -connections will
be denoted by ∇Xb .
The condition that X is a 4-vector 3eld implies that F and X form a transversely holomorphic
foliation of complex codimension q− 1 out of the singular set.
Let D be the homomorphism of diMerential graded algebras from WUq to WUq−1 with the prop-
erties D(u˜ i) = u˜ i, D(vi) = vi, D( Ovi) = Ovi for i¡q and D(u˜ q) = 0, D(vq) = D( Ovq) = 0. Cocycles which
belong to the kernel Iq of D, and the classes represented by them are said to be residual. Note
that any cocycle of WU1 is residual, as the curvature forms vanish when calculated by using basic
X -connections.
The residue is originally introduced in [19] as follows.
Denition 5.2. Let ! be a residual cocycle and let N , U be as above. Fix a basic X -connection
∇Xb supported oM U and a Hermitian connection ∇h, then the support of the diMerential form
!(∇Xb ;∇h) is contained in U . The class of H ∗(N ) de3ned by this diMerential form through the
Thom isomorphism, i.e., the integration along the 3ber, is said to be the residue in the sense of
Heitsch and denoted by res!(F; X; N ).
The residue is known to be independent of the choice of connections and neighborhoods (cf.
[19,20]).
In the category of transversely holomorphic foliations with trivial complex normal bundle, the
residue is de3ned in [20]. The class q is not residual in this sense if q¿ 1 (by Examples 1 and 2
in [20]), but 1 is still residual because 1 belongs to WU1. In fact, we have the following:
Proposition 5.3. Let F be a transversely holomorphic foliation of complex codimension one with
trivial complex normal bundle, then for any trivialization  of Q(1;0)(F), res1(F; X; N ) =
−2 Im resu1v1(F; X; N; ).
The proof is straightforward and we omit it.
We use the following modi3ed version of the residue. The de3nition works for any codimensional
case, but our application is only for transversely holomorphic foliations of complex codimension
one.
Denition 5.4. Let (M;F) be a transversely holomorphic foliation. Assume that there is a saturated
closed subset K of M such that F is transversely Hermitian when restricted to M \K . We 3x an
open neighborhood U of K . A pair (∇hb;∇h) of a Bott connection ∇hb and a Hermitian connection
∇h is said to be U -adapted if ∇hb =∇h on an open neighborhood of M\U . If there is no necessity
to specify U , we simply say that (∇hb;∇h) is adapted.
Let ! be either 1 or GV2 and suppose that (∇hb;∇h) is U -adapted, then the support of the
diMerential form !(∇hb;∇h) is compact and contained in U . Hence we can introduce the following:
Denition 5.5. Let ! be either 1 or GV2. The element of H ∗c (U ) determined by !(∇b;∇h) is
called the residue of !(F) and denoted by res∗U !(F).
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Suppose that K can be decomposed into several connected components: K = K0 ∪ · · · ∪ Kr , then
by choosing disjoint open neighborhoods Ui of Ki, we have a natural decomposition of res∗U !(F)
as follows:
res∗U !(F) =
r∑
i=0
res∗Ui!(F):
The residue in De3nition 5.5 has following basic properties:
Lemma 5.6.
(1) res∗U !(F) does not depend on the choice of adapted pairs.
(2) If V ⊂ U , then –UV ∗(res∗V !(F)) = res∗U !(F), where –UV is the inclusion of V to U and –UV ∗
is the induced homomorphism from H ∗c (V ) to H ∗c (U ) as the extension by zero. In other words,
{res∗U !(F); H ∗c (U ); –VU ∗} forms an inverse family.
Proof. To show (1), it suRces to check that two adapted pairs can be connected by a one-parameter
family of adapted pairs, which can be done by standard arguments. The part (2) follows from the
fact that a V -adapted pair is also an U -adapted pair.
Formally speaking, we consider the following objects.
Denition 5.7. We set H∗(K) = lim←
U⊃K
H ∗c (U ) and res∗K !(F) = lim←
U⊃K
res∗U !(F). We call res∗K!(F)
the residue of !(F) at K . The residue depends only on the germ of F at K by construction.
The following property is important but clear.
Lemma 5.8. Let M , U , K and ! be as above. If we denote by – the inclusion of U to M , then
!(F) = –∗(res∗U !(F)). More formally, !(F) = –∗(res∗K !(F)).
The reason why we call res∗U !(F) the residue is the following:
Theorem 5.9. Suppose that F is of complex codimension one. Let N , U and X be as in De8nition
5.1(2). Denote by ! the integration along the 8ber: ! :H ∗c (U )→ H ∗−2(N ), then ! res∗U !(F) =
res!(F; X; K), where the right-hand side is the residue in the sense of Heitsch.
Proof. First note the fact H∗(K) ∼= H ∗c (U ) ∼= H ∗−2(K) via !. The 4-vector 3eld X is locally
written as X =
∑
fj(x; z)9=9xj + g(z)9=9z + k(x; z)9=9 Oz, where g(z) = 0 if and only if (x; z)∈K .
Since F is transversely holomorphic, if we set h = 1|g|2 dz ⊗ d Oz, then h is a holonomy invariant
Hermitian metric on Q(1;0)(F) de3ned out of K . We consider the connection de3ned out of K
whose local form with respect to 9=9z is −g−1(9g=9z) dz, then this connection is both a Bott and
a Hermitian connection. It is straightforward that this connection is also a basic X -connection.
Hence, on neighborhoods of M \K , we can use this connection to calculate both res∗U !(F) and
res!(F; X; K). This completes the proof.
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The following theorem is the basis for the main application of the residue.
Theorem 5.10 (Ghys et al. [14]). There is a decomposition M =F ∪ J such that J is a closed sat-
urated set and that F|F is transversely Hermitian. Moreover there is a measurable decomposition
of J into ‘components’: J = J0 ∪ J1 ∪ · · · ∪ Jr . J0 is called the recurrent component and Jr , r ¿ 0,
are called ergodic components.
The set F is called the Fatou set and J is called the Julia set. The decomposition of J is related to
in3nitesimal deformations of transverse holomorphic structures. Intuitively speaking, J0 is the ‘rigid’
component and the others are not. We refer to the original article for the details.
Remark 5.11. The decomposition of M into F and J is unique but it is possible that F restricted
to J is transversely Hermitian.
The following fact shows that the localizable part can exclude not only the Fatou sets but also
some ‘trivial’ Julia sets.
Proposition 5.12. Suppose that the foliation F is transversely Hermitian on B∈B(F), namely,
there is a Hermitian metric on Q(1;0)(F) on a neighborhood of B such that its restriction to B
is constant along the leaves. Then 1(F)∨B = 0. If B is open, then we can choose B itself as its
neighborhood.
Proof. We de3ne on B a de3ning 2-form of the foliation by using a transverse Hermitian metric
as in the statement, then its tangential derivative is zero. Hence 1(F)∨B = 0 by Theorem 2.7 of
[21].
Before stating Theorem 2, we brieSy recall the essential part of Duminy’s theorem in the intro-
duction:
Theorem D′ (Duminy): Let F be a real codimension-one foliation of a compact manifold M and
let B∈B(F), then GV1(F)B = 0 only if B contains a resilient leaf.
Recall that a leaf of a foliation is said to be resilient if it has a contracting holonomy which
attracts the leaf itself, and that resilient leaves have exponential growth.
Finally, summing up the arguments in this paper, we obtain the following version of Duminy’s the-
orem for transversely holomorphic foliations of complex codimension one. We restate it as Theorem
2 in the introduction for convenience.
Theorem 5.13. Let F be a transversely holomorphic foliation of a closed manifold, of complex
codimension one. Then we have the following:
(1) The imaginary part of the Bott class, denoted by 1(F), is completely determined by the
residue res∗J 1(F) which depends only on the Julia set J and the behavior of F near J . The
class 1(F) is trivial if J is empty.
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(2) Associated with the imaginary part of the Bott class, an element, denoted by 1(F), of
H 3(1;2)(M;F) is naturally de8ned. The class 1(F) can be viewed as an element of
Hom(H ∗(1)(M;F); H
∗+3(M)). If we denote by 1(F)∨ this mapping, then 1(F)∨ is localized
to each component Ji of J . Here localization is in the sense of Heitsch–Hurder.
(3) If the mapping 1(F)∨M given by (2) is non-trivial, then at least one of the Julia components
contains leaves of exponential growth. More precisely, if the mapping 1(F)∨Jr is non-trivial,
then Jr contains leaves of exponential growth.
(4) The class 1(F) is rigid under deformations of transverse holomorphic structures.
Proof. The 3rst claim is a restatement of Lemmas 5.6 and 5.8 (the latter half of the 3rst claim
can be directly shown by Theorem 5.10). We see from Theorem 5.10 and Proposition 5.12 that
1(F)∨F = 0, where F is the Fatou set. Thus the second claim follows from Proposition 3.13, and
the third claim follows from Corollary 3.17. The last claim is a special case of Corollary 4.9.
Remark 5.14. If the Julia set is a submanifold of codimension at least one, then the mapping 1(F)∨J
vanishes because J is of Lebesgue measure zero. On the other hand, as examples show, the residue
does not vanish in general even in such cases. It is indeed realized as an element of H 1(J ) or
H 2(J ) via integration along the 3ber. This will be an explanation for the fact that the Bott class
can be non-trivial even for the foliation with simple dynamics such as a classical example of Bott
(Example 6.1). We note however that this example is deeply related with deformations of complex
structures of S1 × S3 [16].
6. Examples
First we recall a classical example of Bott [6].
Example 6.1. Let S3 be the unit sphere in C 2. We denote by XG the holomorphic vector 3eld de3ned
by the formula XG = G0z09=9z0 + G1z19=9z1. If G0G1 = 0 and if G0=G1 is not a negative real number,
then this vector 3eld induces a transversely holomorphic Sow on S3, which we denote by FG. It is
well-known that 1(FG) = (−1=2) Im(G0=G1 + G1=G0) volS3 , where we consider the volume of S3 as
22. On the other hand, it is easy to see that the Julia set of the foliation FG consists of two circles
C1 and C2 passing respectively through (1; 0) and (0; 1) unless G1=G0 ∈Q, where all the orbits are
periodic.
We choose a small disc bundle Di over Ci, and denote by i the projection (i = 1; 2). Simple
calculations show that
(1)! res∗C1 1(FG) =−
1

Im
G1
G0
volC1 ;
(2)! res∗C2 1(FG) =−
1

Im
G0
G1
volC2 ;
where we consider the volume of C1 and C2 as 2. Thus certainly the class 1(FG) is localized (in
the sense of Duminy) to neighborhoods of the Julia set because the Thom isomorphism is given by
multiplication by . Note that in this case J = J0.
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This example shows that the class 1(F) cannot be localized to the Julia set in the sense of
Heitsch–Hurder. Indeed, if 1(F) were localized in this sense, then 1(F)= 1(F)F + 1(F)J . But
1(F)F will be trivial because F is transversely Hermitian on F , and J is of Lebesgue measure
zero. Hence 1(F) is also trivial, which is a contradiction. In other words, the residue certainly
detects informations missed by the Godbillon measure. In this case, the residue reSects the linear
holonomy which derives from the Julia set. Namely, the linear holonomy of C1, which is in fact S1,
is 2
√−1G1=G0. The residue of 1(F) at C1 is essentially the real part of this number. Similarly,
the residue at C2 is essentially the real part of the linear holonomy along C2. It is not yet clear the
diMerence between the residue and the localization (in the sense of Heitsch–Hurder) in general, but
taking Duminy’s (original) theorem into account, the Julia set, the residue and the localization seem
to have close relationship with holonomy of leaves and possibly with minimal sets.
Remark 6.2. Although the localization of 1(F) does not work well with the above example, one
can de3ne another type of localization owing to the dimension of the manifold. Namely, natural
representatives of the imaginary part of the Bott class automatically belong to ,(2)(S3). Thus they
de3ne an element, say, ˜1(F;∇b;∇h) of H 3(2)(S3;FG) (this class might depend on the choice of
connections). This class admits localization to B∈B(F). As ˜1(F;∇b;∇h) is mapped to 1(F)
under the natural mapping from H 3(2)(S
3;FG) to H 3(S3), this class is non-trivial.
Remark 6.3. The above calculation can be also done by using Theorem 3.1 of [20]. We refer to
the original paper for the notations and the details but we remark that if we parametrize S1 as R=Z ,
then the Grothendieck symbol is calculated as
Res0
[
(c1(LY ) + k)cJ (L) dw1 · · · dwq
a1 · · · aq
]
;
where k is a certain integer which derives from trivializations of the complex normal bundles. In
Examples 1 and 2 in [20], this k prevents the imaginary part of the Bott class q from being residual
if q¿ 1. But such terms concerning k always vanish if we compute 1, and indeed 1 is localizable
in the sense of Duminy as we have seen.
In what follows we examine some of the examples in [14] which are interesting from our point
of view. We begin with Example 8.1.
Example 6.4(a). Let X be a holomorphic vector 3eld on C 2 of the form
X = P(z0; z1)
9
9z0
+ Q(z0; z1)
9
9z1
;
where P and Q are polynomials in z0 and z1 which have no common factors. Such a vector 3eld
de3nes a holomorphic foliation of CP2 with isolated singularities which consist of a 3nite number
of points, say, {p1; : : : ; pn}. We assume that these singularities are of PoincarUe type, namely, the
eigenvalues of the linear part DX of X at each singular point are independent over R. Under these
assumptions, we can choose for each i a small open neighborhood Ui of pi diMeomorphic to a ball
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so that the vector 3eld X induces non-singular transversely holomorphic foliations (in fact, Sows)
Fi of the spheres S3i appearing as the boundary of Ui. We set Xn = CP
2 \ (⋃ni=1 Ui), then by
taking the double of Xn we obtain a four-dimensional manifold Mn equipped with a transversely
holomorphic foliation F. We denote by –i the natural inclusion of S3i to Mn, then Fi coincides with
the pull-back of F by –i. It is classically known that the class 1 of foliations of S3 obtained in this
way is calculated as the residue of the imaginary part of v21 in the sense of Heitsch (more properly
of Bott) and that the residue is written in terms of the Grothendieck residue [7] (see also [20]).
Indeed, Example 6.1 is a special case of this construction. We denote by resv21 (pi; X ) the residue of
v21 at pi. It is also known by [7] that
∑n
i=1 resv21 (pi; X ) = Chern
2
1(TCP
2 − X ), where TCP2 − X is
the virtual bundle. As 1(Fi) =−2 Im resv21 (pi; X ), the sum
∑n
i=1 1(Fi) is equal to zero.
On the other hand, if n¿ 1, then from the pair (CP2 \U ′i ; Ui), where U ′i is a slightly small
neighborhood of pi such that U ′i ⊂ Ui, we obtain an exact sequence 0 → H 3(CP2 \U ′i ) →
H 3(S3i )
;i→H 4(CP2) as a part of the Meyer–Vietoris exact sequence. We set ;= ;1 + · · ·+ ;n, then it
is clear that 0→ H 3(Xn)→ ⊕ni=1H 3(S3i ) ;→H 4(CP2) is a part of the Meyer–Vietoris exact sequence
for the pair (CP2 \⋃ni=1 U ′i ;⋃ni=1 Ui). As the inclusion from Xn to Mn induces an isomorphism
H 3(Mn) ∼= H 3(Xn), we have an isomorphism H 3(Mn) ∼= ker ; (hence isomorphic to C n−1). Recalling
that
∑n
i=1 1(Fi) = 0, the n-tuple (1(F1); : : : ; 1(Fn)) is naturally an element of H
3(Mn), which
is nothing but 1(F). Finally if n= 1, then H 3(M1) = 0 and thus 1(F) must be trivial.
As 1(F) is determined by the foliations induced on the spheres S3i , it can be said that the
Julia components of F which intersect some of these spheres are distinguished. We denote by J ′
the union of such components and let J u be the union of the Julia components which cannot be
separated from J ′, namely, the components contained in
⋂
U⊃J ′ U , where U runs over open sets
of Mn containing J ′. We set J b = J \J u, namely, union of the Julia components separated from
J ′. Since the number of the Julia components are 3nite, both J u and J b are closed. Thus by the
comments after De3nition 5.5, we can speak both of res∗J u 1(F) and res∗J b 1(F). It is clear from
the de3nitions that the classes 1(Fi) are determined by res∗J u 1(F). Summing up, we showed the
following:
Theorem 6.5. Let F be the foliation of Mn obtained as above. Then 1(F) is calculated via any
(n − 1)-tuple of the classes 1(F1); : : : ; 1(Fn), whose total sum is equal to zero. The classes
1(Fi) can be calculated by taking the residue of the imaginary part of v21. We decompose the
Julia set of F into J u and J b as above, then –∗ res∗J u 1(F) = 1(F) and –∗ res∗J b 1(F) = 0.
Example 6.4(b). We consider again the vector 3eld X on C 2 given by the formula
X = G0z0
9
9z0
+ G1z1
9
9z1
:
We assume that G0G1 = 0 and that G0=G1 ∈ R. Then the foliation of CP2 induced from this vector
3eld has three singular points p1 = [0 : 0 : 1], p2 = [0 : 1 : 0] and p3 = [1 : 0 : 0]. Let S31 , S
3
2 and
S33 be the corresponding spheres. Example 6.1 shows that
1(F1) =− 12 Im
(
G1
G0
+
G0
G1
)
volS31
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1(F2) =− 12 Im
(
− G1
G0 − G1 −
G0
G1
)
volS32
1(F3) =− 12 Im
(
− G0
G1 − G0 −
G1
G0
)
volS33 :
Note that 1(F1) + 1(F2) + 1(F3) = 0 because Im(−G1=(G0 − G1)) + Im(−G0=(G1 − G0)) = 0.
The values of these classes clearly reSect the fact that the Julia component of F corresponding to
Im G1=G0 of 1(F1) approaches to p3 and yields again the same value to 1(F3). The same is true
for other Julia components. The class 1(F) is given by the triple (1(F1); 1(F2); 1(F3)).
Next, we examine Examples 8.4, 8.8 and 8.9 of [14]. We brieSy recall the construction.
Example 6.6. Let B be a closed manifold and h be any homomorphism from 1(B) to PSL(2;C).
Then we can form a foliated CP1-bundle E over B so-called the suspension of h. Such a foliation,
say, F can be largely classi3ed into three types after the image 4 of 1(B). The case of our interest
is the case where 4 is non-discrete, non-abelian and contained in AM(R). In this case, the part of
E corresponding to the real circle is the Julia set of F, and the rest is the Fatou set.
This example can be modi3ed as in Example 8.8 of [14]. That is, choose B and h appropriately
so that we can 3nd in the Fatou set of E a leaf W diMeomorphic to B. After removing a small
tubular neighborhood UW of W and taking a double, we obtain a new manifold E2 equipped with a
foliation F2 whose Julia set is two copies of the original one. This construction can be continued
so that one obtains a closed manifold En with a foliation Fn whose Julia set consists of n-copies
of the original one.
More generally, we begin with several foliated manifolds (Ei;Fi) constructed as above such that
the foliations appearing on the tubular neighborhood UWi of a leaf Wi in the Fatou set of Fi are the
same. Then these manifolds can be glued to yield a closed manifold equipped with a transversely
holomorphic foliation. We call this manifold as M and the foliation as G.
For examples such as Example 6.6, we can use another kind of ‘residue’ which can be very easy
to handle and we can show the following:
Theorem 6.7. The classes 1(F), 1(Fi) and (G) are trivial.
Proof. First recall that the total space E is decomposed into four pieces according to the invariant
spaces under the action of AM(R) on CP1. We denote by E∞ the part corresponding to {∞}
and EC the union of the rest, then E∞ is diMeomorphic to B and the foliation F restricted EC is
transversely aRne. Hence, under the same notations as in the second section, the diMerential forms
such as ddet  ′ji or d|det  ′ji| are identically equal to zero since the functions  ji are now aRne. This
permits us to set the local connection forms .i’s to be zero. Let ∇0 be a complex Bott connection
such that .i=0 out of a small neighborhood U of E∞, then the diMerential form 1(∇0;∇h) vanishes
out of U for any choice of Hermitian connection ∇h. The same arguments as in de3ning the residue
res∗ in the previous section, we see that the above diMerential form de3nes a version of the residue at
E∞ as an element of H 1(E∞) independent of the choice of connections (we consider only the Bott
connections which vanishes out of a neighborhood of E∞). For a moment we denote this element
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by resAME∞ 1(F) and call it the aRne residue of 1(F) at E∞. We show that res
AM
E∞ 1(F) = 0 by
arguments similar to those of the proof of Theorem 3.1 of [20].
Let  ∈ 1(E∞). We may assume that  is an immersed loop in E∞, and choose a mapping J :
S1 × B → E as in the structure lemma (Proposition 2.1) of [20]. Then B is an open neighborhood
of the origin in C and J(S1 × {0}) =  . The induced foliation of S1 × B from F is clearly the
suspension of h( ). That is, we equip R × C the foliation given by 9=9t, where t is the natural
coordinate of R. Then take the quotient, say, W of R×C by the mapping (t; z)→ (t + 1; h( )(z)),
where z is the natural coordinate of C . The foliation of S1×B is identi3ed with the foliation of W
restricted to a small neighborhood of  in W .
In general, h( ) is of the form h( )(z)= z=(a+ bz). We choose complex numbers 1 and  so that
e1 = a and that =1(e1 − 1) = b, then the mapping J is given by the formula J([s]; w) = [s; h(s; w)],
where
h(s; w) =
w
es1 + 1 (e
s1 − 1)w :
Note that h(1; w)=h( )(w) and that h(s; h(t; w))=h(s+ t; w). A computation shows that the foliation
pulled-back to S1 × B is given by the vector 3eld
J∗
(
9
9t
)
=
9
9s + w(1+ w)
9
9w :
Hence the 1-form −(1 + 2w) ds gives a Bott connection near S1 × {0}. On the other hand, the
connection ∇0, which is given by −2 dz=z near the boundary of J(S1 × B), corresponds to 1 ds −
2 dw=w when pulled-back to S1 × B.
Let g(r) be a smooth function on R such that g(r) = 0 if r6 0 and g(r) = 1 if r¿ 1 − L for
some L. Then we may assume that ∇0 is given by the 1-form
−(1+ 2w) ds+ g(|w|)
(
21 ds− 2 dw
w
)
;
where we assume for simplicity that B is the unit disc. Finally, a Hermitian connection is given by
the 1-form −2 Ow dw=(1 + |w|2). By using these connections, we have
(∇0;∇h) = 14 (−21(1− 2g(|w|)) ds)
(
−29g9r
)
d Ow ∧ dw
|w| :
We rewrite w as re
√−1B, then
(∇0;∇h) = 14 (−21(1− 2g(r)) ds)
(
−2 9g9r
)
2
√−1r dr ∧ dB
r
:
As g(1) = 1 and g(0) = 0, we have the following formula:∫ 1
0
g(r)k
9g
9r dr =
∫ 1
0
1
k + 1
d(gk+1) =
1
k + 1
:
It follows that
∫
dr(∇0;∇h) = 0, that is, resAME∞ (F) = 0.
The construction shows that the classes 1(Fi) and 1(G) are given as a sum of the images of
resAME∞ (F) described as above. Thus these classes are also trivial.
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Remark 6.8. In general, if a foliation F does not have wandering Fatou components, then the
foliation F restricted to the Fatou set is transversely aRne. Thus we can speak also of aRne
residue of the Julia set in such a case.
Example 6.9. The Julia set of the foliation 4\SL(2;C)=U(1) as in Example 2.5 is shown to be the
whole manifold. Noticing that this example is essentially realized as the suspension of a representation
of 4 in PSL(2;C) acting naturally on CP1, we see that J = J0, the recurrent component. This is
due to the rigidity of the complex structure of CP1 and due to the Mostow rigidity (the necessity
of the latter reason is pointed out by E. Ghys). Consequently, we have 1(F) = res∗J0 1(F).
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