The nonlinear estimation problem in navigation using terrain height variations is studied. The optimal Bayesian solution to the problem is derived. The implementation is grid based, calculating the probability of a set of points on an adaptively dense mesh. The Cramer-Rao bound is derived. Monte Carlo simulations over a commercial map shows that the algorithm, after convergence, reaches the Cramer-Rao lower bound.
Introduction
Modern, high accuracy, navigation systems are configured around an inertial navigation system (INS). Inertial navigation is based on dead-reckoning. From an initial position and velocity estimate, measurements of the aircraft movement are simulated forward in time to continuously yield position and velocity estimates of the aircraft. Due to initial errors and measurement errors, the position estimate of the INS will drift away from the actual position of the aircraft. Terrain-aided navigation (TAN) is the concept of using terrain height variations below the aircraft to render a position estimate that is used to bound the error in the INS. In practice, the integration is often handled by letting an extended Kalman filter estimate the errors in the INS using the terrain related position estimates as measurements. For a general background on aircraft navigation, we refer to [13] and [16] .
Consider Figure 1 , the idea is to have a digital map, digital terrain elevation database (DTED), on board the aircraft with samples of the terrain elevation, in known, fixed, positions. Flying over an area, the aircraft altitude over mean sea-level is measured with a barometric sensor and the ground clearance is measured with a radar altimeter, pointing downward. A memurement of the terrain elevation is derived from the difference between the altitude and the ground clearance. This derived measurement is compared to the stored values in the DTED and a position estimate is generated. The generation of the estimate must be done with extreme 0-7803-3970-8/97 $10.00 0 1997 IEEE
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Ground clearance II Mean sedevel $ . t care since the terrain might have similar characteristics in several areas. Due to the unstructured and varying characteristic of the terrain, this is a nonlinear estimation problem where the standard nonlinear estimation techniques such as local linearization fail to perform well. Instead of simplifying the model of the problem through linearization this work focuses on solving the complete problem analytically and approximate the implementation of the solution instead of the model. The problem is stated itnd described in Section 2 and the analytical Bayesian solution is derived in Section 3.
The implementation is a point-mass approximation of the posterior, described in Section 4. The Cramer-Rax, bound for the estimation problem is derived in Section 5. In Section 6, thLe algorithm is evaluated using Monte Carlo simulations over a genuine terrain map and a simulator verifiedl against field tests. The result of the simulations is compared with the Cramer-Raa lower bound. Finally, conclusions are drawn in the last section.
Problem Description
The estimation problem associated with TAN is to match measurements d terrain elevation with the DTED. The database consists of samples of photographically generated measurements of terrain elevation in a mesh with 50 m spacing, the value in any point between the stored values is found through interpolation. Assuming that the pressure sensor produces unbiased measurements of the aircraft absolute altitude, the problem is limited to two dimensions, finding the position in the planar geometry of the DTED map.
The performance of the matching of terrain elevation measurements with the DTED depends highly on the type of terrain in the area. Flat terrain gives little, or no, information about the aircraft position. More variations in the terrain give better performance of the matching algorithm. Rough, but repetitive, terrain can give several well matched positions in an area, making it hard to distinguish between several, well matching tracks.
Estimation model
Let the (2,l)-vector stochastic process xt denote the position in the DTED, and let yt denote the measurement of the terrain elevation. The relation between the measurements and the aircraft position is modeled as,
(1)
Here, h(xt) is the DTED-value below the aircraft, and the additive measurement error, et, is assumed white with distribution pet (x). This additive noise models both the errors in the radar altimeter, the current altitude estimate errors and errors due to the DTED map not having perfect resemblance with the actual terrain.
In the simulations we will use a Gaussian distribution for the measurement error, but there are some reasons why the Gaussian assumptions might fail, cf.
[3] for further details. The reason for the choice of Gaussian distribution is that the Cramer-Rao bound can be derived using this distribution. Let N(m, P ) denote the n-dimensional Gaussian distribution with mean vector m and covariance matrix P , the distribution of et is Note that no distinction in notation is used for vectors and scalars, yt is scalar while the state vector, xi, has dimension two. Bold faced notation is used to denote stochastic entities.
The INS gives the relative movement, ut, between two measurements. The drift in the INS position is modeled by random walk in the state transition equation,
The system noise is white, has distribution Pv, (x> = N(01 Q ) and is independent of the measurement noise et. The initial state has the distribution pxo(.) = N@O, PO).
and is independent of both et and vi.
Equations (1) and (2) describe the TAN estimation model,
The terrain matching algorithm should estimate the states of this model using measurements of yt.
Terrain matching algorithms
The best known TAN algorithms are TERCOM (terrain contour matching) and SITAN (Sandia inertial terrain-aided navigation). TERCOM is batch oriented and correlates gathered terrain elevation profiles with the map periodically [2, 8, 161 . SITAN uses a modified version of an extended Kalman filter (EKF) in its original formulation [lo] . Both these algorithms have been reported to be successful in a number of applications. However, when flying over fairly flat, or over very rough terrain or when the aircraft is highly maneuverable, they do in general not perform well. Several modifications of the SITAN approach have been proposed. In order to overcome divergence problems in the filter estimates parallel EKFs have been used in, e.g., [9, 51. Generally, these divergence problems originate from the local approximation schemes failing to model the aircraft and terrain accurately. One more recent and different approach that tries to deal with these problems is VATAN [7] . In VATAN the Viterbi algorithm is applied to the TAN problem, yielding a maximum a posteriori position estimate.
The Bayesian Solution
The basic problem of estimation i s to find out as much as possible about xt from observations made of the related set of measurements
This problem is often posed as an optimization problem, finding the best estimate using some performance criterion on the deviation from the true state. Using a statistical view of the problem, the probability density function (PDF) for the states gives all information one can ask for regarding the characteristics of the states. That is, the conditional a posteriori density function p x t lyt (x) summarizes everything there is to know about the states xt given the collected measurements. Thus the estimation problem could be posed as the problem Qf determining the a posteriori density. This is generally referred to as the Bayesian approach [I 11.
Given the posterior density, one suitable point estimate is the conditional mean, li'tlt = z P x , l y t ( x ) fh. (4) s Note that the posterior density should be unimodal in order to give accurate estimates. It can be shown that the conditional mean is also the estimate that minimizes the mean square error of the estimator [l]. This is why (4) is sometimes referred to as the minimum mean square estimate (MMSE).
The Bayesian solution is based on the following expression for the conditional PDF
where in the last equality (2) says that knowing xt the PDF for xt+l equids the PDF for vt with properly adjusted mean value. This completes the time update step.
With no measurement information available, the knowledge about the states is summarized in px,(x) which initializes the recursion. Through induction the following theorem has been proved. Restated, the joint PDF for the two stochastic variables can be expressed in there conditional PDF Pz,w(Z, w) = PZlW(4") PW(W) .
(6)
Applying these formulas to (3) a recursion for the pasterior is found. The recursion consists of one measurement update and one time update.
Assume that p x , p t -l (x) is known, split the measurement set y t in a prior part and a new part, yt = y t , y t -l .
Using (5) and (6), the measurement update is
Note that p y t p t -l ( y t )
is a constant that need not be calculated since the resulting PDF must integrate to unity. Equation (1) says that knowing xt the measurement yt has the same distribution as et, apart from the mean value, i.e., the likelihood is
inserted to (7) the measurement update step is completed.
Implementation
Each iteration of the Bayesian solution in Theorem 1 consists of a multiplication, a linear convolution and an integration. Further, to produce an estimate like (4) yet another integral has to be evaluated. Due to the unstructured nonlinearity h(.) these integrations are in general impossible to solve in closed form which makes the problem infinite dimensional. The implementation must therefore be approximate, and the problem has become one of function approximation, finding a finite description for the posterior p x , lyt (x).
Applying a uniform grid to the state space is one among several ways to perform this function approximation. The main advantage with quantizing the state space is that the calculations becomes simple, the integrals turn into sums, making it feasible to update many grid points. Several quantization approaches to the nonlinear estimation problem have been proposed in the literature. The earliest reference is [6]. Later references involve the pvector approach in [17] and a slightly different approach, presented in 115, 141, using a piecewise constant approximation to the density functions.
The grid approximation can be viewed as a bed-of-nails or a point-mass approximation to the PDF, therefore the implementation will be labeled the point-mass filter
The joint PDF for the states at time t and time t + 1 can be expressed using (6). Marginalizing on the states xt, the time update is found to be Pxt+llyt = J Px,+l,x,lYt (2, x) dx (PMF).
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The point-mass filter
Since the state dimension is two and we use a uniform grid, the sampled version of the posterior px,lyt (x)
P v , ( Z --X --z l t )
= Lz will, after truncation of small sample values, be defined by a matrix containing the sampled values, a grid denseness variable, and a reference point for the location of the matrix over the map. The measurement update consists of interpolating the DTED to find the terrain elevation in the nonzero grid points of the point-mass matrix, evaluating the "likelihood ma- trix" p,, (yth ( z ) ) , and performing an element-wise matrix multiplication. The normalization is equivalent to a summation. The time update convolution becomes a discrete convolution between the measurement updated matrix of point-masses and a sampled version of the PDF for vt. The point estimate (4) is a weighted summation of the matrix of point-masses, yielding the center of mass of the point-mass approximation.
The measurement update will amplify the grid values at the grid points that coincide with the measurements and attenuate the ones that does not fit well with the gathered terrain elevation profile. The time update convolution will smooth this effect using a two dimensional moving average. The normalization will keep the grid values bounded in each iteration of the algorithm. After some measurements have been processed there will be grid points with very small values, a truncation of values less than E times the average grid value is introduced right after the measurement update. Note that the point-mass matrix usually will have big holes with zero mass, yielding an effective way to follow several parallel tracks in the map. When the number of nonzero grid points falls below some threshold NO the point-mass mesh is interpolated to double denseness, increasing the approximation accuracy. Likewise an upper limit NI defines when to decimate the pointmass matrix.
T h e Cramer-Rao lower bound for TAN
The Cramer-Rao bound, Pi, sets a lower limit on the error covariance for an unbiased estimator, The Cramer-Rao bound thus is a function of the noise levels and the true state sequence.
Evaluation
We will evaluate the algorithm for Monte Carlo simulations, comparing the mean square error with the Cramer-Rao lower bound. For results on more realistic simulations using the PMF cf. [3] .
Performing M Monte Carlo simulations with identical noise characteristics, over a sequence of n measurements the mean square error (MSE) for each t is
where P& is the one step predictor of the state at time t in Monte Carlo run i. The sum of the diagonal elements in the error covariance matrix, C, is the expected squared error, using (8) the following inequality holds in the limit lim MSE," 2 t r Pt.
M+cc
Taking the square root on both sides above yields an inequality for the root mean square (RMS) error.
In order to test the algorithm for different terrain characteristics, two separate simulations were performed, one over an area near a lake with very smooth and flat terrain, followed by one simulation over a mountain area with rough terrain containing high peaks and deep valleys. Figures 2 depict parts of the smooth and the rough simulation area respectively. Both these areas are taken from a genuine, commercial DTED and the simulation tracks have been generated in a simulator that has been verified against actual flight test data. the performance, as expected, depends strongly on the amount of variation in h(.). As seen in Figure 3 , during the first half of the simulation track the PMF is not at all near the Cramer-Rao lower bound. But after convergence of the PMF estimate, the RMS error stays very close to the bound. The one-a limit indicates that there is a great variation between different Monte Carlo runs, this is also seen in the large maximum error.
The rough terrain case in Figure 4 shows much better performance with a ccnvergence rate near that of the Cramer-Rao bound. After convergence the RMS error and the Cramer-Rao bound show equal performance. The one-o limit is close to the bound which shows that the spread between the different Monte Carlo runs is small. Likewise, the rnaximum error is much smaller than in the smooth case. Figure 3 : Monte Carlo root mean square error for smooth
The poor performance during the settling phase is due to the quantization ei:rors being large when using a simulation area. sparse grid to sample the posterior. Once the grid denseness has decreased however, the PMF is efficient, meeting the Cramer-Rao lower bound. After convergence the grid denseness is less than four meters.
Conclusions
A point-mass implementation of the Bayesian solution to the nonlinear estimation problem in TAN has been evaluated. Monte Carlo simulations, using a flight test verified simulator and commercial terrain database, show nearly optimal performance after convergence of the algorithm as it reaches the Cramer-Rao lower bound. The algorithm performs well after convergence both over varying and flat terrain.
