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MOTTO 
“Fabiayyi aalaa i rabbikumaa tukadzdzibaan” 
Maka nikmat Tuhanmu yang manakah yang kamu dustakan? 
(QS 55:13) 
 
“Fa inna ma’al ‘usri yusra. Inna ma’al ‘usri yusra” 
Maka sesungguhnya bersama kesulitan ada kemudahan. Sesungguhnya bersama kesulitan 
ada kemudahan. 
(QS 94:6-7) 
 
“La tahzan innallaha ma’ana” 
Jangan engkau bersedih, sesungguhnya Allah bersama kita. 
(QS 9:40) 
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ABSTRAK 
 Di Indonesia, terdapat media bernama femaledaily.com yang memiliki 
kolom khusus untuk review produk kosmetik. Review produk dapat membantu 
konsumen menyimpulkan kualitas produk. Beberapa cara untuk menyimpulkan 
kualitas produk adalah dengan mengklasifikasikan review dan menghitung 
polaritas sentimen yang menjadi bagian dari tujuan penelitian ini. Penelitian ini 
bertujuan untuk mengetahui akurasi klasifikasi menggunakan metode Multinomial 
Naïve Bayes (MNB) dilengkapi seleksi fitur Information Gain (IG) dan 
menganalisa polaritas sentimen masyarakat terhadap tujuh produk kosmetik 
populer pada Female Daily. 
 Klasifikasi menggunakan MNB dan IG menghasilkan akurasi yang 
sebanding dengan akurasi klasifikasi hanya menggunakan MNB. Waktu eksekusi 
MNB-IG menurun separuh dari waktu eksekusi MNB. Hal ini terjadi karena IG  
menyebabkan berkurangnya dimensi data sehingga berpengaruh pada 
berkurangnya waktu yang diperlukan untuk klasifikasi. Hasil akurasi MNB-IG 
adalah 80,42% dan klasifikasi hanya menggunakan MNB adalah 82,17% dengan 
waktu eksekusi sekitar 4,7 detik untuk MNB-IG dan 9,51 detik untuk MNB. 
Polaritas sentimen masyarakat terhadap tujuh produk kosmetik memperlihatkan 
bahwa polaritas tertinggi dimiliki oleh Estee Lauder dengan polaritas positif 
sebesar 94,37%. Perangkingan polaritas ternyata memberikan hasil yang 
sebanding dengan perangkingan user rating dibuktikan dengan urutan polaritas 
dan urutan rating yang ternyata sama. Oleh karena itu, polaritas sentimen 
sebenarnya dapat diajukan kepada FemaleDaily untuk dijadikan alternatif yang 
lebih objektif dalam perankingan. 
Kata kunci: Analisis Sentimen, Information Gain, Multinomial Naïve Bayes, 
Produk Kosmetik 
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USING MULTINOMIAL NAÏVE BAYES WITH INFORMATION 
GAIN FOR FEATURE SELECTION 
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Informatics Department. Faculty of Mathematics and Natural Sciences. 
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ABSTRACT 
 
In Indonesia, there is a website containing special column for cosmetic 
product reviews named femaledaily.com. A product review can be used to 
determine the sentiment polarity of the product itself. This study aims to determine 
the accuracy of Multinomial Naïve Bayes (MNB) classifier with Information Gain 
(IG) for feature selection and to analyze the public sentiment towards seven 
popular cosmetic products on Female Daily.  
The classification using MNB-IG resulted comparable accuration with the 
classification only using MNB. The execution time of the classification using 
MNB-IG decreased a half than the execution time of the classification only using 
MNB. This happened because Information Gain caused a reduction of data 
dimensions so that the time needed for classification decreased. The classification 
accuracy of MNB-IG was 80,42% and the accuracy of MNB was 82,17%. The 
execution time approximately 4.7 seconds for MNB-IG and 9.51 seconds for 
MNB. The public sentiment towards seven popular cosmetic products showed that 
the highest positive polarity is owned by Estee Lauder with 94,37%. Surprisingly, 
the rank resulted by sentiment polarity was identical with the rank resulted by 
user rating. Therefore sentiment polarity can be offered to FemaleDaily for 
objective alternatives aside from rating. 
Keywords: Cosmetic Products, Information Gain, Multinomial Naïve 
Bayes, Sentiment Analysis. 
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