ABSTRACT With the emergence of in-depth research of emerging technologies or 5G mobile communication technology methods, the IoT applications have been further sublimated. In this paper, the new characteristics and new challenges appearing in the current mobile edge computing are sorted out, and the latest related models and work are summarized. The important optimization models and moving models and wireless block data in mobile edge computing are analyzed and discussed. On this basis, this paper mainly designs and verifies the following three aspects of mobile edge computing. A joint optimization model of task offloading and power allocation is established, and a centralized joint optimization algorithm for task unloading and power allocation is proposed. Based on the equalization delay and the impact of energy consumption on task unloading, the algorithm can use the idle resources that can be used to distribute and unload the computing tasks. The simulation experiments show that the algorithm can not only coordinate task offloading and power allocation effectively, but also improve the balance between system delay and energy consumption. Delay-tolerable data can be modeled as a partially observable Markov decision process in a software-defined transport and compute node selection process. Compared with the existing scheme, the proposed method can effectively reduce system overhead, shorten data calculation execution time, improve data calculation efficiency, and ensure that the delay can tolerate data transmission arrival rate under the condition of transmission delay.
I. INTRODUCTION
At present, almost all smart devices and objects are embedded with sensors, which is enables them to sense environmental information in real time. For example, smart devices such as automobiles, wearable devices, notebooks, industrial and utility components are connected through the network. And it has certain data analysis capabilities that can change people's work and entertainment, so that most people can complete their needs or work through the Internet, even business or transactions. The realization of this process requires people to connect with many devices or objects on the network interact or communicate. The Internet of Things (IoT) model proposed by [1] - [4] reflects the current and future scenarios of the entire world. Moreover, Internet of Things researchers have stated [5] - [8] . By 2020, the Internet of Things will
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obviously grow to cover all the objects in our living environment, creating a so-called Internet of Things (IoE). This phenomenon has inspired some Interesting application concepts of the Internet of Things, such as smart home or home, smart city, environmental monitoring, smart medical, food traceability, country Anti-military, intelligent transportation and intelligent environment, in which practical application scenarios of almost all concepts require real-time response or timely transmission of data to users, otherwise, data will be invalid, services will be interrupted, and user experience quality will be degraded. Therefore, the improvement of data transmission performance is a powerful guarantee for the continuity of IoT services [9] - [12] .
The research on task migration in mobile edge computing mostly focuses on the optimization of energy consumption overhead, while the research on delay is less. Since current users have higher and higher requirements for delay, the problem of considering energy consumption alone may not meet the user's expectation of rapid feedback. At present, foreign research units have studied the delay optimization in task migration for mobile edge computing. For example, in [13] , task migration scheduling is obtained for a single user based on task cache state, task processing state, and transmission unit state [14] . Applying energy harvesting technology to obtain minimum execution delay for a single user, a dynamic migration strategy is proposed. However, in the consideration of the mobile model, most of the researches have regarded the user as a static individual, which obviously does not meet the actual situation and the current research progress. Therefore, some work, such as [15] , models user mobility patterns with internal contact rates and inter-domain contact rates to reflect user mobility. In addition, researchers have combined the Markov model to predict the user's next trajectory to describe the user's mobile characteristics and so on. The current work is to explore the introduction of mobility models under mobile edge computing. Since user mobility is a key factor in the study of task migration under mobile edge computing, in-depth research and results are continuously promoted and published. Aiming at the design problem of the computing task unloading architecture in mobile cloud computing [16] - [18] , in order to further increase the computing power of mobile devices, reduce the execution time and communication cost of the task, an unloading model based on task attributes and execution modes is proposed, but the model requires that the tasks running on the cloud and the local mobile device remain completely synchronized; for the dynamic change of the node location, the task unloading efficiency is improved, and the time-varying position of the mobile terminal is overcome [19] - [21] , multi-stage random programming is adopted. A distributed service distribution mechanism is established, and a multi-stage task unloading optimization model is established to obtain optimal decision for task control. Similarly, a dynamic opportunity unloading algorithm is proposed in [22] , [23] . Markov Decision Process (MDP) model obtains optimal unloading decision. Literature [24] considers the introduction of cloud computing technology into IoT network, and realizes data transmission and data calculation by constructing IoT-based cloud network mathematical model. Network resource allocation. The literature [25] introduces two new wireless communication access protocols for small packet transmission in IoT networks. in order to obtain higher data transmission throughput and lower latency. The literature [26] proposed a small data transmission scheme in a narrow band NB IoT system, which can make the device in idle state. In the absence of network resource control connection establishment process, the small data of the packet is transmitted. The literature [27] , [28] establishes a joint strategy based on IoT and cloud computing, which obtains the calculation data execution through the sharing of computing resources in the network. However, although a lot of research work has been done on the data transmission and data calculation of the IoT network, there are still two problems that are easily overlooked in the current research. On the one hand, the data transmission of the current network can be divided into delay-sensitive data transmission and time. Delay can tolerate data transmission. For delaytolerable data transmission, a certain degree of transmission delay increase does not seriously affect the transmission performance of such data.
In this paper, the new characteristics and new challenges appearing in the current mobile edge computing are sorted out, and the latest related models and work are summarized. The important optimization models and moving models in mobile edge computing and wireless block data transmission are analyzed and discussed. The advantages and disadvantages are of each mechanism and protocol. On this basis, this paper mainly designs and verifies the following three aspects of mobile edge computing: (1) a service model architecture and migration task pre-classification mechanism for perceiving mobile user characteristics, and (2) a user-based mobile model's task migration optimization algorithm, and (3) a high-performance block data reliable transmission protocol. A joint optimization model of task offloading and power allocation is established, and a centralized joint optimization algorithm for task unloading and power allocation is proposed. Based on the equalization delay and the impact of energy consumption on task unloading, the algorithm can use the idle resources that can be used to distribute and unload the computing tasks. Simulation experiments show that the algorithm can not only coordinate task offloading and power allocation effectively, but also improve the balance between system delay and energy consumption. At the same time, a suboptimal algorithm based on matching theory is proposed to reduce the complexity of the algorithm. Delay-tolerable data can be modeled as a partially observable Markov decision process in a software-defined transport and compute node selection process, thereby optimizing and minimizing system overhead, including minimum network overhead and shortest data calculation processing time simulation results. Compared with the existing scheme, the proposed method can effectively reduce system overhead, shorten data calculation execution time, improve data calculation efficiency, and ensure that the delay can tolerate data transmission arrival rate under the condition of transmission delay.
II. DATA TRANSMISSION FOR MOBILE EDGE COMPUTING UNDER THE INTERNET OF THINGS
IoT technology is based on cloud computing that provides flexible and efficient resources. It relies mainly on sensing layer technologies (such as radio frequency identification, short-range wireless communication, sensors, etc.), network layer technology (wired or wireless access), and services. And application layer technology (information discovery, intelligent processing, middleware, distributed computing, etc.) is in accordance with the agreement to connect all things in the world into the information system, to achieve the purpose of narrowing the distance between the information system and the physical world [29] . Distributed the huge data traffic generated by networked devices can be transmitted over the Internet to a remote cloud called the ''smart brain'' [30] whose architecture is shown in Figure 1 .
The development of wireless communication technology has made the Internet of Things application model more colorful. In order to study the living habits of marine life or terrestrial wildlife, sensors can be equipped on them to collect relevant data for analysis; in crowds of shopping malls, parks, etc. You can use smart devices such as mobile phones collected by humans or transmit data such as temperature, humidity, and dust concentration. To monitor PM2.5, provide real-time information guidance for outdoor activities for humans; in order to facilitate people's travel, in urban transportation network install a variety of intelligent wireless transmission equipment, real-time road condition monitoring, safe and reliable high-efficiency intelligent transportation. In addition, apply wireless communication technology to other challenging special areas (such as military). Information monitoring is also of great significance. These situations fully demonstrate the ubiquity of IoT applications. The literature [31] attributes the Internet of Things network architecture, communication technology, data fusion, and heterogeneous network convergence to its main research. Content, including the entire process of IoT implementation, in the IoT application process, must comply with relevant standards, based on its network architecture, through intelligent devices to sense and collect data, use communication technology to transmit information data, complete data fusion and different The task of network convergence. Its application and development services, and the entire process to ensure information security and confidentiality. Information sharing through human or / and physical interconnection is the core of IoT application research. The process of information sharing requires a series of operations such as sensing, transmitting and processing data. Among them, data transmission is to collect various types of sensing nodes. The data is transmitted to the gateway or aggregation node through one-hop or multihop methods to realize the process of timely processing of IoT information. Over the years, many domestic and foreign researchers have been committed to achieving efficient and energy-efficient data transmission in various IoT environments, such as: For low-duty-cycle wireless sensor networks, the literature [32] proposes a lightweight data transmission strategy based on the length of the optimal preamble (a series of signals transmitted before the useful signal is transmitted); [33] Opportunistic underwater sensor network proposes a data propagation controllable strategy to improve transmission performance; based on local activity and social similarity, the literature [34] proposes a data transmission strategy for mobile social networks; the literature [35] An in-vehicle network with community characteristics proposes a data transmission strategy that considers travel information; the literature [36] is also related to various application services of the Internet of Things. Research data transmission, the transmission of information or data transfer is a key step in acritical networking applications to achieve.
IoT applications use the sensors of various smart devices to perceive all things on the basis of traditional wireless sensor networks. This new mode changes the operation mode of traditional wireless sensor networks, which can reduce the cost of network deployment and is not fully connected. The network provides more data transmission opportunities, which greatly improves the performance of data collection and convergence, and brings new opportunities and challenges to the wireless sensor network to meet the basic needs of the Internet of Things with ubiquitous perception and ubiquitous interconnection. Obviously, high-efficiency, low-energy data transmission is a research focus to ensure the continuity of Internet of Things, and it is worth exploring.
III. MOBILE EDGE COMPUTING MODEL UNDER THE INTERNET OF THINGS
At present, the energy optimization for mobile edge computing has been supported by a large amount of work. The related work and models introduced in this section are mature in energy optimization, and it is worthy of being important as a model for subsequent task delay optimization.
A. ENERGY OPTIMIZATION MODEL
Specifically, the model in this paper regards the user's task as being able to be processed in three ways, namely, letting the task execute locally, requesting the mobile edge computing task to perform task processing through the edge small base station or through the upper macro base station. The energy consumption overhead and delay cost generated by different access modes are calculated to achieve the lowest energy consumption cost for optimization purposes, and the task migration of the edge-shifting calculation is scheduled in combination with the minimum delay limit of the user task. It defines the migration tasks to be assigned as follows:
where d i is the size of the input data, c i is the computing power required to complete VOLUME 7, 2019 the task, ie the number of CPU cycles required, and t max i is the minimum latency limit for the migration task. In addition, the task local execution energy consumption e L i = c i δ L i and the migration task execution energy consumption e
in the mobile edge computing device are defined from the perspective of the energy consumption parameter, where b represents the number of channels used by the device to transmit data, and p represents the device used for The energy of the transmitted data, r represents the data upload rate, and gives the model of the final energy optimization problem and is represented by equation (1) .
Among them, the conditions C1-C3 are guarantees for the delay conditions using three different methods; the conditions C4-C6 are that the task can only be selected in one way, in order to avoid the duplication of tasks and waste computational and energy resources; condition C7 It is to ensure that the channel assignment does not conflict; condition C8 limits the total number of channels occupied by no more than the number of assignable channels.
The author of such an optimization problem has proved that it is an NP-hard problem, so a task migration scheme (EECO) that can obtain a suboptimal solution is proposed. The program consists of three phases, namely:
(1) Classify mobile devices. The mobile device is classified into three categories according to the minimum delay requirement and the energy consumption characteristics of the task to be processed: local execution, mobile edge computing service required, and local execution or migration execution according to the wireless communication state. In this stage of the algorithm, the criteria for the three categories are as follows: if the task is locally executed to meet its minimum latency requirement and the local execution energy consumption does not exceed the energy consumption of its migration task, then the reservation is performed locally; If the task is executed locally and cannot meet its minimum latency requirement, it must be migrated to the mobile edge computing system for execution. In other cases, the task represents the third type. The task in this type will eventually be in the first the three stages determine whether to migrate the task to the mobile edge computing node based on the wireless communication status.
(2) Priority decision. For tasks that need to be migrated to the mobile edge computing system, priorities are assigned based on their radio resource allocation, task latency requirements, and wireless communication status. In this stage of the algorithm, the second-class device in the first phase is assigned the highest priority. When the priority is assigned to the third-class device, if the delay is satisfied, the task can be obtained after the task is migrated. The greater is the energy saving gain, the higher the priority. Each task performs the calculation of the priority value and uses the calculation result to uniformly compare and finally complete the priority allocation.
(3) Wireless resource allocation. In this phase, the radio resources are allocated according to the priority of the previous stage. For the third type of equipment in the first node, if the radio resources are in a state of competing, the remaining priorities are lower after the allocation is completed. The task will be executed locally on the user device.
This work provides a more mature model design scheme from the perspective of energy consumption in the scenario of multi-user and multi-mobile edge computing nodes. The three-stage migration task allocation algorithm designed according to the model is also worthy of research and reference. However, this work is based on the energy consumption of the equipment and meets the minimum delay requirements of the user. The migration task is allocated on the mobile edge computing system according to the principle of minimum energy consumption. It is more and more convenient to turn to the Internet application experience that is more and more sensitive to the processing delay. Therefore, the current research needs to turn to the delay optimization of the migration task.
B. DELAY OPTIMIZATION MODEL
One of the advantages of the user's computationally intensive task migration to mobile edge computing small base stations is that the execution delay (D) can be reduced. When the user local device performs all computing tasks by itself (i.e., does not perform task migration), its execution delay (Dt) represents the time it takes to perform the task locally at the user device. In the case of migrating computationally intensive tasks to mobile edge computing small base stations, the execution delay (Do) consists of the following three parts: (1) the transmission duration of the migration data to the mobile edge computing node. (Dot), (2) calculation and processing time (Dop) of the migration task by the small base station in the mobile edge computing system, and (3) after the migration task is processed, the user equipment receives the processing result data transmitted from the small base station the time it takes to receive.
The module determines during each time slot whether the application task waiting in the buffer is processed at the local device or at the small base station at the mobile edge to meet the goal of minimizing execution latency. The authors put the proposed algorithm with the local execution strategy (i.e. all tasks always perform calculations on the local device), the mobile edge execution strategy (which is always performed by the mobile edge small base station) and the greedy migration strategy (i.e. the user device is in the local CPU) Or, when the transmission unit is idle, the two are arranged to wait for the data in the queue to be scheduled accordingly. A performance comparison is made. The simulation results show that the author's proposed optimization strategy can reduce the execution delay by up to 80 compared with the local execution strategy, and because it can handle and cope with higher-density task migration applications, with moving edges. The execution latency can be reduced by up to 44% compared to the execution strategy. However, the scheme can be improved in the following two aspects: First, it only considers a single-user scenario, and does not discuss and analyze the reality of multi-user and multi-mobile edge computing nodes; second, the proposed method is because The decision is performed at the user equipment side, so the user equipment needs feedback from the mobile edge computing node to make a decision whether to migrate the task.
C. USER MOVEMENT MODEL
In most application scenarios of mobile edge computing, user mobility is actually an intrinsic feature in such scenarios, such as using augmented reality applications or virtual reality applications to assist service providers in airports or museums to bring better users. In these emerging applications or services, the user's mobility and mobility trajectory will be able to provide the user's location information as well as their personal behavior preference information for small base stations in mobile edge computing. This information will improve the efficiency of processing task migration requests for users in mobile edge computing systems. First, mobile edge computing networks are typically architectures that include multiple small base stations. Therefore, the mobility of the user will affect the problem of which small base station the computing task that the user needs to migrate is processed on. Next, the number of users connected to different small base stations may be different, resulting in different computing loads on each small base station. User mobility may cause such computational load changes to be more frequent, thus bringing more allocation to the migration task. Finally, the task or result transfer within the mobile edge computing network due to user mobility also creates additional latency, which is also considered and planned. A method for estimating user transition probability based on the distance between user and transmission node is proposed.
One or several adjacent transmission nodes having the highest transition probability are selected to form a prediction node set. In the next time slot, if the user accesses a transit node in the node set, the prediction result is considered correct. Therefore, the prediction accuracy is expressed as follows:
Pr edictionAccurary = NumberCorrect Pr edictions TotalNumber Pr edictions
For the execution of the computing task, the computing task can be divided into local computing server execution and MEC server execution. That is to say, when the data can be tolerated and the computing process needs to be performed, the server for data computing execution needs to be selected. When the computing task is executed on the MEC server, the computing task will be unloaded and transmitted to the MEC server through the wireless communication link. The time for the computing task to be transmitted from the vehicle A to the MEC server can be expressed as:
When the data is offloaded to the MEC server, the data calculation will be performed. If the calculated data processing capability of the MEC server is F, the execution time of the data calculation can be expressed as
IV. TASK OFFLOAD AND LATENCY CAN TOLERATE DATA TRANSFER
Partial task offloading and delay in different scenarios can tolerate the comparison of some parameters in the data transmission model. A total of 18 indicators are applied. The first 8 indicators are based on the candidate metrics mentioned in the classification of the opportunity transmission strategy. The contact information refers to the exchange information when two nodes meet in the transmission process; the context information refers to the data transmission network environment information; the social relationship and social status are determined according to the characteristics of the node carrier, and the former reflects the sociality of the carrier relationship, The latter represents the mobility of the carrier in certain social relationships; the network topology information refers to the network environment model of the transmission model; the data attribute represents the characteristics of the transmission data itself; the time factor and the spatial factor refer to the data transmission Whether to consider the transmission ability of nodes at different times and in different locations in the process. The above eight indicators are all factors that need to be considered when constructing the transmission model. The ninth indicator is to evaluate whether the model is used for real-time dynamic performance evaluation; the 1015th indicator represents whether the evaluation metric is used when comparing the model; the 16th metric refers to whether the data transmission model has been used. The actual mathematical model used in the actual environment and the actual scenarios applied.
It can be seen from Table 1 that the construction of the IoT data transmission model does not consider all the metrics. It is closely related to the actual application scenarios and transmission methods, and there are also many differences in performance between different models. For example, LWOF, EDFS. The four model workers WOF of ODF and EEOF are applicable to the general wireless sensor network environment. EDFS and ODF are applied in the wireless body area network environment, and EEOF is designed for the twohop transmission scenario under the D2D communication condition in the mobile cellular network. The fixed transmission strategy, in the construction process of their data transmission model, mainly relies on the communication channel conditions of the network context to transmit and judge at the moment. The transmission strategy based on the actual parameter data of the network environment is in the robustness of the model. Both have relatively best effects. In mobile social networks, a large number of nodes are closely related to the behavior of their carriers. Therefore, the carrier's movement trajectory, social relations, social status, and contact information between carriers will be transmitted as data. The main metrics for model construction, such as the LASS model and the OVDF model. Obviously, the metrics under these models The randomness is relatively large, and it provides a humanized effect on the transmission judgment. At the same time, it also causes a certain error between the judgment result and the actual situation, so they perform generally in terms of robustness, but considering the wide range of human participation in the Internet of Things application. Sexuality, the performance of this type of model is applicable to various IoT environments. The emerging named data network technology is applied to the in-vehicle network environment, and the EPBC data transmission model is implemented. According to the working mechanism of the named data network, EPBC will only temporarily Contact information and time-space factors between nodes are used as metrics. These factors are also highly unstable. Therefore, their robustness is relatively low. However, due to the participation of named data networks as one of the subjects of future Internet transformation. The model will show relatively good results in terms of scalability. The G-DTE model is designed based on a wireless hybrid network environment, which is a ubiquitous application scenario that integrates the above specific network environments. Mainly to improve the throughput of the entire network and reduce the overall energy consumption, where node type and node The capacity and so on are very different. In addition, the network environment is the most complex. Therefore, under normal circumstances, the information and time and space factors of the node carrier cannot be used as the transmission measurement factor. The transmission model construction mainly considers the network context information and the contact between nodes. And the model situation of cyberspace, etc. Therefore, compared with other models, the model has better scalability, and the ability and robustness to apply to various IoT environments are general.
A. TASK OFFLOADING FOR IoT MOBILE EDGE COMPUTING
For the task unloading and power allocation joint optimization problem in the IoT environment, this section first introduces the system model of joint optimization and the definition of related problems, and describes in detail the task unloading and power allocation joint optimization problem in the IoT environment, and determines the task target function of the unloading algorithm.
In the IoT environment, for a single terminal that constitutes a wireless communication system, in order to achieve convenient access services, there is generally no fixed power connection, and at the same time, it is limited by the size and weight of the battery, for mobile terminal devices. The normal operation of the device itself is often supported by means of built-in or external batteries, which makes the energy power for a single mobile terminal limited and the total power delivered is also limited. Therefore, in the IoT environment, it is essential to effectively utilize and rationally allocate power resources while the tasks are being uninstalled. In addition, reasonable power allocation can effectively increase the overall revenue of the system and reduce the energy loss of the system. Further extend the endurance of a single mobile terminal to provide more efficient service.
It is assumed that the channel is an additive white Gaussian noise channel, and each terminal is stationary or moving at a slow speed (i.e., regardless of mobility). Use I ij to indicate the wireless link from Ci to Aj, and R ij , P ij to indicate the data flow rate and power consumed on link I ij .
The task uninstalls the utility model. It is assumed that the client can assign the task to the agent to obtain the task offload benefit. The logarithmic function commonly used in mobile cloud computing and wireless network communication is used to represent the utility benefit of the task offloading.
Task unloading cost model, in the mobile Ad TransmissionHoc cloud computing, the main uninstallation process of the task includes task submission (Workload t small agent execution (Workload Processing t2), calculation result return (Result Returnt)), etc., for the purpose of analysis, assume the agent The terminal person needs to wait until c submits the task (W) and then processes the uninstall task, and sets the size of the return result of the proxy to be P times the received data size (0<p≤1),
Communication cost model, task submission and calculation result return as the main cost of data communication transmission (Communication Cost), introducing the transmission time factor per unit time in the wireless network environment (such as WiFi), transmission cost under different wireless network environments or under different terminals Different factors, which can be obtained:
After calculating the cost model, after the task is submitted to the agent terminal, the agent uses its own resources to calculate the received task, and defines the agent terminal unit time to calculate the cost factor knife, which can obtain the calculation cost of A ((Computing Cost) is:
The delay and energy cost model, through the task offload calculation three-stage model can get the system delay of the offload computing task as:
B. DELAY CAN TOLERATE DATA TRANSMISSION
In some latency-tolerant network applications, such as the Publish/Subscribe Systems message, there is no explicit address like IP. In such applications, the routing of messages is driven by the content of the message, not by the destination address of the message. Since there is no persistent and stable end-to-end link between the source node and the target node, it is difficult to achieve reliable message distribution in the delay tolerant network. In order to achieve efficient and robust message distribution in delay-tolerant networks, this chapter proposes a content-accounting based message distribution algorithm (Content Encounter Probability based Message Dissemination) in delay-tolerant networks. The IoT delay can use request predicates to tolerate data transmission to describe the subscriber's interests and distribute the request predicate messages in the network. Each request predicate message is given an ep value indicating the probability of encountering the carrying node of the predicate message with the content demand node. The transmission of the message from the source to the subscriber is driven by the content of the message, rather than by an explicit destination address. This algorithm uses request predicates to describe the interests of subscribers. By requesting the distribution and merging of predicates in the network, IoT latency can tolerate data transmissions to transmit request predicate messages at a lower cost: compared to existing routing methods, fewer message copies can be used to Low latency sends content messages to multiple destination nodes.
After generating a content message, the source node periodically broadcasts this content message to its neighbors. If the neighbor node of the source node carries the request predicate that matches the content message, it will save the content message and transmit the content message to the subscribing node, and send an intermediate node to the source ack message to the source node to notify the source node. Its content message has begun to be forwarded. If the neighbor node does not have a request predicate that matches this content message, this node will discard this content message.
The content message sent by the source node is given an ep value equal to the ep value of the request predicate message that matches the content message. Each time the content message is forwarded at the intermediate node, its ep value also increases with the matching request predicate ep value. Each intermediate node in the network maintains a (content message-ep) table to store content messages.
After receiving the content message, the intermediate node also broadcasts the content message to its one-hop neighbor. If the neighbor node has a request predicate message that matches this content message, the neighbor node will discard the received content message. If the neighbor node has a request predicate that matches the content message, and the ep value corresponding to the request predicate is greater than the ep value corresponding to the content message, the neighbor node will save the content message to the content message ep table and send an intermediate message from the node to the intermediate node. After the intermediate node receives the intermediate node to intermediate node ack message, the TTL of the content message will be decremented by one. If the ep value of the request predicate message is less than the ep value of the content message, the content message will also be discarded.
The content message is forwarded to the subscriber in the direction of the ep value increment in the matching request predicate gradient field. After the intermediate node successfully sends the content message to the subscriber, the intermediate node does not delete the copy of the content message that is carried, because other nodes may also subscribe to the content. Each content message has a TTL field. When a content message is generated, its TTL is given an initial value greater than 0 by the source node. This content message will only be deleted by the node if the TTL of the content message is reduced to zero. The distribution algorithm of the content message is as shown in Algorithm 1.
V. SIMULATION AND PERFORMANCE ANALYSIS
This section uses MATLAB 2014a simulation tools to simulate the performance of a centralized joint optimization model based on task unloading and power allocation. In order to verify the performance of the WASPA algorithm proposed in this paper, in this paper, compared with the system benefit of the power greedy GA allocation algorithm, the GA algorithm performs the task unloading, based on the global revenue maximization, and the power is fully allocated. In the design and analysis of the task unloading and power allocation distributed joint optimization algorithm, the comprehensive performance analysis of the WASPA model unloading delay and system energy consumption is carried out.
A. TASK OFFLOADING OF MOBILE COMPUTING EDGES UNDER THE INTERNET OF THINGS
For the sake of simplicity, it is assumed that each terminal is stationary or moving at a slow speed (ie, regardless of mobility), the bandwidth of the system is set to 1 MHz, and the distance between the client and the proxy terminal is 80 m, 60 m, 40 m, 20 m, respectively. Processing capacity is 4Mbps, l 0Mbps, 15Mbps, 20Mbps, unit task offloading income 3, agent calculation compression 0.5, unit time data transmission overhead. The client delay penalty factor is 0.5 and the energy consumption factor is 0.5. Figure 2 shows the results of the client computing task volume and task allocation. From the figure, it can be seen that when the total task volume of the client is very small (for example, the total task volume is l0Mbit >, it is far away from the client and the computing power is relatively weak proxy terminal 1 and proxy terminal 2 will only be uninstalled with a small amount of computational tasks or even unloaded computing tasks, while proxy 3 and proxy 4 will be assigned more uninstall tasks, and the amount of tasks will be calculated with the client. Increasingly, agents 3 and 4 are assigned more and more computing tasks, while agent 2 is less changed, and agent 1 is only assigned a small number of computing tasks. This is due to agent 1 and agent 2 and clients. The communication distance between the terminals is large, and the communication overhead is also large. At the same time, due to the lower computing power, the calculation delay of the unit calculation task is relatively large, and the generated delay cost is high, in order to obtain optimal system benefits, When the task is uninstalled, the client uninstalls the computing task to the agent with a smaller target cost according to the agent attribute and the channel environment, which is also in line with the actual scenario. Figure 3 shows the client computing task volume and client power allocation. It can be seen from the figure that when the total amount of computing tasks on the client is relatively small (for example, when the task volume is 10M), agent 1 is not allocated power. The client does not perform task unloading for the agent 1, which is also consistent with the amount of tasks that the agent 1 is not assigned when the task amount is 10M in FIG. When the amount of tasks is small, since all the tasks are mostly allocated to the agent 2, the agent 3, and the agent 4, the power allocated in the agent 2, the agent 3, and the agent 4 is also large, and the amount of tasks increases. The offloading task is assigned to all the agents. In order to match the agent 1 with weaker computing power, the other 3 agents will also transfer the tasks with lower power to reduce the energy consumption; As the amount of tasks continues to increase, the amount of tasks assigned by Agent 2, Agent 3, and Agent 4 increases much more than Agent 1. At this point, Agent 1 gradually reduces its power to match the computing tasks of the other three agents. Because the tasks assigned by the agent 4 are getting larger and larger, the transmission power required by the agent 4 will gradually become larger.
As shown in Fig. 4 , the power distribution of the proxy power varies with the client task volume. As can be seen from the figure, when the total amount of task calculations on the client is relatively small (for example, when the task volume is l0M), proxy 1 is not The allocation of power indicates that the agent 1 does not handle the calculation of the unloading task for it, which is also consistent with the amount of tasks that the agent 1 is not assigned when the task volume is 10M in FIG. 4 ; The amount of computing tasks allocated by each agent is increasing, and the task transmission delay becomes the main factor affecting the system revenue. In order to save the delay overhead caused by the task transmission, the transmission power of each agent also gradually increases, and 1 The distance from the client is far, so the speed of the increase is the fastest; as the workload continues to increase, the power consumption increases and the system energy consumption and delay cost become larger and larger. The system can get the maximum system revenue, and the transmission power of each agent will gradually become flat. Figure 5 shows the trend of system revenue change with the amount of load on the client computing task. As can be seen from the figure, when the client task volume is small, the system revenue increases with the increase of the number of computing offload tasks, when the WASPA increases. At about 100M (when the GA is increased to about 80M), the system gains the maximum, because as the amount of tasks increases, the client's offloading revenue increases, while the system energy consumption and latency costs are compared. Small, and as the amount of tasks continues to increase, the cost is also increasing, so the increase will gradually become smaller; and as the client computing unloading task continues to increase, the system revenue begins to gradually decrease, this is As the workload increases, the system's energy consumption and task calculation and transmission delay cost become the main factors affecting task offload. The system revenue begins to gradually decrease. It can be seen from the figure that the gain of the WASPA system is greater than the system benefit of the GA algorithm. This is because the WASPA algorithm will coordinate the allocation task and the impact of the system power resources on the system cost based on the global information when performing task unloading and power allocation. Balanced delay penalty and energy consumption overhead, while the GA algorithm fully allocates terminal power during task offloading, although it can provide sufficient power transmission for task offloading, but also causes high system energy consumption.
B. THE DELAY OF THE MOBILE COMPUTING EDGE UNDER THE INTERNET OF THINGS CAN TOLERATE DATA TRANSMISSION
The simulation area is divided into n = 10 communities, and each community is a square area with a side length of 2 km. Initially, the nodes are evenly distributed within the community, and the source and destination nodes are randomly selected among all nodes. The nodes move in a community according to the random waypoint model. When the node selects the destination location, the location within the main community is selected according to the probability P, and the locations in other communities are selected according to the probability (1-p)/(n-1). When the node moves according to the RWP model, the moving speed is randomly and uniformly selected in the interval of (0, 30m/s), and the dwell time is randomly and uniformly selected within (0, lmin). The main simulation parameters are shown in Table. The results shown in this section are the average of 5 rounds of simulation experiments, and the simulation time for each round of experiments is set to 38000 seconds (about 10.6 hours). In the simulation process of the data transmission algorithm that can be tolerated under the Internet of Things, it is assumed that the content message exists before the matching request predicate message is generated. The message transmission delay in the IoT latency tolerant data transmission algorithm is defined as the time interval between when the subscriber generates the request predicate and when the subscriber receives the content message that matches the request predicate. In the SW and SF algorithms, the transmission delay of a message is defined as the time interval from the generation of the message to the transmission to the destination node. The delay in the simulation analysis graph is the average delay of messages that are successfully transmitted. The transmission success rate of the IoT latency tolerant data transmission algorithm is defined as the ratio of the number of content request predicate messages that are successfully responded to the number of all request predicate messages. In the SW and SF algorithms, the transmission success rate is defined as the ratio of the number of messages successfully transmitted to the destination node to the number of messages generated by the node.
Since the size of the simulation area is fixed, the more nodes in the area, the larger the node density. Therefore, if the number of nodes in the simulation area is larger, the probability of encountering between nodes is greater. Figure 8 shows the effect of the number of nodes in the delay-tolerant network on the success rate of message transmission. When the number of nodes in each simulation community is less than 16, the downlink network delay can tolerate the transmission success rate of the data transmission algorithm is smaller than the transmission success rate of the SW algorithm.
Because the probability of encountering between nodes is too small in this case, the request predicate message in the data transmission algorithm cannot be forwarded to meet the corresponding content message. Even if some of the request predicate messages meet the content message, these content messages are difficult to forward to the content subscription node for the same reason.
As shown in FIG. 6 , as the node density increases, the growth rate of the IOT downlink delay can tolerate the data transmission algorithm transmission success rate is higher than the SW algorithm transmission success rate. In the case of a high node density, the probability of encountering between nodes is high, and the interval between encounters between nodes is short. It is easier for subscribers to obtain interest content, so the success rate of message transmission is also higher. the request predicate message needs to be first distributed to the network before the matching content message can be brought back to the content subscription node. In the SW and SF algorithms, the transmission delay of the message is only the time interval during which the message is distributed by the source node to the network and arrives at the destination node (the distribution transmission process without the request predicate), so the delay of the Internet of Things can tolerate the data transmission algorithm. The transmission delay is greater than the transmission delay of the SW and SF algorithms. The transmission delay of the SF algorithm is smaller than the transmission delay of the SW algorithm because in the focus phase of the SF, the message is forwarded to a node having a greater probability of encountering the destination node, thus having a lower transmission delay. Although the probabilistic gradient field of the request predicate can direct the content message to be transmitted to their subscribing node faster, the delay of the Internet of Things can tolerate the two-stage data distribution traits of the data transmission algorithm (request predicate distribution and content message transmission), The delay of the IoT delay tolerant data transmission algorithm is greater than the transmission delay of the SW and SF algorithms. Figure 8 depicts the relationship between the TTL value and the algorithm transmission delay. The algorithm's transmission delay increases as TTL increases. The reason is that as the TTL value increases, more and more messages are successfully transmitted to the destination node or the content subscription node, and the messages successfully transmitted with the TTL growth tend to be larger than the transmission delay of the message successfully transmitted before the TTL growth. . The latency of the Internet of Things can tolerate the transmission delay of messages in the data transmission algorithm is larger than that of the other two algorithms, because the delay of the Internet of Things can tolerate data transmission using a two-stage message transmission strategy.
FIGURE 8. Effect of TTL value on algorithm transmission delay. VOLUME 7, 2019 FIGURE 9. Effect of transition probability between node communities on algorithm transmission delay. Figure 9 reveals the effect of node-to-community transition probability on algorithm message transmission delay. As the probability of transition between node communities increases, the message transmission delay of the algorithm also increases. Figure 4-9 shows that the transmission delay of a message tends to increase logarithmically as the probability of node transitions between communities increases, so the degree of increase in message transmission delay is acceptable. The delay of message transmission delay in the Internet of Things delay tolerant data transmission algorithm is lower than that of SW and SF algorithm. Because the IoT delay can tolerate the data transmission algorithm, the request predicate ep value gradient field centered on the subscribing node is established by the distribution of the request predicate message, and the content message is transmitted to the subscribing node along the request predicate ep value gradient field, and the transmission is transmitted. The delay is less affected by the probability of transition between nodes. Figure 10 reveals the relationship between message copy number and algorithm message transmission delay. The mes- sage transmission delay of all algorithms is less affected by the number of message copies. As the number of message copies increases, the number of intermediate nodes also increases, and the probability of encountering the intermediate node with the destination node increases, which will reduce the message transmission delay. However, during the transmission delay of the statistical message, the message transmission delay is the average delay of all successfully transmitted messages. As the number of message copies increases, more messages will be successfully transmitted to the destination node. Therefore, although increasing the number of copies of a message can reduce the transmission delay of certain messages, the delay of more successfully transmitted messages tends to be large. Under the influence of these two factors, the transmission delay of the message shows a slow growth trend. Among the three algorithms, the SF algorithm has the longest transmission delay, and the IoT delay can tolerate the data transmission algorithm with the lowest transmission delay.
VI. CONCLUSION
This paper combines the latest research and development, and conducts in-depth research and analysis on the new features and new challenges brought about by the current mobile computing edge. In the meantime, the theoretical basis of the mobile edge computing model related to this paper is collated and studied, and the advantages and disadvantages of the related work are sorted out and analyzed, and a series of innovative improvement work is carried out. This paper addresses the new challenges in mobile edge computing, reduces the migration delay of mobile edge computing services, and improves the efficiency of mobile edge computing. An algorithm for offloading computing tasks based on SMDP is proposed. In the process of uninstalling tasks, dynamic management of system resources can effectively improve system resource utilization. This paper proposes a delay-tolerant network message distribution algorithm based on content encounter probability. By combining request predicates of the same content, IoT delays can tolerate data transmission and reduce the network load of content message transmission. The simulation results show that the data transmission algorithm under IoT delay can effectively improve the message transmission success rate in the delay-tolerant network and reduce the data transmission delay.
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