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1. Introduction
Let us consider the boundary value problem (b.v.p.)
x¨(t) + A(t)x˙(t) + B(t)x(t) ∈ F (t, x(t), x˙(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), x˙(T ) = Nx˙(0),
}
(1)
where
(i) A, B : [0, T ] → Rn×n are continuous matrix functions,
(ii) M and N are n × n matrices, M is nonsingular,
(iii) F : [0, T ] ×Rn ×RnRn is an upper semicontinuous multivalued mapping with nonempty, compact, convex values,
(iv) there exists an integrable function c : [0, T ] → [0,∞) such that∣∣F (t, x, y)∣∣ c(t)(1+ |x| + |y|)
holds, for a.a. t ∈ [0, T ] and all (x, y) ∈ R2n .
Mapping F satisfying conditions (iii) and (iv) is said to be a Marchaud map.
By a solution of problem (1), we mean a vector function x : [0, T ] → Rn with an absolutely continuous ﬁrst derivative
(i.e. x ∈ AC1([0, T ],Rn)) which satisﬁes (1), for almost all t ∈ [0, T ].
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(Liapunov-like) functions which make boundaries of prescribed sets of candidate solutions ﬁxed point free. This will be done
for even more general systems than (1) in Section 3. The related transversality condition is namely a typical requirement in
application of topological (relative) degree arguments (cf. [1]).
On the other hand, a nonstrict localization of bounding functions, which is usual for Carathéodory systems (see [3]),
makes parameter sets of candidate solutions “only” positively invariant. To eliminate this unpleasant handicap requires a
completely different approach whose ﬁrst-order analogy was already employed by ourselves in [4].
Let us note that, unlike the majority of comparable results obtained by other authors (see e.g. [8,10,12,15,17,18,20]), the
main theorem (Theorem 4.1) gives explicitly the additional information concerning the localization of solutions of (1).
In the (single-valued) case of vector differential equations, the classical results in this ﬁeld were already obtained by
means of C2-bounding functions in the 70s (see [7,13]). The usage of less regular functions is much more delicate (cf. [19]).
Moreover, multivalued generating vector-ﬁelds are naturally associated with the notion of a Carathéodory solution. Never-
theless, Theorem 3.1 cannot be simply reduced to the main results in [7,13,19] because of application of different topological
methods.
2. Some preliminaries
Let us recall at ﬁrst some geometric notions of subsets of metric spaces, in particular, of retracts. If (X,d) is an arbitrary
metric space and A ⊂ X , by Int(A), A and ∂ A we mean the interior, the closure and the boundary of A, respectively. For a
subset A ⊂ X and ε > 0, we deﬁne the set Nε(A) := {x ∈ X | ∃a ∈ A: d(x,a) < ε}, i.e. Nε(A) is an open neighborhood of the
set A in X . A subset A ⊂ X is called a retract of X if there exists a retraction r : X → A, i.e. a continuous function satisfying
r(x) = x, for every x ∈ A.
We say that a space X is an absolute retract (AR-space) if, for each space Y and every closed A ⊂ Y , each continuous
mapping f : A → X is extendable over Y . If f is extendable only over some neighborhood of A, for each closed A ⊂ Y and
each continuous mapping f : A → X , then X is called an absolute neighborhood retract (ANR-space).
Let us note that X is an ANR-space if and only if it is a retract of an open subset of a normed space and that X is an
AR-space if and only if it is a retract of some normed space. In particular, if X is a retract (of an open subset) of a convex
set in a Banach space, then it is an AR-space (ANR-space). So, the space C1( J ,Rn), where J ⊂ R is a compact interval, is an
AR-space as well as its convex subsets or retracts, while its open subsets are ANR-spaces.
A nonempty set A ⊂ X is called an Rδ-set if there exists a decreasing sequence {An}∞n=1 of compact AR-spaces such that
A =
∞⋂
n=1
An.
The following hierarchy holds for nonempty subsets of a metric space:
compact+ convex ⊂ compact AR-space ⊂ Rδ-set, (2)
and all the above inclusions are proper. For more details concerning the theory of retracts, see [9].
We also employ the following deﬁnitions from the multivalued analysis in the sequel. Let X and Y be arbitrary metric
spaces. We say that ϕ is a multivalued mapping from X to Y (written ϕ : X Y ) if, for every x ∈ X , a nonempty subset
ϕ(x) of Y is prescribed.
A multivalued mapping ϕ : X Y is called upper semicontinuous (shortly, u.s.c.) if, for each open U ⊂ Y , the set {x ∈ X |
ϕ(x) ⊂ U } is open in X .
Let Y be a metric space and (Ω,U , ν) be a measurable space, i.e. a nonempty set Ω equipped with a suitable σ -
algebra U of its subsets and a countably additive measure ν on U . A multivalued mapping ϕ : Ω Y is called measurable
if {ω ∈ Ω | ϕ(ω) ⊂ V } ∈ U , for each open set V ⊂ Y . Obviously, every u.s.c. mapping is measurable.
We say that mapping ϕ : J ×RmRn , where J ⊂ R is a compact interval, is an upper-Carathéodory mapping if the map
ϕ(·, x) : J  Rn is measurable, for all x ∈ Rm , the map ϕ(t, ·) : Rm  Rn is u.s.c., for almost all (a.a.) t ∈ J , and the set
ϕ(t, x) is compact and convex, for all (t, x) ∈ J ×Rm .
A multivalued mapping ϕ : X X with bounded values is called Lipschitzian if there exists a constant k > 0 such that
dH
(
ϕ(x),ϕ(y)
)
 kd(x, y),
for every x, y ∈ X , where
dH (A, B) := inf
{
r > 0
∣∣ A ⊂ Nr(B) and B ⊂ Nr(A)}
stands for the Hausdorff distance.
If X ∩ Y 	= ∅ and ϕ : X Y , then a point x ∈ X ∩ Y is called a ﬁxed point of ϕ if x ∈ ϕ(x). The set of all ﬁxed points of ϕ
is denoted by Fix(ϕ), i.e.
Fix(ϕ) := {x ∈ X ∣∣ x ∈ ϕ(x)}.
For more information and details concerning multivalued analysis, see, e.g., [1,5,14,16].
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In this section, we are interested in introducing a Liapunov-like function V , usually called a bounding function, verifying
suitable transversality conditions which assure that there does not exist a solution of the b.v.p. lying in a closed set K and
touching the boundary ∂K of K at some point.
We proceed in two steps. At ﬁrst, we take into account only the interior points of the interval [0, T ] (see Proposition 3.1
below). Then we also consider the end points 0 and T (see Theorem 3.1 below).
Let K ⊂ Rn be a nonempty open set and V : Rn → R be a continuous function such that
(H1) V |∂K = 0,
(H2) V (x) 0, for all x ∈ K .
Deﬁnition 3.1. A nonempty open set K ⊂ Rn is called a bound set for problem (1) if there does not exist a solution x of (1)
such that x(t) ∈ K , for each t ∈ [0, T ], and x(t0) ∈ ∂K , for some t0 ∈ [0, T ].
Firstly, we show suﬃcient conditions for the existence of a bound set for the second-order Floquet problem (1) in the
case of a smooth bounding function V with a locally Lipschitzian gradient.
Proposition 3.1. Let K ⊂ Rn be a nonempty open set, F : [0, T ] × Rn × Rn  Rn be an upper semicontinuous multivalued map-
ping with nonempty, compact, convex values and A and B be continuous matrix functions. Assume that there exists a function
V ∈ C1(Rn,R)with a locally Lipschitzian gradient∇V which satisﬁes conditions (H1) and (H2). Suppose moreover that, for all x ∈ ∂K ,
t ∈ (0, T ) and v ∈ Rn with〈∇V (x), v〉= 0, (3)
the following condition holds
lim inf
h→0
〈∇V (x+ hv), v + hw〉
h
> 0, (4)
for all w ∈ F (t, x, v) − A(t)v − B(t)x. Then all solutions x : [0, T ] → K of problem (1) satisfy x(t) ∈ K , for every t ∈ (0, T ).
Proof. Let x : [0, T ] → K be a solution of problem (1). We assume by a contradiction that there exists t0 ∈ (0, T ) such that
x(t0) ∈ ∂K .
Let us deﬁne the function g : [−t0, T − t0] → (−∞,0] in the following way g(h) := V (x(t0 + h)). Then g(0) = 0 and
g(h) 0, for all h ∈ [−t0, T − t0], i.e., there is a local maximum for g at the point 0, and so g˙(0) = 〈∇V (x(t0)), x˙(t0)〉 = 0.
Consequently, v := x˙(t0) satisﬁes condition (3).
Since ∇V is locally Lipschitzian, there exist a set U ⊂ Rn with x(t0) ∈ U and a constant L > 0 such that ∇V |U is
Lipschitzian with constant L.
Let {hk}∞k=1 be an arbitrary decreasing sequence of positive numbers such that hk → 0+ as k → ∞, x(t0 + h) ∈ U , for all
h ∈ (0,h1).
Since g(0) = 0 and g(h) 0, for all h ∈ (0,hk], there exists, for each k ∈ N, h∗k ∈ (0,hk) such that g˙(h∗k ) 0.
Since x ∈ C1([0, T ],Rn), for each k ∈ N,
x
(
t0 + h∗k
)= x(t0) + h∗k[x˙(t0) + b∗k], (5)
where b∗k → 0 as k → ∞.
If we deﬁne, for each t ∈ [0, T ],
P
(
t, x(t), x˙(t)
) := −A(t)x˙(t) − B(t)x(t) + F (t, x(t), x˙(t)), (6)
then (1) can be written in the form
x¨(t) ∈ P(t, x(t), x˙(t)), for a.a. t ∈ [0, T ].
Since x([0, T ]) and x˙([0, T ]) are compact sets and P is globally upper semicontinuous with compact values, P (t, x(t), x˙(t))
must be bounded on [0, T ], by which x˙ is Lipschitzian on [0, T ]. Thus, there exists a constant λ such that, for all k ∈ N,∣∣∣∣ x˙(t0 + h∗k ) − x˙(t0)h∗k
∣∣∣∣ λ,
i.e. the sequence { x˙(t0+h∗k )−x˙(t0)h∗k }
∞
k=1 is bounded. Therefore, there exist a subsequence, for the sake of simplicity denoted as
the sequence, of { x˙(t0+h∗k )−x˙(t0)∗ } and w ∈ Rn such thathk
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h∗k
→ w (7)
as k → ∞.
Let ε > 0 be given. Then, as a consequence of the regularity assumptions on F , A and B and of the continuity of both x
and x˙, there exists δ = δ(ε) > 0 such that, for each t ∈ (0, T ), |t − t0| δ, it follows that
P
(
t, x(t), x˙(t)
)⊂ P(t0, x(t0), x˙(t0))+ εBn,
where Bn denotes the unit open ball in Rn centered at the origin. Subsequently, according to the Mean-Value Theorem (see
[5, Theorem 0.5.3]), there exists kε ∈ N such that, for each k kε ,
x˙(t0 + h∗k ) − x˙(t0)
h∗k
= 1
h∗k
t0+h∗k∫
t0
x¨(s)ds ∈ P(t0, x(t0), x˙(t0))+ εBn.
Since P has compact values and ε > 0 is arbitrary,
w ∈ P(t0, x(t0), x˙(t0)).
As a consequence of property (7), there exists a sequence {a∗k }∞k=1, a∗k → 0 as k → ∞, such that
x˙
(
t0 + h∗k
)= x˙(t0) + h∗k[w + a∗k], (8)
for each k ∈ N.
Let k kε be arbitrary. Since h∗k > 0 and g˙(h∗k ) 0, in view of (5) and (8),
0
g˙(h∗k )
h∗k
= 〈∇V (x(t0 + h
∗
k )), x˙(t0 + h∗k )〉
h∗k
= 〈∇V (x(t0) + h
∗
k [x˙(t0) + b∗k ]), x˙(t0) + h∗k [w + a∗k ]〉
h∗k
. (9)
Since b∗k → 0 when k → +∞, it is possible to ﬁnd k0 ∈ N such that, for all k  k0, it holds that x(t0) + x˙(t0)h∗k ∈ U . By
means of the local Lipschitzianity of ∇V , for all kmax{kε,k0},
0
g˙(h∗k )
h∗k

〈∇V (x(t0) + h∗k x˙(t0)), x˙(t0) + h∗k [w + a∗k ]〉
h∗k
− L · ∣∣b∗k ∣∣ · ∣∣x˙(t0) + h∗k[w + a∗k]∣∣
= 〈∇V (x(t0) + h
∗
k x˙(t0)), x˙(t0) + h∗k w〉
h∗k
− L · ∣∣b∗k ∣∣ · ∣∣x˙(t0) + h∗k[w + a∗k]∣∣+ 〈∇V (x(t0) + h∗k x˙(t0)),a∗k 〉.
Since 〈∇V (x(t0) + h∗k x˙(t0)),a∗k 〉 − L · |b∗k | · |x˙(t0) + h∗k [w + a∗k ]| → 0 as k → ∞,
lim inf
h→0+
〈∇V (x(t0) + hx˙(t0)), x˙(t0) + hw〉
h
 0. (10)
If we consider, instead of the sequence {hk}∞k=1, an increasing sequence {h¯k}∞k=1 of negative numbers such that h¯k → 0−
as k → ∞, x(t0 + h¯k) ∈ U , for all k ∈ N, and h¯1 ∈ [−δ,0), we are able to ﬁnd, for each k ∈ N, h¯∗k ∈ (h¯k,0) such that g˙(h¯∗k ) 0.
Therefore, using the same procedure as in the ﬁrst part of the proof, we obtain, for k ∈ N suﬃciently large, that
0
g˙(h¯∗k )
h¯∗k

〈∇V (x(t0) + h¯∗k x˙(t0)), x˙(t0) + h¯∗k w〉
h¯∗k
− L · ∣∣b¯∗k ∣∣ · ∣∣x˙(t0) + h¯∗k[w + a¯∗k]∣∣+ 〈∇V (x(t0) + h¯∗k x˙(t0)), a¯∗k 〉,
where a¯∗k → 0, b¯∗k → 0 as k → ∞ and w ∈ P (t0, x(t0), x˙(t0)).
This means that 〈∇V (x(t0) + h¯∗k x˙(t0)), a¯∗k 〉 − L · |b¯∗k | · |x˙(t0) + h¯∗k [w + a¯∗k ]| → 0 as k → ∞ which implies
lim inf
h→0−
〈∇V (x(t0) + hx˙(t0)), x˙(t0) + hw〉
h
 0. (11)
Inequalities (10) and (11) are in a contradiction with condition (4), because x(t0) ∈ ∂K , x˙(t0) satisﬁes condition (3) and
w,w ∈ P (t0, x(t0), x˙(t0)). 
Theorem 3.1. Let K ⊂ Rn be a nonempty open set, F : [0, T ] ×Rn ×RnRn be an upper semicontinuous mapping with nonempty,
compact, convex values and A and B be continuous matrix functions. Assume that there exists a function V ∈ C1(Rn,R) with a locally
Lipschitzian gradient ∇V which satisﬁes conditions (H1) and (H2). Furthermore, assume that M and N are n × n matrices with M
regular and satisfying
M(∂K ) = ∂K . (12)
Moreover, let, for all x ∈ ∂K , t ∈ (0, T ) and v ∈ Rn satisfying (3), condition (4) holds, for all w ∈ F (t, x, v) − A(t)v − B(t)x.
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at least one of the following conditions
lim inf
h→0+
〈∇V (x+ hv), v + hw1〉
h
> 0 (14)
or
lim inf
h→0−
〈∇V (Mx+ hNv),Nv + hw2〉
h
> 0 (15)
holds, for all w1 ∈ F (0, x, v) − A(0)v − B(0)x, or, for all w2 ∈ F (T ,Mx,Nv) − A(T )Nv − B(T )Mx. Then K is a bound set for
problem (1).
Proof. Applying Proposition 3.1, we only need to show that if x : [0, T ] → K is a solution of problem (1), then x(0) ∈ K and
x(T ) ∈ K . As in the proof of Proposition 3.1, we argue by a contradiction. Since x(0) ∈ ∂K if and only if x(T ) ∈ ∂K (according
to condition (12) and the regularity of M), we can take, without any loss of generality, a solution of (1) satisfying x(0) ∈ ∂K .
Following the same reasoning as in the proof of Proposition 3.1, for t0 = 0, we obtain〈∇V (x(0)), x˙(0)〉 0,
because V (x(0)) = 0 and V (x(t)) 0, for all t ∈ [0, T ].
Moreover, since V (x(T )) = 0, it holds that
0
〈∇V (x(T )), x˙(T )〉= 〈∇V (Mx(0)),Nx˙(0)〉,
by virtue of the boundary conditions in (1). Therefore, v := x˙(0) satisﬁes condition (13).
Using the same procedure as in the proof of Proposition 3.1, for t0 = 0, hk → 0+ and for t0 = T , h¯k → 0− , respectively,
we obtain the existence of a sequence of positive numbers {h∗k }∞k=1, h∗k ∈ (0,hk), of a sequence of negative numbers {h¯∗k }∞k=1,
h¯∗k ∈ (h¯k,0), and of points w0 ∈ P (0, x(0), x˙(0)), wT ∈ P (T , x(T ), x˙(T )) (P is deﬁned by formula (6)) such that
x˙(h∗k ) − x˙(0)
h∗k
→ w0 as k → ∞,
and
x˙(T + h¯∗k ) − x˙(T )
h¯∗k
→ wT as k → ∞.
By the same arguments as in the previous proof, we get
lim inf
h→0+
〈∇V (x(0) + hx˙(0)), x˙(0) + hw0〉
h
 0 (16)
and
lim inf
h→0−
〈∇V (x(T ) + hx˙(T )), x˙(T ) + hwT 〉
h
 0. (17)
Moreover, using the boundary conditions in (1), the inequality (17) can be written in the form
lim inf
h→0−
〈∇V (Mx(0) + hNx˙(0)),Nx˙(0) + hwT 〉
h
 0. (18)
Inequalities (16) and (18) are in a contradiction with conditions (14) and (15), which completes the proof. 
Remark 3.1. Let us note that Theorem 3.1 can be particularly applied, when A(t) or B(t) (or both) are identically equal to
zero matrices. Thus, this theorem gives suﬃcient conditions to have a bound set for a Floquet b.v.p. associated with a (not
necessarily semi-linear) second-order Marchaud system.
Remark 3.2. If condition (14) holds, for some x ∈ ∂K , v ∈ Rn satisfying (13) and w1 ∈ F (0, x, v) − A(0)v − B(0)x then,
according to the continuity of ∇V , 〈∇V (x), v〉 = 0. Similarly, if (15) holds, for some x ∈ ∂K , v ∈ Rn satisfying (13) and
w2 ∈ F (T ,Mx,Nv) − A(T )Nv − B(T )Mx, then 〈∇V (Mx),Nv〉 = 0.
Therefore, the validity of (13), (14) and (15) implies, in particular, that〈∇V (x), v〉= 〈∇V (Mx),Nv〉= 0. (19)
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enable us to simplify some computations. On the other hand, when imposing more restrictions on V , the general case can
be treated as well. More precisely, the following result is true and its proof easily follows from the one of Theorem 3.1.
Corollary 3.1. Consider the b.v.p. (1), where M and N are arbitrary matrices. Let F , A, B, K and V be the same as in Theorem 3.1. Let
condition (4) be valid, for all x ∈ ∂K , t ∈ (0, T ), v ∈ Rn with (3) and w ∈ F (t, x, v) − A(t)v − B(t)x.
Moreover, assume that (14) holds, for all x ∈ ∂K , v ∈ Rn with 〈∇V (x), v〉  0, and w1 ∈ F (0, x, v) − A(0)v − B(0)x, and that
(15) holds, for all x ∈ ∂K , v ∈ Rn with 〈∇V (x), v〉 0, and w2 ∈ F (T , x, v)− A(T )v − B(T )x. Then K is a bound set for problem (1).
Deﬁnition 3.2. A function V : Rn → R satisfying all assumptions of Theorem 3.1 is called a bounding function for the set K
relative to (1).
If the gradient of a smooth bounding function V is not locally Lipschitzian, then we can give the following corollary.
Corollary 3.2. Let K ⊂ Rn be a nonempty open set, F : [0, T ]×Rn ×RnRn be an upper semicontinuous mapping with nonempty,
compact, convex values and A and B be continuous matrix functions. Assume that there exists a function V ∈ C1(Rn,R) satisfying
conditions (H1) and (H2). Furthermore, assume that M and N are n×n matrices with M regular and satisfying (12). Moreover, let, for
all x ∈ ∂K , t ∈ (0, T ) and v ∈ Rn with
〈∇V (x), v〉= 0,
the following condition holds
lim inf
h→0, y→v, l→w
〈∇V (x+ hy), v + hl〉
h
> 0, (20)
for all w ∈ F (t, x, v) − A(t)v − B(t)x.
At last, suppose that, for all x ∈ ∂K and v ∈ Rn with
〈∇V (x), v〉 0 〈∇V (Mx),Nv〉,
at least one of the following conditions
lim inf
h→0+, y→v, l1→w1
〈∇V (x+ hy), v + hl1〉
h
> 0 (21)
or
lim inf
h→0−, y→v, l2→w2
〈∇V (Mx+ hNy),Nv + hl2〉
h
> 0 (22)
holds, for all w1 ∈ F (0, x, v) − A(0)v − B(0)x, or, for all w2 ∈ F (T ,Mx,Nv) − A(T )Nv − B(T )Mx. Then K is a bound set for
problem (1).
Proof. Let x : [0, T ] → K be a solution of (1). We assume, by a contradiction, that there exists t0 ∈ [0, T ] such that x(t0) ∈ ∂K .
We begin with the case when t0 ∈ (0, T ). It is easy to see that 〈∇V (x(t0)), x˙(t0)〉 = 0. Reasoning as in the proof of Proposi-
tion 3.1, for each given decreasing sequence hk → 0+ , there exists {h∗k } with h∗k ∈ (0,hk), g˙(h∗k ) 0, for all k ∈ N, such that
(9) is satisﬁed. Therefore, since a∗k → 0 and b∗k → 0 as k → +∞, we obtain
lim inf
h→0+, y→x˙(t0), l→w
〈∇V (x(t0) + hy), x˙(t0) + hl〉
h
 lim inf
k→+∞
〈∇V (x(t0) + h∗k [x˙(t0) + b∗k ]), x˙(t0) + h∗k [w + a∗k ]〉
h∗k
 0
which is a contradiction with (20). By a similar argument, we also get a contradiction with (20) when taking into account
an increasing sequence hk → 0− . Finally, in view of (12) and the boundary conditions in (1), we arrive at a contradiction
with (21) or (22), when taking t0 = 0 or t0 = T . 
Remark 3.3. If a bounding function V is of class C2, conditions (4), (14) and (15) can be rewritten in terms of gradients and
Hessian matrices. Concretely, (4) takes the form
〈
HV (x) · v, v〉+ 〈∇V (x),w〉> 0,
for all x ∈ ∂K , v ∈ Rn satisfying (3), t ∈ (0, T ) and w ∈ F (t, x, v) − A(t)v − B(t)x.
For the sake of simplicity, in order to discuss (14) and (15), let us restrict ourselves to those V ,M and N for which (13)
implies (19). In such a case, it is easy to see that (14) and (15) are equivalent to
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{〈
HV (x) · v, v〉+ 〈∇V (x),w1〉, 〈HV (Mx) · Nv,Nv〉+ 〈∇V (Mx),w2〉}> 0, (23)
for all x ∈ ∂K , v ∈ Rn satisfying (13), w1 ∈ F (0, x, v) − A(0)v − B(0)x and w2 ∈ F (T ,Mx,Nv) − A(T )Nv − B(T )Mx.
In particular, observe that (13) always implies (19) under conditions (14) and (15) (see Remark 3.2). The same is true if
one of the following possibilities takes place:
(i) M = N = Id, i.e. for the periodic problem associated to the inclusion in (1),
(ii) M = N = −Id, i.e. for the anti-periodic b.v.p. associated to the inclusion in (1), and ∇V (−x) = −∇V (x), for all x ∈ ∂K ,
(iii) M = a · Id, N = b · Id, where a · b > 0, and ∇V (ax) = a∇V (x), for all x ∈ ∂K .
Sometimes it is convenient to take, instead of one function V : Rn → R, the whole family of bounding functions. More
precisely, we will assume that, for each x ∈ ∂K , there exists a function Vx : Rn → R satisfying
(H1′) Vx(x) = 0,
(H2′) Vx(ξ) 0, for all ξ ∈ K with ξ in a neighborhood of x.
In this case, the proofs remain almost the same, after replacing V by Vx(t0) . Therefore, Theorem 3.1 can be easily reformu-
lated as follows.
Corollary 3.3. Let K ⊂ Rn be a nonempty open set, F : [0, T ]×Rn ×RnRn be an upper semicontinuous mapping with nonempty,
compact, convex values and A and B be continuous matrix functions. Assume that there exists a family of C1-functions {Vx}x∈∂K ,
Vx : Rn → R, with locally Lipschitzian gradients satisfying conditions (H1′) and (H2′).
Furthermore, assume that M and N are n × n matrices with M regular and satisfying (12). Moreover, let, for all x ∈ ∂K , t ∈ (0, T )
and v ∈ Rn with〈∇Vx(x), v〉= 0, (24)
the following condition holds
lim inf
h→0
〈∇Vx(x+ hv), v + hw〉
h
> 0, (25)
for all w ∈ F (t, x, v) − A(t)v − B(t)x.
At last, suppose that, for all x ∈ ∂K and v ∈ Rn with〈∇Vx(x), v〉 0 〈∇VMx(Mx),Nv〉, (26)
at least one of the following conditions
lim inf
h→0+
〈∇Vx(x+ hv), v + hw1〉
h
> 0 (27)
or
lim inf
h→0−
〈∇VMx(Mx+ hNv),Nv + hw2〉
h
> 0 (28)
holds, for all w1 ∈ F (0, x, v) − A(0)v − B(0)x, or, for all w2 ∈ F (T ,Mx,Nv) − A(T )Nv − B(T )Mx. Then K is a bound set for
problem (1).
Deﬁnition 3.3. A function Vx : Rn → R satisfying related conditions in Corollary 3.3 is called a bounding function for the
set K at x relative to (1).
The following illustrative example demonstrates how a family of C2-bounding functions can easily guarantee the exis-
tence of a bound set for periodic b.v.p.s.
Example 3.1. Let us consider the periodic b.v.p.
x¨(t) + A(t)x˙(t) + B(t)x(t) ∈ F (t, x(t), x˙(t)), for a.a. t ∈ [0, T ],
x(T ) = x(0), x˙(T ) = x˙(0)
}
(29)
and let K ⊂ Rn be convex. This geometrically means that besides another, for each x ∈ ∂K , there exist an outer normal nx ,
not necessarily unique, and a neighborhood Ux of x such that〈
nx, (y − x)
〉
 0,
for each y ∈ K ∩ Ux .
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Vx(y) :=
〈
nx, (y − x)
〉
.
It immediately follows that Vx satisﬁes, for each x ∈ ∂K , conditions (H1′) and (H2′). Moreover, for each x ∈ ∂K ,
∇Vx(x) = nx
and
HVx(x) = 0.
Therefore, if, for all x ∈ ∂K , t ∈ (0, T ) and v ∈ Rn with
〈nx, v〉 = 0, (30)
the following condition holds
〈nx,w〉 > 0, (31)
for all w ∈ F (t, x, v)− A(t)v − B(t)x, and if, for all x ∈ ∂K and v ∈ Rn satisfying (30), at least one of the following conditions
〈nx,w1〉 > 0 (32)
or
〈nx,w2〉 > 0 (33)
holds, for all w1 ∈ F (0, x, v)− A(0)v − B(0)x, or, for all w2 ∈ F (T , x, v)− A(T )v − B(T )x, respectively, then K is a bound set
for problem (29).
For our main result concerning the existence and localization of a solution of the Floquet b.v.p., we need to ensure that
no solution of given b.v.p.s lies on the boundary ∂Q of a parameter set Q of candidate solutions. We will ﬁnally show that
if the set Q is deﬁned as follows
Q := {q ∈ C1([0, T ],Rn) ∣∣ q(t) ∈ K , for all t ∈ [0, T ]} (34)
and if all assumptions of Theorem 3.1 are satisﬁed, then solutions of the b.v.p. (1) behave as indicated.
Proposition 3.2. Let K ⊂ Rn be a nonempty open bounded set and let Q ⊂ C1([0, T ],Rn) be deﬁned by the formula (34). Assume that
M and N are n × n matrices with M regular and satisfying condition (12). Moreover, let there exists a C1-function V : Rn → R with
locally Lipschitzian gradient and satisfying conditions (H1) and (H2). Furthermore, suppose that, for all x ∈ ∂K , t ∈ (0, T ) and v ∈ Rn
satisfying (3), condition (4) holds, for all w ∈ F (t, x, v) − A(t)v − B(t)x, and that, for all x ∈ ∂K and v ∈ Rn satisfying (13), at least
one of conditions (14), (15) holds, for all w1 ∈ F (0, x, v)− A(0)v − B(0)x, or, for all w2 ∈ F (T ,Mx,Nv)− A(T )Nv − B(T )Mx. Then
problem (1) has no solution on ∂Q .
Proof. One can readily check that if x ∈ ∂Q , then there exists a point tx ∈ [0, T ] such that x(tx) ∈ ∂K . But then, according to
Theorem 3.1, x cannot be a solution of (1). 
4. Main existence and localization result
The following topological method was developed by ourselves in [3] (cf. also [2]).
Proposition 4.1. Let us consider the b.v.p.
x¨(t) ∈ F (t, x(t), x˙(t)), for a.a. t ∈ J ,
x ∈ S,
}
(35)
where J = [a,b] is a compact interval, S is a subset of AC1( J ,Rn) and F : J × Rn × Rn  Rn is an upper-Carathéodory mapping.
Let G : J ×Rn ×Rn ×Rn ×Rn × [0,1]Rn be an upper-Carathéodory mapping such that
G(t, c,d, c,d,1) ⊂ F (t, c,d), for all (t, c,d) ∈ J ×Rn ×Rn.
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(i) there exists a retract Q of C1( J ,Rn) such that Q \∂Q is nonempty and a closed subset S1 of S such that the associated problem
x¨(t) ∈ G(t, x(t), x˙(t),q(t), q˙(t), λ), for a.a. t ∈ J ,
x ∈ S1
}
(36)
is solvable with an Rδ-set of solutions, for each (q, λ) ∈ Q × [0,1],
(ii) there exists a nonnegative, integrable function α : J → R such that∣∣G(t, x(t), x˙(t),q(t), q˙(t), λ)∣∣ α(t)(1+ ∣∣x(t)∣∣+ ∣∣x˙(t)∣∣), a.e. in J ,
for each (q, λ, x) ∈ ΓT , where T denotes the multivalued mapping which assigns to any (q, λ) ∈ Q × [0,1] the set of solutions
of (36) and ΓT its graph,
(iii) T(Q × {0}) ⊂ Q ,
(iv) there exist t0 ∈ J and constants M0  0, M1  0 such that |x(t0)| M0 and |x˙(t0)| M1 , for any x ∈ T(Q × [0,1]),
(v) the solution map T has no ﬁxed points on the boundary ∂Q of Q , for each (q, λ) ∈ Q × [0,1].
Then problem (35) has a solution in Q .
Remark 4.1. As pointed out in [3], the condition that Q is a retract of C1( J ,Rn) in Proposition 4.1 can be replaced by the
assumption that Q is an absolute neighborhood retract and ind(T(·,0), Q , Q ) 	= 0 (for the deﬁnition of the related ﬁxed
point index, see [1]). It is therefore possible to assume alternatively that Q is a retract of a convex subset of C1( J ,Rn) or
of an open subset of C1( J ,Rn) together with ind(T(·,0), Q , Q ) 	= 0.
The solvability of (1) will be now proved, on the basis of Proposition 4.1. Deﬁning namely the set Q of candidate solu-
tions by the formula (34), we are able to verify, for each (q, λ) ∈ Q ×(0,1], the transversality condition (v) in Proposition 4.1.
Let us consider the b.v.p. (1), where F : [0, T ] × Rn × Rn  Rn is an upper semicontinuous mapping with nonempty,
compact, convex values, and A, B are continuous matrix functions such that |A(t)|  a(t) and |B(t)|  b(t), for all t ∈
[0, T ] and suitable integrable functions a,b : [0, T ] → [0,∞). Let M and N be n × n matrices with M nonsingular and
satisfying (12).
Theorem 4.1. Assume that
(i) there exists an upper semicontinuous mapping C : [0, T ] × Rn × Rn × Rn × Rn Rn with nonempty, compact, convex values
such that
C(t, c,d, c,d) ⊂ F (t, c,d), for all (t, c,d) ∈ [0, T ] ×Rn ×Rn,
(ii) C(t, ·, ·, r1, r2) is Lipschitzian with a suﬃciently small Lipschitz constant L, for each t ∈ [0, T ], r1 ∈ K and r2 ∈ Rn, where K ⊂ Rn
is a nonempty open bounded set whose closure K is a retract of Rn,
(iii) there exist a point (x0, y0) ∈ Rn ×Rn and a constant C0  0 such that∣∣C(t, x0, y0, r1, r2)∣∣ C0 · L
holds, for a.a. t ∈ [0, T ], all r1 ∈ K and r2 ∈ Rn,
(iv) the associated homogeneous problem
x¨(t) + A(t)x˙(t) + B(t)x(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = Mx(0), x˙(T ) = Nx˙(0)
}
has only the trivial solution such that 0 ∈ K ,
(v) there exists a function V ∈ C1(Rn,R) with V locally Lipschitzian and satisfying conditions (H1) and (H2),
(vi) for all x ∈ ∂K , t ∈ (0, T ), λ ∈ (0,1) and v ∈ Rn with
〈∇V (x), v〉= 0, (37)
the following condition holds
lim inf
h→0
〈∇V (x+ hv), v + hw〉
h
> 0, (38)
for all w ∈ λC(t, x, v, x, v) − A(t)v − B(t)x,
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〈∇V (x), v〉 0 〈∇V (Mx),Nv〉, (39)
at least one of the following conditions
lim inf
h→0+
〈∇V (x+ hv), v + hw1〉
h
> 0 (40)
or
lim inf
h→0−
〈∇V (Mx+ hNv),Nv + hw2〉
h
> 0 (41)
holds, for all w1 ∈ λC(0, x, v, x, v) − A(0)v − B(0)x, or, for all w2 ∈ −A(T )Nv − B(T )Mx+ λC(T ,Mx,Nv,Mx,Nv).
Then the b.v.p. (1) has a solution x(·) such that x(t) ∈ K , for all t ∈ [0, T ].
Proof. Let us deﬁne the set of candidate solution by the formula (34) and let us check that all the assumptions of Proposi-
tion 4.1 are satisﬁed.
First of all, observe that conditions (ii) and (iii) yield the inequality
∣∣λC(t, x(t), x˙(t),q(t), q˙(t))∣∣ L(C0 + |x0| + |y0| + ∣∣x(t)∣∣+ ∣∣x˙(t)∣∣), (42)
for each (q, λ, x) ∈ ΓT and a.a. t ∈ [0, T ], where T denotes the mapping which assigns to any (q, λ) ∈ Q × [0,1] the set of
solutions of
x¨(t) + A(t)x˙(t) + B(t)x(t) ∈ λC(t, x(t), x˙(t),q(t), q˙(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), x˙(T ) = Nx˙(0).
}
(43)
This means that condition (ii) in Proposition 4.1 is satisﬁed with
α(t) := L(max{C0 + |x0| + |y0|,1})+max{a(t),b(t)}.
The properties of A, B and C and assumptions (ii)–(iv) guarantee (cf. [6] or [2, Lemma 3.1 and Remark 3.2]) that the set
of solutions of the problem (43) must be, for all (q, λ) ∈ Q × [0,1], a compact AR-space and, in particular, an Rδ-set, as
required.
It follows from the main result in [6] (cf. the proof of Lemma 3.1 in [2]) and conditions (ii) and (iii) that there exists
R > 0 such that the set of all solutions of problem (43) is a subset of
B(0, R) :=
{
x ∈ C1([0, T ],Rn) ∣∣∣ max
t∈[0,T ]
∣∣x(t)∣∣ R, max
t∈[0,T ]
∣∣x˙(t)∣∣ R},
for each (q, λ) ∈ Q × [0,1].
Putting
S1 := B(0, R) ∩
{
x ∈ AC1([0, T ],Rn) ∣∣ x(T ) = Mx(0), x˙(T ) = Nx˙(0)},
the boundedness of B(0, R) implies the same property for S1, by which condition (iv) in Proposition 4.1 is trivially satisﬁed.
Furthermore, in view of the properties of K (cf. [3, Lemma 4]), Q is a retract of the space C1([0, T ],Rn). Since Q \ ∂Q
is nonempty and the boundary conditions in (43) deﬁne a closed set in C1([0, T ],Rn), condition (i) in Proposition 4.1 holds.
We will ﬁnally show that condition (v) in Proposition 4.1 is satisﬁed as well. Let us assume that x ∈ Q is a ﬁxed point
of the mapping T(·, λ), for some λ ∈ [0,1]. This implies that x is a solution of the problem
x¨(t) + A(t)x˙(t) + B(t)x(t) ∈ λC(t, x(t), x˙(t), x(t), x˙(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), x˙(T ) = Nx˙(0).
}
(44)
Properties of K and conditions (v)–(vii) imply that K is a bound set for problem (44), for all λ ∈ (0,1). If x ∈ ∂Q is a ﬁxed
point of T(·,1) (i.e., for λ = 1), problem (1) has, according to assumption (i), a solution in Q , and we are done.
Otherwise, according to Proposition 3.2, x /∈ ∂Q , i.e. condition (v) in Proposition 4.1 holds, for all (q, λ) ∈ Q × (0,1].
Condition (iv) implies that also
Fix
(
T
(
Q × {0}))∩ ∂Q = ∅,
and so condition (v) from Proposition 4.1 is satisﬁed, for all (q, λ) ∈ Q × [0,1], which completes the proof. 
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by conditions (ii), (iii), as pointed out in the proof of Theorem 4.1. It particularly means that maxt∈[0,T ] |x˙(t)| R . Moreover,
this estimate can be still improved by means of the Nagumo-type inequalities (cf. [10,11,17,20]). Thus, condition (ii) can be
a bit relaxed in this way.
Remark 4.3. For fully linearized problems of the form
x¨(t) + A(t)x˙(t) + B(t)x(t) ∈ λF (t,q(t), q˙(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), x˙(T ) = Nx˙(0),
}
condition (ii) in Theorem 4.1 is obviously trivially satisﬁed. Moreover, since F is convex-valued, one can easily check that
T(q, λ) is, for all q ∈ Q and λ ∈ [0,1], a convex set. The compactness of T(q, λ) follows from the proof of Proposition 4.1.
For more details, see [2,3].
We conclude by two illustrative examples of application of Theorem 4.1.
Example 4.1. Let us consider the anti-periodic b.v.p.
x¨(t) ∈ F1
(
t, x(t), x˙(t)
)+ F2(t, x(t), x˙(t)), for a.a. t ∈ [0, T ],
x(T ) = −x(0), x˙(T ) = −x˙(0),
}
(45)
where F1, F2 : [0, T ] × R2n Rn are upper semicontinuous mappings with compact and convex values such that F1(t, ·, ·)
is Lipschitzian with a suﬃciently small Lipschitz constant L, for all t ∈ [0, T ]. Moreover, let∣∣F1(t,0,0)∣∣ C0 · L
and ∣∣F2(t, x, y)∣∣ C1 · L(1+ |x|),
for each (t, x, y) ∈ [0, T ] ×R2n , where C0,C1  0.
Let R > 0 be such that
〈x,w〉 + 〈v, v〉 > 0 (46)
holds, for all t ∈ [0, T ], x ∈ Rn with |x| = R , λ ∈ (0,1), v satisfying 〈x, v〉 = 0, and w ∈ λ(F1(t, x, v) + F2(t, x, v)). Put K :=
{x ∈ Rn | |x| < R} and let Q be deﬁned by the formula (34).
In order to apply Theorem 4.1, for the solvability of problem (45), let us consider the associated problems
x¨(t) ∈ λ(F1(t, x(t), x˙(t))+ F2(t,q(t), q˙(t))), for a.a. t ∈ [0, T ],
x(T ) = −x(0), x˙(T ) = −x˙(0),
}
(47)
where λ ∈ [0,1] and q ∈ Q .
We show that all assumptions of Theorem 4.1 are satisﬁed by means of the C2-function V (x) := 12 (|x|2 − R2). Since
V (x) = 0, for all x ∈ ∂K , and V (x) 0, for all x ∈ K , V satisﬁes conditions (H1) and (H2). Moreover, since, for each x ∈ ∂K ,
∇V (x) = x and HV (x) = Id, where H stands for the Hessian matrix, condition (46) ensures that K is a bound set for the
problem
x¨(t) ∈ λ(F1(t, x(t), x˙(t))+ F2(t, x(t), x˙(t))), for a.a. t ∈ [0, T ],
x(T ) = −x(0), x˙(T ) = −x˙(0),
}
for each (q, λ) ∈ Q × (0,1).
Since K is convex, it is an AR-space, and so a retract of Rn , as required. Moreover, because C(t, x, x˙,q, q˙) = F1(t, x, x˙) +
F2(t,q, q˙), it holds that
C(t, c,d, c,d) = F1(t, c,d) + F2(t, c,d), for all (t, c,d) ∈ [0, T ] ×Rn ×Rn,
and so condition (i) is satisﬁed.
The associated homogeneous problem
x¨(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = −x(0), x˙(T ) = −x˙(0)
}
has only the trivial solution x(t) = T(q,0) ≡ 0, for each q ∈ Q , and 0 ∈ K , by which condition (iv) holds.
Assumption (12) is obviously satisﬁed as well, because the invariance of ∂K with respect to M = −Id is equivalent to the
symmetry of ∂K with respect to the origin. The anti-periodic problem (45) therefore admits a solution in Q .
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x¨(t) ∈ F1
(
t, x(t), x˙(t)
)+ F2(t, x(t), x˙(t)), for a.a. t ∈ [0, T ],
x(T ) = x(0), x˙(T ) = x˙(0),
}
(48)
where F1, F2 : [0, T ] ×R2nRn satisfy the same conditions as in Example 4.1. Given ϕ(a) := 3+ e−2aT − 3e−aT − eaT , take
a0 > 0 such that
ϕ(a0) 	= 0. (49)
Let K ⊂ Rn be a bounded open and convex set with 0 ∈ K . For each x ∈ ∂K , let us denote by nx an outer normal of K
at x. Such an outer normal surely exists (see Example 3.1). Assume that, for each x ∈ ∂K and v ∈ Rn satisfying (30), the
following conditions hold
〈nx,w〉 > 0, (50)
for all t ∈ (0, T ), λ ∈ (0,1) and w ∈ λ(F1(t, x, v) + F2(t, x, v)) + a20(1− λ)x and
max
{〈nx,w1〉, 〈nx,w2〉}> 0, (51)
for all λ ∈ (0,1) and w1 ∈ λ(F1(0, x, v) + F2(0, x, v)) + a20(1 − λ)x, w2 ∈ λ(F1(T , x, v) + F2(T , x, v)) + a20(1 − λ)x. Then it is
possible to show that problem (48) is solvable.
Indeed, let us rewrite (48) as follows
x¨(t) − a20x(t) ∈ F1
(
t, x(t), x˙(t)
)− a20x(t) + F2(t, x(t), x˙(t)), for a.a. t ∈ [0, T ],
x(T ) = x(0), x˙(T ) = x˙(0)
}
and let us consider the associated problems
x¨(t) − a20x(t) ∈ λ
(
F1
(
t, x(t), x˙(t)
)− a20q(t) + F2(t,q(t), q˙(t))), for a.a. t ∈ [0, T ],
x(T ) = x(0), x˙(T ) = x˙(0),
}
(52)
where λ ∈ [0,1] and q ∈ Q which is deﬁned by the formula (34).
We will show that all assumptions of Theorem 4.1 are satisﬁed when considering the family of C2-bounding functions
Vx(y) := 〈nx, (y − x)〉. According to (50) and (51) (see Example 3.1), conditions (vi), (vii) in Theorem 4.1 hold. Moreover, the
family of bounding functions {Vx}x∈∂K satisﬁes (H1′), (H2′) which are equivalent, for our aims, to (H1), (H2).
So, it only remains to consider the associated homogeneous problem
x¨(t) − a20x(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = x(0), x˙(T ) = x˙(0).
}
(53)
It follows from (49) that the homogeneous problem (53) has only the trivial solution. Moreover, since 0 ∈ K , condition (iv)
is satisﬁed. Therefore, the periodic problem (48) has a solution in Q .
Let us note that in the special case, when K is a ball centered at the origin of some radius r, the following condition
〈x, y〉 0,
for all x with |x| = r, v satisfying (30), t ∈ (0, T ), y ∈ F1(t, x, v) + F2(t, x, v), guarantees condition (50) for every λ ∈ (0,1).
Consider w ∈ λ(F1(t, x, v)+ F2(t, x, v))+a20(1− λ)x with λ, t , x and v as above. Then, w = λy +a20(1− λ)x, and so 〈x,w〉 =
λ〈x, y〉 + a20(1− λ)|x|2 > 0. Condition (51) can be reformulated in a similar way.
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