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ABSTRACT
Let X be a fractional Brownian motion. It is known that Mt =
R
mtdX; t ‚ 0, where mt is a certain kernel,
deflnes a martingale M , and also that X can be represented by Xt =
R
xtdM; t ‚ 0, for some kernel xt. We
derive these results by using the spectral representation of the covariance function of X. A formula for the
covariance between X and M is also given.
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1 Introduction
A process X = (Xt)t‚0 is said to be a fractional Brownian motion with self-similarity index H 2
(0; 1) if it is a continuous, centred gaussian process with X0 = 0 and E[(Xt¡Xs)2] = (t¡ s)2H ,
s; t ‚ 0. These speciflcations imply that X has stationary increments and covariance function
given by
b(s; t) = 12
¡
t2H + s2H ¡ jt¡ sj2H¢ ; s; t ‚ 0; (1.1)
from which it follows that X is also a self-similar process with exponent H; that is, X satisfles
(Xfit)t‚0
d= (fiHXt)t‚0 for all fi > 0.
For H = 12 fractional Brownian motion is a standard Brownian motion, and for H 6= 12 it
is not a semimartingale (Lipster and Shiryayev (1989), p. 300). In fact, one can check that the
quadratic variation of X is inflnite if H 2 (0; 1=2) and zero if H 2 (1=2; 1).
The parameter H is also called Hurst index. For brevity we sometimes use the shorthand
notation fBm(H) to refer to a fractional Brownian motion indexed by H.
The study of fBm(H) goes back to Kolmogorov (1940), who showed in particular that
(1.1) deflnes a covariance function if and only if H 2 (0; 1] (the case H = 1 corresponds to
an a.s. linear random function). Mandelbrot and van Ness (1968) have given the name to the
process, studied some of its properties, and suggested its practical use in connection with certain
empirical studies of hydrological data by H.E. Hurst, from which the index H derives its name.
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More recently, Barton and Poor (1988), Feyel and de La Pradelle (1996), Decreusefond and
U˜stu˜nel (1999) and Norros et al. (1999), have rediscovered independently some of the results
obtained in the 60’s by Molchan (1969) and Molchan and Golosov (1969). In particular, these
authors have found that the process M deflned by
Mt =
Z t
0
mt(s) dXs; t ‚ 0; (1.2)
where
mt(s) =
1
2HB
¡
H + 12 ;
3
2 ¡H
¢s 12¡H(t¡ s) 12¡H1(0;t)(s); s ‚ 0; (1.3)
is a gaussian martingale with variance function V given by
Vt · EM2t =
µ
CH
2H
¶2 t2¡2H
2¡ 2H ; t ‚ 0; with C
2
H ·
2H ¡
¡
3
2 ¡H
¢
¡
¡
H + 12
¢
¡(2¡ 2H) : (1.4)
The process M , which Norros et al. (1999) call the fundamental martingale, is easily seen to be
related to a standard Brownian motion W by the inverse relationships
Wt =
2H
CH
Z t
0
sH¡
1
2dMs; Mt =
CH
2H
Z t
0
s
1
2
¡HdWs; t ‚ 0: (1.5)
Among several related results and applications of (1.2), those authors have obtained a represen-
tation of X as an integral with respect to M , namely
Xt = 2H
Z t
0
xt(s) dMs; t ‚ 0; (1.6)
where
xt(s) =
‰
tH¡
1
2 (t¡s)H¡ 12¡
Z t
s
(u¡s)H¡ 12d uH¡ 12
¾
1(0;t)(s); s ‚ 0: (1.7)
This relation is the inverse of (1.2), and by virtue of (1.5) it is equivalent to
Xt = CH
Z t
0
xt(s) s
1
2
¡HdWs; t ‚ 0; (1.8)
a representation of fBm(H) in terms of a standard Brownian motion.
These representations hold not only in m.s. (mean square) but also a.s.; see Section 2.2 of
Norros et al. (1999).
There are now relatively simple ways of proving (1.2) and (1.6). Norros et al. (1999), for
instance, provide an elementary and self-contained presentation. Nuzman and Poor (2000) use
Lamperti’s transformation to map fBm(H) into a stationary process and to translate classical
results of the theory of stationary processes in terms of fBm(H), and their approach, which
uses the self-similarity property of fBm(H), yields (1.2) and (1.6) as well as several prediction
formulae in a rather elegant and e–cient way.
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In spite of this, it seems of some interest to look at these results from the yet unexplored
point of view of processes with stationary increments. In Section 2 of this paper we derive
(1.2) and (1.6) from a ‘frequency domain’ point of view by taking advantage of the spectral
representation of the covariance function of fBm(H), a special case of the spectral representation
for processes with stationary increments. Besides shedding new light on known results, this
approach yields an interesting expression for the covariance between X and M , proved in Section
3, which might be useful for studying more complicated processes deflned in terms of fractional
Brownian motion.
Our approach relies on the theory of special functions (Bessel and hypergeometric func-
tions). While this exhibits interesting connections, it makes our presentation less self-contained.
To compensate for this shortcoming we have included an appendix summarizing those deflnitions
and basic facts from special functions used in the proofs.
2 Integral transforms: a spectral analysis approach
The following spectral representation of the covariance function (1.1) is well-known from the
theory of processes with stationary increments (e.g. Yaglom (1987), p. 407):
Proposition 2.1. The covariance function (1.1) is harmonizable in the sense that
b(s; t) =
Z 1
¡1
1^s(‚) 1^t(‚)dG(‚); s; t ‚ 0; (2.1)
where 1^t(‚) =
R1
¡1 1t(s)e
i‚sds = e
i‚t¡1
i‚ is the Fourier transform
1 of the indicator function
1t := 1(0;t), and
G(‚) =
¡
CH¡
¡
H + 12
¢¢2
2…
‚2¡2H
2¡ 2H for ‚ ‚ 0; G(‚) = ¡G(¡‚) for ‚ < 0:
For H 2 (1=2; 1) the imaginary part of the integral in (2.1) is not deflned; in that case it is
interpreted as zero. G is called the spectral distribution function of X.
To verify (2.1) one writes out the integrand on the right-hand side and uses the fact thatR1
0 (1¡ cosx)x¡2H¡1dx = ¡¡(¡2H) cos(…H) (e.g. Gradshteyn and Rizhik (1980), formula
3.823) together with the identities (A.1) for the gamma function given in the Appendix.
Note that the spectral distribution function of X and the variance function of M are
related by G(t) =
¡
2H¡
¡
H + 12
¢
=
p
2…
¢2
Vt; t ‚ 0. Thus Proposition 2.1 implies in particular
the m.s. representation
Xt =
2H ¡
¡
H + 12
¢
p
2…
Z 1
¡1
1^t(‚) d ~M‚; t ‚ 0;
where ~M is a gaussian process with independent increments on the whole real line with the
same variance function as M . This is equivalent to Hunt’s (1951) frequency representation of
fBm(H) in terms of a standard Brownian motion; see also Samorodnitsky and Taqqu (1994).
1We deflne the Fourier transform of f by f^(‚) =
R
ei‚xf(x)dx, ‚ 2 R.
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In order to formalize integration with respect to fBm(H), let us denote by IH the set
of functions in L2(R+) whose Fourier-Plancherel transforms are square integrable on R with
respect to G, and deflne an inner product on IH by
¿ f; g ÀG=
Z 1
¡1
<
n
f^(‚) g^(‚)
o
dG(‚):
By Proposition 2.1,
¿ 1s; 1t ÀG= EXsXt;
so the mapping
Pn
k=1 ck1tk ¡!
Pn
k=1 ckXtk , ck 2 R, deflnes an isometry from the set of simple
functions on R+ onto the set of linear combinations of Xt; t ‚ 0. Since the simple functions
are dense in IH, this mapping extends to an isometry from IH (the closure of IH) onto the
gaussian Hilbert space generated by X, and therefore the integral
R
fdX is deflned for f 2 IH
as the image of f under this isometry. Moreover, E
R
f dX = 0, E
h¡R
f dX
¢2i = kfk2G, and
E
R
f dX
R
g dX =¿ f; g ÀG, f; g 2 IH.
Pipiras and Taqqu (2000) have studied the problem of characterizing the class of functions
f for which
R
fdX can be deflned in m.s., and showed in particular that IH is not a complete
subspace of L2(R+) for H 6= 1=2, so that IH 6= IH unless H = 1=2. In what follows, however,
the integrands considered are in IH.
Our objective is to prove that (1.2) deflnes a martingale, and that the representations (1.6)
and (1.8) hold in m.s. We begin by deriving a representation of m^t, the Fourier transform of
the kernel mt deflned by (1.3), in terms of the Bessel function of order 1 ¡ H; see A.2 in the
Appendix for the deflnition of the Bessel function.
Proposition 2.2. For ‚ 2 R; t ‚ 0,
m^t(‚) =
p
…
2H¡
¡
H + 12
¢ µ t
‚
¶1¡H
ei‚t=2J1¡H
µ
‚t
2
¶
; (2.2)
in particular,
m^t(0) =
µ
CH
2H
¶2 t2¡2H
2¡ 2H = Vt; t ‚ 0:
The representation (2.2) is in fact well-known; see for instance Samko et al. (1993), formula
10 in Table 9.1, or Gradshteyn and Rizhik (1980), formula 3.383(2). For completeness, however,
we provide a simple proof based on the integral representation of Bessel functions (formula (A.4)
in A.2).
Proof. By deflnition,
2H¡
¡
H + 12
¢
¡
¡
3
2 ¡H
¢
m^t(‚) =
Z t
0
s
1
2
¡H(t¡ s) 12¡Hei‚sds:
Multiply both sides of this equation by e¡i‚t=2 and make the change of variable u = t2 ¡ s to get
2H¡
¡
H + 12
¢
¡
¡
3
2 ¡H
¢
e¡i‚t=2m^t(‚) =
Z t=2
¡t=2
e¡i‚u
h¡
t
2
¢2 ¡ u2i 12¡H du:
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Since the integral on the right equals
Z t=2
¡t=2
cos(‚u)
h¡
t
2
¢2 ¡ u2i 12¡H du = ¡ t2¢2¡2H
Z 1
¡1
cos
¡
‚t
2 s
¢
(1¡ s2) 12¡Hds;
(2.2) follows from the Poisson formula (A.4) with ” = 1¡H and z = ‚t=2. To get m^t(0) from
(2.2) one uses the deflnitions of J1¡H and V , and the second identity in (A.1).
Formula (2.3) below states that
EMsMt =¿ ms;mt ÀG= Vs^t = m^s^t(0);
which shows that the process M in (1.2) has uncorrelated increments and hence is a martingale;
cf. Theorem 3.1 of Norros et al. (1999).
Theorem 2.3. For s; t ‚ 0,
¿ ms;mt ÀG·
Z 1
¡1
m^s(‚) m^t(‚) dG(‚) = m^s^t(0): (2.3)
Proof. The proof relies on the formulaZ 1
0
1
x cos(ax)J”(bx)J”(cx) dx =
1
2”
µ
b
c
¶”
; (2.4)
which is valid for ” > 0 and a 2 [0; c ¡ b], c ‚ a + b. This is a special case of a general
formula derived by Bailey (1934) for a class of integrals involving products of Bessel functions;
see Subsection A.5 in the Appendix.
In view of the representation (2.2), we haveZ 1
¡1
m^s(‚) m^t(‚)dG(‚) =
… (st)1¡H¡
2H¡
¡
H + 12
¢¢2
Z 1
¡1
‚2H¡2ei‚(t¡s)=2J1¡H
µ
‚s
2
¶
J1¡H
µ
‚t
2
¶
dG(‚):
Therefore, using the property J1¡H(¡x) = (¡1)1¡HJ1¡H(x) (which follows directly from the
deflnition of the Bessel function) and the symmetry of G, we see that what we need to show is
that, for s; t ‚ 0,
2… (st)1¡H¡
2H¡
¡
H + 12
¢¢2
Z 1
0
‚2H¡2 cos
µ
‚(t¡ s)
2
¶
J1¡H
µ
‚s
2
¶
J1¡H
µ
‚t
2
¶
dG(‚) = Vs^t: (2.5)
Suppose t ‚ s. With ” = 1¡H, a = (t¡ s)=2, b = s=2 and c = t=2, formula (2.4) reads
Z 1
0
‚2H¡2 cos
µ
‚(t¡ s)
2
¶
J1¡H
µ
‚t
2
¶
J1¡H
µ
‚s
2
¶
dG(‚) =
¡
CH¡
¡
H + 12
¢¢2
2…(2¡ 2H)
‡s
t
·1¡H
;
which is precisely (2.5). As the same argument applies with s and t interchanged, this proves
(2.3).
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The m.s. representations of fractional Brownian motion in (1.6) and (1.8) are consequences
of the following formula for the covariance function (1.1); cf. Theorem 5.2 of Norros et al. (1999).
Theorem 2.4. The covariance function (1.1) has the representation
b(s; t) = (2H)2
Z s^t
0
xs(u)xt(u) dVu; s; t ‚ 0; (2.6)
where xt is deflned by (1.3) and V by (1.4).
To prove Theorem 2.4 we shall need two lemmas.
Lemma 2.5. We haveZ +1
¡1
Z s
0
ys(u) dum^u(‚)
Z t
0
zt(v) dvm^v(‚) dG(‚) =
Z s^t
0
ys(u) zt(u) dum^u(0) (2.7)
for all non-negative kernels ys, zt that are continuously difierentiable on their supports (0; s) and
(0; t).
Proof. Since both u ! m^u(0) and ‚ ! m^u(‚) are of bounded variation, it is enough to prove
the result for ys and zt continuous on [0; s] and [0; t], because if the functions are discontinuous
at the endpoints of their intervals of support, or even unbounded, we can approximate them
monotonically from below by continuous functions and then pass to the limit in (2.7). In
this case integration by parts gives
R t
0 ys(u)dum^u(‚) = ¡
R t
0 m^u(‚)ys(du) and
R t
0 zt(v)dvm^v(‚)
= ¡ R t0 m^v(‚)zt(dv), henceZ s
0
ys(u)dum^u(‚)
Z t
0
zt(v)dvm^v(‚) =
Z t
0
Z s
0
m^u(‚)m^v(‚)ys(du)zt(dv):
Integrating with respect to G and using (2.3), we get, for s • t,Z +1
¡1
Z t
0
zt(v)dvm^v(‚)
Z s
0
ys(u)dum^u(‚) dG(‚) =
µ
CH
2H
¶2 1
2¡ 2H£µZ s
0
Z s
v
v2¡2Hys(du)zt(dv) +
Z s
0
Z s
u
u2¡2Hzt(dv)ys(du) +
Z s
0
Z t
s
u2¡2Hzt(dv)ys(du)
¶
=
¡
µ
CH
2H
¶2 1
2¡ 2H
µZ s
0
v2¡2Hys(v)zt(dv) +
Z s
0
u2¡2Hzt(u)ys(du)
¶
=
¡
µ
CH
2H
¶2 1
2¡ 2H
Z s
0
v2¡2Hdu(ys(u)zt(u)) =
Z s
0
ys(u)zt(u)dum^u(0);
proving (2.7).
Lemma 2.6. For t ‚ 0 and ‚ 2 R,
1^t(‚) = 2H
Z t
0
xt(s) dm^s(‚): (2.8)
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Proof. We flrst note that if H 2 (0; 1=2) then
2H
Z t
0
(t¡ s)H¡ 12dms(x) = x 12¡H1t(x); x > 0; (2.9)
while if H 2 (1=2; 1)
2H
Z t
0
ms(x)ds(t¡ s)H¡ 12 = ¡x 12¡H1t(x); x > 0: (2.10)
These follow from the deflnitions of ms and the beta function.
Taking Fourier transforms on both sides of (2.9) gives us
2H
Z t
0
(t¡ s)H¡ 12dm^s(‚) =
Z t
0
x
1
2
¡Heix‚dx: (2.11)
Doing the same with (2.10) and then integrating by parts, we see that (2.11) holds for all
H 2 (0; 1).
On the other hand, integration by parts and Fubini’s theorem yieldZ t
0
uH¡
1
2d
Z u
0
(u¡ s)H¡ 12dm^s(‚) = tH¡ 12
Z t
0
(t¡ s)H¡ 12dm^s(‚)¡
Z t
0
Z u
0
(u¡ s)H¡ 12dm^s(‚)duH¡ 12
=
Z t
0
•
tH¡
1
2 (t¡ s)H¡ 12 ¡
Z t
s
(u¡ s)H¡ 12duH¡ 12
‚
dm^s(‚)
=
Z t
0
xt(s) dm^s(‚);
so by (2.11)
2H
Z t
0
xt(s) dm^s(‚) =
Z t
0
uH¡
1
2d
Z u
0
x
1
2
¡Heix‚dx = 1^t(‚);
proving (2.8).
Proof of Theorem 2.4: Recalling m^u(0) = Vu, u ‚ 0, and using Proposition 2.1, formula
(2.8) and Lemma 2.5, we see that
b(s; t) = (2H)2
Z 1
¡1
Z s
0
xs(u) dm^u(‚)
Z t
0
xt(v) dm^v(‚)dG(‚) = (2H)2
Z s^t
0
xs(u)xt(u) dVu;
which is (2.6). ⁄
3 Formula for the covariance between X and M
In this section we obtain an expression for EXsMt =¿ 1s;mt ÀG in terms of Gauss’s hyperge-
ometric function F , whose deflnition and integral representation are given in Section A.3 of the
Appendix. (Cf. Norros et al. (1999), Proposition 3.2.)
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Proposition 3.1. For s; t ‚ 0,
¿ 1s;mt ÀG·
Z 1
¡1
1^s(‚) m^t(‚) dG(‚) = s£
(
1 if s • t
“t=s if s > t;
(3.1)
where
“µ =
1
2
ˆ
µ + µ2¡2H
F
¡
1¡ 2H; 32 ¡H; 3¡ 2H; µ
¢
F
¡
1¡ 2H; 32 ¡H; 3¡ 2H; 1
¢
!
; 0 • µ • 1: (3.2)
Proof. From the representation of m^t, we have
<
‰
m^t(x)
µ
1¡ e¡ixs
ix
¶¾
=
p
…
¡
t
x
¢1¡H
J1¡H
¡
xt
2
¢
2H ¡
¡
H + 12
¢ <‰eixt=2 µ1¡ e¡ixs
ix
¶¾
=
p
…
¡
t
x
¢1¡H
J1¡H
¡
xt
2
¢
2H ¡
¡
H + 12
¢
(
sin
¡
xt
2
¢
+ sin
¡
x
¡
s¡ t2
¢¢
x
)
;
so
¿ 1s;mt ÀG =
C 2H¡
¡
H + 12
¢
t1¡H
2H
p
…
(Z 1
0
sin
¡
xt
2
¢
J1¡H
¡
xt
2
¢
x1+H
dx+
Z 1
0
sin
¡
x(s¡ t2)
¢
J1¡H
¡
xt
2
¢
x1+H
dx
)
: (3.3)
Since sin
¡
xt
2
¢
+ sin
¡
x
¡
s¡ t2
¢¢
= 2 sin
¡
xs
2
¢
cos
‡
x(t¡s)
2
·
, we also have the alternative form
¿ 1s;mt ÀG=
C 2H¡
¡
H + 12
¢
t1¡H
H
p
…
Z 1
0
sin
¡
xs
2
¢
cos
‡
x(t¡s)
2
·
J1¡H
¡
xt
2
¢
x1+H
dx; (3.4)
which is a more convenient expression when t ‚ s ‚ 0. To evaluate the integral involved in (3.4)
in this case we use the identityZ 1
0
x‰¡2 cos(ax) sin(bx)J‰(cx) dx = 2‰¡1c¡‰b¡(‰); ‰ 2 (0; 3=2); a 2 [0; c¡ b];
again a special case of Bailey’s general formula quoted in A.5. Taking ‰ = 1¡H, a = (t¡ s)=2,
b = s=2 and c = t=2 here, we get
Z 1
0
sin
¡
xs
2
¢
cos
‡
x(t¡s)
2
·
J1¡H
¡
xt
2
¢
x1+H
dx =
s tH¡1¡(1¡H)
22H
;
from which we see that (3.4) is
¿ 1s;mt ÀG= s
C 2H ¡
¡
H + 12
¢
¡(1¡H)
H
p
… 22H
= s;
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the last equality following from an application of the second identity in (A.1).
To prove (3.1) in the case s > t ‚ 0 we go back to (3.3). The two integrals we now need to
compute are special cases of the Weber-Schafheitlin integrals, which are themselves particular
cases of the integrals considered by Bailey, and for these we have again formulae available; see
(A.12) and (A.13) in A.5.
Since sin
¡
tx
2
¢
=
p
t x …
2 J1=2
¡
tx
2
¢
, we may apply (A.12) with ” = 1=2, ‚ = ‰ = 1 ¡ H and
b = t=2 to get
Z 1
0
sin
¡
xt
2
¢
J1¡H
¡
xt
2
¢
x1+H
dx =
p
t …
2
Z 1
0
J1=2
¡
t
2x
¢
J1¡H
¡
t
2x
¢
x
1
2
+H
dx
= ¡(1¡H)
µ
t
4
¶H
:
Similarly, using (A.13) with ‰ = 1=2, ‚ = ” = 1¡H, b = t=2 and c = s¡ t=2, we flnd
Z 1
0
sin
¡
x
¡
s¡ t2
¢¢
J1¡H
¡
xt
2
¢
x1+H
dx =
s¡
s¡ t2
¢
…
2
Z 1
0
J1=2
¡¡
s¡ t2
¢
x
¢
J1¡H
¡
t
2x
¢
x
1
2
+H
dx
=
p
…
2H+1(1¡H)¡¡H + 12¢
¡
t
2
¢1¡H¡
s¡ t2
¢1¡2H £
F
ˆ
1¡H; 1
2
¡H; 2¡H;
µ
t=s
2¡ t=s
¶2!
:
Inserting these expressions in the formula for¿ 1s;mt ÀG and simplifying some of the constant
terms, we obtain
¿ 1s;mt ÀG= t2 +
p
… t
‡
t=s
2¡t=s
·1¡2H
4¡(2¡H)¡¡H + 12¢F
ˆ
1¡H; 1
2
¡H; 2¡H;
µ
t=s
2¡ t=s
¶2!
: (3.5)
It follows from (3.5) that ¿ 1s;mt ÀG= s ¿ 11;mt=s ÀG (alternatively, this can be seen
directly by changing variables in the integral deflning ¿ 1s;mt ÀG). Thus, it is enough to
prove (3.1) with s replaced by 1 and t replaced by µ := t=s 2 [0; 1), which is notationally more
convenient.
An appropriate change of variables in the integral representation of F shows that
F
ˆ
fi + 1
2
;
fi
2
;fl +
1
2
;
µ
µ
2¡ µ
¶2!
=
µ
1¡ µ
2
¶fi
F (fi; fl; 2fl; µ);
an identity valid at least for µ 2 [0; 1), fi¡ fl 62 Z¡ f0g, which flts precisely our situation if we
choose fi = 1¡ 2H, fl = 3=2¡H (cf. Gradshteyn and Rizhik (1980), p. 1043). Thus we have
F
ˆ
1¡H; 1
2
¡H; 2¡H;
µ
µ
2¡ µ
¶2!
=
µ
1¡ µ
2
¶1¡2H
F
µ
1¡ 2H; 3
2
¡H; 3¡ 2H; µ
¶
;
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and therefore
¿ 11;mµ ÀG= µ2 +
µ
µ
2
¶2¡2H p…
2
F
¡
1¡ 2H; 32 ¡H; 3¡ 2H; µ
¢
¡
¡
H + 12
¢
¡(2¡H) ; µ 2 [0; 1):
Noting that F
¡
1¡ 2H; 32 ¡H; 3¡ 2H; 1
¢
= 22¡2H¡
¡
H + 12
¢
¡(2¡H)=p…, we can flnally write
this as
¿ 11;mµ ÀG= µ2
(
1 + µ1¡2H
F
¡
1¡ 2H; 32 ¡H; 3¡ 2H; µ
¢
F
¡
1¡ 2H; 32 ¡H; 3¡ 2H; 1
¢
)
:
To get (3.1) for µ = t=s ‚ 0 recall ¿ 1s;mt ÀG= s¿ 11;mµ ÀG.
Remark 3.2. Once the representation (1.6) and the fact that M is a martingale have been es-
tablished, it follows that ¿ 1s;mt ÀG= EXsMt = E
hR s^t
0 xs(u)dMu Mt
i
= 2H
R s^t
0 xs(u)dVu.
Thus (3.1) with s = 1 shows that “t =
R t
0 x1(v) dVv; t 2 [0; 1]; so that (3.2) deflnes a distribution
function and
x1(t) =
d“t
dVt
:
Remark 3.3. Using the formula ¿ 1s;mt ÀG= 2H
R s^t
0 xs(u)dVu, noted in the previous re-
mark, we can derive an alternative formula for “ in an elementary way:
“µ = µ +
n
(1¡ µ) R µ0 u1¡2H(1¡ u)H¡ 32du+ µ R 1µ u¡2H(1¡ u)H¡ 12duo
B
¡
H ¡ 12 ; 2¡ 2H
¢ ; 0 • µ • 1: (3.6)
To prove it, we need to show that the integral
Z µ
0
x1(v)dVv =
C 2H
2H
Z µ
0
‰
(1¡ v)H¡ 12 ¡
Z 1
v
(u¡ v)H¡ 12d uH¡ 12
¾
v1¡2Hdv
equals the expression for “µ in (3.6). Using integration by parts, we can write
(1¡ v)H¡ 12 ¡
Z 1
v
(u¡ v)H¡ 12d uH¡ 12 =
Z 1
µ
uH¡
1
2du(u¡ v)H¡ 12 ¡
Z µ
v
(u¡ v)H¡ 12d uH¡ 12 ;
soZ µ
0
x1(v)dVv =
C 2H
2H
‰
µH¡
1
2
Z µ
0
(µ ¡ v)H¡ 12 v1¡2Hdv +
Z µ
0
Z 1
µ
uH¡
1
2du(u¡ v)H¡ 12 v1¡2Hdv¡Z µ
0
Z µ
v
(u¡ v)H¡ 12d uH¡ 12 v1¡2Hdv
¾
: (3.7)
The flrst integral in this expression can be computed as
µH¡
1
2
Z µ
0
(µ ¡ v)H¡ 12 v1¡2Hdv = µB ¡H + 12 ; 2¡ 2H¢ :
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Let us simplify the double integrals. Changing variables (x = u=v and then u = 1=x) and then
interchanging the order of integration, we get successivelyZ µ
0
Z µ
v
(u¡ v)H¡ 12d uH¡ 12 v1¡2Hdv =
Z µ
0
Z µ
v
‡u
v
¡ 1
·H¡ 1
2
du
‡u
v
·H¡ 1
2
dv
=
Z µ
0
Z µ
v
1
(x¡ 1)H¡ 12dxH¡ 12dv
= ¡12
Z µ
0
Z 1
v
µ
(1¡ u)H¡ 12du1¡2Hdv
= ¡12
Z 1
0
Z µu
0
dv(1¡ u)H¡ 12du1¡2H
= µ
¡
H ¡ 12
¢ Z 1
0
(1¡ u)H¡ 12u1¡2Hdu
= µ
¡
H ¡ 12
¢
B
¡
H + 12 ; 2¡ 2H
¢
:
Similarly,Z µ
0
Z 1
µ
uH¡
1
2du(u¡ v)H¡ 12 v1¡2Hdv =
Z µ
0
Z 1
µ
‡u
v
·H¡ 1
2
du
‡u
v
¡ 1
·H¡ 1
2
dv
= ¡
Z µ
0
Z v
µ
v
u
1
2
¡Hd
µ
1¡ u
u
¶H¡ 1
2
dv
= ¡
Z µ
0
Z u
µu
dv u
1
2
¡Hd
µ
1¡ u
u
¶H¡ 1
2
¡
Z µ
0
Z µ
µu
dv u
1
2
¡Hd
µ
1¡ u
u
¶H¡ 1
2
=
¡
H ¡ 12
¢‰
(1¡ µ)
Z µ
0
u1¡2H(1¡ u)H¡ 32du+
µ
Z 1
µ
u¡2H(1¡ u)H¡ 12du
¾
:
Inserting these formulae in (3.7) and simplifying the constant terms we get
R µ
0 x1(v)dVv = “µ.
Note that this is a ‘time domain’ proof of (3.1) for s > t; the case s • t was proved in
Norros et al. (1999).
A Appendix on Special Functions
A.1 The gamma function
The gamma function is usually deflned for all x > 0 by means of the formula
¡(x) =
Z 1
0
e¡ttx¡1dt;
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and following the well-known identity ¡(x+ 1) = x¡(x), x > 0, this deflnition can be extended
recursively to x 6= 0;¡1;¡2; : : : by setting ¡(x) = ¡(x + 1)=x. Apart from these deflnitions we
shall need the fact that ¡(12) =
p
… and the famous identities
¡(x) ¡(1¡ x) = …sin(…x) ;
p
…¡(2x) = 22x¡1¡(x) ¡
¡
x+ 12
¢
; x 6= 0;¡1;¡2; : : : (A.1)
(e.g. Lebedev (1972), formulae (1.2.2) and (1.2.3)).
A.2 The Bessel function
The Bessel function of the flrst kind of order ” 6= ¡1;¡2; : : : is deflned for all complex jzj <1
with j arg zj < … as the absolutely convergent sum
J”(z) =
1X
k=0
(¡1)k(z=2)”+2k
¡(k + 1)¡(” + k + 1)
: (A.2)
As special cases we have
J 1
2
(z) =
q
2
…z sin(z) and J¡ 12 (z) =
q
2
…z cos(z); z 6= 0: (A.3)
We shall need the following integral representation of the Bessel function, known as the Poisson
formula: for ” > ¡1=2,
J”(z) =
( z2)
”
¡
‡
1
2
·
¡
‡
”+
1
2
·
Z 1
¡1
cos (zx)
¡
1¡ x2¢”¡ 12 dx; z 2 C; (A.4)
see e.g. Lebedev (1972), formula (5.10.3), or Samko et al. (1993), formula (2.52).
It is also useful to know, especially for studying the convergence of integrals of Bessel func-
tions, that J”(x) behaves, for large real x, approximately as a linear combination of x¡1=2 cosx
and x¡1=2 sinx. More precisely,
J”(x) = c” x¡1=2 cos(x) + c0” x
¡1=2 sin(x) + x¡3=2r(x); (A.5)
where c” and c0” are constants and r(x) is bounded as x! +1; see for instance Lebedev (1972).
A.3 The hypergeometric function
The hypergeometric function with parameters fi, fl, ° is the power series deflned for all complex
jzj < 1 by
F (fi; fl; °; z) =
1X
k=0
(fi)k (fl)k
(°)k
zk
k!
;
where as usual we write (fi)0 = 1, (fi)k := fi(fi + 1) ¢ ¢ ¢ (fi + k), k 2 N. For this deflnition to
make sense we require that ° 6= 0;¡1;¡2; : : :; further, for the series to be convergent we assume
fi + fl ¡ ° > 1. Observe that F is symmetric with respect to the parameters fi and fl, and also
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that it is identically equal to 1 if fi = 0 or fl = 0. See for instance Lebedev (1972), Section 9.1,
for more information.
We shall need the integral representation
F (fi; fl; °; z) =
¡(°)
¡(fl) ¡(° ¡ fl)
Z 1
0
xfl¡1(1¡ x)°¡fl¡1(1¡ xz)¡fidx; (A.6)
which is valid for jzj < 1 and ° > fl > 0. When z = 1 the integral on the right is the beta
integral B(fl; °¡fl¡fi), which can be computed in terms of gamma functions by the well-known
identity B(x; y) = ¡(x)¡(y)=¡(x+ y), x; y > 0.
A.4 A hypergeometric function of two variables
The fourth hypergeometric function of two variables with parameters fi, fl, °, °0 is deflned as
the power series
F4(fi; fl; °; °0;x; y) =
1X
m=0
1X
n=0
(fi)m+n(fl)m+n
(°)m(°0)n
xm
m!
yn
n!
; jpxj+ jpyj < 1; (A.7)
where °; °0 6= 0;¡1;¡2; : : : (Gradshteyn and Rizhik (1980), Section 9.18). This is one of several
generalizations of the hypergeometric function F to a function of two variables. Note that
F4 reduces to F when one of the variables is set to zero; for example, F4(fi; fl; °; °0; 0; y) =
F (fi; fl; °0; y). Also, F4 equals 1 if fi = 0 or fl = 0.
A.5 Some integrals involving Bessel functions
Bailey (1934) derived the following formula for an integral involving the product of three Bessel
functions (see also Gradshteyn and Rizhik (1980), Table 6.578). Let a, b and c be real positive
numbers such that c > a+ b. Then for ¡(„+ ” + ‰) < ‚ < 52 , ¡„;¡”;¡‰ 62 N, we haveZ 1
0
x‚¡1 J„(ax)J”(bx)J‰(cx) dx =
2‚¡1a„b”¡(fl)
c‚+„+”¡(„+ 1)¡(” + 1)¡(1¡ fi) £
(A.8)
F4
¡
fi; fl;„+ 1; ” + 1; (ac )
2; ( bc)
2
¢
;
where fi := 12(‚+ „+ ” ¡ ‰) and fl := 12(‚+ „+ ” + ‰).
The condition c > a + b is necessary for F4 to be deflned (see (A.7)). It can be relaxed to
c ‚ a+ b in certain special instances, some of which will be discussed below. From (A.5) it can
be seen that the integral in (A.8) is absolutely convergent if and only if „+ ” + ‰ < ‚ < 3=2.
If ‚ = ‰¡„¡”, then fi = 0 and the factor F4 reduces to unity, so Bailey’s formula simplifles
to Z 1
0
x‰¡„¡”¡1 J„(ax)J”(bx)J‰(cx) dx =
2‰¡„¡”¡1a„b”¡(‰)
c‰¡(„+ 1)¡(” + 1)
; (A.9)
‰ > 0, ‰¡ „¡ ” < 52 .
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Setting „ = ¡12 in (A.9) and using the second identity in (A.3), we obtainZ 1
0
x‰¡”¡1 cos(ax)J”(bx)J‰(cx) dx =
2‰¡”¡1b”¡(‰)
c‰¡(” + 1)
; (A.10)
0 < ‰ < 2 + ”, a 2 (0; c ¡ b). By (A.3), it can be seen that if ‰ > 0 and ‰ ¡ ” < 1 then the
integrand in this equation can be bounded above in absolute value by an integrable function;
therefore, by the dominated convergence theorem we can let a ! 0+ or a ! (c ¡ b)¡ on the
left-hand side without afiecting the right-hand side, and it follows that formula (A.10) is valid
for 0 < ‰ < 1 + ”, a 2 [0; c¡ b]. This result is used in the proof of Theorem 2.3 in the form of
equation (2.4), obtained from (A.10) with ” = ‰.
Next, letting ” = 12 in (A.10) yieldsZ 1
0
x‰¡2 cos(ax) sin(bx)J‰(cx) dx = 2‰¡1c¡‰b¡(‰); (A.11)
again valid for all a 2 [0; c¡ b] if 0 < ‰ < 3=2, a result used in the proof of Proposition 3.1.
Bailey’s result also contains formulae for the Weber-Schafheitlin integrals (Watson (1944),
pp. 401, 403), namely
Z 1
0
J”(bx)J‰(bx)
x
3
2
¡‚ dx =
2‚¡
3
2 b
1
2
¡‚ ¡
¡
1
2(‚+ ” + ‰¡ 12)
¢
¡
¡
3
2 ¡ ‚
¢
¡
¡
1
2(” ¡ ‚¡ ‰+ 52)
¢
¡
¡
1
2(” + ‰¡ ‚+ 52)
¢
¡
¡
1
2(‰¡ ” ¡ ‚+ 52)
¢ ;(A.12)
Z 1
0
J”(bx)J‰(cx)
x
3
2
¡‚ dx =
2‚¡
3
2 b” ¡
¡
1
2(‚+ ” + ‰¡ 12)
¢
c‚+”¡
1
2 ¡(” + 1)¡
¡
1
2(‰¡ ” ¡ ‚+ 52)
¢ £
F
ˆ
1
2
µ
‚+ ” + ‰¡ 1
2
¶
;
1
2
µ
‚+ ” ¡ ‰¡ 1
2
¶
; ” + 1;
µ
b
c
¶2!
; (A.13)
which are valid for c ‚ b > 0 at least if 1=2 ¡ ” ¡ ‰ < ‚ < 3=2. These are needed in the proof
of Proposition 3.1. To get (A.13), we set „ = ¡1=2 in (A.8) and then let a! 0+, which is licit
by the dominated convergence theorem; (A.12) is then obtained from (A.13) by letting c! b+
and using the integral representation of F given in (A.6).
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