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Tijdens de ruim vier jaar als promovendus ben ik vele prachtige metaforen
over de wetenschap tegengekomen. Één zeer beklijvende is van mathematisch
natuurkundige Robbert Dijkgraaf. Hij stelt zich theoretische fysici voor als
een troep leeuwen op een Afrikaanse savanne. Het grootste deel van de dag
luieren ze maar wat in de zon, maar komt er een prooi voorbij in de zin van
een nieuw inzicht, dan moeten ze ineens volledig alert zijn.
Ofschoon de uitspraak gemotiveerd werd door het werk van fysici, kan
hij wellicht ook worden toegepast op de academische subcultuur in het alge-
meen.Inmijnoptiekisonderzoekdoenvoorverrewegdemeestewetenschap-
pers vooral een zaak van veel proberen en dus hard werken in plaats van een
beetje luieren, maar het pieken op het juiste moment blijft belangrijk.
In de gegeneraliseerde versie van de uitspraak past ook de promovendus in
het plaatje, als het jonge welpje van de troep. Uiterlijk onvermoeibaar achter
alles aanrennend wat beweegt, ook al blijkt de prooi uiteindelijk vaak nauwe-
lijks de moeite waard om te laten zien aan de rest van de groep (of, in weten-
schappelijke zin: om op te schrijven). Zo bezien lijkt een promotieonderzoek
een ﬁlter in de ﬁlosoﬁe van Paulus: “Onderzoek alles, behoud het goede”1.
Op het eerste gezicht lijken vooral de heel simpele modellen in aanmerking te
komen om af te vallen in deze ratrace. Echter, als ik één ding heb geleerd over
onderzoek, dan is het wel dat een eenvoudig model vaak veel uitdagender
is dan een zeer ingewikkeld model. Het dwingt je namelijk veel meer om te
focussen op de echte kern van het probleem.
Voor het jonge welpje maakt het leven in de troep het mogelijk zijn jeug-
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dige enthousiasme te etaleren. Tevens biedt het een relatief veilige omgeving
om aan zijn jachtinstinct te werken, alvorens als volwassen wetenschapper de
wijde wereld in te trekken. Een voorproefje van dat laatste kreeg ik met het
bezoeken van congressen in San Francisco, Atlanta en Melbourne, maar voor-
al ook tijdens de vier maanden die ik heb doorgebracht aan de Rady School of
Management van de University of California San Diego.
Een niet onbelangrijk en zeker geen triviaal onderdeel van het proces van
opgroeien als wetenschapper is het vinden van een geschikt onderwerp voor
het proefschrift. Als vers afgestudeerde doctorandus lijkt de wetenschappelij-
ke literatuur bij tijd en wijle schier onmetelijk: hoe vind je daarin een nieuwe
niche? Arend-Jan Dunning biedt een positief vooruitzicht voor de onderzoe-
ker in spé en beargumenteert dat het tegenovergestelde waar is: “De (medi-
sche) wetenschap is als een eiland van weten in een zee van niet-weten”2.
Naarmate het eiland groeit, groeit ook de lengte van de kustlijn en dus het
raakvlak met wat we niet weten.
Allereerst is het daarom van belang aan de kust te komen, om het onont-
gonnen gebied te overzien. Daarna volgt het ontginnen van het nieuwe ge-
bied.Ineersteinstantielijkthetnieuweterreineenonoverwinbaremuur,maar
met veel geduld en ijver, is het mogelijk er een nieuwe doorgang in te maken;
“a wall is a door”. Bij beide fases van dit proces is de hulp en de gidsfunc-
tie van mijn promotoren Bas Werker en Feico Drost van onschatbare waarde
geweest. Als ik weer eens vastzat in de jungle van de literatuur, of op een
dwaalspoor was beland, wisten zij steeds weer een nieuw pad uit te stippe-
len, waar het uitzicht weer wat meer open was. Ofschoon ’t eindpunt van
de wekelijkse ontmoetingen vaak al vaststond (het zogenoemde “terug-in-je-
hok”-moment), was het a priori meestal onmogelijk de weg ernaartoe voor te
stellen (voor mij tenminste). Bas en Feico: heel veel dank voor de intellectuele
groei die ik de afgelopen jaren heb mogen doormaken onder jullie supervisie.
Dankwoord
Op het gevaar af dat het nu volgende stuk een opsomming gaat worden, wil
ik een aantal mensen die elk op hun eigen manier hebben bijgedragen aan
het slagen van dit promotieonderzoek bedanken. Een proefschrift schrijven is
uiteindelijk een eenzame exercitie, welke absoluut verlicht wordt door aan-
genaam gezelschap. De hiernavolgende namenlijst is per deﬁnitie onvolledig
(zoals Joris Luijendijk al schreef: “... je kunt nooit je eigen onwetendheid be-
2http://www.nrc.nl/wetenschap/article2379277.ece/Cardioloog_en_
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seffen.”3), maar ik heb m’n best gedaan zo volledig mogelijk te zijn. De ge-
bruikelijke disclaimer is uiteraard van toepassing.
Om te beginnen heb ik het genoegen te mogen samenwerken met Eric
Renault, wiens kennis van in elk geval zowel de academische literatuur,
(wieler-)historie,alsgoederestaurantsopallerleiplekkenindezewereldrond-
uit imposant is. Ik hoop hem ooit nog een restaurant in Melbourne te laten
zien dat hij nog niet kent, maar geef toe dat dat een ﬂinke uitdaging is.
Mijn welgemeende dank gaat ook uit naar de overige leden van de pro-
motiecommissie, te weten Joost Driessen, Frank de Jong en André Lucas. Zij
hebben, tezamen met Eric Renault, de tijd genomen om mijn proefschrift te
lezen voor de voorverdediging en ik heb tijdens die sessies vele waardevolle
commentaren en suggesties mogen ontvangen. Een groot aantal opmerkingen
is reeds verwerkt in de versie van het manuscript zoals die nu voor u ligt.
Het vervolg van mijn dankwoord begin ik in San Diego, bij Allan Timmer-
mann, die als sponsor op wilde treden zodat ik op bezoek kon komen bij de
Rady School of Management, en bij CentER, dat voor de ﬁnanciële ondersteu-
ningzorgde.JimHamiltonenIvanaKomunjerhebbenmetijdenshunergleer-
zame colleges vele interessante problemen en theoriëen laten zien. Het leven
in La Jolla was zeer aangenaam (zoals reeds voorspeld door de enthousiaste
ambassademedewerkster bij het aanvragen van m’n visum), vooral door het
ﬁjne gezelschap van Alberto Rossi, Mateo Bonnato, Ben Gillen en Sarah Bait-
zel.
Wat dichter bij huis was er de wekelijkse reis naar Amsterdam; dit proef-
schrift vormt het eindresultaat van een vruchtbare samenwerking tussen de
Universiteit van Tilburg en ABN AMRO Asset Management / Fortis Invest-
ments/BNPParibasInvestmentPartners.Nam’nafstudeerstageinhetnajaar
van2005lagereenmooivoorstelomvanafseptember2006aandeslagtegaan
als promovendus, toen nog op de afdeling Structured Asset Management van
ABN AMRO. Mark-Jan Boes was mij reeds zeer succesvol voorgegaan in een-
zelfde constructie. De eerste anderhalf jaar van mijn promotietraject heb ik
me kunnen verheugen in zijn deskundige begeleiding tijdens de vaste kan-
toordag in de Bijlmer. Na Mark-Jans vertrek werden de contacten spaarzamer,
maar zeker niet minder aangenaam wat mij betreft.
Op het moment dat ik als promovendus begon, kon niemand het lot van
ABN AMRO bevroeden. Echter, nog geen halfjaar nadat ik begonnen was
werd de beruchte open brief van The Children’s Investment Fund verstuurd,
waarmee het hele overnameproces werd ingeluid. Ondanks alle onzekerheid
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die dit voor de organisatie met zich meebracht, heb ik me altijd zeer welkom
en gewaardeerd gevoeld. Mijn dank daarvoor gaat speciaal uit naar Bart Ol-
denkamp, Mark den Hollander en Dirk van Ommeren die zich telkens weer
hard hebben gemaakt voor het instandhouden van de overeenkomst met de
universiteit, zodat ik relatief ongestoord kon doorgaan met het onderzoek.
De veranderingen in de organisatie leidden ertoe dat de focus van de afde-
ling en mijn onderzoek gaandeweg wat verder uit elkaar kwamen te liggen.
Desondanks bleef de reis naar Amsterdam zeer waardevol voor mij, onder an-
dere vanwege het terugkerende “wokje” tijdens de lunch, of de kantoorhumor
in steenkolenfrans die sinds de overname door BNP Paribas in zwang raakte.
Door de overnamestrijd en mijn reis door de kantoortuin op zoek naar een
ﬂexplek is de lijst met namen van collega’s die een positieve bijdrage hebben
geleverd aan mijn verblijf op kantoor te lang om op te noemen, maar via deze
weg wil ik jullie allemaal bedanken!
Naast de luchtige momenten, heb ik ook zeer genoten én geleerd van de
praktijkervaring. Vooral de vraag naar een pragmatische en voor niet-ingewij-
den begrijpelijke oplossing voor allerlei ingewikkelde problemen, dwong mij
regelmatig m’n academische kennis opnieuw te interpreteren en te verwoor-
den. In de laatste maanden heb ik aan die vaardigheid extra kunnen schaven,
tijdens het werk aan het termijnstructuurmodel samen met Erik Kroon. Speci-
ale dank aan hem voor deze leerzame ervaring. Het schrijven van code voor
derden was ook onderdeel van dit project. Zine Amghar heeft me daarbij met
veel geduld zijn wensen en ideëen uitgelegd, waarvoor dank.
Nog dichter bij huis zijn er vele collega’s die het verblijf op de universiteit
hebben veraangenaamd en ervoor zorgden dat het ﬁetsritje van huis naar de
campus van zo’n vijf minuten steeds sneller leek te gaan4. Zowel bij ﬁnancie-
ring als vanaf het voorjaar van 2008 bij econometrie was het prettig vertoeven,
waarvoor dank aan alle collega’s. Ook hier wil ik een aantal mensen nog spe-
ciﬁek benoemen.
Als eerste mijn kamergenoten. Sinds 2006 ben ik met enige regelmaat ge-
wisseld van kamer(genoot). De diversiteit in achtergrond en leeftijd maakte
het niet altijd even vanzelfsprekend om werkgerelateerde ervaringen te delen,
maar juist daarom misschien des te meer over het leven in z’n algemeenheid.
Ding, Jingqiang, Manon, Irina en Carol: hartelijk dank voor jullie prettige aan-
4Desondanks is m’n persoonlijk record zeer waarschijnlijk gerealiseerd op de route terug
naar huis, maar ik ben er vrij zeker van dat dit te wijten is aan de combinatie van de lig-
ging van mijn huis ten opzichte van de campus en de overheersende windrichting tijdens die
momenten waarop het echt hard waait.ACKNOWLEDGMENTS v
wezigheid.
Ook qua huisgenoten heb ik een paar wisselingen doorgemaakt de afgelo-
pen jaren, maar met zowel Eric als Stefan was het zeer prettig samenleven, of-
schoon ik zeker de laatste maanden maar weinig tijd thuis heb doorgebracht.
Gelukkig was een half woord vaak voldoende om elkaar te begrijpen.
De semi-regelmatige lunches, kofﬁetjes, mensa-maaltijden of praatjes tus-
sendoor met onder andere Christophe, Kim, Lisanne, Ralph, Roel en Verena
waren perfecte gelegenheden om een beetje stoom af te blazen en over toe-
komstige carrières te ﬁlosoferen. Ik voel me zeer vereerd Kim en Roel als pa-
ranimfen aan m’n zijde te hebben tijdens de openbare verdediging.
De bijeenkomsten van de reading group met Chris, David, Hanka, Patrick,
Renxian, Salima en Tunga vormden een stimulerend decor voor het aanscher-
pen van ons begrip over econometrische theorie. Tunga, het was ﬁjn jou als
overbuurman te hebben, zeker tijdens de zomermaanden waarin de gangen
van gebouw K bijkans uitgestorven leken. Chris, bedankt voor je vele tips bij
m’n zoektocht naar een baan “down under”. Bij die zoektocht was ook de
inbreng van Mardi Dungey en mijn nieuwe (én oude) collega’s Joachim Ink-
mann en Zhen Shi erg waardevol.
Hoewel de ﬁets zelf vooral gedurende het laatste jaar veelal stof stond te
happen, werd er in elk geval op regelmatige basis over wielrennen gepráát
in gebouw K. Vooral met Edwin en Ramon vloog de tijd voorbij als er weer
eens opzienbarend nieuws was uit het peloton, of als er een mooie koers werd
uitgezonden in de Trie-angle.
Hieraan gerelateerd: zonder twijfel de grootste uitlaapklep gedurende de
afgelopen jaren was de studentenwielervereniging De Meet. De eerste jaren
kon ik me als bestuurder uitleven op de boekhouding en alles wat er te orga-
niseren was bij deze ﬁjne club. Ik ben veel dank verschuldigd aan m’n mede-
bestuurders Ellen, Jan, Martijn, Matthijs, Monique en Paul voor de gigantische
vrijheid die ik daarbij heb gekregen en ben blij te zien dat er met zoveel en-
thousiasme wordt verder gebouwd aan een nieuwe wielertraditie in Tilburg.
Tussen het besturen door heb ik kunnen genieten van vele mooie ﬁetstochten
in de omgeving van Tilburg en ver daar buiten met zoveel ﬁjne ﬁetsgenoten.
Ik heb het geluk gehad m’n colleges statistiek te kunnen voorbereiden sa-
men met Marieke en Carol en hun tips en ervaringen hebben me zeker voor
enkele beginnersfouten behoed. Tegelijkertijd bood onze vaste afspraak op
maandagmiddag voor mij een uitgelezen kans om mezelf te dwingen na te
denken over didactiek en een extra motivatie om de colleges zo aantrekkelijk
mogelijk te maken voor de studenten.vi ACKNOWLEDGMENTS
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INTRODUCTION
The three chapters comprising the main body of this dissertation all consider
empirical research on ﬁnancial markets. Chapter 2 and Chapter 4 both use the
same data set, albeit on a different aggregation level. Similarly, stopping times
of Brownian motions feature in both Chapter 3 and Chapter 4. Apart from
these arguably farfetched links, at a less abstract level the problems studied in
thedifferentchaptersareconsiderablydifferent.ThereforeIwillmotivateeach
of the chapters separately in the following section. Section 1.2 summarizes the
main contributions of the chapters.
1.1 Motivation
1.1.1 Heterogeneous beliefs
Standard ﬁnancial economics theory starts by assuming all agents in the econ-
omy to have perfect knowledge about and agree upon the distribution of fu-
ture cash ﬂows generated by a given ﬁnancial asset, for example a share of
a company. According to the Efﬁcient Market Hypothesis, in its weak form,
this distribution aggregates the ﬂow of all past public information. Hence, all
investors attach the same value to the stock, namely the expectation of the
present value of all future cash ﬂows, which will be the price in equilibrium.
When reading analyst reports or some of the popular press articles on ﬁ-
nancial markets, however, the common denominator of those texts appears
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to be anything but agreement about the current value of ﬁnancial claims and
their future distribution. In an attempt to align theory with practice, the lit-
erature on ﬁnancial markets has proposed two solutions, which at ﬁrst sight
seem to differ only slightly, but have profoundly different implications for as-
set pricing and trading behavior of economic agents.
The ﬁrst approach (see e.g. Grossman and Stiglitz (1976), Grossman and
Stiglitz (1980), Diamond and Verrecchia (1981), Wang (1993), Brennan and Cao
(1996) and Vanden (2008)) starts from the idea that each economic agent is ei-
ther trading for speculative reasons or for liquidity reasons. Within the group
of agents trading for speculative reasons, agents are either informed in the
sense of having some private information about the future price of the asset
on top of the ﬂow of public information, or they are uninformed in the sense
of having access to public information only. This motivates why models of this
kind are called “asymmetric information” models.
The motives for trading of the agents who trade for liquidity reasons are ex-
ogenous to the model. These traders usually go by the name “noise” traders.
The noise traders are essential to the model, because it is only their presence
that defers the speculative traders from inferring each other’s private infor-
mation. Hence, as Schneider (2009) notes, private information by itself cannot
generate trading, which poses the ﬁrst issue for this theory in trying to explain
portfolio holdings and trading.
The other issue with the asymmetric information explanation of trading is
that in most advanced countries, trading on insider information is strictly pro-
hibited. The restrictiveness of rules on publication of price-sensitive informa-
tion and the severity of the penalties when getting caught has been increasing
over time. This might not be sufﬁcient to fully ban trading based on private
information, but it will certainly have shifted the balance to the negative side
for those contemplating to trade illegally, as noted by Engelen (2004).
The second approach, and the one that we advocate in Chapter 2 is the so-
called“differences-of-opinion”or“heterogeneity-of-beliefs”approach.Specif-
ically, we assume agents to have access to the same – public – information,
which they will interpret in individual-speciﬁc ways. Moreover, all agents are
convinced that their inference is correct, a view supported by the psychology
literature. Morgan, Mullen, and Skitka (2010), for example, ﬁnd that people
behave stubbornly in the sense that once they have formed themselves some
opinion or belief, changing their mind becomes an almost impossible task.
While any news conﬁrming their opinion will be gladly appreciated, it takes
a very large amount of contradictory information to induce people to changeCHAPTER 1 3
their opinion.
Even if agents do learn relatively fast from observing market prices, it does
not imply that the distribution of future asset values as perceived by individ-
ual agents converge (Kurz (1994)). The main assumption for this result to hold
is that economic agents do not have perfect knowledge about demand and
supply functions and equilibrium price distributions. Given the highly persis-
tent diversity of opinions put forward by even a relatively homogenous group
such as ﬁnancial analysts, such an assumption appears quite reasonable.
Asset pricing theories employing the heterogeneous beliefs argument have
been successful in explaining several stylized facts of ﬁnancial market data.
For one, trading will obtain endogenously, without having to revert to noise
traders as in the asymmetric information models. Furthermore, promising re-
sults have been obtained in matching the mean and volatility of stock returns
and the risk free rate (Kurz and Motolese (2001)), the positive correlation be-
tween absolute price changes, and volume and positive autocorrelation in vol-
ume (Harris and Raviv (1993)).
For assets that are in zero net supply, such as options, models should be
able to explain two stylized facts. The ﬁrst being the large trading volumes
and open interest levels in these markets. In this respect, Gârleanu, Peder-
sen, and Poteshman (2009) provide empirical evidence that, at least for index
options, end-users such as retail investors and mutual funds are net long in
Out-of-The-Money (OTM) put options. The net demand is absorbed by in-
termediaries such as market makers and proprietary traders, who therefore
are usually short in these index options. Some form of investor heterogeneity
is essential in order to induce some agents to take long positions and others
to take short positions in these assets in equilibrium, and to match the large
trading volumes and open interest levels observed in practice.
The second stylized fact is that observed option prices do not adhere to
the Black and Scholes (1973) pricing formula. In particular, prices of OTM put
options are generally higher than expected under the Black-Scholes assump-
tions. The heterogeneity-of-beliefs literature contains several approaches to
explain the difference with the Black-Scholes option prices. Some papers focus
onheterogeneityintermsofriskaversioncoefﬁcientsanditseffectonthepref-
erences of the representative agent in a discrete time framework (Benninga
and Mayshar (2000)). Others have considered differences-of-opinion about
the mean dividend rate of the underlying stock as the driving force of option
prices in a continuous-time framework (Buraschi and Jiltsov (2006)). In both
cases, option prices in equilibrium will exhibit a smile in terms of the Black-4 INTRODUCTION
Scholes implied volatility. Differences-in-beliefs about higher order moments
of the stock price distribution have not been proposed as an explanation of
observed option prices in the literature yet though, which is where Chapter 2
ﬁts in.
1.1.2 Duration models
In addition to the weak-form of the Efﬁcient Market Hypothesis discussed
in the previous section, the semi-strong form of this hypothesis assumes that
observed market prices are perfect aggregates of the past ﬂow of public in-
formation. Moreover, prices respond instantaneously to reﬂect the arrival of
new public information to the market. In reality, some time will pass between
the instant at which news arrives to the market and the moment at which this
new information is fully reﬂected in market prices. For one, it takes time to
generate and submit an order, although the infrastructure in ﬁnancial mar-
kets nowadays has become so advanced and automated, that for some market
participants the time to submit an order is only some milliseconds. Moreover,
although liquidity on ﬁnancial markets in terms of the depth of the limit order
book has increased substantially over the last decade due to the same infras-
tructural improvements, it remains ﬁnite and time-varying. Hence, it will not
always be possible to fully trade on new information that arrives to the market
instantaneously.
A recent example of the limits to liquidity in combination with the fast trad-
ing infrastructure is the so-called “ﬂash crash” of May 6, 2010 (Commodity
Futures Trading Commission and Security and Exchange Commission (2010)).
On that day, the Dow Jones index lost almost 600 points in just 5 minutes time.
According to the report, this was due to a human error in an order submission
of a mutual fund selling S&P500 eMini futures.
At ﬁrst, the selling triggered many computerized trading programs oper-
ated by market arbitrageurs to buy. When the stream of selling orders contin-
ued for some minutes, however, the computerized trading programs started
to sell the futures as well, thereby sharply reducing liquidity in the market
because at that point, basically all participants wanted to be on the same side
of the market. Then cross-arbitrageurs between the S&P500 futures markets
and the market for underlying stocks started buying and selling the under-
lying stocks, in order to arbitrage away the spread between the index future
and the current index level implied by the individual stock prices. The result
of these arbitrage trades was a more than 6% drop of the Dow Jones index inCHAPTER 1 5
just a couple of minutes.
While the ﬂash crash is an unusual event, the same mechanisms are at play,
albeit in a more controlled and orderly manner, in normal market circum-
stances. In normal times, the time elapsed between trades is not limited by
the infrastructure, but by the arrival of news about the company. One can ex-
pect that when a lot of news arrives to the market in a short period of time, the
trading intensity and the volatility of prices will generally be high. Therefore,
an important question in the market microstructure literature concerns the re-
lation between price changes and amount of time elapsed between events on
a ﬁnancial market (durations).
Thetheoreticalmarketmicrostructureliteraturehasposedvarioushypothe-
ses about the relation between these durations and price changes. For exam-
ple, Diamond and Verrecchia (1987) derive a negative relationship between
the length of the duration and the sign of the associated price change, reﬂect-
ing short-selling restrictions faced by investors seeking to trade on negative
private information of an asset. On the other hand, Easley and O’Hara (1992)
develop a model of strategic interaction in a ﬁnancial market in which a long
durationimpliestheabsenceofnewinformation.EasleyandO’Hara(1987)ar-
gue that informed traders may be quickly revealed if they start trading large
quantities and hence they will optimally split their orders, thereby generat-
ing a series of information-based trades. All theoretical models imply that the
variations in the time that elapses between trades and the corresponding price
changes are related to the behavior of informed traders.
Empirical work aiming at testing the claims of the theoretical models has
been built mainly around reduced-form models of durations, initiated by the
AutoregressiveConditionalDuration(ACD)modelofEngleandRussell(1998).
The models in the ACD class directly specify the dynamics of the conditional
expectation of durations, and assume the actual duration to be given as a mul-
tiple of its conditional expectation and a positive random variable.
The ACD model has triggered a vast literature of duration models, ac-
counting for nonlinear relations between durations and their lags (log-ACD,
Bauwens and Giot (2000)), differences between dynamics and intra-day sea-
sonality (Veredas, Rodríguez-Poo, and Espasa (2001)), long memory effects
using a fractionally integrated approach (Jasiak (1998)), a latent information
ﬂow using a latent random variable (Stochastic Conditional Duration (SCD),
BauwensandVeredas(2004))andatwo-factorstructurewithseparatedynam-
ics for both the conditional mean and the conditional variance of durations
(Stochastic Volatility Duration (SVD), Ghysels, Gouriéroux, and Jasiak (2004)).6 INTRODUCTION
Bauwens, Giot, Gramming, and Veredas (2004) provide a survey and empiri-
cal test of a number of duration models using the density forecast method by
Diebold, Gunther, and Tay (1998). This method uses the probability integral
transform as a test statistic, which under the null of a correctly speciﬁed model
should be a series of i.i.d. uniform zero-one random variables. Bauwens, Giot,
Gramming, and Veredas (2004) ﬁnd that even the standard ACD model is able
to capture the dynamics of the duration series, judging from the autocorrela-
tion function of the probability integral transform. At the same time, not even
the most advanced of the models they consider adequately describes the con-
ditional distribution of durations, as judged by the histogram of the probabil-
ity integral transform.
By deﬁnition of reduced-form models, they bear little resemblance to the
structure of the ﬁnancial market as developed in the theoretical models. The
duration model in Chapter 3 takes a ﬁrst step toward bridging this gap, fol-
lowing the literature on structural duration modeling in (labor) econometrics,
developed in Abbring (2007), for example.
Although the modeling of durations presents a challenging problem in it-
self, adding some marks such as price changes observed at event times is nec-
essary to fully test the implications of theoretical market microstructure mod-
els. Reduced-form duration models described above have been extended with
various distributions for the marks. Engle (2000), for example, assumes price
changes, conditional upon the contemporaneous duration, to be normally dis-
tributed with a time-varying volatility modeled by a GARCH process. Engle
and Sun (2008) extend this model to account for the fact that prices might be
observed with noise, while Russell and Engle (2005) focus on the discreteness
of price changes due to the tick size in a multinomial distribution for price
changes. Manganelli (2005) develops a Vector Autoregressive model for joint
modelingofconditionalexpecteddurations,conditionalexpectedvolumeand
volatility per unit of time, while Nolte (2008) uses a copula to model the joint
density of a transaction process, consisting of four marks: price changes, trans-
action volumes, bid-ask spreads and intertrade durations.
The model in Chapter 3 follows the approach of Engle (2000) by modeling
price changes as Gaussian random variables conditional upon past informa-
tion,thecontemporaneousdurationandtherealizationofthemixingvariable.
By doing so, the model reﬂects the observation of Gouriéroux, Jasiak, and Fol
(1999) that durations are not exogenous to the price process. The arrival pro-
cess of trades is assumed to be strongly exogenous, i.e. prices and quotes are
assumed not to inﬂuence the transaction process, an assumption also made byCHAPTER 1 7
Engle, Hendry, and Richard (1983) and Dufour and Engle (2000).
To conclude this section, note that the reduced form ACD-type models are
not very well suited to study multiple durations series simultaneously. En-
gle and Lunde (2003) provide an elegant solution for the case of two duration
series that have a speciﬁc dependency structure, such as quote changes and
trades in one single asset. In general, one would have to revert to intensity-
based models cast in calendar time instead of transaction time (e.g. Russell
(1999), Hamilton and Jordá (2002) and Spierdijk (2002)) or aggregate data
into bins of ﬁxed time-length and specify counting models on those (see e.g.
Heinen and Rengifo (2003) and Quoreshi (2006)). Chapter 3 exploits the prop-
erties of the structural framework to model two duration series and their as-
sociated marks jointly.
1.1.3 Optimal timing
The previous two chapters were motivated by the assumptions implied by
increasingly stronger forms of the Efﬁcient Market Hypothesis. In contrast, in
Chapter 4 the market is assumed to be efﬁcient in the sense that quotes as
issued on the market reﬂect the efﬁcient or fundamental price of the asset.
Furthermore, quotes are such that agents are able to trade positive quantities
at those values, although this only needs to hold for small trades as these are
the focus of the chapter.
The study of optimal timing of derivative trades in Chapter 4 is motivated
by advances in the trading infrastructure for retail and institutional investors
over the past decade. Until several years ago, most of these investors were
only allowed to trade through a broker, an economic agent acting as an in-
termediary between the investor and the market maker who issues quotes.
This would involve calling the broker for a quote or submitting a limit or-
der, a task that would cost relatively much time. Nowadays however, direct
access to electronic trading platforms is possible using screen trading appli-
cations, which enables investors to directly submit orders to the limit order
book. Hence, they can trade (nearly) instantaneously.
With trading having become much less involved and faster, one can ask
the question how to make use of this additional ﬂexibility. Many portfolios of
mutual funds are still managed on a daily basis, which usually means that at
the beginning of the day the optimal portfolio holdings will be updated using
yesterday’s ﬁnancial data and the in- and outﬂows. If the optimal holdings
differ from the current holdings, then trading may be necessary somewhere8 INTRODUCTION
in the course of the day.
It is not immediately obvious however, what – if any – point in time would
be the best to trade in order to minimize the present value of the total expected
cost of the portfolio. The existing literature is of little help in this respect; pa-
pers that focus on optimal timing of trades have so far looked at three objec-
tives. Firstly, the aim may be to minimizing the difference between the selling
price and the maximum price over a certain time period when selling a single
stock within that same period of time (see e.g. Shiryaev, Xu, and Zhou (2008),
du Toit and Peskir (2009) and Dai, Jin, Zhong, and Zhou (2009)). The period of
time is usually in the order of magnitude of one year rather than one day as
in the problem of Chapter 4.
Secondly, there exists a small strand of literature that considers the prob-
lem of selling a single option at the highest possible price within a given time
frame. The ﬁnancial market in these papers usually takes the following form.
The price of the stock evolves according to a Geometric Brownian Motion,
while the volatility of the option follows from a separate implied volatility
process (see e.g. Kukush, Mishura, and Shevchenko (2006), Lundgren, Silve-
strov, and Kukush (2008) and Pupashenko and Kukush (2008)).
Lastly, a large body of literature is devoted to minimizing the impact on
the market price of selling a large amount of stocks (see e.g. Bertsimas and Lo
(1998), Almgren and Chriss (2000), Huberman and Stanzl (2004) and Huber-
man and Stanzl (2005)). The analysis in Chapter 4 partially ﬁlls this gap in the
literature; it aims at ﬁnding the optimal point to trade in the context of trading
a portfolio of derivatives on a single underlying asset in a world without price
impact.
1.2 Overview Of Chapters
Chapter 2 proposes a static, general equilibrium model, aimed at joint pric-
ing of an underlying asset and a set of options written on it. The market is
assumed to be populated by two different groups of agents, “intermediaries”
and “end-users”’. The two groups are distinguished by their level of risk aver-
sion, with the end-user group having the highest risk aversion. Motivated by
the direct exposure of options to the variance of the stock price, heterogeneous
beliefs about the variance of the future stock price drive the equilibrium prices
and demands in the model. This chapter is based on Drost, van der Heijden,
and Werker (2011a).
The contribution of Chapter 2 is two-fold. Firstly, this is the ﬁrst attempt toCHAPTER 1 9
study differences of opinion about stock price variance and their effect on op-
tion prices and holdings. The model is able to closely match prices of a sample
of daily observed, short-term S&P500 index options in an economy populated
by end-users and intermediaries, distinguished by their risk aversion coefﬁ-
cient and beliefs.
Secondly, the model in Chapter 2 is the ﬁrst to price the underlying stock
and its options jointly in a general equilibrium setting. This approach recog-
nizes the ﬁndings of Ni, Pearson, and Poteshman (2005), Pearson, Poteshman,
and White (2007) and Ni, Pan, and Poteshman (2008), who argue that and pro-
vide empirical evidence of the price of the underlying stock being affected by
option trading.
Chapter 3 develops the “Dynamic Mixed Hitting-Time” (DMHT) model, a
structural framework for dynamic modeling of durations and price changes
jointly. The model is structural in the sense that durations are generated as
the hitting times of an underlying, latent Brownian motion to in itself random
boundaries. The boundaries are randomized by invoking a mixing random
variable. Additional, correlated Brownian motions govern the corresponding
changes in (log-)prices. For a speciﬁc class of distributions of the mixing vari-
able,thejointlikelihoodofdurationsandpricechangesisderivedanalytically,
while the extensive literature on hitting times of Brownian motions provides
a toolbox for probabilistic and statistical analysis. This chapter is based on
Renault, van der Heijden, and Werker (2011).
The two main contribution of Chapter 3 can be described as follows. Firstly,
it provides a general nesting and speciﬁcation testing framework for the class
ofACD/SCD-typedurationmodels,usingrecentresultsontheembeddability
of hitting time distributions in Jaimungal, Kreinin, and Valov (2009).
Secondly, the framework in Chapter 3 offers a versatile parametric comple-
ment to the semi-parametric analysis of causality relationships between prices
and durations in Renault and Werker (2011). The structural speciﬁcation fea-
tures an internal consistency property which implies that a model estimated
using a richer information set is consistent with one that uses only part of that
information.Theempiricalanalysisontransactionlevelstockdatarevealsthat
the DMHT model is able to capture various stylized facts of durations data
such as fat tails, and modest but very slowly decreasing autocorrelations.
Chapter 4 studies trading of (a part of) a portfolio of derivatives on a sin-
gle underlying asset, with the objective of minimizing the present value of10 INTRODUCTION
the total expected cost. Speciﬁcally, the optimal time to trade within a certain
time frame is determined. The amount to be traded of each derivative asset is
supposed to be a small quantity, such that the trading does not affect market
prices. The problem is formulated as an optimal multiple stopping problem in
continuous time, where each of the stopping times is associated with the trad-
ing of a basket of derivatives that forms part of the portfolio. For portfolios of
which the payoff is monotonic in the price of the underlying asset, the optimal
time to trade equals either the beginning or the end of the trading period.
Theoptimaltimetotradeaportfolioofwhichthepayoffisanon-monotonic
functionofthepriceoftheunderlyingassetcannotbedeterminedanalytically.
Chapter 4 develops a numerical algorithm based on a recombining binomial
tree to solve for the optimal time to trade a general portfolio of derivatives.
The numerical and empirical illustration focuses on trading a single straddle,
being the combination of a plain vanilla put and call option with the same
expiration date and exercise price. The reason for treating this instrument in
particular is that it is about the simplest possible combination of plain vanilla
options for which the optimal time to trade cannot be determined analytically.
This chapter is based on Drost, van der Heijden, and Werker (2011b).
The contribution of Chapter 4 to the existing literature is to demonstrate the
existence of a non-trivial optimal time to trade a given portfolio of derivatives
under the aforementioned objective. In a theoretical setting that equals the
discretized version of the Black-Scholes world, gains up to several hundreds
of basis points can be achieved by trading optimally. In the empirical analy-
sis, a transaction level data set of S&P500 index options over 2007 is used to
implement the optimized trading strategy and compare it to trading at either
the opening or close of the market or some exogenously given random time
in between.CHAPTER 2
OPTION MARKETS WITH HETEROGENEOUS
VOLATILITY BELIEFS
This chapter is based on Drost, van der Heijden, and Werker (2011a).
2.1 Introduction
Pricing and trading volumes of (index) options have been at the center of the
ﬁnancial economics literature ever since the CBOE started trading options on
S&P indexes in 1973. Nowadays, trading volume in S&P500 index options av-
erages 700K contracts per day for the SPX ticker symbol alone; a strong indica-
tion of these assets being non-redundant in contrast to the assumptions under-
lying the original Black and Scholes (1973) model. Simple option investment
strategies, often focusing on exposure to volatility, feature in both investment
textbooks (e.g. MacDonald (2003) (Chapter 3) and Hull (2006) (Chapter 10))
and popular press articles alike (see for example the Wall Street Journal arti-
cles cited in Ni, Pan, and Poteshman (2008)). If not for speculative purposes,
then options may be in demand for their hedging capacity; this use is quoted
often in the popular press too, for example in Ferry (2010), Conway (2010a)
and Conway (2010b).
The Black-Scholes assumptions render options redundant securities and
hence fail to explain nonzero demand for options. Moreover, the correspond-
1112 OPTION MARKETS WITH HETEROGENEOUS VOLATILITY BELIEFS
ing pricing model also fails to match prices of options, because it assumes
the volatility of the underlying asset to be constant and known by all market
participants. In the current paper, we tackle both issues simultaneously in a
framework in which economic agents are heterogeneous in terms of risk aver-
sion and their beliefs about future stock volatility. In particular, we develop
a static general equilibrium model in which the underlying asset and deriva-
tives are priced jointly. Our model features a continuum of agents having in-
dividual beliefs about future stock volatility, and maximizing mean-variance
utility from wealth at the expiration date of the options.
In the empirical illustration, we examine the magnitude of differences in
beliefs and in degrees of risk aversion needed to reconcile observed S&P500
indexoptionpriceswhilealsomeetingthesignsofholdingsinoptions,mainly
focusing on out-of-the-money (OTM) put options. In this respect, Bollen and
Whaley(2004)andGârleanu,Pedersen,andPoteshman(2009)showthat“end-
users” – being retail and institutional investors – generally have net long po-
sitions in these options. Since options are in zero net supply, “intermediaries”
such as market makers and proprietary trading desks will end up with net
short positions in these options. In their equilibrium model, Gârleanu, Peder-
sen, and Poteshman (2009) coin the net long demands of end-users “demand
pressure” and show it has a signiﬁcant price effect in terms of Black-Scholes
implied volatility. The portfolios of the end-users are not modeled though, so
the exact nature of the demand remains unclear. We show that heterogeneous
beliefs go a long way in explaining the sign of the positions, while also match-
ing the observed prices.
We assume the low risk aversion group to correspond to the intermediaries
in the market, being the market makers and proprietary trading desks. They
are assumed to have a great deal of market experience and ample resources
available to process news that arrives to the market, whereas the other in-
vestors – the group of end-users – is much more restricted in that sense. The
latter group is deﬁned by their higher risk aversion and we argue they resem-
ble the less sophisticated investors.
The combination of matching both demands as well as prices is the reason
why our model cannot be seen as a single agent model with possibly misspec-
iﬁed asset price dynamics. In that class of models it will be impossible to meet
demands for options, simply because options are in zero net supply, while the
single agent can only trade with himself. Hence, in such a model an external
source of supply will always be necessary in order to generate nonzero hold-
ings for assets that are in zero net supply. In contrast, in our heterogeneousCHAPTER 2 13
beliefs model, the equilibrium holdings of different agents can and will gen-
erally differ in sign.
Let us brieﬂy highlight the main results of Section 2.3, in which we ﬁt the
model to 216 daily observations of short-term S&P500 index options in 2007,
assuming two distinct groups of investors that differ in beliefs as well as risk
aversion. Model-based option prices closely track observed prices with an av-
erage RMSE of the implied volatility equal to 60 basis points. Below we argue
that we cannot simultaneously identify the risk aversion and the size of both
groups; here we assume that both groups are equally sized in the sense that
the total wealth in the economy is divided equally. Under this assumption, the
low risk aversion agents hold net short positions in OTM put options on more
than 60% of the days in the sample.
Turning to the volatility beliefs, we ﬁnd that the difference in annualized
expected return volatility between the two groups is 10.16 percentage points
on average, with beliefs corresponding to an average of annualized expected
return volatility of 15.7 and 4.54 percent for the low and high risk aversion
group, respectively. Since the realized volatility over the same period equals
10.8%, the low risk aversion group is the better predictor of future volatil-
ity. The median predicted volatility of the low risk aversion group (9.13%),
compares well to the 9.37% in the data, while the high risk aversion group
systematically underestimates future volatility with a median value of 2.73%.
While the median expected volatility of the low risk aversion group is close
to the realized value, the same does not hold for the volatility of volatility.
The median realized volatility of volatility equals 3.2%, while the median pre-
dicted value of the low and high risk aversion group equals 10.9% and 8.4%,
respectively. The less risk averse group predictions do perform better in a dy-
namic sense, with a correlation between realized and expected volatility of
volatility of 35% versus 24% for the more risk averse group, although this
difference is not signiﬁcant (Z-value 1.22). We conclude that evidence for the
hypothesis of the low risk aversion group having better information process-
ing capacity translating into more precise volatility forecasts is mixed. In our
sample at least, the seemingly overoptimistic beliefs of the high risk aversion
group turned out to be more precise.
Before we move on to review related literature in more detail, we note that
the estimated risk aversion coefﬁcient as well as the expected skewness of log-
returns are much more volatile for the high risk aversion group than for the
low risk aversion group in our sample. We conjecture that the group of high
risk aversion investors may be more heterogeneous with changing composi-14 OPTION MARKETS WITH HETEROGENEOUS VOLATILITY BELIEFS
tion over time, giving rise to these more extreme values.
Related literature
The difference in beliefs generates optimal nonzero holdings of options in
equilibrium for the investors. Driessen and Maenhout (2007) point out that it
is hard to induce homogeneous agents to hold positive amounts of options in
equilibrium. Since derivatives are in zero-net supply, this implies that in equi-
librium derivatives will not be traded in homogeneous-agent models. Han
(2008) adds that research outside traditional rational option pricing models is
called for, noting that standard models assuming homogeneous agents are not
able to explain option prices.
Severalapproachestorelaxthehomogeneityassumptionandgeneratenon-
zero holdings in options have been put forward. One is to assume investors
beingsubjecttounavoidable,non-tradableandidiosyncraticbackgroundrisks
as for example Franke, Stapleton, and Subrahmanyam (1998) do. Assuming
that all investors have the same level of risk aversion, they show that investors
with high levels of background risk tend to become relatively more risk averse
in bad states of the world and therefore they will optimally buy options from
investors with relatively low levels of background risk. The equilibrium op-
tion prices in the model translate into an implied volatility smile, albeit one
that is much ﬂatter than the smiles observed empirically.
Another approach and one that we pursue in this paper is to assume that
agents have heterogeneous beliefs. In this respect, Rubinstein (1993) notes:
"In almost all models of economic theory, behavioral differences among con-
sumers are attributed to differences in preferences or in the information they
possess. In real life, differences in consumer behavior are often attributed to
varying intelligence and ability to process information. Agents reading the
same morning newspapers with the same stock price lists will interpret the
information differently" (p. 473).
Most papers that start from the assumption that public information inter-
pretation is agent-speciﬁc, focus on explaining trading volume in a stock, es-
pecially around news events such as earnings announcements. Harris and Ra-
viv (1993), Kim and Verrecchia (1994) and Kandel and Pearson (1995) propose
models in which different investors observe the same information, but use
their own likelihood function to evaluate it and to determine their optimal
trading action when investing in a single risky asset. In all three models, in-
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the ﬁnal payoff of the stock. Agents optimally use their own information to
develop their decision and thus act rationally in some sense.
At the same time, agents in each group are also convinced that the other
group has incorrect beliefs. As long as the ﬁnal realization of the payoff has
positive probability under all probability models that agents use, there is no
irrationality in the Bayesian sense. The model that we develop in Section 2.2
assumes a similar type of bounded rationality.
Turning to models employing information heterogeneity to explain option
trading and pricing, people have mainly been concerned about information
asymmetries historically, following the prediction of Black (1975). He argues
that options, due to their leverage, are an attractive investment for agents with
private information. In a strategic interaction framework, the theoretical mod-
els of Back (1993) and Easley, O’Hara, and Srinivas (1998) essentially replicate
Black’s prediction. In an empirical setting, Stephan and Whaley (1990), Chan,
Chung, and Fong (2002), Cao, Chen, and Grifﬁn (2005) and Pan and Potesh-
man (2006) examine the role of information asymmetries in price-discovery
between stock and option markets. While Pan and Poteshman (2006) argue
that information asymmetries, apparent from the ratio of call and put volume,
predictfuturestockpricemovements, theotherauthorsdonotﬁndconclusive
evidence that informed investors use options to trade on their information.
In a rational expectations equilibrium framework with many investors hav-
ing asymmetric information, the effect of asymmetric information on option
prices has been studied in Brennan and Cao (1996) and Vanden (2008) in
frameworks similar to the classic Grossman and Stiglitz (1980) and Hellwig
(1980) models. Brennan and Cao (1996) employ the standard setting in which
payoffs as well as information signals are normally distributed and the utility
functions are exponential, while Vanden (2008) assumes the stock price to be
Gamma-distributed. The equilibrium in both models follows from a represen-
tative agent who aggregates all the information in the economy and whose
preferences are of the same type as those of the agents in the economy1.
Using a framework similar to that of Brennan and Cao (1996), Cao and
Ou-Yang (2009) study the effects of differences in beliefs on stock and option
trading volume. In the Cao and Ou-Yang (2009) framework, a (hypothetical)
1Benninga and Mayshar (2000) argue that such an assumption is non-trivial. In a frame-
work where individual investors all have constant relative risk aversion preferences, but are
heterogeneous with respect to risk aversion and beliefs about the probability distribution of
future states of the world, the representative investor does not have standard preferences and
hence even with a lognormal distribution for the asset price, the prices of options do not fol-
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representative investor exists whose beliefs are equal to the average beliefs of
all investors. Cao and Ou-Yang (2009) introduce a set of options with a con-
tinuum of strike prices to complete the market. The prices of the options fol-
low from risk-neutral valuation principles obtaining a formula similar to the
Black-Scholes formula, with the volatility being equal to the average volatility
belief of all investors. Hence, even though the implied volatility of the options
need not reﬂect the future volatility of the stock, it is constant in the money-
ness dimension, so that the model cannot explain the implied volatility smile,
which is the aim of the current paper.
Ziegler (2002) proposes a model in which two groups of investors have dif-
ferent beliefs about the dividend growth rate of the single ﬁrm in the economy.
He shows that the risk neutral density function under heterogeneous beliefs
is generally different from a lognormal density, implying that option prices
will be different from Black-Scholes values. The implied risk aversion that
Ziegler (2002) obtains using S&P500 options data is similar to that found in
Aït-Sahalia and Lo (2000) and Jackwerth (2000). Although our aim is similar
to that of Ziegler (2002), we start from a different set of assumptions, moti-
vated by the high popularity of volatility indices and extensive coverage of
time-varying volatility in the popular media. Due to their volatility exposure,
options provide a natural venue to trade on volatility-related information or
beliefs.
In an important contribution to understanding the role of heterogeneity in
beliefs about future stock prices for option prices and volume, Buraschi and
Jiltsov (2006) develop a continuous-time dynamic general equilibrium model
in which agents disagree about the drift of the dividend process. This leads
them to explain several stylized facts of option markets, such as the implied
volatility smile and option volumes. In contrast to the focus on the drift rate,
we focus on the future stock volatility. In a continuous-time model, one could
instantaneously determine the volatility of the stock price as long as it is deter-
ministic, like in the Black and Scholes (1973) model. In a discrete-time setting
with stochastic, yet constant volatility, this is no longer the case. Hence, talk-
ing about differences in beliefs about volatility is useful in the context of the
current paper.
In an attempt to shed light on whether information asymmetries or differ-
ences in beliefs drive option prices and option trading, Choy and Wei (2010)
ﬁnd evidence for the latter in an empirical study using a sample of daily op-
tion prices for the universe of US ﬁrms. As proxies for the magnitude of dif-
ferences of opinion, they use earnings forecast dispersion, stock return volatil-CHAPTER 2 17
ity, the number of analysts following the ﬁrm and the "market sidedness"
of Sarkar and Schwartz (2009), being the correlation between the number of
buyer- and seller-initiated trades.
All literature mentioned above uses information about directional move-
ments of the underlying stock. Only recently, interest in the role of volatility
information gained traction. Ni, Pan, and Poteshman (2008) for example, doc-
ument trading volume in equity options being informative about future stock
volatility. In a partial equilibrium setting, Gencay, Gibson, and Xue (2010) de-
velop a theoretical model in which investors, having signals about the stock
volatility, choose to trade either in the stock, plain vanilla options or pure
volatility bets, depending on the precision of their information. The current
paper contributes to understanding the link between differential beliefs about
volatility and option prices in a general equilibrium context.
Most closely related to our paper is Vagnani (2009), who develops a sim-
ulation model based on the Santa Fe Institute Artiﬁcial Stock Market model
(proposed in its original form in de Long, Shleifer, Summers, and Waldmann
(1990)). In his model, investors maximize a mean-variance utility criterion of
total wealth. Furthermore, they have heterogeneous beliefs about the under-
lying stock volatility and value the option by taking the expectation of the
Black-Scholes option price over the subjective distribution of the stock volatil-
ity. Although Vagnani (2009) allows the investors to take both long and short
position, he imposes a positive exogenous supply of the options. The model
is able to generate implied volatility skews, but since the correlation between
the stock price and the volatility is assumed to be zero, the minimum implied
volatility is always obtained for a strike equal to the forward price of the stock.
Bollen and Whaley (2004) and Gârleanu, Pedersen, and Poteshman (2009)
document large net long positions in options, mainly OTM put options. These
net demands persist over the sample period comprising all trading days be-
tween 1988 and 2001. In addition, Cho and Engle (1999) note that in their
trade-and-quote data set of S&P100 index call options, more than 52% of the
trades occurs at or above the ask quote, which can be seen as indirect evidence
of end-users being net buyers of these options. We take their observations as
reference point in judging the equilibrium option demands generated by the
model.
To conclude this section, we motivate the joint pricing of a stock and its
options in the general equilibrium model that we develop in Section 2.2. The
effects on the stock price process of introducing options has been an active
area of research in ﬁnancial economics ever since options were introduced on18 OPTION MARKETS WITH HETEROGENEOUS VOLATILITY BELIEFS
a large scale, following the publication of the Black and Scholes (1973) model.
Until fairly recently, no conclusive evidence was found other than stock price
effects around option expiration dates. Ni, Pearson, and Poteshman (2005)
ﬁnd that prices of stocks with options tend to cluster around strike prices on
the expiration day of the options. Pearson, Poteshman, and White (2007) show
that option markets affect the underlying asset price also at other times and
provide empirical evidence of a negative relationship between stock volatil-
ity and the net option demand of investors that are likely to hedge. Together,
these paper provide plausible arguments for considering the pricing of a stock
and its options jointly.
2.2 General equilibrium option pricing
In this section we develop a static equilibrium model in which rational agents
individually optimize their mean-variance utility of next period wealth,
Ui(W1i) = E(W1i j Fi)  
ri
2
Var(W1i j Fi), (2.1)
in which the next period’s portfolio value W1i, the coefﬁcient of risk aversion
ri and the information set Fi are speciﬁc to agent i in general.
We warrant the choice for mean-variance utility maximization as follows.
Markowitz (1991) shows mean-variance optimization may be viewed as a
second-order Taylor expansion of expected utility maximization around mean
wealth. Ohlson (1975) proves this holds in the limit as the holding period be-
comes short, although Levy and Markowitz (1979) have shown that even for
practically relevant, annual holding periods, the ex post gain from using a
full-blown expected utility optimization instead of a mean-variance analysis
is minor, with correlations in realized utility of more than 99%.
Two remarks apply to the utility speciﬁcation. Firstly, by using only mean
and variance, higher order moments such as skewness and kurtosis are not
taken into account directly. This simpliﬁes the analysis of the equilibrium, but
it may also hinder identiﬁcation of the model parameters if the exposure to
these higher order moments turns out to be important for option prices. In
this respect, Chabi-Yo, Ghysels, and Renault (2008) show that identiﬁcation
of parameters is possible in a model in which agents are heterogeneous with
respect to preferences for skewness and kurtosis and beliefs about the future
distribution of prices.
Secondly, mean-variance utility combined with the availability of a large
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since he will try to maximize the Sharpe ratio of his portfolio. Assuming log-
normally distributed payoffs and a continuum of derivatives written on the
stock, Goetzmann, Ingersoll, Spiegel, and Welch (2002) derive the maximum
attainable Sharpe ratio for a mean-variance investor. They show that the re-
turn distribution of the Sharpe ratio-maximizing portfolio has a long and fat
left tail, combined with a truncated right tail. The density is higher than the
lognormal one for returns in the middle part of the distribution. It is well-
known that in the presence of a risk free asset, mean-variance optimization
is equivalent to Sharpe-ratio maximization. Hence it is no surprise that the
optimal portfolios in the equilibrium model we develop below imply return
distributions that exhibit the following features, just as the Sharpe-ratio max-
imizing portfolio. Firstly, the distribution is such that it is very likely to ob-
tain a small return on the portfolio. Secondly, there is also a relatively high
probability of an occasional crash. Since we are not so much interested in the
distribution of the underlying stock itself, but rather in the implications it has
for option pricing and equilibrium option holdings, we are conﬁdent in using
mean-variance utility in the current paper.
As in Hellwig (1980), we assume a continuum of agents indexed by i 2
[0,1], to ensure that each agent acts as a price taker. This assumption also im-
plies that agents are unaware of implications due to actions by other partic-
ipants. All agents optimally choose their investments conditional upon their
information set Fi. Similar to Ziegler (2002), agents take heterogeneous beliefs
as given. That is, neither do they attempt to infer other agents’ information
from their market behavior, nor do they combine priors of other agents’ into a
single prior. In the sense of Aumann (1976), agents "agree to disagree" about
the future stock volatility.
We note that the fact that agents have heterogeneous beliefs about future
stock volatility does not imply that they are ambiguous about it. In a model
using ambiguity, volatility would be a constant parameter about which agents
would be uncertain, to be modeled using a probability distribution. In con-
trast, volatility in our model is a random variable, although it does not change
between time zero and time one. Hence, agents do not experience model un-
certainty in the sense in which it is common usage in the ambiguity literature
(see for example Garlappi, Uppal, and Wang (2007) and Guidolin and Rinaldi
(2010)).
Our model is static in nature with agents behaving in each period as if the
world had just been created anew. Speciﬁcally, this implies that agents will
not learn from the errors they commit in forecasting the distribution of future20 OPTION MARKETS WITH HETEROGENEOUS VOLATILITY BELIEFS
volatility.
Agents in our economy may invest in a portfolio consisting of a risk-free
asset, a stock, and a number of derivative securities written on the stock. To
choose the portfolio at time t = 0, agent i receives an initial endowment of zi
units of the risky asset and no endowments in the derivatives or the risk-free
asset. Prices of the risky asset and its derivatives are determined in equilib-
rium. Once the initial prices (with subscript 0) are set, agent i’s initial wealth
(in monetary terms) equals W0i = ziS0. Measuring portfolio holdings Xi in
units of securities, letting rf be the risk free rate, and Dt denote the price vec-










Substituting in the budget constraint, future wealth equals














To allow for heterogeneity of beliefs, we assume each agent obtains some
information about the volatility of the future stock price distribution before
the market opens for trading. The signal may be either in the form of private
information or in the form of public news. Kandel and Pearson (1995) argue
that public information is often interpreted differently by individual agents
and Admati and Pﬂeiderer (1988) assume that the different beliefs stem from
one group being able to process information faster than the other one. In the
remainder, we remain agnostic about the exact nature of the signal that the
investors obtain; for the model to work the only requirement is that after hav-
ing observed the signal, agent i’s beliefs on the future payoff of the stock and
derivatives can be summarized in the mean vector mi = (mi,S,mi,D) and covari-
ance matrix Si.
Standard mean-variance theory yields the optimal portfolio weights of the






















Market clearing of both the stock and derivative securities ﬁnally determines
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From the equilibrium clearing condition and the linearity of the demand func-







































Note that the utility function (2.1) is decreasing for high levels of wealth,
leading to possibly negative prices for nonnegative payoffs in equilibrium.
Since the model is equivariant, a scaling of all prices can be undone by trans-
forming the model parameters in a predeﬁned way, see Appendix 2.A.2. In
the empirical section, we will use the equivariance property to ensure arbi-
trage opportunities are excluded when ﬁtting the model.
Before we move to illustrate the model in a more speciﬁc set up in Sec-
tion 2.2.3, we brieﬂy highlight a few special cases of the model arising under
speciﬁc assumptions.
2.2.1 No trade result: symmetry of information
As a special case, suppose all parameters are known and the information sets
of all agents coincide, i.e. mi = m and Si = S for all i. Since the equilibrium de-
mand (2.4) of each agent is of the form a constant times the difference between
the current prices of the assets and their expected payoffs, the sign of the equi-
librium demand for the derivative assets will be identical for all agents. Since
the derivatives assets are in zero net supply, there will be no trading in these
assets. Of course, trading in the underlying stock may still occur due to het-
erogeneity in the agents’ risk aversion and the possibility to invest in the risk
free asset.
Even though there is no trading in the derivatives, market clearing still
yields an equilibrium price. Since one of the aims of the paper is to describe
a market in which agents hold nonzero quantities of the derivatives, we need
the agents to have different individual beliefs though.
2.2.2 Risk neutrality
Suppose some subset of agents, say A with typical element a, with measure
l(A) > 0 in the economy represents risk neutral agents, all sharing identical
beliefs, a condition to which we will return below. Then, the respective equi-
librium prices of the stock and the derivatives are given by S
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and D
0 = ma,D/(1 + rf) for each a 2 A (except for a subset of measure zero).
If this would not be the case, the risk neutral investors optimally keep buying
from or selling to all other investors until equality is restored. A risk averse
agent, say agent i 62 A, still chooses his equilibrium holdings based on his
beliefs about the future stock volatility.
A special case arises when mi,S = ma,S for all i 62 A while still mi,D 6= ma,D
for all i 62 A. In other words, while all agents in the economy agree about
the expected payoff of the stock, they disagree about the expected payoff of
(some of the) derivatives. In that case, all risk averse agents will hold a zero
speculative position in the stock, because by selling their initial endowment
of the stock and investing the proceeds in the risk free asset, they obtain the
same expected return with zero risk.
Even though their speculative position in the stock optimally equals zero,
the risk averse agents can still end up holding stock as a hedge against the
risksassociatedwiththeirderivativesportfolio,whichisimmediatefromequa-
tion (2.4) with mi,S = ma,S = (1 + rf)S
0. Such a nonzero hedging position may
arise when at least some subset of agents with nonzero measure has beliefs
different from those of the risk neutral agents, so that the two groups will
have different expectations about the payoff of the options. The risk averse
investors optimally hold nonzero positions in the options in that case, as can
be seen from equation (2.4).
Finally, note that when the risk neutral investors in the set A do not share
identical beliefs, equilibrium ceases to exist. That is, any combination of prices
S#
0 = ma,S/(1+rf) and D#
0 = ma,D/(1+rf),forsome a 2 A,issuchthatatleast
one of the risk neutral investors is indifferent between investing in the assets
or not. The remaining risk neutral investors, fb 2 A : b 6= ag, either expect a
positive or negative return and hence will optimally take an unlimited short
or long position, to be absorbed by investor a. Throughout the remainder of
the paper we assume all investors to be risk averse in order to circumvent such
a situation from occurring.
2.2.3 Numerical example
The model we developed so far is formulated in general terms; we neither
impose a particular information structure nor a given payoff function of the
derivatives, nor speciﬁc distributions for the future stock price S1 and its vari-
ance s2. As an illustration and similar to the empirical illustration in Sec-
tion2.3,weassumethatthesetofderivativeinstrumentsconsistsofEuropean-CHAPTER 2 23
style plain vanilla call and put options expiring a month from now on aver-
age. In this section, we choose one particular date on which we ﬁt the implied
volatility curve and examine several properties of the model. A more detailed
empirical analysis using a larger options data sample will be conducted in
Section 2.3.
In order to keep the model parsimonious, instead of assuming a continuum
of agents, we assume the economy to be populated by two groups of agents,
each owning half a unit of the underlying asset initially. We think of this sim-
pliﬁcation as a way to aggregate the beliefs of investors that are likely to be
relatively homogeneous, compared to the total population. As mentioned in
the introduction, we label the two groups intermediaries and end-users, re-
spectively. The intermediaries are assumed to have a lower risk aversion than
the end-users, and we hypothesize they possess better processing capacity of
public information, translating into a relatively more precise and less biased
estimate of the variance s2.
The analyses of Bollen and Whaley (2004) and Gârleanu, Pedersen, and
Poteshman (2009), who study holdings of index options for different groups
of agents, support the division of all agents into the economy into two groups.
They ﬁnd that a separation into two groups, with end-users (retail investors
and institutional investors such as mutual funds) on one side and intermedi-
aries, such as market makers and proprietary trading desks, on the other side,
sufﬁces to describe the net short and long positions in this market. So some
level of heterogeneity may exist within groups, for example because a large
mutual fund can be argued to have more resources available to incorporate
news into a volatility forecast than a retail investor, but this should be rela-
tively minor compared to the heterogeneity between agents where one has a
long and the other one a short position2.
A question of interest in relation to the two groups would be to determine
their relative sizes in the economy. Unfortunately, the model only allows for
simultaneous identiﬁcation of the ratio of the measure of agents in each group
over their risk aversion. This can be obtained directly by splitting the integral
in (2.6) into two parts corresponding to the different groups: only the ratios
l/r1 and (1   l)/r2 show up. When examining the hypothesis about the in-
formation processing capability of both groups in Section 2.3, we will there-
fore assume both groups to be equally sized in the sense of total wealth in the
economy being divided equally between the different groups.
2Recall that the equilibrium demand of an agent for a certain asset is a linear function of
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Both groups are assumed to have Gamma-distributed beliefs about future
stock volatility,
s2  G(ai, bi), i = 1,2,
see Appendix 2.A for details. In Appendix 2.A.3 we show a speciﬁc infor-
mation structure that would yield Gamma-distributed beliefs. Further, condi-
tional upon the value of the variance of the log-stock price, investors assume
the distribution of the future stock price to be lognormal. The mean m of this
lognormal distribution is assumed to be an afﬁne function of the variance s2,
Ei(log(S1) j s2)  mi = g0i + (g1i   0.5)s2, i = 1,2. (2.7)
In Appendix 2.A we show that the often documented negative skewness of
log-returns can be obtained in our model by choosing g1i < 0.5, which from
(2.7) implies a negative correlation between the expected return and variance,
leading to negatively skewed log-returns of the stock.
Such a negative correlation is a feature our model shares with stochastic
volatility models such as the Heston (1993) model. In that model, the uncon-
ditional distribution of the variance is gamma and the conditional distribu-
tion of the stock price is lognormal, so investors in our model could be seen to
have beliefs corresponding to the stationary distribution of the Heston (1993)
model.
If we assume g11 = g12 = 0, then log(St) and s2 are uncorrelated and the
beliefs of each individual agent resemble the distribution of the stock return in
the Hull and White (1987) stochastic volatility model, with s representing the
average volatility over the time-to-maturity of the options. We do not expect
g1 to be estimated at zero though, when ﬁtting the model to S&P500 options
data in Section 2.3. It is well known that a value of zero implies symmetry
in the Black-Scholes implied volatilities smile around moneyness (discounted
strike over the current value of the underlying) equal to one (see for exam-
ple Renault and Touzi (1996)). The implied volatility skews usually observed
for index options are generally not symmetric, but bottom out for moneyness
levels larger than one.
In Figure 2.1, we plot a ﬁtted implied volatility curve corresponding to
S&P500 data as observed on July 20, 2007 for a set of options having 28 calen-
dar days to maturity. The implied volatility skew is clearly visible and attains
its minimum value for a moneyness level around 1.06. The parameter val-
ues, as described in the caption of Figure 2.1, indicate that at least one of the
twogroupsperceivesthe log-returnsasbeingsigniﬁcantlynegativelyskewed,
with a value for g1 of  39.4.CHAPTER 2 25
Figure 2.1 – Observed and ﬁtted option prices. The data are 59 S&P500 in-
dex options as observed on 2007-07-20, maturing on 2007-08-17, and having
moneyness between 0.9 and 1.15. The ex-dividend closing value of the S&P500
index was 1531.6 on this day and the annualized, continuously compounded
risk free rate equalled 5.37%. Parameter values used to generate the model
prices are (for each pair, the ﬁrst number refers to the group of intermedi-
aries): g0 = (7.38, 7.34), g1 = ( 39.4, 3.4), a = (0.65, 0.41), b = (66.1, 14.2),
r = (4.2, 7.1), size of ﬁrst group l = 0.5.
It is well-known from Mean-Variance theory that demands for individual
assets tend to be large in magnitude, exploiting the correlation structure of
the payoffs. The same holds true in our model and we therefore do not report
demands for individual assets, but since the underlying data is split into put
options for moneyness levels smaller than one and call options for moneyness
larger than one, it is easy to determine the aggregate positions in put options
andincall options. Theﬁrst,groupof intermediariesholdsanetshortposition
in both the stock (equal to 1.7 times the initial endowment of shares) and the
put options (equal to 1.24 times the initial endowment in shares). They also
hold a large net long position in calls of 2.7 times the initial endowment in
shares.
Investors with a long position in the underlying could beneﬁt from adding
long positions in out-of-the-money (OTM) puts as protection against down-
wardmoves,ashasbeendocumentedpreviously,forexamplebyLeland(1980),
GrossmanandZhou(1996)andFranke,Stapleton,andSubrahmanyam(1998).
This is indeed conﬁrmed in our model; the end-users’ holdings are net long
both in the stock as well as the puts. Bakshi, Madan, and Panayotov (2010)26 OPTION MARKETS WITH HETEROGENEOUS VOLATILITY BELIEFS
show that OTM calls serve the same purpose for investors that are short in eq-
uity, by demonstrating a statistically signiﬁcant positive link between shorting
activity and expected call returns. Bakshi, Madan, and Panayotov (2010) argue
that such investors could be investors shorting equity index futures, dedicated
short hedge funds as well as long-short hedge funds that are net short. If such
agents are managing portfolios with broad equity exposure, they might want
to use index options to hedge the exposure of the portfolio as a whole. This
prediction aligns well with the equilibrium demands of the intermediaries in
our model.
To demonstrate that the parameter values are reasonable, we report the
mean and volatility of expected simple returns. The parameters correspond
to both groups expecting a 21% return (annualized) on the index. The volatil-
ity of the returns is estimated at 16% for the intermediaries and 18% for the
end-users. The intermediaries’ beliefs correspond to a more concentrated dis-
tribution of s2, with a standard deviation equal to 16.6% as opposed to 21.5%
for the end-users. Combining the higher precision with the short positions in
the put options is congruent with predictions from theoretical models such
as Brennan and Cao (1996) and Vanden (2008), who conjecture that better in-
formed agents will write options.
We examine how the various parameters of the model affect the implied
volatility smile. Figure 2.2 displays the change in implied volatility curve if
we change the value of the parameters one by one, with an amount equal to
plus or minus 25% of its default value.
Beforediscussingtheimpliedvolatilitysmilesindetail,notethatthemodel-
implied smiles are usually not convex. It has been argued that the convexity
of the option price which ensures no-arbitrage, translates into convexity of the
implied volatility smile. Reiswich (2010), however, recently showed that this
intuitionisnotcorrectandthatimpliedvolatilitycurvescanbelocallyconcave
without introducing arbitrage opportunities. This result provides theoretical
backing for the non-convexity of the implied volatility curves in our model,
most apparently in the left tail when considered as a function of moneyness.
The parameter g0 is the only one that explicitly depends on the level of the
stock price. In Figure 2.2(a) and 2.2(b), we therefore normalize the parameter
g0 by the equilibrium stock price S
0 and plot exp(g0)/S
0. The two ﬁgures
show that changing the value of g0, the ﬁxed part of the expected log-return m
in (2.7), has a big impact not only on the slope of the implied volatility curve,
but also on its location. Reﬂecting the sharp increase or decrease in expected
payoff, the equilibrium price changes as well. The upward shift of the impliedCHAPTER 2 27
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Figure 2.2 – Effect of changing parameters on equilibrium prices in terms of
Black-Scholes implied volatilities. (Continued on next page)28 OPTION MARKETS WITH HETEROGENEOUS VOLATILITY BELIEFS
(i) r1 (j) r2
Figure 2.2 – (Continued from previous page) Effect of changing parameters on
equilibrium prices in terms of Black-Scholes implied volatilities in the economy
with distributional assumptions as in Appendix 2.A. Parameter values used to
generate the model prices are (for each pair, the ﬁrst number refers to the group
of intermediaries): g0 = (0.471, 0.435), g1 = ( 39.4, 3.4), a = (0.65, 0.41),
b = (66.1, 14.2), r = (4.2, 7.1), continuously compounded risk free rate 5.37%
annualized, size of ﬁrst group l = 0.5, and each group is given half a unit of
the stock, initially.
volatility curve when g01 increases is unexpected. It turns out that in this case,
investor 1 optimally takes a long position in put options, although it is not yet
clear whether that change in equilibrium demand indeed drives the upward
shift of the implied volatility curve.
The parameter g1 governs the correlation between the expected payoff of
the underlying and its variance. This “leverage”3 effect has been documented
to be an important contributor to the slope of the implied volatility smile, as
well as the location of its minimum value. Both aspects can be seen in Fig-
ure 2.2(c) and Figure 2.2(d). The positive value of g12 implies the end-users
believe the correlation between prices and variance to be positive and log-
returns to be positively skewed. In equilibrium, the market implied correla-
tion between prices and volatility will be some average of the beliefs of the
two groups. Therefore, if g12 decreases, the average belief about the correla-
tion will decrease as well and this increases the slope of the implied volatility
smile.
Since we assume s2  G(a, b), a decrease in a implies a decrease in both
the mean and variance of the log-price in our model. Figure 2.2(e) and Fig-
ure 2.2(f) show how changing a1 or a2, respectively, has different implications
for the prices of the put and call options. If a1 changes, the prices of the OTM
3We write “leverage” because that is a dynamic concept while our model is static.CHAPTER 2 29
call options move in the same direction, while the put prices are relatively
unchanged. Similarly, changing a2 mainly impacts the prices of the OTM put
options, againin thesame directionas thechange in a. Inboth cases,the group
whose a parameter is changed, has a long position in the options of which the
price is most affected. If group two believes volatility will be higher and more
dispersed, their reservation price of the put options increases. Since the be-
liefs of the other group, and hence their reservation price, remain unchanged,
observing a price change in the options implies that the price is mainly deter-
mined by the group with a long position here.
The b parameter also affects both the mean (a/b) and the variance (a/b2)
of the variance of the log-price s2, but its effect on the variance is stronger.
Taking into account that an increase in b implies a lower mean and lower vari-
ance of the distribution of s2, the results in Figure 2.2(g) and Figure 2.2(h) are
comparable to those obtained for changing a. Comparing the changes in the
curves, the tails of the implied volatility curve are more affected by a change
in b than a change in a, a sensible result because the payoffs in the tails depend
to a larger extend on more extreme realizations of s2.
The ﬁnal two parameters to study are the risk aversions of the two groups.
As stated before, the risk aversions can only be determined as the ratio l/r1
and (1   l)/r2, respectively, so the coefﬁcients do not have an unambigu-
ous meaning. Implicitly, we ﬁx l = 0.5 when ﬁtting the model, so the values
of r1 and r2 that we ﬁnd should be seen relative to that. In Figure 2.2(i) and
2.2(j), we plot the changes in implied volatility resulting from changing the
risk aversion parameters. Again, it seems that the group having a long po-
sition in a certain asset is more inﬂuential in setting its price than the group
having a short position. For the end-users, a change in their risk aversion in-
ﬂuences the equilibrium prices of the OTM put options most, while for the
intermediaries the prices of the OTM calls show the largest change.
To conclude this section, we note that when the beliefs about s2 become in-
creasingly precise and similar between the two groups, the implied volatility
smileﬂattensout.Inthelimit,where s2 isdegenerate,theBlack-Scholesmodel
obtains and the implied volatility curve is ﬂat. Noting that our mean-variance
approach is equivalent to a quadratic utility function, this result follows from
results in Brennan (1979) and Proposition 1 and 2 in Câmara (2003), with a
shifted lognormal distribution for aggregate wealth and a standard lognor-
mal distribution for the future stock price. Figure 2.3 shows this by plotting
implied volatility curves that result when the beliefs of the two investors are
the same (with an expected variance equal to 0.02) and become increasingly30 OPTION MARKETS WITH HETEROGENEOUS VOLATILITY BELIEFS
precise. The annualized expected volatility of the log-price,
p
E(s2), equals
14.14% for both investors in all cases.
Figure 2.3 – Black-Scholes implied volatilities as a function of moneyness. The
parameters of the distribution of beliefs about s2 are such that the variance
a/b2 changes for each curve, while the expectation a/b is constant at 0.02 (ex-
pected volatility equals 14.14% annualized for all lines). Other parameter val-
ues are assumed constant across all curves and equal to (for each pair, the ﬁrst
number refers to the ﬁrst group of investors): g0 = (0.47, 0.47), g1 = (0, 0),
r = (0.4, 0.8).
2.3 Heterogeneous beliefs and S&P500 index op-
tions
We take the model of Section 2.2 to the data to test its predictions and the
hypotheses about the characteristics and demands of the two groups in the
economy. We show that the intermediaries optimally take short positions in
the underlying asset as well as OTM put options and that they tend to predict
future volatility better than the end-users. Before we present the results of the
ﬁtting exercise, we ﬁrst describe the time-series of daily S&P500 index options
prices used in the estimation.
2.3.1 Data
CBOE’s Market Data Retrieval system provides the trade-and-quote data on
European-styleS&P500indexoptions,beingoneofthemostliquidlyexchange-
traded index option series with daily trading volumes averaging about 700KCHAPTER 2 31
contracts. Our 2007 sample contains trading data for 251 trading days and
the Jan-Dec expirations of the standard SPX option class, where the expiration
date is the Saturday following the third Friday of the month. The options are
AM-settled which means that the settlement value of the index is determined
by its opening value on the third Friday of the month.
The data contains both trades and quotes for all options on the S&P500
index. In order to create a daily data set, we take the ﬁnal quote registered
within regular trading hours (8:30AM-3:15PM Chicago time). In doing so, we
apply the following ﬁlters. Observations are deleted that have
1. a bid-ask spread that is negative or larger than 10 dollars,
2. an ask price equal to 999 dollars,
3. have a moneyness m, deﬁned as the ratio of the discounted strike price
over the closing index value, m  Kexp( rf(T   t))/S0), larger than
one (for puts) or smaller than one (for calls).
The ﬁnal ﬁlter implies that we limit ourselves to out-of-the-money options
because these are most liquid and thus provide the most reliable prices, fol-
lowing Bondarenko (2003). In the estimation, we restrict ourselves to options
having moneyness between 0.8 and 1.15 in order to limit the inﬂuence of ob-
servations in the tails of the moneyness dimension, which often are measured
with error. Note that our model satisﬁes the put-call parity no-arbitrage rela-
tion and agents can invest freely in the risk free asset, so the choice to use only
OTM options is driven purely by the data.
Figure 2.4 plots the distribution of the options over the moneyness levels,
showing that for moneyness levels either greater than 1.05 or smaller than 0.9,
the number of observations drop quickly. This is an artifact of the CBOE rules
for introducing new strikes in an option class, which state that for expiration
datesmorethanthreemonthsahead,strikesareboundtoa25-pointgrid.Only
when the expiration date approaches, intermediate strikes on a ﬁve-point grid
are added, and additional strikes are only introduced when the index trades
through the lowest or highest strike price available. Hence, in a low volatility
regime as in our sample, the strike space for high and low strikes remains
relatively sparse throughout.
We focus our attention on short-term options, having between 14 and 41
calendar days to expiration, a choice that we motivate as follows. Expira-
tion effects are unlikely to inﬂuence the prices of options with more than two
weeks to expiration (see e.g. Hilliard (2008)). Furthermore, the implied volatil-
ity surface has been documented to be generally steeper for shorter maturities32 OPTION MARKETS WITH HETEROGENEOUS VOLATILITY BELIEFS
Figure 2.4 – Distribution of moneyness in sample of S&P500 index options hav-
ing 14-41 days-to-maturity. The sample period contains 216 trading days be-
tween January 3 and December 12, 2007.
(see for example Cont and da Fonseca (2002), Fengler (2005) and Fengler, Här-
dle, and Mammen (2007)). Bakshi, Cao, and Chen (1997) show that in general,
the ﬁt of no-arbitrage based option pricing models is problematic especially
when the curve is steep. They examine a wide range of stochastic volatility
and jump-diffusion models that all turn out to have similar performance in
that respect.
The number of strikes on each day in the data set ranges between 61 and
105, with a median of 79. In total, we have 17044 observed option prices in
our data set together with the corresponding index values. The median time-
to-maturity of the options is 25 calendar days. We proxy for the option price
by taking the average of the bid and ask quotes and transform this midquote
into a Black-Scholes implied volatility, to obtain a vector IVt  (IVti)i=1,...,N
with element i corresponding to strike Ki. In the calibration, the raw implied
volatility series is used.
We approximate expected dividends using the realized dividends series
from Bloomberg. For the purpose of our analysis, we compute the present
value of the future dividends during the option’s remaining lifetime and as-
sume that no dividends are paid out on the current day. The risk free rate is
computed by linear interpolation on the USD historical swap-rate-based zero
coupon curve obtained from Datastream.
In Section 2.3.3, we compare the expected volatility with annualized real-
ized volatility over the period until expiration of the options. The data thatCHAPTER 2 33
we use for this comparison is from Heber, Lunde, Shephard, and Sheppard
(2009), which contains daily realized volatilities on the S&P500 index. Similar
to Corsi (2009), we compute the realized volatility over a period of n days as
the average of the daily realized volatilities over this period.
2.3.2 Model calibration
We calibrate themodel parametersfollowing theapproach inBakshi, Cao,and
Chen (1997). On each day t, we solve the model (2.5) using the distributional
assumptions in Appendix 2.A, to obtain equilibrium prices of the stock and
the options. This yields an equilibrium stock price Sm
t and a vector of Black-
Scholes implied volatilities IVm
t  (IVm
ti )i=1,...,N. Assuming the size of both
groups to be equal (l = 0.5), we choose the vector of model parameters,
q =

g01 g02 g11 g12 a1 a2 b1 b2 r1 r2

,
so as to minimize a weighted Sum-of-Squared-Errors of the relative differ-
ences in the stock price and implied volatilities,





















where w = (wi)i=0,...,N is the vector of weights and St is the observed index
value net of dividends to be paid out over the lifetime of the options.
Details of the optimization approach, including restrictions imposed on the
parameter vector q, can be found in Appendix 2.B.
2.3.3 Results
The optimization procedure returns a time-series of parameter estimates, one
vector for each day in the sample. Before we examine the estimation results
of the various parameters and their implications for the implied return dis-
tribution, we ﬁrst turn to the ﬁt of the model. For each day in the sample,
we compare the model-generated implied volatilities with the observed ones
and compute the Root-Mean-Squared-Error. Over the 216 days on which we
estimate the model, the average and median RMSE equal 60 and 50 basis
points, respectively (standard error of 2.4 basis points), with values varying
between 9.9 and 192 basis points. Prior research has found that the steep im-
plied volatility skew is especially hard to capture and while our model is able
to also ﬁt short-term curves well, the ﬁt is even better for longer maturities,34 OPTION MARKETS WITH HETEROGENEOUS VOLATILITY BELIEFS
leading to a correlation of -0.69 between the RMSE and the time until expira-
tion of the options. Figure 2.5(a) shows this negative relationship by plotting
the time-series of implied-volatility RMSEs and the time-to-maturity of the
option series used.
(a) RMSE vs TTM (b) S
t pricing error
Figure 2.5 – Panel (a) plots the time-series of RMSE of implied volatilities and
the time-to-maturity; panel (b) plots the time-series of pricing errors of the cur-
rent equilibrium price S
t of the equilibrium model described in Section 2.2 with
distributional assumptions as in Appendix 2.A. The sample contains short-term
S&P500 index options on 216 trading days in 2007.
The model-implied current stock price tends to be somewhat lower than
the observed one at an average (median) difference of -49 (-18) basis points
(S.E. 5 basis points). The time-series plot in Figure 2.5(b) reveals the ﬁt being
worse in the ﬁrst half of the sample.
Table 2.1 contains the descriptive statistics of this time-series. In construct-
ing the table, we correct for the non-stationarity of the parameter g0 - the only
parameter depending on the level of the stock price - by the transformation
ˆ g ! exp(g0)/S
t , just as in Section 2.2.3. The standard errors are computed
assuming the vectors ˆ qt form an i.i.d. sequence. For each parameter pair, we
conduct a t-test for equality of means between the two groups, assuming de-
pendent samples. All 5 tests (not reported here) are rejected at any conven-
tional signiﬁcance level with p-values all smaller than 1e-14.
The negative ﬁtted values for g1 on most of the days in the sample conﬁrm
the argument about negative leverage between prices and variance being an
importantcontributortotheslopeoftheimpliedvolatilitysmile.Onlyon9.3%
and 17.6% of the days in the sample does g1 take on a value larger than 0.5
for group 1 and 2, respectively4. It does not happen that both g11 and g12 are
4Recall from Appendix 2.A.1 that a value < 0.5 for g1 implies negative skewness in log-
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Parameter Mean (SE) Min Max Median
exp( ˆ g01)
S
t 1.042 (1.2e-3) 0.981 1.105 1.042
exp( ˆ g02)
S
t 1.020 (1.3e-3) 1.001 1.091 1.010
ˆ g11 -52.3 (3.27) -200 7.22 -57.3
ˆ g12 -14.2 (2.00) -200 2.05 -0.92
ˆ a1 0.944 (0.074) 0.005 5.33 0.60
ˆ a2 0.111 (0.018) 0.0023 2.15 0.01
ˆ b1 64.7 (3.42) 2.04 237 67.8
ˆ b2 24.9 (2.34) 1.69 237 13.6
ˆ r1 0.36 (0.061) 0.10 8 0.10
ˆ r2 4.22 (0.169) 0.22 8 4.18
Table 2.1 – Descriptive statistics of the optimal ﬁtted parameter vectors for the
equilibrium model of Section 2.2. The sample contains 216 trading days in 2007.
larger than 0.5 simultaneously.
Figure 2.6 plots the time-series of the estimated parameters. The calibrated
values are quite volatile, especially in the ﬁnal one-third of the sample. In
the data, that is the period in which market uncertainty increased, following
the ﬁrst signs of trouble in the mortgage-backed securities markets (July and
August). The implied volatility curves shot up in terms of both curvature and
level at that time and recovered to levels seen at the beginning of 2007 only
slowly. Hence, it appears that our model performs somewhat better in a low-
volatility regime.
Even though the ﬁtted parameter values are quite volatile over the sample,
several patterns emerge from Figure 2.6. The estimated risk aversions of the
two groups are generally quite different from each other, not only in levels
but also in volatility over time as Figure 2.6(e) shows. The risk aversion of
the end-users ﬂuctuates widely. A possible economic explanation could be
that the composition of this group of investors changes quickly over time, for
instance because these individual investors trade only infrequently. Another
explanation may be that the relative sizes of the two groups are not constant,
but since it is impossible to identify the size of the group as well as its risk
aversion jointly, we cannot test these explanations in the context of our model.
The parameter b governs the precision of the volatility distribution, with a
higher value of b implying a lower variance of s2. The value of b is higher on
average for the intermediaries, a ﬁrst indication that indeed the intermediaries
have better information processing capabilities and are therefore more conﬁ-36 OPTION MARKETS WITH HETEROGENEOUS VOLATILITY BELIEFS
(a) g0 (b) g1
(c) a (d) b
(e) r
Figure 2.6 – Panels (a)-(e) contain time series plots of the estimated parameter
vector ˆ q of the equilibrium model described in Section 2.2 with distributional
assumptions as in Appendix 2.A. Data sample are 216 trading days of short-





Group Mean (SE) Mean (SE) r(
p
E(s2),srealized) RMSE
1 15.7(0.85) 16.1(0.69) 0.40 12.4
2 4.54(0.25) 10.0(0.27) 0.34 7.78
Table 2.2 – First two columns contain means and standard errors of the dis-
tribution of s2 for the two groups of agents in the economy inferred from the
ﬁtted parameter vectors for the equilibrium model of Section 2.2. The third and
fourth column contain the correlation between and the Root-Mean-Squared-
Error of the expected volatility and the realized volatility over the remaining
lifetime of the options. All values in columns one, two and four are measured
in % (annualized if applicable). The sample contains 216 trading days in 2007.
dent about their belief of the average volatility level. The expected value and
the volatility of the variance of the log-price depend on both a and b though.
Table 2.2 shows that both the expected value and volatility of the variance
distribution are higher for the group of intermediaries. With the average real-
ized volatility in the sample equal to 10.8%, the level prediction of the inter-
mediaries is somewhat closer to the realized value than the prediction of the
end-users.
Overall, the empirical evidence does not conﬁrm the hypothesis that the in-
termediaries have both lower risk aversion and a more precise estimate of the
future volatility. The correlation between the expected and realized volatility
is higher for the intermediaries (0.40 versus 0.345), but the RMSE of the ex-
pected volatility versus the realized volatility is also higher (12.4 versus 7.8
percentage points). Hence it appears that the intermediaries are somewhat
better at capturing the dynamics of the volatility process, but perform worse
when it comes to the level of the volatility. Figure 2.7(a) shows this by plotting
the annualized expected return volatility for both groups together with the
realized volatility over the time between the day of ﬁtting and the expiration
of the options.
Thedifferentbeliefsaboutvolatilityalsoimplydifferentbeliefsabouthigher-
order moments. The average ex ante skewness of log-returns obtained from
the model equals  2.50 and  4.96 for the intermediaries and end-users, re-
spectively. The average realized skewness of log-returns in the sample over
the same time-periods equals only  0.39, comparable to what has been re-
ported before in the literature for other sampling periods, see for example




Figure 2.7 – Panel (a) plots the time series of expected and realized volatilities.
Panels (b) and (c) do the same for volatility-of-volatility and skewness, respec-
tively. Data sample are 216 trading days of short-term S&P500 index options in
2007.CHAPTER 2 39
Corrado and Su (1997). It could be that the negative skewness in our model is
actually caused by some fear of crashes.
In our framework, such crash beliefs can only be accommodated through
a large variance and high negative correlation between variance and price.
Introducing a jump-term could mitigate the need for extreme volatilities as
currently obtained (recall the previous discussion on model-implied versus
observed vol-of-vol), while still being able to obtain a substantially negative
correlation between returns and volatility.
The correlation between the expected and realized skewness is basically
zero for both groups of investors. Figure 2.7(c) shows that while the realized
skewnessisprettystableoverthesample,theexpectedskewnessvariesmoves
around much more wildly, especially for the group of end-users.
The equilibrium demands align well with our intuition with the interme-
diaries holding net short positions in OTM options and the underlying and
net long positions in the call options on 61% of the dates in the sample. Pre-
vious research has reported holdings of the same sign in OTM puts for mar-
ket makers and proprietary trading desks, see Bollen and Whaley (2004) and
Gârleanu, Pedersen, and Poteshman (2009). In line with their results, the mag-
nitude of the demands in our model is also largest for levels of moneyness
around one (not reported). Gârleanu, Pedersen, and Poteshman (2009) also
report positive net holdings by end-users for OTM calls, although the magni-
tudes are a lot smaller than for the OTM puts. In our model, the magnitudes
of the net put and call holdings are quite comparable, which is intuitive given
the mean-variance preferences of the investors which penalizes both upward
and downward moves in the stock price.
As stated in Section 2.2.3, the mean-variance preferences induce agents to
fully exploit the correlation structure between the asset payoffs in the econ-
omy, leading to very large magnitudes of individual option positions. The
median net position over the whole sample of the low risk aversion group
is 9.9 and 8.1 units short in the underlying and the OTM put options, respec-
tively, and 9.9 units long in the OTM call options. The general equilibrium
condition, together with the unit supply of the stock and the zero net supply
of the options imply that the median holdings for the high risk aversion group
are 10.9 units long in the stock, 8.1 units long in the put options and 9.9 units
short in the calls. Given the initial endowment of half a unit of the underlying
asset, this implies a median leverage of about 20. The volatility of the equilib-
rium holdings can be seen from the outliers, with equilibrium positions of up
to 1300 units long or short in the stock and options.40 OPTION MARKETS WITH HETEROGENEOUS VOLATILITY BELIEFS
Finally, we compute a trading strategy in which each agent buys his equi-
librium portfolio on each trading day and holds on to it until expiration of
the options. The portfolio value at expiration is calculated using the settle-
ment values of the S&P500 index, provided by the CBOE. Recalling the large
leverage of the portfolio and adding to that the high leverage of option posi-
tions themselves, it is not surprising to ﬁnd realized portfolio returns that are
large in magnitude as well. The median annualized returns for the low risk
aversion group are 195% (average 3164%), while the high risk aversion group
realizes -184% (average -3121%). We are careful in ascribing these results to
the low risk aversion group indeed being the more sophisticated one just be-
cause they manage to obtain positive returns on more than half of the days
in the sample. The dispersion in returns is huge namely, with realized returns
ranging from -108000 to 108000% on an annualized basis.
In order to check whether the returns are sensitive to whether the market
is rising or falling, we perform the following robustness check. We divide the
sample into two subsamples depending on whether at the next expiration the
index settlement value is higher or lower than the previous settlement value.
Then we compute the realized portfolio returns for both of these subsamples.
The median realized portfolio return for the low risk aversion group is 379%
annualized when the market is going up (118 days) and 5% annualized when
themarketisfalling(98days).Forthehighriskaversiongroup,thesenumbers
are -217% and -99%, respectively. Hence, the better returns of the low risk
aversion group do not appear to be generated by the broad direction of the
market.
Summarizing, the equilibrium option pricing model that we develop in this
paper provides a good ﬁt to the observed option prices in terms of the implied
volatility. Furthermore, even with only two groups of agents in the economy,
we are able to replicate several stylized facts of the data. Less risk averse in-
vestors in our model generally take short positions in OTM options in equi-
librium. The model-implied return distribution of the two groups features a
signiﬁcant negative and time-varying skewness, as well as a time varying ex-
pectedvolatilitythattracksrealizedvolatilitywell.Theindividualizedparam-
eters we use are all highly statistically signiﬁcantly different, both from zero
as well as from the corresponding parameter of the other group. This obser-
vation supports the motivation of our analysis, being the individualized way
in which economic agents process public information and trade on it.CHAPTER 2 41
2.4 Conclusion
Motivated by the literature on heterogeneous beliefs as well as reports in pop-
ular press linking option trading to volatility information, we develop a static
general equilibrium model for joint pricing of a stock and a set of derivatives
written on it. The model features a continuum of agents having individual
beliefs about future stock volatility. Agents optimally choose their portfolio
composed of a risk free asset, the stock and the derivatives, by maximizing a
mean-variance criterion of wealth at the expiration date of the options.
Using daily closing values of short-term S&P500 index options during 2007,
we show that the equilibrium model is capable of matching stylized facts of
the data, the most prominent of them being ﬁtting the steep and asymmetric
implied volatility smile. The excellent ﬁt is obtained using parameter values
that imply reasonable distributions for the index value at maturity of the op-
tions for the agents. In the empirical analysis, we assume the continuum of
agents can be summarized by two groups, which we label intermediaries and
end-users. We hypothesize and conﬁrm that the intermediaries, having lower
risk aversion, will optimally hold short positions mainly in OTM put options.
The second hypothesis that we postulate - the intermediaries having bet-
ter information processing capability and hence being able to obtain a more
precise and less biased estimate of the future stock volatility - cannot be con-
ﬁrmed yet. On the one hand, they are able to generate positive returns on their
portfolios for more than half of the days in the sample with an annualized me-
dian return of 195%, while the median annualized return of the high risk aver-
sion group equals -184%. Furthermore, the correlation between the expected
volatility from the model and the realized volatility until the expiration of the
options in the data is higher for the intermediaries.
On the other hand, the implied distribution of s2 of the high risk aversion
(retail) investors is less dispersed, which makes it seem that they have a more
precise view about volatility.
2.A ExplicitexpressionsfortheLogNormal-Gamma
model
In this appendix we provide some explicit expressions for the speciﬁc example
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2.A.1 Moments
To determine the optimal portfolio holdings in (2.4), we need the means and
variances of the investment opportunities for each agent after observing in-
formation Y. For notational simplicity we consider some generic agent (and
delete everywhere the subindex i),
ln(St) j Y,s2  N(mt,s2t),
s2 j Y  G(a, b),
where t equals the investment horizon of the agent and the distribution of s2
is assumed to be scaled to one unit of time (usually a year in empirical appli-
cations). This is equivalent to requiring s2t  G(a, b/t). In the remainder, we
assume t = 1. Using (2.7), the dependence of m on s2 is given by,




Given the discussion about the length of the investment horizon above, for




ln(K)   m   ks2
s
=

















k ) j Y].
Using this expression and inserting m, one readily determines the required
means from the conditional Gamma distribution of s2 given the information
Y,







P = E[(K   S1)+ j Y]
= KE[F(dK
0 ) j Y]   exp(g0)E[exp(g1s2)F(dK
1 ) j Y].
The means for call pay-offs are immediate from the put-call parity at t = 1,
(S1   K)+ = S1   K + (K   S1)+.CHAPTER 2 43
Stacking the means of all calls and puts yields the mean vector mD in (2.4).
In a similar manner, one obtains the variance-covariance matrix S in (2.4).
Giventhemeans,itsufﬁcestopresentsecondordermomentsandcross-moments,
E[S2
1 j Y] = exp(2g0)

b
b   2g1   1
a
,
E[S1(K   S1)+ j Y] = Kexp(g0)E[exp(g1s2)F(dK
1 ) j Y]
  exp(2g0)E[exp((2g1 + 1)s2)F(dK
2 ) j Y],
and, for L  K,
E[(K   S1)+(L   S1)+ j Y] = LE[(K   S1)+ j Y]   E[S1(K   S1)+ j Y].
Once again, the terms involving calls can be obtained using the put-call parity.
This determines all entries of the matrix S in (2.4). So, closed form expressions
exist for the relevant mean-variance optimization problem up to some com-






k ) j Y], k = 0,1,2. (2.9)
Higher moments of S1 and ln(S1) can be determined accordingly. The pos-






















Thus the desired negative skewness of ln(S1) is obtained if and only if g1 < 1
2.
Of course, similar remarks can be made with respect to the skewness of
the prior distribution of ln(S1); conditioning on Y should be removed and the
parameters a and b have to be replaced by the parameters ˆ a and ˆ b of the prior
distribution of s2.
The posterior skewness of S1 itself is not informative, so we do not report
it here. To conclude, we note that requiring the kth moment of S1 to exist is
equivalent to imposing the restriction b > kg1 + 0.5k(k   1), which follows
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2.A.2 Scaling
In the previous section, we already indicated the assumptions about scaling
of time in our model. Here we consider changes in the unit of measurement
for prices, say S ! cS. It is immediate that such a transformation only affects
the location of the log-price distribution: ˜ m ! ln(c) + ˜ m; only the parameter
g0 is affected,
g0 ! g0 + ln(c).
All other parameters of the distribution of S1 and s2 are invariant with respect
totheunitofmeasurementofprices.Inordertohavetheutilityofwealthscale





The above two transformations together deﬁne the equivariance property of
the model.
2.A.3 Information structure
In this subsection we illustrate how different agents may arrive at different
posterior distributions for s2 even if they use a common prior distribution,
s2  G(ˆ a, ˆ b).
Consider, for example, a multiplicative public signal Y = Xs2, where the
Inverse Gamma distributed noise term X is independent of all other vari-
ables and where the investors are heterogeneous in the sense they attribute
individual-speciﬁc parameters to this distribution,
1/X  G(ˆ ai, ˆ bi), i 2 [1,2].
The signal Y is unbiased in expectation if bi = ai   1. In such a case higher
values of ai imply a greater precision of the signal since var(X) = 1/(ai   2)
for ai > 2.
A standard application of Bayes’ Theorem yields agent i’s individual poste-
rior distribution of s2,
s2 j Y  G(ai, bi) = G(ˆ a + ˆ ai, ˆ b + ˆ bi/Y).CHAPTER 2 45
2.B Optimization procedure
We describe the details of the procedure used to obtain ˆ q in (2.8). The expecta-
tions in (2.9) are computed numerically through Quasi Monte Carlo Integra-
tion using the Halton sequence of low-discrepancy random numbers. We pick
212 points in this set using every 101st element and divide them into 4 groups
of 210 values, used to approximate the integral. The ﬁnal value of the integral
equals the average of the 4 different approximations.
The optimal parameter vector ˆ qt minimizes a weighted Sum-of-Squared-
Errorsoftherelativedifferencebetweenthemodelandobservedprices,where
option prices are observed in terms of their Black-Scholes implied volatility.
First of all, we want to ensure that the equilibrium index level in the model is
close to the observed index level in the data, and set w0 = 500. Then, we want
to put relatively more weight on the implied volatilities of OTM puts than
on the OTM calls, since the OTM puts are more important determinants of
the slope of the implied volatility curve. We achieve this by putting a weight
wi = 1 for all options having moneyness greater than 0.95, and a weight wi =
100 (0.96  moneynessi) on options with moneyness lower than 0.95.
We use MATLAB’s FMINCON solver (version 7.10 (2010a)) to solve the op-
timization problem (2.8), for which we adjust the options as displayed in Ta-
ble 2.3.
Option name Value Option name Value
Algorithm sqp TolConSQP 1e-3
FinDiffType central TolFun 1e-3
MaxIter 2000 TolX 1e-4
TolCon 1e-3 UseParallel always
Table 2.3 – Optimization options of the FMINCON routine in MATLAB, used in
solving (2.8).
Finding the solution takes the following steps. For each day t, we restart the
algorithm N = 100 times. For each of these N restarts, we adopt the following
policy:
1. once an optimal solution has been reached in iteration n = 1,..., N, we
save the estimated parameter vector ˜ qt,n together with the value of the
objective function, say f(˜ qt,n).
2. the algorithm is restarted using ˜ qt,n as starting value in order to validate
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3. we compare the norm of the difference between the new solution vector
ˆ qt,n and the previous one ˜ qt,n, k˜ qt,n   ˆ qt,nk. If this norm is smaller than
5e   6, we consider the extremum valid and move on to restart n + 1.
Otherwise, return to step 2, using ˆ qt,n as starting vector. In the applica-
tion, we usually pass through step 2 only one or two times for each n.
Once all N restarts have been performed, the optimal parameter vector is cho-
sen from the N candidates as the one yielding the lowest weighted Sum-of-
Squared errors for both the index value as well as the vector of Black-Scholes
implied volatilities.
Table 2.4 contains the upper and lower bounds that we impose on the ele-
ments of q.
Parameter Lower bound Upper bound
g0 0.85 log(St) 1.15 log(St)
g1  200 20
a 4e   4 5
b 1.6e   3 240
r 0.1 8
Table 2.4 – Bounds on the parameters in q, as used in solving (2.8). St denotes
the observed index value in the data at the close of the market on day t.
In calibrating the model, we impose several (non-)linear restrictions on the
parameter vector q in order to reduce the size of the parameter space over
which to optimize to plausible values. The restrictions turn out to be binding
on only a few days in the sample. If any of the constraints turns out to be
binding, it is mostly the risk aversion condition (2.10), which we impose for
identiﬁcation of the two groups. The conditions are
r1  r2,(to distinguish the groups) (2.10)






t  0.5, i = 1,2 (2.12)
















The ﬁrst condition, (2.10), ensures that group 1 will have a lower risk aversion
than group two. Condition (2.11) ensures that the fourth moment of S(T t)CHAPTER 2 47
is ﬁnite, following the remark at the end of Appendix 2.A.1. Condition (2.12)
puts lower and upper bounds on the volatility of simple returns in the model,
while condition (2.13) restricts the standard deviation of the variance of the
log-stock price.
The ﬁnal condition (2.14) equates the unconditional expected simple return
on the stock for both investors. Kurz and Motolese (2001) note in this respect
that experiments in which people are asked to predict a return in the near fu-
ture usually yield a wide variety of forecasts, while at the same time the long-
run forecasts are much less dispersed. Imposing the equality condition on the
unconditional expected simple returns, allows us to focus on different beliefs
about volatility and their effects on equilibrium stock and option prices.CHAPTER 3
THE DYNAMIC MIXED HITTING-TIME MODEL
This chapter is based on Renault, van der Heijden, and Werker (2011).
3.1 Introduction
This chapter provides a general econometric framework to perform likelihood
inference about asset returns when they are observed at endogenous random
times. Observation times are endogenous precisely because they are tightly re-
lated to the price process itself such as quote changes, transaction times, order
book updates, etc. The endogeneity of time complicates likelihood analysis in
two respects.
First, the sequence of observed random times conveys relevant information
about the price process and, thus, a (parametric) model is needed to describe
the dynamics of consecutive durations (the amount of time elapsed between
two observation times). Second, to write down the likelihood for observed as-
set returns at endogenous random times, one cannot simply import standard
stochastic volatility or GARCH-type models and generalize them for observa-
tions that occur at unequally spaced time intervals (see Meddahi, Renault, and
Werker (2006) and references therein for such a generalization). The correct
likelihood speciﬁcation tightly depends upon a speciﬁcation of the causality
relationships between prices and durations.
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The ﬁrst building piece specifying the parametric framework is a model
for a dynamic process of observed consecutive random durations. Engle and
Russell (1998) have proposed a model for the arrival times of trades, termed
the autoregressive conditional duration (ACD) model. Let ti be the ith transac-
tion time where 0 = t0 < t1 < ... < tn, and Dti+1 = ti+1   ti be the duration
between trades. The basic assumption of the ACD model is
Dti+1
yti
 i.i.d. L(q), where (3.1)
yti = E[Dti+1 j Dti,Dti 1,...],
is the conditional mean duration between the ith and the (i+1)th trade (gener-
ally parametrically speciﬁed) and L(q) is a probability distribution on [0,+¥)
with unit mean and parameter vector q.
The ACD model assumes the error term to be multiplicative and all past
information to enter the current duration through the conditional mean dura-
tion yti. The ﬂexibility of the ACD model lies in the rich family of candidates
for the distribution L(q) as well as the speciﬁcation of the dynamic structure
of the conditional mean duration yti. In their analysis of an IBM’s series, En-
gle and Russell (1998) use for L(q) both Exponential and Weibull distribu-
tions. Regarding the speciﬁcation of the conditional mean duration, the initial
ACD(1,1) model is conformable to linear autoregressive dynamics. Bauwens
and Giot (2000) prefer to use a log-transformation on the durations, in order
to alleviate the parameter restrictions imposed by the linear ACD model.
Accordingtothegeneraldeﬁnition(3.1)above,theso-calledlog-ACDmodel
is still an ACD model. One of the most ﬂexible parametric ACD speciﬁca-
tions has been proposed by Zhang, Russell, and Tsay (2001). Their thresh-
old ACD model is a powerful generalization of the ACD model that allows
subregimes to have different persistence, conditional means, and error distri-
butions. These differentials can potentially generate a rich host of nonlinear
dynamics.
By allowing the conditioning information in the deﬁnition of the condi-
tional mean duration yti to depend on some latent information, Bauwens and
Veredas (2004) go one step further. In this respect, while the ACD model is the
analog for positive time series of the GARCH model, their so-called Stochastic
Conditional Duration model (SCD) is the analog of stochastic volatility mod-
els.
We will show however in this paper that, irrespective of ﬂexible paramet-
ric speciﬁcations, the basic multiplicative structure of ACD/SCD models does
not allow to properly address several important empirical issues. We proposeCHAPTER 3 51
a more versatile structural model for durations between events and associated
marks instead. Being a dynamic extension of the mixed hitting-time model of
Abbring (2007), our model is structural in the sense that both durations and
marks are generated by a multivariate, underlying Brownian motion. In par-
ticular, we model the durations as the successive passage times of components
of this Brownian motion relative to in itself random boundaries. The other,
correlated, Brownian components generate the marks.
Interestingly enough, our duration model nests the multiplicative structure
(3.1) and generally all possible ACD or SCD models associated to this struc-
ture. In terms of dynamics, the hitting-time model is actually even more ﬂexi-
ble since any form of dependence on past information can be accommodated
not only in conditionally expected durations yti but also in standardized du-
rations Dti+1/yti, for example.
The conditional probability distribution of the next hitting time may de-
pend on past information both through the value of the hitting barrier as well
as the Brownian motion drift term. Each of them is updated at each hitting
time and their parametric speciﬁcation paves the way for any kind of (nonlin-
ear) autoregressive dynamics in durations. In the particular case where condi-
tioningpastinformationisencapsuledinthevalueofpastdurations,theserial
independence of standardized durations Dti+1/yti, implied by the parametric
multiplicative structure (3.1), corresponds to a constraint of inverse propor-
tionality between past-dependent components of the Brownian drift and its
hitting barrier. In other words, the multiplicative structure (3.1) becomes a
testable hypothesis (within a more general parametric model) and its validity
an empirical question.
Recent results in the literature on randomization of the ﬁrst hitting time
problem allow us to claim that the mixed hitting time model can capture
almost any possible probability distribution for the standardized duration
Dti+1/yti. This problem has a long history in statistics related to the theory
of Fredholm integral equations. Jaimungal, Kreinin, and Valov (2009) have
shown that the distribution of the ﬁrst time a drifted Brownian motion hits a
randomized barrier can be any inﬁnite linear combination of gamma distribu-
tions, which basically allows us to approach any target distribution arbitrarily
well.
Beyond nesting the standard ACD/SCD durations models, our structural
model offers the required versatility to accommodate some important empir-
ical issues that cannot be captured within the classical multiplicative frame-
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First, we want to be able to consider several duration processes simultane-
ously. If each of them is driven by a sequence of events on a given market, we
want to have an internally consistent structure. That is, a model speciﬁed for
the richer information set of two sequences of random times considered to-
gether must keep a similar parametric form when only one sequence is taken
into account. We will achieve that by resorting to a market-wide latent Brow-
nian factor, common to the determination of all duration processes.
Second, we bring a missing modeling tool for speciﬁcation of the proba-
bility distribution of the remaining time before the next event will take place
while knowing that the former event was observed several seconds earlier. In
other words, as already pointed out by Hamilton and Jordá (2002), a weak-
ness of the ACD/SCD approach is that it does not allow to incorporate new
information that appeared since the previous event and could be relevant for
predicting the timing of the next event. Since the fact that no event has oc-
curred for some time means for us that the underlying Brownian motion has
not hit its barrier yet, our structural approach precisely allows us to determine
the probability distribution of the remaining duration.
Third, as already stressed by several authors, trading intensity and thus du-
ration between trades convey some relevant information, in particular about
volatility of corresponding asset returns. Several theoretical models (e.g. Ad-
mati and Pﬂeiderer (1988) or Foster and Viswanathan (1990)) have been de-
veloped explaining the high (low) volatilities during exchange trading (non-
trading) periods. Renault and Werker (2011) document some empirical evi-
dence of instantaneous causality between duration and volatility through a
semi-parametric (GMM) approach. The present paper complements that anal-
ysis by providing a versatile parametric framework for the speciﬁcation of the
joint distribution of duration and return processes.
The structural approach is especially well-suited since, through predictabil-
ity in both drifts and volatility of the underlying, (correlated,) latent Brownian
motions running between each event, any kind of Granger or instantaneous
causality relationship between random times ti and returns on random inter-
vals [ti,ti+1] can be accommodated.
As an alternative to the multiplicative framework discussed above, direct
modeling of hazard rates or intensities has been proposed, for example in Rus-
sell (1999), Hamilton and Jordá (2002) and Bauwens and Hautsch (2006). The
Dynamic Mixed Hitting-Time model proposed in the current paper can be
rewritten in terms of the hazard rate and hence it is a matter of mathemati-
cal convenience which form is most appropriate. In particular, the hazard rateCHAPTER 3 53
can be computed analytically when conditioning upon the value of the mix-
ing variable as well as past information. However, analytic expressions cease
to exist when conditioning upon past information only, and therefore we pre-
fer the framework as presented in Section 3.2. Finally, we point out that the
speciﬁcation as currently used in the empirical analysis of Section 3.5 implies
that the hazard rate remains constant between two consecutive observation
times.
The rest of the paper is organized as follows. The general Dynamic Mixed
Hitting-Time model is presented in Section 3.2. It is shown that it encom-
passes essentially all ACD/SCD models while providing a natural way to
specify some parametric directions of violation of the multiplicative structure
of ACD/SCD. We will show that our framework is also well suited to accom-
modate simultaneously multiple durations, possibly all driven by a common
market factor. Considering multiple duration sequences provides a clear-cut
case of the restrictive nature of the multiplicative structure.
A fully speciﬁed mixed hitting time parametric model is described in Sec-
tion 3.3. It takes a parametric speciﬁcation of the key inputs of the model as
well as the derivation of its likelihood function in a tractable form. Section 3.4
focuses on the speciﬁcation of asset return dynamics, given that prices are ob-
served at random times. First, we write down the likelihood of a parametric
model of the joint dynamics of a single price and duration process for obser-
vations at endogenous random times. The key idea is to consider that given
the information available at time ti, the price process between ti and ti+1 is




by a market-wide Brownian factor. Then, the conditional normal distribution
of an asset return must be updated when an event occurs for the other asset, in
particular because this conveys some information about the Brownian Motion
driving durations.
Section 3.5 is devoted to an empirical illustration using transaction level
data from the TAQ database for stocks quoted in February 2008 on the New
York Stock Exchange. Our general framework allows us to test for the restric-
tions imposed by the ACD or SCD multiplicative structure. Moreover, we can
studyindepththecausalityrelationshipsbetweendurations,expectedreturns
and conditional variances of returns too. The latter exercise sheds some new
light on the estimation of GARCH processes with ultra-high frequency data54 THE DYNAMIC MIXED HITTING-TIME MODEL
as previously studied by Engle (2000) and Ghysels and Jasiak (1998).
3.2 Duration Model
We present our dynamic version of the mixed hitting-time model of Abbring
(2007). As indicated in the introduction, our model is structural in the sense
that the events deﬁning durations are triggered by an underlying latent pro-
cess. In this section, we describe the univariate and bivariate duration model
that will be embedded in a joint model for durations and marks in Section 3.4.
Consider an increasing sequence of random times (ti)
n
i=1, that we will call
transaction times for expository reasons. These times may, in general, repre-
sent any date or event of interest, e.g., quote changes within a given set of as-
sets. Moreover, the times may also be diurnally adjusted to take into account
possible seasonality as explained in Section 3.3. The transaction times are ob-
served by the econometrician, that is, they are stopping times with respect
to a continuous time ﬁltration (Ft)t0 that satisﬁes the usual conditions. This
ﬁltration captures the time evolution of information available to the econome-
trician. For notational convenience, we deﬁne t0 = 0. In order to describe the
stochastic behavior of the times ti, we characterize the conditional distribution
of ti+1 given the information available at some time t < ti+1.
Below, we formally deﬁne the dynamic version of the mixed hitting-time
model ﬁrst. Next, we will show how this model nests not only the autoregres-
sive conditional duration (ACD) model of Engle and Russell (1998), but also
the more general stochastic conditional duration model (SCD) proposed by
Bauwens and Veredas (2004). Following the terminology introduced in Ghy-
sels, Gouriéroux, and Jasiak (2004), our model actually belongs to the class
of stochastic volatility duration (SVD) models. In these models, durations are
driven by two underlying factors. This allows, for instance, for both the con-
ditional mean and dispersion of durations to feature distinct patterns of tem-
poral dependence. However, in contrast to Ghysels, Gouriéroux, and Jasiak
(2004), the mixing component of the hitting-time model allows for a great deal
of ﬂexibility in the probability distribution of standardized durations. This is
the reason why we are able to encompass, in a structural framework, many
different ACD, non-ACD SCD, and non-SCD models.CHAPTER 3 55
3.2.1 Univariate durations
We ﬁrst discuss the hitting-time model, without mixing features. The key in-
gredient of this model is a Wiener process (Wt)t0, deﬁned relatively to the ﬁl-
tration (Ft)t0 above. An event is triggered as soon as this underlying Wiener
process hits a given positive boundary. More precisely, suppose we have just
seen an event at time ti. We now consider the time ti+1, when the next event
occurs, to be given by
ti+1 = infft > ti : Wt  Wti + mti(t   ti) = ctig (3.2)
where mti and cti are two given strictly positive Fti-measurable random vari-
ables. The observed heterogeneity in mti and cti can generate all kinds of au-
toregressive or log-autoregressive dynamics in order to reproduce stylized
factsforthedurationsofinterest.Moreprecisely,itisknown(see,e.g.,Borodin
andSalminen(2002),Relation2.2.0.1)thattheconditionaldistributionof Dti+1 =
ti+1   ti given Fti is characterized by its conditional moment generating func-
tion










Here, Eti is short-hand for the conditional expectation given Fti. If IG(q,l)










As announced, we thus have a two-factor SVD model that can be character-






tage of a two-factor structure is the ability to accommodate separate dynamic











Note that a strictly positive drift is needed to ensure a ﬁnite ﬁrst and second
moment for the duration.
Following the ideas in Abbring (2007), we introduce an additional degree
of freedom through a mixing variable Mi, independent of Fti. More precisely,56 THE DYNAMIC MIXED HITTING-TIME MODEL
we consider the drift and hitting boundary at time ti to be dependent on the
mixing variable Mi:
˜ mti = mti(Mi), (3.5)
˜ cti = cti(Mi). (3.6)
We write ˜ mti and ˜ cti to indicate that these variables are not necessarily Fti mea-
surable as they may also depend on Mi. We do assume that the mappings




The conditional moment generating function (3.3) is now also conditional
on the value of the mixing variable Mi. More precisely, the dynamic mixed
hitting-time model (DMHT) speciﬁes
Eti fexp( uDti+1)j Mig = exp
 








where Eti fjMig is short hand for EfjFti _ s(Mi)g.
The idea to introduce mixing variables to accommodate a larger class of
probability distributions has a long history in statistics (see, e.g., Jiang and
Tanner (1999)). It has been proposed in the context of duration modeling in
Abbring (2007), using the idea of a mixing component in the threshold value
cti, and was coined the mixed hitting-time model. As Abbring (2007)’s interest
was a cross section of durations (dependent on covariates), he did not need to
specify the dynamic properties of the two factors (mti,cti). Abbring (2007) not
necessarily considers an underlying Brownian motion, but possibly a Lévy
process without positive jumps. We will not consider this extension in the
present paper.
An alternative way to get a multiple factor dynamic duration model was
put forward in a former draft of this paper (Renault, van der Heijden, and
Werker (2009)). That draft introduced two mixed boundaries cti(Mi) > 0 and
dti(Mi) < 0. An event occurs as soon as the Wiener process exits the interval
(dti(Mi),cti(Mi)). In probabilistic terms this means that we look at exit times
rather than hitting times. In this setting, the two boundaries specify two dy-
namic factors and neither dynamics nor mixture components need to be intro-
duced in the drift mti, which may even be zero. For the sake of both tractability
and versatility, the mixed hitting-time model as deﬁned above eventually ap-
peared to dominate the mixed exit-time model.CHAPTER 3 57
3.2.2 Encompassing the SCD model
The SCD model put forward in Bauwens and Veredas (2004) is built on the
Multiplicative Error Model (MEM) introduced by Engle (2002). In the SCD
model,durationsarespeciﬁedastheproductof,ontheonehand,ascalefactor
depending on past (including latent) information and, on the other hand, an
i.i.d. innovation term. Deﬁning ˜ yti = Eti fDti+1jMig = ˜ cti/ ˜ mti as such a scale
factor, the SCD structure implies, in particular, that Varti fDti+1/ ˜ ytijMig =
1/(˜ mti ˜ cti) is independent of Fti. This condition is actually also sufﬁcient.
Proposition 3.1 The Dynamic Mixed Hitting-Time model (3.7) is a Stochastic Con-
ditional Duration model if and only if Varti fDti+1/ ˜ ytijMig = (˜ mti ˜ cti)
 1 is inde-
pendent of Fti. In that case, the rescaled duration Dti+1/ ˜ yti is i.i.d. with conditional
distribution, given Mi, the Inverse Gaussian IG(1, ˜ mti ˜ cti).
PROOF: Necessity of the condition is obvious as the SCD model implies that
Dti+1/ ˜ yti is independent of Fti. To prove sufﬁciency, observe that the con-
ditional Laplace transform of the rescaled duration Dti+1/ ˜ yti is obtained by
evaluating (3.7) in u/ ˜ yti = u˜ mti/˜ cti. This Laplace transform is indeed that of
the IG(1, ˜ mti ˜ cti) distribution. Thus, if the product ˜ mti ˜ cti is independent of the
past, the rescaled duration is as well. 2
In other words, our DMHT model generates the popular SCD structure pre-
cisely when the conditional variance of rescaled durations is still stochastic,
but a pure mixing component independent of Fti. In such case, the scale fac-
tor ˜ yti = Eti fDti+1jMig = ˜ cti/˜ mti still may entail both dynamic properties
(through its dependence on Fti) and mixing components (through the vari-
able Mi). Moreover, the condition in Proposition (3.1) is a testable hypothesis,
see Section 3.3.
The mixing component Mi potentially generates a large class of (condi-
tional) duration distributions. As documented extensively by Tweedie (1957),
the Inverse Gaussian distribution itself may already generate a wide variety
of shapes depending on the value of the shape parameter ˜ mti ˜ cti. An often-used
mixing distribution for the shape parameter is the gamma distribution, see






Assuming that the conditional distribution of the shape parameter ˜ mti ˜ cti given
Fti is g(ati,bti), the distribution of the rescaled duration Dti+1/Eti fDti+1jMig58 THE DYNAMIC MIXED HITTING-TIME MODEL













see (2.10) in Whitmore (1986). A disadvantage of the Gamma mixture is the
vanishing density at zero when ati > 1. For reasons to be explained later,
we concentrate on a mixing structure for the hitting boundary ˜ cti only and
the very frequently observed short durations in ﬁnancial transactions indicate
that ˜ cti should have sufﬁcient mass near the origin. Therefore, we will propose
the half-normal mixing distribution in Section 3.3.
3.2.3 Encompassing the ACD model
The ACD model of Engle and Russell (1998) is a particular case of the SCD
model where the scaling factor may depend on past observable variables only.
In other words, when we introduce the expected duration






the standardized durations Dti+1/yti must be i.i.d. The expected duration and
its variance (conditional on both past information and the mixing variable Mi)
as derived in Section 3.2.2, allows us to calculate the conditional variance of




















We know from Proposition 3.1 that ˜ mti ˜ cti is independent of past information in
Fti in the SCD model. Thus, to ensure additionally that the rescaled duration
Dti+1/yti has a conditional variance (given Fti) that is independent of Fti we
need that also the product yti ˜ m2
ti is independent of Fti. This is tantamount to
saying that the mixing component in both the drift of the underlying Brown-
ian motion ˜ mti and in the hitting boundary ˜ cti comes as a scale factor. We may
thus write, replacing the abstract mixing variable Mi by the pair (Mi, Ni),
˜ cti = ctiMi, ˜ mti = mtiNi, and ctimti = w, (3.12)
with both mti and cti Fti-measurable random variables, (Mi, Ni) an i.i.d. se-
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The necessary conditions above for an ACD structure are clearly sufﬁcient,
which leads to the following result.
Proposition 3.2 The Dynamic Mixed Hitting-Time model (3.7) deﬁnes an ACD







independent of Fti. Equivalently, this occurs in case both ˜ cti ˜ mti and ˜ mti/Eti f ˜ mtig are
i.i.d. sequences.
PROOF: The proof parallels that of Proposition 3.1. 2
This result thus asserts that, given an SCD structure for the durations, we ac-
tually are in the ACD class in case ˜ mti itself satisﬁes the ACD restriction, i.e.,
˜ mti/Eti f˜ mtig is i.i.d. The same holds with respect to ˜ cti.
Under the conditions of Proposition 3.2, the rescaled duration Dti+1/yti is
still distributed as Inverse Gaussian. More precisely, from Proposition 3.1, we


















3.2.4 Bivariate duration series
An ongoing challenge is the modeling of duration processes for multiple as-
sets. As mentioned in Section 3.1, the reduced-form models of the ACD/SCD-
class are not well-equipped to cope with the asynchronous observations of
multiple duration series, because they specify conditional moments at event
times only. Extension of the ACD-model to more than one asset is only possi-
ble under very speciﬁc assumptions, such as in Engle and Lunde (2003), who
study the time series of trade durations and of quote durations jointly for a
single asset. The quote durations follow a censored duration model, reﬂecting
the observation that sometimes a new trade comes in before the quote change
has taken place. In contrast, the Dynamic Mixed Hitting-Time model offers a
ﬂexible structure to study multiple assets simultaneously.
The extension to multiple assets is based on the idea that we consider still a
single Wiener process W driving all durations. That is, at time ti we consider
a transaction to take place in any of K asset as soon as the process Wt   Wti +
mti(t   ti) hits the smallest of K boundaries ˜ cti:k. Thus, more formally
ti+1 = inf

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We have seen in Section 3.2.2 that an SCD type structure is obtained in our
model as soon as ˜ cti ˜ mti is independent of Fti. If the SCD structure were to hold
for all assets under study, this would mean that ˜ cti:k ˜ mti had to be independent
of Fti for all assets k. This can only be the case if the dynamic structure of
the boundary ˜ cti:k for each asset k would be perfectly inversely related to the
market-wide factor mti. This shows that the SCD and, in particular, the ACD
speciﬁcations are not very well suited for multiple assets.
Both for ﬁnancial analysis and for inference, it is useful to determine the
probability that the next duration is generated by a speciﬁc asset, say, k, that
is the boundary ˜ cti:k being hit. Obviously, this probability equals that of ˜ cti:k
being the smallest boundary among ˜ cti:1,..., ˜ cti:K. For the multiplicative spec-









where we assume that the K mixing variables Mi:1,..., Mi:K are all mutually
independent. Note that, conditionally on Fti, the variables cti:kMi:k are in-
dependently distributed, each with a half-normal distribution with variance
c2
ti:ks2
M:k. For K = 2, and conditioning on the value of M2 ﬁrst, this probability












The authors are not aware of any analytical solutions for K > 2.
Our multiple asset model satisﬁes an appealing internal consistency prop-
erty.ConsiderResearcherAwhousesthemodelasdescribedaboveforanum-
ber of K + 1 assets. That is, Researcher A is given ˜ mti and K + 1 asset speciﬁc
boundaries ˜ cti. Consider Researcher B who observes transactions in the ﬁrst K
assets only. That is, Researcher B only observes the subset of transaction times
t
i that refer to assets 1 : K. Let ti denote a transaction time in one of the ﬁrst K
assets. Then, the conditional distribution of the duration till the next transac-
tion in one of the ﬁrst K assets is the same for Researcher A and Researcher B
as long as Researcher A does not use information becoming available at trans-
actions in asset K + 1 to determine ˜ mti or ˜ cti:k, k 2 f1,...,Kg. The reason for
this clearly lies in the fact that the underlying Brownian motion W has inde-
pendent increments. As a result, the convolution of two durations determined
by hitting boundaries c1 > 0 and c2 > 0, respectively, equals that of a single
duration determined by the hitting boundary c1 + c2.CHAPTER 3 61
3.3 A concrete speciﬁcation
The analysis so far did not make any speciﬁc assumptions on the way the
mixing variable M is distributed or on the way ˜ mti and ˜ cti depend on it. We
derived in Section 3.2.3 that ˜ mti and ˜ cti should actually be conditionally linear
in the mixing variable in order to include the possibility of an ACD speciﬁca-
tion, although this is not a sufﬁcient condition.
We now propose a concrete speciﬁcation that allows for a more precise un-
derstanding of the features of our model. The speciﬁcation in this section is
also the one that will be used in the empirical illustration of Section 3.5. More
precisely, we will propose a speciﬁcation for the mixing variable M, for the dy-
namic properties of mti and cti, and how to diurnally adjust the observations
within the context of our model.
The richness of the DMHT model comes from the mixing variables in ˜ mti
and ˜ cti. As outlined above, one aspect of this paper is to provide a natural
multivariate extension to the standard SCD/ACD approaches. For this reason,
we simplify the speciﬁcation and only introduce mixing within the hitting
barrier ˜ cti as in (3.12) with Ni = 1 constant. We endow Mi with the half-normal















Recall EfMig = sM
p
2/p and VarfMig = s2
M(1   2/p). Unlike the Gamma
distribution, the half-normal distribution has a non-vanishing density near
zero which turns out to be an empirically desirable feature.
It is known that intraday ﬁnancial durations exhibit signiﬁcant autocorre-
lation that dies out only slowly and it is natural to endow the expected du-
rations cti/mti with some ACD-type dynamics as in Engle and Russell (1998).
More precisely, we specify
cti+1
mti+1




Concerning the expected duration, these speciﬁcations imply















= b0 + (b1EfMig + b2)
cti
mti
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As long as b1EfMig + b2 = b1sM
p
2/p + b2 < 1, the expected durations
do not explode. High autocorrelation in the expected durations thus is possi-
ble for values of b1sM
p
2/p + b2 close to 1. The autocorrelation of durations
themselves will be lower due to the randomness in the underlying Brownian
motion W.
Recall that an SCD speciﬁcation would need mticti = w and thus mti = p
w/(cti/mti). Leaving the SCD setting, independently speciﬁed dynamics on
mti are possible. We have shown in Section 3.2.4 that a multivariate exten-
sion requires a single underlying Brownian motion W and thus a market-wide
speciﬁcation of mti. As cti/mti is clearly asset speciﬁc, such an extension is not
possible within the SCD framework. In order to accommodate both, we will







It is widely known that transaction intensities exhibit intraday seasonality.
For instance, average durations between transactions and quote changes tend
to be longer around lunch time than near the opening and the closing of the
trading day. To accommodate such calendar time effects within the day, we
adjust, once more following Engle and Russell (1998), durations using a mul-
tiplicative deterministic function of calendar time. More precisely, we deﬁne
diurnally adjusted durations as
j(ti)Dti+1, (3.24)
where j(.) is a deterministic U-shaped function. Thus j(ti) only depends on
the corresponding calendar time within the day at transaction time ti. We nor-
malize calendar time for each trading day to be between zero and one and
deﬁne
j(ti; j1, j2, j3) (3.25)
=
exp( (j1   j3)ti   j3) + exp( j2(1  ti))
(exp( j1)   exp( j3))/(j3   j1) + (1  exp( j2))/j2
.
This speciﬁcation, inspired by the functional form proposed by Hasbrouck
(1999) to correct for intraday seasonality in volatility, allows us to match sev-
eral stylized facts. First, average durations are generally shorter in the morn-
ing and afternoon than around midday. Second, the longest average durations
occur betweennoon and 2PMand, third, the averageduration near theclosing
of the market can be either longer or shorter than the average duration nearCHAPTER 3 63
the opening. Fourth, the function j(.) integrates to 1 over the interval [0,1],
so that the correction at any point is relative to the average duration in the
sample. When estimating our model, we impose restrictions on the parame-
ters j1, j2, j3 to ensure that the minimum of j(.) occurs between 11:15AM
and 2:30PM.
Thediurnallyadjusteddurationsaresupposedtobegovernedbythemodel
outlined above. Note that this multiplicative diurnal adjustment also implies
that unadjusted durations would follow a DMHT model. Due to the scaling
property of the inverse Gaussian distribution, unadjusted durations would be
speciﬁed using drift mti
p
j(ti) and hitting boundary cti/
p
j(ti).
In Section 3.5, this model will be estimated by maximum likelihood. The
likelihood of durations given observed past information only, that is given
Fti, is obtained by integrating out the mixing variables Mi. This leads to non-
trivial, but largely analytic, expressions, see Appendix 3.B.
3.4 Asset return dynamics
3.4.1 Single asset price process
Section 3.2.1 introduced the DMHT model for a single series of, say, transac-
tion times. We now extend the model to include observed marks at these time
points as well. We denote these marks by Zti and in Section 3.5 they refer to
the prevailing logarithm of the mid-quote at time ti. For ease of exposition,
also in this theoretical section, we already refer to Zti as the price at time ti.
We embed the prices Zti in a Wiener process, correlated with W. More pre-
cisely, we assume, for ti  t  ti+1,
Zt   Zti = ˜ nti (t   ti) + ˜ sti
h
˜ rti (Wt  Wti) +
q
1  ˜ r2
ti (Bt   Bti)
i
, (3.26)
with ˜ nti and ˜ sti the prevailing drift and volatility of the price process. The
Wiener process B is, for reasons of identiﬁability, assumed to be independent
of W. Correlation between durations and prices is modeled through the coef-
ﬁcient ˜ rti. It is important to recall that, as with ˜ cti and ˜ mti in Section 3.2.1, the
coefﬁcients ˜ nti, ˜ sti, and ˜ rti may depend on the mixing variable Mi.
We ﬁrst study the distribution of Zti+1 given the past Fti, given the mix-
ing variable Mi, and given the contemporaneous duration Dti+1. Two effects
play a role. First, the duration Dti+1 induces an “unconditional” expectation
˜ ntiDti+1 for Zti+1   Zti. Secondly, the additional information, implied by ti+1
being a hitting-time, Wti+1   Wti + ˜ mtiDti+1 = ˜ cti leads to a linear regression64 THE DYNAMIC MIXED HITTING-TIME MODEL
correction through the correlation ˜ rti. This is formalized in the following the-
orem.
Theorem 3.4.1 Conditionally on Fti, Mi, and Dti+1, the distribution of the price


















PROOF: See Appendix 3.A. 2
Theorem3.4.1showsthat,conditionalontheobservedandunobservedhet-
erogeneity, (log-)prices are normally distributed. Clearly, the mixing variable
Mi allows for unconditional skewness and excess kurtosis in the price distri-
bution. In this respect, our model can capture documented stylized facts in




























Higher moments can be calculated as well, but will be skipped for brevity.
For the speciﬁcation put forward in Section 3.3, we can obtain more precise
results assuming that no unobserved heterogeneity is present in ˜ nti, ˜ sti, and
˜ rti, i.e., that these are all Fti measurable. Section 3.3 leads to expressions for
the conditional mean and variance of the mixing variables Mi given observed
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Depending on the speciﬁcation of rti and sti, our model can generate several
formsofinstantaneouscausalitybetweendurationsandprices.Incasethecor-
relation parameter rti equals zero, we ﬁnd that both the expected return per
unit of time and its variance per unit of time, do not depend on the contempo-
raneous duration. The exact nature of these relations is an empirical question
that will be revisited in Section 3.5.
We conclude this section with two remarks. Firstly, high-frequency price
changes are generally discrete due to an implemented market tick-size. There-
fore, in empirical applications, we recommend to use Theorem 3.4.1 to cal-
culate the distribution of discrete price changes. This parallels ordered Probit
modeling for the price changes conditional upon past information, the con-
temporaneous duration and the value of the mixing variable.
Secondly, observe that both the mean and the variance of the price changes
in Theorem 3.4.1 are afﬁne in the contemporaneous duration Dti+1. This im-
plies that the conditional Laplace transform of price changes is exponentially
afﬁne in Dti+1. As a result, any duration model with known Laplace transform
of the durations can be combined with the price change distribution in The-
orem 3.4.1. The Dynamic Mixed Hitting-Time model is indeed conveniently
characterized by the conditional Laplace transform (3.7).
3.4.2 Multiple Asset Price Processes
So far we considered modeling a single duration process together with marks
that represent, e.g., transaction prices. In Section 3.2.4 we extended the dura-
tion model to multiple assets. We now add marks, that again could represent
prices, to these durations. We have to distinguish two situations, but let’s ﬁrst
introduce some notation. For simplicity we restrict attention to the bivariate
case of two assets, denoted A and B.
We denote by tA
i and tB
j the dates generated by asset A and B, respectively.
We use the different indexes i and j to underline that both duration series are
not synchronized in any way. As in Section 3.2.4, for a given time point t = tA
i
or t = tB
j ,thesubsequenttimeisgeneratedbythemomentaBrownianmotion






The ﬁrst, and simplest, case to consider is when at each time point t, we
observe prices for both asset A and asset B. In that case, assume that the in-
duced returns are generated by the value of a bivariate Brownian motion Z66 THE DYNAMIC MIXED HITTING-TIME MODEL
determined by
Zt   Zt = ˜ nt (t   t) + ˜ st

˜ rt (Wt  Wt) +
q
1  ˜ r2
t (Bt   Bt)

. (3.33)
A multivariate extension of Theorem 3.4.1 then shows that the bivariate re-
turns are again conditionally normally distributed with the obvious parame-
ters.
A second, more complicated, situation arises in case at time tA
i we only
observe a price change for asset A, i.e., its return over the interval (tA
i 1,tA
i ]
and not for asset B. This happens, for instance, in case the dates tA
i and tB
j are
deﬁned as the points in time where the midquote for asset A or B changes,
respectively. Obviously, in such case at time tA
i the quotes in the asset B have
not changed since the last observations and, thus, a return is not observed.
To illustrate the main idea, assume that we have just seen an event induced
by asset A at time tA
i . We assume that at that point in time, a new Brownian

































Conditionally on the ﬁrst event after tA
i being again induced by asset A, i.e.
the next observation time equals tA
i+1 and there are no intermediate events for







i is deﬁned by the hitting time




tg, Theorem 3.4.1 once more applies.
Now consider the situation that in the interval from tA
i to tA
i+1 there is ex-
actly one other event at time tB
j . Now, conditionally on all information avail-
























are independently distributed. More-
over, again from Theorem 3.4.1 their distribution is conditionally normal. This
is a result of the maintained assumption that the event tB
j does not lead to an





In case there is more than one event induced by asset B in between tA
i and
tA







the sum of returns over all intermediate durations.CHAPTER 3 67
3.5 Empirical illustration
3.5.1 Data
We illustrate the performance of the univariate DMHT model using transac-
tion level data on the Pepsi Bottling Group (ticker: PBG) from the New York
Stock Exchange (NYSE) TAQ data base. The Pepsi Bottling Group is a rela-
tively small company with about 216M shares outstanding. Our sample con-
tains all trades and quotes in PBG as registered on the NYSE during February
2008, for a total of 20 trading days. Trading on the NYSE accounts for more
than one-thirds of the total number of trades and more than two-ﬁfths of the
total trading volume in PBG over the sample period. As Engle, Ferstenberg,
and Russell (2008) note, focusing on a single exchange allows us to discard
effects on the transaction process caused by different market structures for
various exchanges. Moreover, as the results in Section 3.2.4 show, the DMHT
model remains valid in the presence of missing observations, as long as they
are random and their information is discarded altogether. Hence, below we
implicitly assume a transaction is executed on a given exchange just by chance
and not because it has speciﬁc characteristics.
February 2008 is about an average trading month for the Pepsi stock with
55K transactions for a total volume of 12.3M shares. The average trading in-
tensity and volume over the years 2006-2008 is 57K trades and 15.9M shares
traded per month. Following the standard approach in the literature on ﬁnan-
cial durations (see e.g. Engle and Russell (1998), Bauwens and Veredas (2004)),
we remove zero durations from the data. By doing so, we implicitly assume
that multiple trades within the same second stem from a single order, which
was executed in several steps, for example because the order size was larger
than the size attached to the best quote. In that case, different parts of the order
will be executed at different prices, each of which will be recorded as a sepa-
rate observation in the data. We will return to this assumption in Section 3.6.
After deleting the zero durations, the resulting data set has 42840 observed
trade-to-trade durations and the corresponding changes in the stock price.
“The” stock price at each transaction is taken as the log of the average of the
prevailing ask and bid quotes as in, e.g., Engle (2000). We also refer to this
value as the midquote.
Table 3.1 contains summary statistics for both the durations (Dti+1) and the
price changes (DZti+1) while Figures 3.1 and 3.2 plot histograms of these dura-
tions and price changes. The table and ﬁgures document well-known stylized
facts of intertrade times, such as excess dispersion, and a large fraction of very68 THE DYNAMIC MIXED HITTING-TIME MODEL
short durations combined with a fat right tail. In our case, more than one-
ﬁfth of all durations has a length of one second. We also note that although
the level of the autocorrelations in the duration time series is modest (ﬁrst lag
13%), its persistency is rather high (at the twentyﬁfth lag the autocorrelation
is still above 9%). Turning to prices, we observe that price changes are very
much concentrated; more than half of the trades do not imply a change in the
midquote. There are a few outliers where the midquote changes more than 10
cents. The transaction price over the sample period ﬂuctuates between $33.82
and $36.37 USD; the ﬁrst transaction occurred at $34.76 while the ﬁnal trade
had a price of $34.00, or a 2.2% decrease.
Series Mean std dev min median 95% 99% max
Dti+1 (sec) 10.9 14.0 1 6 38 67 223
DZti+1 ($/100) 0.00 0.95 -16.0 0 1.5 2.67 14.1
Table 3.1 – Descriptive statistics of durations and price changes. Data are NYSE
transactions in PBG for February 2008 from TAQ; sample size is 42840 observa-
tions.
Figure 3.1 – Histogram of durations. Data are NYSE transactions in PBG for
February 2008 from TAQ; sample size is 42840 observations.CHAPTER 3 69
Figure 3.2 – Histogram of price changes. Data are NYSE transactions in PBG for
February 2008 from TAQ; sample size is 42840 observations.
3.5.2 Model speciﬁcation
We ﬁt the model as speciﬁed in Section 3.3 and Section 3.4.1, with a constant
drift for the price process, a time-invariant correlation between the duration
and price Brownian motions, and a GARCH-speciﬁcation for the variance per
unit of time. Speciﬁcally, assume the following model for durations Dti+1 that
are corrected for intraday seasonality through multiplication by the function
j(ti). Conditional upon past information (Fti) and the value of the mixing
variable Mi, the duration Dti+1  ti+1   ti is generated from
ti+1 = infft > ti : Wt  Wti + mti(t   ti) = ctiMig. (3.35)
The function j(t) and dynamics of the variables mti, cti and Mi are given by
cti
mti










Mi  Half-N(sM) iid,
j(ti; j1, j2, j3) =






In modeling the price part, we note that the price volatility also shows in-
traday seasonality, see e.g. Engle (2000), Andersen, Dobrev, and Schaumburg
(2008). We therefore include a diurnal adjustment term in the equation for
variance per unit of time s2
ti below. This adjustment term (jZ(ti)) takes the70 THE DYNAMIC MIXED HITTING-TIME MODEL
same functional form as the adjustment term for durations. We assume the
drift n of the price process Z and the correlation r between the Brownian mo-
tions driving duration and the one driving prices to be constant. Furthermore,
we follow Engle (2000) by specifying a GARCH-model for the log-changes in
midquote, DZti+1  Zti+1   Zti, conditional upon past information (Fti), the
value of the mixing variable Mi and the contemporaneous duration Dti+1. The
estimated model for asset returns is given by
















ti = a0jZ(ti) + a1s2
ti 1 + a2





jZ(ti; jZ1, jZ2, jZ3) =






Although of a non-standard form, the likelihood of the joint distribution of
the durations Dti and log-price changes DZti, conditional upon past informa-
tion Fti only,canbecomputedanalytically.Appendix3.Bcontainsthedetailed
likelihood expressions while Appendix 3.C elaborates on the restrictions we
impose when estimating the model, both for identiﬁcation as well as to limit
the size of the parameter space to be searched.
Price Discreteness
Until 2001, price changes (as measured by the midpoint of the bid and ask
quotes, the “midquote”) on major US stock exchanges took values on a grid of
1/16th or 1/32th of a dollar with tick sizes equal to 1/8th or 1/16th of a dollar.
Since many of the models estimating duration models use data from before
2001, price discreteness has been a concern in empirical market microstructure
modeling. Russell and Engle (2005), for example, explicitly account for price
discreteness by modeling price changes conditional upon contemporaneous
duration using a discrete-valued, multinomial model.
As mentioned in Section 3.4, the DMHT model is ﬂexible enough to take
price discreteness into account, yielding an ordered Probit model for price
changes conditional upon all other information, the contemporaneous dura-
tion and the value of the mixing variable. Integrating the Probit likelihood
over the distribution of the mixing variable does not yield an analytic expres-
sion unfortunately.CHAPTER 3 71
In our empirical analysis, we have estimated the model assuming either
continuously observed or discrete price changes. We ﬁnd differences in esti-
mated parameter values that are neither statistically nor economically signiﬁ-
cant between the continuous and discrete model. The fact that starting in 2001,
tick sizes have decreased to 1 cent, thereby reducing the minimum change in
midquote to half a cent, seems likely to have reduced the need for accounting
for price discreteness. Since the discreteness-adjusted model is computation-
ally more intensive due to numerical integration, we report results only for
the continuous price change model in the next section.
3.5.3 Estimation results
Table 3.2 shows the parameter estimates and their standard errors of the two-
step estimation of the model where the ﬁrst step estimates the parameters
of the duration process which are inputs to the second step that estimates
the parameters of the price process. In the table, the standard errors of the
parameters of the price process have been corrected to account for the fact
thattheestimatedparametervaluesofthedurationprocessareusedasinputs,
following Greene (2000).
Parameter b1 b2 m w sM j1
Estimate 0.23 0.94 0.00 8.20 0.24 1.46
(0.018) (0.0028) (.)1 (0.81) (0.020) (0.117)
Parameter j2 j3 n a0 a1 a2
Estimate 8.28 0.48 0.00 0.0142 0.8378 0.1009
(0.887) (0.067) (0.0011) (0.0002) (0.0019) (0.0015)
Parameter r jZ1 jZ2 jZ3
Estimate 0.01 4.86 0.19 -0.76
(0.0063) (0.673) (0.198) (0.070)
1 The estimated value for m is on the edge of the parameter space, so we cannot com-
pute a standard error here.
Table 3.2 – Parameter estimates of the single asset DMHT model (standard errors
in brackets) using the speciﬁcation put forward in Section 3.5.2 and applying two
step Maximum Likelihood Estimation. Data are NYSE transactions in PBG for
February 2008 from TAQ.
The ARMA parameters b1 and b2 are both highly signiﬁcant and the same
holds for the parameter w in the drift of the Brownian motion generating du-
rations and the variance of the mixing variable Mi. Recall that the persistence72 THE DYNAMIC MIXED HITTING-TIME MODEL
in expected durations is given by b1sM
p
2/p + b2 which is estimated at 0.982.
Although the model does not formally have long memory properties, the pa-
rameter estimates give rise to very slowly decaying autocorrelations in dura-
tions; see Section 3.5.3.
Thevalueof sM issuchthattheprobabilitymassofthemixingvariable M is
relatively concentrated; its mean and variance are 0.19 and 0.021 respectively
and only 0.003% of its probability mass lies to the right of one. This enables
the model to ﬁt the large fraction of very short durations without sacriﬁcing
the ﬂexibility to ﬁt also the occasionally very large durations.
The parameter estimates of the intraday seasonality function are such that
the average duration increases up to about 160% of the opening value around
1:20PM and then decreases back to about 50% of the opening value at the close
of the market.
The diurnal adjustment function of the price changes has a strong L-shape
with the variance per unit of time about three times as high around the open-
ing as its minimum value that it attains around 2PM. At the close the variance
of the price change per unit of time is estimated to be only 2% higher than its
minimum. The sum of the a1 and a2 coefﬁcients is 0.94 so the variance process
is persistent. Both coefﬁcients are also highly statistically signiﬁcant.
Embedding the SCD and ACD class
TheDMHTmodelembedsthepopularSCDandACDspeciﬁcationsandPropo-
sitions 3.1 and 3.2 provide the testable implications. Proposition 3.1 states that
the product of the boundary ˜ cti and the drift ˜ mti should be i.i.d. given the
mixing variable Mi. This implies that m should be equal to zero. Since this
is a boundary value in the parameter space and hence standard t-tests are not
valid, we conduct a likelihood ratio test. Next to the model estimated above,
we also estimate a model in which we impose m = 0. The likelihood ratio test
statistic follows a c2 distribution with one degree of freedom under the null.
The test statistic equals 1.3  10 5 so that we cannot reject the SCD speciﬁca-
tion at any conventional signiﬁcance level.
Proposition 3.2 contains the additional conditions that an SCD model needs
to satisfy in order to classify as an ACD model as well. Since the currently es-
timated model does not specify a mixing variable on the drift mti, these condi-
tions are trivially satisﬁed and, thus, the ACD model cannot be rejected either
with the current speciﬁcation. Note however that the implied distribution of
the multiplicative error term in the ACD-type model is non-standard in our
model.CHAPTER 3 73
Model ﬁt
In order to judge the ﬁt of the model, we simulate a data set of one million
durations and corresponding price changes using the estimated parameter
values as inputs. Since the minimum observed duration in the data set has a
length of one second, we set all simulated durations that are shorter than one
to equal one. The average duration in the simulation equals 10.8 seconds and
the standard deviation equals 13.7 seconds. The maximum and median dura-
tion are 346 and 6.3 seconds, respectively, while the 95th and 99th percentiles
are equal to 36.3 and 61.3 seconds. These numbers are fairly similar to the
descriptive statistics in Table 3.1. Figure 3.3 plots the histograms of both the
observed and simulated durations. Judging from the ﬁgure, the model ﬁts the
unconditional duration distribution quite well. It does overshoot the fraction
of very short durations at the sacriﬁce of somewhat longer ones, a character-
istic shared with many of the ACD/SCD-type models, as noted by Bauwens,
Giot, Gramming, and Veredas (2004).
Figure 3.3 – Histogram of simulated and observed durations. Input data are
NYSE transactions in PBG for February 2008, with a total of 42840 observations.
Simulated data are generated using parameter estimates of the PBG data, for a
total of 1M observations.
The autocorrelation structure in the simulated data shows a similar persis-
tence as the original data, with autocorrelations decreasing slowly from 13.1%
at lag 1 to 9.6% at lag 25. Figure 3.4 plots the ﬁrst 25 autocorrelations of both
the observed and simulated durations. We observe that the high-persistency
of durations is adequately captured.
Figure 3.5 illustrates the intraday seasonality for both the observed and
simulated durations, by computing the average duration within each block of74 THE DYNAMIC MIXED HITTING-TIME MODEL
Figure 3.4 – Autocorrelation function of simulated and observed durations. In-
put data are NYSE transactions in PBG for February 2008, with a total of 42840
observations. Simulated data are generated using parameter estimates of the
PBG data, for a total of 1M observations.
Figure 3.5 – Average of simulated and observed durations as a function of cal-
endar time. Input data are NYSE transactions in PBG for February 2008, with
a total of 42840 observations. Simulated data are generated using parameter
estimates of the PBG data, for a total of 1M observations.CHAPTER 3 75
30 minutes starting at the opening of the market. The deterministic function
of calendar time that we use to capture intraday seasonality is able to capture
most of the diurnal variation in the duration series.
Having examined the duration series in more detail, we now turn to the
price changes. While the observed data exhibit a small negative skewness
in the unconditional return series equal to -0.07, the simulated data shows
a large positive skewness of 20. The excess kurtosis of the simulated data is
also much larger than that of the observed data which equals 12.8. The mean
and standard deviation of the simulated price changes are -0.0025 and 33.6
respectively. Summarizing, the distribution of the observed price changes is
much less spread out than the simulated data; the latter shows quite an ex-
treme distribution. A future version of the paper Renault, van der Heijden,
and Werker (2011) will consider alternative speciﬁcations, for example using
a GARCH speciﬁcation tailored to unequally spaced observations as in Med-
dahi, Renault, and Werker (2006).
To conclude this section, we note that the correlation between the price
movements and durations is small and negative in the real data ( 0.0092) and
small but positive in the simulated data (0.0004). Since on such short horizons
the volatility of the price changes is large compared to the directional move-
ments, the correlation between the length of the duration and the magnitude
of the price change is a preferred quantity to consider when examining the
linear dependence between durations and returns. In the Pepsi data this cor-
relation equals 0.124, while in the simulated data it is almost zero at a value of
0.0014. All in all, while the model describes the distribution of the durations
quite well, the modeling of the corresponding price changes and estimation of
the joint model presents an ongoing challenge.
Jointly estimating a model for durations and prices currently yields a di-
urnal adjustment function for the durations that minimizes the standardized
durations of the ﬁnal part of the trading day, so that the diurnally adjusted
durations over the trading day still show a trend instead of varying in a ran-
dom way. Estimating the models for durations and price changes separately
as we have done in this section does resolve this issue. Note that consistent
parameter estimates of the full model can be obtained by either estimating the
joint model in one go or estimate the duration model ﬁrst and use those es-
timated parameter values to estimate the returns model. The only difference
would be that the former method is efﬁcient, while the latter is not. Obtaining
parameter estimates that are statistically signiﬁcantly different between the
two approaches therefore hints at some form of model speciﬁcation.76 THE DYNAMIC MIXED HITTING-TIME MODEL
3.6 Conclusion
This paper develops a structural framework for joint modeling of durations
and associated marks. The durations between events are modeled by the time
it takes a standard Brownian motion with drift to hit a certain random bound-
ary, and the corresponding values of the marks are modeled by additional,
(correlated,) Brownian motions. We derive the Laplace transform and density
function of the conditional distribution of the durations, as well as the density
function of the distribution of a vector of marks conditional upon the contem-
poraneous duration.
Using transaction level data on a single stock, we show that the model is
capable of matching the stylized facts of the duration data. These include high
persistency in the durations, which is induced by high levels of autocorrela-
tion in expected durations, and fat tails as well as a large fraction of very short
durations. The latter two facts are accommodated through the use of the mix-
ing variable M, which has the ﬂexibility to take on both very small and and
relatively large values with positive probability.
We note that while this paper focuses on the probability distribution of a
certain hitting level, there is an interesting dual problem. This problem solves
the question: is it possible to match a given conditional distribution for the
next duration by clever randomization of the hitting level? Jackson, Kreinin,
and Zhang (2009) and Jaimungal, Kreinin, and Valov (2009) address this em-
beddability issue and show that if such a randomization exists, it can be non-
parametrically identiﬁed. They prove existence for a conditional distribution
which is (a – possibly inﬁnite – mixture of) gamma distributions. Because any
continuous probability distribution on the positive real line can be approxi-
mated arbitrarily well (at least pointwise) by a (possibly inﬁnite) mixture of
gamma distributions, their result implies that basically any probability distri-
bution can be generated.
3.A Proofs
Remark 3.A.1 The stopping times appearing in this paper are always ﬁnite with
probability one. It is known that a Brownian motion with zero or positive drift has a
unit probability of hitting a given positive boundary. Under zero drift, the expected
duration, however, is inﬁnite.
PROOF OF THEOREM 3.4.1: First note that Dti+1, given Fti and Mi, only
depends on the Brownian motion W and thus is independent of the BrownianCHAPTER 3 77













with respect to the ﬁltration Fti+h _ Mi. Using that ti+1 is independent of N
(given Fti), we ﬁnd EfNDti+1 j Fti, Mi,Dti+1g = N0 = 1. Using the indepen-
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Hence, Zti+1 given Fti, Mi,Dti+1 follows a Normal distribution with mean
˜ ntiDti+1 + ˜ sti ˜ rti (˜ cti   ˜ mtiDti+1) and variance ˜ s2
ti (1  ˜ rti)
2 Dti+1. 2
3.B Likelihoods
In this appendix, we give explicit formulas for the likelihoods of durations
and prices induced by the Dynamic Mixed Hitting-Time model as speciﬁed in
Section 3.3 and Section 3.4. The difﬁculty in calculating the likelihood lies in
the mixing component Mi, which is supposed to follow a half-normal distri-














Fti and Mi is thus fmti,Micti(Dti+1). The mixing variable Mi itself follows a half-















Integratingoutthemixingvariable Mi in(3.38),leadstothelikelihoodof Dti+1
given past information Fti only. This likelihood is non-standard and given by
f(Dti+1 = tjFti) :=
Z ¥
0
































































From Theorem 3.4.1 we know that the distribution of the price change
DZti+1 := Zti+1   Zti given the contemporaneous duration Dti+1, the mixing
variable Mi, and past information Fti is Gaussian with mean
˜ xti = (nti   rtistimti)Dti+1 + rtistictiMi,
and variance
t2
ti = (1  r2
ti)s2
tiDti+1.
Here, as described in Section 3.3, we impose a single mixing variable Mi that
multiplies the hitting boundary cti. Unobserved heterogeneity is assumed to
be absent in the parameters mti, nti, rti and sti.
In order to compute the likelihood of the price change DZti+1 given the con-
temporaneous duration Dti+1 and past information Fti only, we need the pos-
terior likelihood of Mi given Dti+1 and Fti. From Bayes’ theorem and (3.40),
we ﬁnd








































































Given the contemporaneous duration Dti+1 and past information Fti only, the
likelihood of the price change DZti+1 now can be shown to equalCHAPTER 3 79







































































































3.C Identiﬁcation and parameter restrictions
The model as described in Section 3.5.2 is not fully identiﬁed in its most gen-
eral form. From (3.40) in Appendix 3.B, only the product of cti and sM can be
identiﬁed. Therefore, we impose b0 = 1 throughout. Furthermore, we nor-
malize the intraday seasonality correction for both durations and prices by
imposing
R 1
0 j(t)dt = 1 and
R 1
0 jZ(t)dt = 1. In the estimation, we further
limit the size of the parameter space by imposing the following restrictions.
1. The location of the maximum adjustment value t  argmaxt2[0,1]j(t) 2
[0.25,0.75] which corresponds to the interval [11:15AM, 2:30PM] in cal-
endar time. The same condition is imposed on the diurnal adjustment of
the volatility, jZ(t).
2. j(1)/j(0) 2 [0.5,2], which limits the value of the adjustment at the end
ofthedayrelativetothevalueattheopeningoftheday.Forthevolatility
adjustment, the interval is set to [0.2,5], motivated by the observation in
Andersen, Dobrev, and Schaumburg (2008) that volatility at the opening
can be more than three times as high as volatility at the close.80 THE DYNAMIC MIXED HITTING-TIME MODEL
3. j(t)/j(0) > 1/3, which limits the value of the adjustment at the ex-
tremum relative to the value at the opening of the day. For the volatility
adjustment, the limit is less strict and set equal to 1/15.
4. j1 > j3, jZ1 > jZ3, in order to ensure t is real-valued.CHAPTER 4
OPTIMAL TIMING OF DERIVATIVE TRADES
This chapter is based on Drost, van der Heijden, and Werker (2011b).
4.1 Introduction
Trading takes time and investors take time to trade. Consider an investor who
wants to set up a portfolio of derivatives (on a single underlying). Oftentimes,
for example in the mutual fund industry, portfolios are monitored on a daily
basis. This implies that the investor/portfolio manager will have some free-
dom in choosing the moment to trade, as long as the trade is conducted within
the trading day. For such a setting, we answer the question whether there ex-
ists an "optimal" time to execute the individual transactions, where "optimal"
will be deﬁned more precisely below.
The main contribution of the paper is to show the value of being ﬂexible
in choosing the moment to trade within a period of time for a portfolio of
derivative securities, when the prices of these securities in the portfolio are
non-monotonic functions of the value of an underlying asset. Such securities
can easily be constructed by combining several plain vanilla put and call op-
tions and restricting them to be traded simultaneously. An agent trading a
portfolio consisting of such baskets of plain vanilla options in a Black-Scholes
pricing world, can obtain substantial expected gains – up to several hundreds
of basis points a day – compared to trading at the opening of the market, the
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close of the market or an exogenously given random time. In Section 4.2.3, we
translate the economic problem of choosing the “optimal” time into a multiple
optimal stopping problem, and solve it using an approximating binomial tree
and dynamic programming techniques.
In the very special case that the price of the portfolio is a monotonic func-
tion of the price of the underlying asset, the optimal time to trade can be de-
termined analytically. This optimal time is equal to either the beginning or the
end of the allowed period, and depends on three factors. First, the sign of the
difference between the drift of the underlying stock under the objective and
risk-neutral probability measure. Second, the sign of the partial derivative of
the option price with respect to the stock price. And third, whether the trade
is a buy or a sell.
All three conditions hold in the case of trading a portfolio consisting of a
single put or call options or the stock itself. Assuming the equity premium to
be positive, the call would optimally be bought immediately, while trading
the put would only occur at the end of the time frame.
Theso-called“bang-bang”solutionoftradingatthebeginningorendofthe
trading period is only optimal for portfolios that satisfy two conditions. First,
the price of each asset is a monotonic function of the underlying asset. Second,
the order of trading should be such that ﬁrst one should buy claims of which
the price is increasing in the value of the underlying and sell claims of which
the price decreases with the value of the underlying. Selling assets of which
the price increases with the underlying value and buying assets of which the
price decreases with the value of the underlying should only be done after
that. As soon as these conditions are not met, the optimal trading time will in
general be different from either the beginning or end of the trading period.
An example of a setting where our dynamic programming model can be
used is the rollover of a portfolio consisting of a long position in both a call
and a put option1. Suppose that the investment goal is to hold a portfolio with
these options having maturity closest to one month2. As soon as the time-to-
maturity becomes less than two weeks, the portfolio should be rolled over to
the next expiration. Following the reasoning above, the rollover should be
completed within a single trading day to keep the portfolio characteristics
identical on a daily basis. Risk management restrictions are likely to prescribe
1If the two options happen to have the same exercise price and expire on the same day, this
portfolio is called a straddle.
2As stated below, we will not assume anything about the economic rationale for holding a
given portfolio here. Instead, we provide some references to the literature on portfolio choice
when the asset menu includes options, see Section 4.2.3.CHAPTER 4 83
some order in which trading has to be conducted, in this case for example that
both options have to be bought/sold simultaneously. Another example would
be restrictions on obtaining short positions with unlimited risk without a cor-
responding hedge in place.
As we will explain in Section 4.2.3, such risk management restrictions can
alternatively be viewed as a means of adding risk aversion to the optimization
problem. We note that even if risk management considerations do not lead to
a single prescribed ordering of the trades, our model can still be used. It will
only require an additional run for each of the allowed trading sequences and
picking the one that yields the highest expected cost savings as the optimal
one.
In Section 4.3, we use market data to implement the optimized strategy for
some baskets of options. We use tick level data for the year 2007 on S&P500
index options, being one of the most liquid, exchange traded option classes.
We focus on short term options with maturities between 14 and 41 days, since
these short-term options are the most liquidly traded series. Options with a
maturity of two weeks and more are unlikely to be inﬂuenced by expiration
effects. As a base case, we buy an at-the-money straddle with moneyness (de-
ﬁned as the ratio of the strike over the index level at the start of the day) closest
to, but not smaller than 1.01 on each of the 216 trading days in the sample. The
optimized strategy performs better than the opening and closing strategy on
63% and 92% of the days, respectively, and yields cost savings of 59 and 40 ba-
sis points. We show that the results are robust to different assumptions about
the volatility and risk free rate parameters. Moreover, the optimized strategy
outperforms a strategy that randomly picks a time at which to conduct the
trade.
Research on optimal timing of derivative trades has emerged only recently
in the academic literature. Most closely related to the current paper are a se-
ries of papers by Alexander Kukush and co-authors (Kukush, Mishura, and
Shevchenko (2006), Lundgren, Silvestrov, and Kukush (2008) and Pupashenko
and Kukush (2008), henceforth jointly referred to as "Kukush et al."), who con-
sider the problem of optimally selling a single call option. At time zero an in-
vestor buys a call option with price given by the Black-Scholes formula with
a given level of volatility, equal to the volatility of the underlying stock price
process. After time zero, the market price of the call option depends on the
implied volatility, which is modeled as a second stochastic process, next to
the geometric Brownian motion that describes the dynamics of the stock price
itself.84 OPTIMAL TIMING OF DERIVATIVE TRADES
We deviate in two ways from the aforementioned approach. Firstly, Kukush
et al. assume a separate process for the implied volatility, while in our model
implied volatility is just constant at the stock volatility level. Since we consider
a short trading horizon, the Black-Scholes assumptions of constant parameters
we maintain seem not restrictive from a practical point of view. In the empiri-
cal analysis, we back this claim by performing robustness checks showing that
our results continue to hold in the case of changing volatility and risk free rate.
Secondly, instead of selling a single call option, we consider trading a port-
folio of puts and calls, some of which have to be traded sequentially. We show
that even in the Black-Scholes world the problem of optimal timing becomes
nontrivial by making the plausible assumption that some options have to be
traded simultaneously or in a given order. One example is buying or selling a
straddle, consisting of an identical position in a put and a call having identical
strike and time-to-maturity.
Our focus is on trading portfolios of derivatives and we show that in our
framework the optimal time to trade a stock is trivially equal to either the
beginning or end of the period. In contrast, other researchers have found that
optimal timing of stock trading can be a nontrivial matter in some settings. We
brieﬂy mention some of the recent developments in this area.
The research question focuses on determining optimal moments to buy or
sell a single stock for an investor whose actions do not inﬂuence the mar-
ket price. The investor typically has an investment horizon equal to about
one year. In case the investor wants to sell the stock, he chooses the trad-
ing moment such that it minimizes the difference between the trading price
and the maximum price over the investment horizon, and compares the trad-
ing price with the minimum price over the horizon when buying. The stock
price is assumed to follow a geometric Brownian motion and is not affected
by the investor’s actions. See for example Shiryaev, Xu, and Zhou (2008) and
du Toit and Peskir (2009) for an optimal selling decision and Dai, Jin, Zhong,
and Zhou (2009) for both buying and selling.
Our problem is different from the three papers mentioned above in several
ways. Firstly, we consider the problem of trading a portfolio of derivatives in-
stead of a single stock. Secondly, in contrast with the long investment horizon
of typically a year or more, we consider a short trading horizon of typically
one day during which the portfolio has to be traded and do not care about
what happens after that period.
Thirdly, instead of considering extrema of the stock price over the trading
horizon as a reference value for the optimality of the decision, we compareCHAPTER 4 85
the price of the optimized strategy with the price of trading the portfolio at
deterministic points in time such as the open and the close of the market. Fur-
thermore, we are able to compute explicit expressions for the expected cost
saving at deterministic instances, for example at the end of the trading hori-
zon. These provide natural challengers to our optimal strategy in terms of
expected savings and corresponding risk.
As a robustness check, we also trade the portfolio at a number of exoge-
nously given random times and compare the realized gains. Note that in gen-
eral the investor computes the optimized strategy at the opening of the mar-
ket. At that point, the opening quotes are known and can be used to trade at
zero execution risk. Trading at a future time, even if it is deterministic, does
entail some execution risk for the investor.
Finally, we note that optimal timing of trades for large stock portfolios re-
ceived considerable attention in the literature, starting with Bertsimas and Lo
(1998) and Almgren and Chriss (2000). The main assumption in this literature
is that trading large quantities of a certain asset adversely affects its market
price, hence the objective of minimizing this so-called “price impact”. In con-
trast, in the current paper we assume a small trader whose actions do not
inﬂuence the market price.
4.2 Optimal timing for single options and baskets
4.2.1 Minimizing the expected cost of trading
Thestartingpointofouranalysisisasingle,price-takingagentseekingtohold
by time T0 a given portfolio (H) of contingent claims on a single underlying
asset. The portfolio H describes the holdings (hi) of the different contingent
claims, which we index by i, i = 1,..., I. The ordering of the claims in the
portfolio is such that in the i-th trade, the holding hi is traded. The price of a
claim of type i, denoted by Sit, is a function of calendar time t, the value of the
underlying asset St and characteristics speciﬁc to claim i: Sit = fi(St,t). For
example, if claim i is a plain vanilla option, its characteristics are the expira-
tion time Ti, the strike price Ki, the exercise style (European or American) and
whether it is a call or a put option.
The agent aims to minimize the expected value of the cost of obtaining the
prescribed holdings, under the assumption that his trading does not affect the
market price of the contingent claims. He achieves this aim by choosing in a
smart way the set of times ftig(i=1,...,I) at which to trade contingent claim i. In86 OPTIMAL TIMING OF DERIVATIVE TRADES













where r is the risk free rate, which we assume constant. In words, (4.1) says
that at time ti, the agent trades hi units of claim i and adds hi times the differ-




and the time-0 cost
(Si,0) to the total cost.
Four remarks apply to the problem description (4.1). First, as stated in the
introduction we have assumed that portfolio weights are given and think of
them being the outcome of a portfolio optimization exercise. Asset allocation
problems using derivatives have been extensively studied in the literature.
To motivate the context of our model, we brieﬂy mention some approaches,
although we make no claim to be exhaustive in this respect.
Haugh and Lo (2001) take the dynamic asset allocation that results from
the optimization of expected utility of terminal wealth in a continuous time
setting as a starting point and show how the resulting dynamic strategy can be
replicated by a buy-and-hold portfolio of a bond, a stock and a set of options
on the stock.
Liu and Pan (2003) introduce derivatives in a continuous-time framework
where an investor with power utility maximizes the expected utility of termi-
nal wealth. Stochastic volatility and jump risk generate non-zero demand for
derivatives, because they allow the investor to disentangle diffusion, volatil-
ity and jump risk. Liu and Pan ﬁnd that in the presence of such risks the in-
vestor optimally takes large positions in straddles and out-of-the-money put
options. Note that because their model is cast in continuous-time, the optimal
weights as a fraction of wealth will be constant through time due to the power
utility function as long as the parameters of the model and the prices of risk
remain constant. Chances in wealth induce rebalancing, which would in prac-
tice only be conducted infrequently, even for mutual funds the frequency is
usually only daily.
Dert and Oldenkamp (2000) ﬁnd that an investor who maximizes his ex-
pected return subject to a guaranteed return constraint and a constraint which
maximizes the probability of a loss, optimally takes long and short positions
in both puts and calls.
Das and Statman (2009) use the Behavioral Portfolio Theory of Shefrin and
Statman (2000), splitting the full investment portfolio into mental accounts
serving different purposes such as retirement income or college expenses. InCHAPTER 4 87
this framework, the investor optimally takes nonzero positions in baskets of
options. Examples include a capital guaranteed note, which guarantees a cer-
tain payoff and returns part of the upward potential of the underlying asset,
and a barrier note, which provides the absolute value of the return of a stock
given that the magnitude of the return is smaller than a given value and zero
return otherwise.
Second, as stated above the portfolio H does not only describe the holdings
of the different claims, but also the order in which the different claims should
be traded. This order could be motivated by risk management arguments. For
example, consider a put spread, which consists of a short position in one put
and a long position in another put with the same maturity but a lower strike
in order to cap the risk. Selling the put with the high strike before buying
the put with the low strike entails a risk when the underlying asset moves
by a large amount in between the sale and purchase. Imposing that the long
position should be taken ﬁrst reduces this risk. If it is not possible to determine
a unique ordering of the trades a priori, then the optimal execution ordering
follows from solving the model for the set of allowed sequences and choosing
the ordering that yields the lowest value of the optimization problem.
Third, the inclusion of the price at the start of the trading period, Si0 does
not alter the optimal solution of the problem. We include it as a convenient
normalization, since choosing t1 = t2 = ... = tI = 0 leads to V = 0. The total
time-zero investment associated with any trading strategy is easily found by
adding å
I
i=1 hiSi0 to V. Moreover, this formulation provides a link with the
compound option literature (see for example Kodukula and Papudesu (2006),
Chiarella and Kang (2009) and Griebsch (2009)). The current value of the “op-
tion” equals V. We write “option” since it contains both a right and an obliga-
tion for its holder. At any time t 2 [0,T0) the investor has the right to either
trade or wait, but he is also obliged to trade at T0 if he hasn’t done so before.
Hence, our problem contains a very speciﬁc form of American-style optional-
ity, but only strictly before T0.
Fourth, the linearity of (4.1) suggests that the agent is risk neutral to the un-
certainty involved in trading after t = 0. This suggestion is correct when the
agent is free in choosing the order in which to trade the different parts of the
portfolio. Given the motivation for specifying a certain order of trading above,
the imposition of such an ordering can be seen as approximating for risk aver-
sion of the agent. The difference in expected gain between trading unrestrict-
edly and with the given order then equals the “cost” of imposing the risk
aversion. We return to the implications of this assumption in Section 4.3 and88 OPTIMAL TIMING OF DERIVATIVE TRADES
sketch other ways to approximate risk aversion in the model in Section 4.4.
4.2.2 Optimal trading a single derivative
Suppose the investor wants to obtain before or at time T0 the portfolio H con-
sistingofaposition h inasinglecontingentclaim.Thepriceoftheclaimequals
f(St,t), which we assume to be twice continuously differentiable with respect
to S. In addition, assume the risk free rate r to be constant and suppose the
stock price under the objective probability measure follows an Itô process
where the deterministic drift m(St,t) is continuous in both arguments, and
where the volatility s(St,t) satisﬁes the usual regularity conditions3. Thus,
dSt = m(St,t)dt + s(St,t)dWt, (4.2)
inwhichWt isastandardBrownianmotion.Undertheseassumptions,Lemma
4.2.1 extends results in Kukush, Mishura, and Shevchenko (2006) (compare
their Lemma 2.2). The optimal time to buy the security depends only on the
sign of the product of three factors: the difference between the drift and the
risk free rate, the derivative of the security price with respect to the stock
price and the sign of the optimal holding h (positive for a long position),
sign(h)(m(s,t)   rS)¶f(s,t)/¶s.
Lemma 4.2.1 Suppose the agent wants to trade h units (h > 0 for a buy) of a single
security with price function f(St,t) on a market where the dynamics of the stock are
given by (4.2) and the risk free rate equals r. Then the agent optimally trades the asset
i) at t = 0 if h¶f(s,t)/¶s(m(s,t)   rs) is positive for all s,t,
ii) at t = T0 if h¶f(s,t)/¶s(m(s,t)   rs) is negative for all s,t,
iii) at any t 2 [0,T0] if f(s,t) only depends on t or if (m(s,t)   rs) equals zero for
all s,t.
Proofs are in Appendix 4.B4.
In the remainder of the paper, we focus on portfolios composed of plain
vanillacallandputoptionsinaBlack-Scholesworld,whichimpliesthat m(s,t) 
ms and s(s,t)  ss in (4.2). Corollary 4.2.1 describes the optimal trading deci-
sions when the desired portfolio consists of a single call or put.




0 jm(Su,u)jdu should be ﬁnite.
4Dixit and Pindyck (1994) apply a reasoning similar to that in Lemma 4.2.1 to show that
the stopping region is of the form fS : S > Sg in the real option pricing problem with strictly
increasing payoff function (S   K)+.CHAPTER 4 89
Corollary 4.2.1 Suppose that the stock price S follows a geometric Brownian motion
with drift m > r. Then it is optimal to
i) buy a call option or sell a put option immediately,
ii) buy a put option or sell a call option at the end of the trading horizon.
The reverse decisions are optimal when m < r and no strictly optimal time exists when
m = r.
PROOF: Note that the call price is an increasing function of the stock price
while the put price is a decreasing function. The optimal decisions follow di-
rectly from Lemma 4.2.1 with h > 0 for a purchase and h < 0 for a sale. 2
Note that the stock itself is equal to a call option with strike price zero, and
thus m > r implies that the stock should be bought immediately or sold at
the end of the trading horizon while the opposite holds true if m < r. In the
remainder of this paper, we assume a positive equity premium (m > r) unless
explicitly indicated otherwise.
4.2.3 Trading baskets of options
As long as the relative order of trading puts and calls in Corollary 4.2.1 is
maintained, the optimal trading times for individual options carry over to
baskets of options. In the general case, the optimal timing decision of the agent
is an optimal stopping problem with multiple stopping times, where the form
of the payoff function is speciﬁc to each decision.
To the best of our knowledge, this problem has not received attention in
the literature yet, although the related problem in which the payoff function is
identical for each decision has been studied before in various contexts. Hag-
gstrom (1967) studies optimal stopping problems with two stopping times in
discrete time and shows how to solve the problem as a sequence of two single
optimal stopping times. Carmona and Touzi (2008), Carmona and Dayanik
(2008) and Kobylanski, Quenez, and Rouy-Mironescu (2010) employ the same
solution concept to tackle the multiple optimal stopping problem associated
with pricing a swing option in continuous time.
The solution algorithm for the optimization problem (4.1), as described in
Appendix 4.A, also uses the idea of splitting up the full problem into a se-
quenceofsmallerproblems.Inthealgorithm,weapproximatethecontinuous-
time stock price process on a binomial tree, which is similar to the approach90 OPTIMAL TIMING OF DERIVATIVE TRADES
advocated by Jaillet, Ronn, and Tompaidis (2004). They study the valuation
of swing options, i.e. options that have multiple exercise rights and employ
the trinomial tree approach of Hull and White (1994) with a mean-reverting
price process of the underlying asset. Jaillet, Ronn, and Tompaidis (2004) pro-
vide a heuristic argument to show that the discrete-time solution converges to
the continuous-time solution for decreasing step sizes in the tree. Thompson
(1995) uses the Cox, Ross, and Rubinstein (1979) binomial tree to study the
pricing of a "Take-or-Pay" swing option, popular in energy and commodity
markets. Compared to the standard swing options, the "Take-or-Pay" option
imposes a penalty on the option holder if he fails to meet a condition on the
minimum volume to be exercised on or before the expiration date. The re-
quirement that the portfolio has to be traded by time T0 in our model is a lim-
iting case of such a "Take-or-Pay" clause, in which the penalty equals inﬁnity,
to ensure the trade will indeed be conducted.
Buying a straddle
Even though it may appear that Corollary 4.2.1 covers the optimal trading
policy of a fairly general set of portfolios, it is easy to think of a basket that
is not contained in this set. The simplest example is the purchase of a put no
later than a call. Corollary 4.2.1 shows that both options will be traded at the
sametimeoptimally.Foreaseofexposition,weassumethestrikepriceandthe
expiration date of the call and the put to be the same in this section. Hence,
the portfolio that we trade effectively is a straddle. Qualitatively, the results
do not depend on either of these two assumptions though.
In the remainder of this section, we focus on buying a straddle with strike
price 1.01, assuming a current stock price of 1. This choice is motivated by the
empirical illustration in Section 4.3, where we will focus on the same asset too.
When buying the straddle, the optimal stopping region takes the form fS :
S > S(t)g. For time t0, this region is indicated in Figure 4.1, together with
the current price and payoff at maturity as a function of the stock price. The
dark shaded area marks the interval of the stock price for which it is optimal
to wait, although in the tree the price of the straddle next period is expected
to go up. The stopping boundary marks the turning point above which the
magnitude of the expected price increase outweighs the possibility of a price
decrease due to a downward move of the stock price. Recall that the stock
price under the objective measure is expected to increase, since we assume
m > r.
Figure 4.2 shows the expected gain in basis points of buying the straddleCHAPTER 4 91
Figure 4.1 – Current price (Black-Scholes) and payoff at expiration of a strad-
dle (long one call and one put with strike 1.01) as a function of the stock price
S. Parameter values: r = 5%, s = 15%, option maturity T = 1 month. The
light-shaded region marks all values of the underlying asset for which trading
immediately is optimal. The dark shaded region contains the set of prices for
which it is optimal to wait, while in expectation the straddle value will increase
over the next time step.
optimally, compared to the naive strategy of buying immediately. These re-
sults are obtained using the algorithm described in Appendix 4.A. The ﬁgure
shows that, although small in magnitude, the expected gain is positive for
different combinations of reasonable parameter values. The expected gain of
4 basis points is small because the initial stock price (S0 = 1) is close to the
minimum value of the stock price that would make buying immediately opti-
mal, as can be seen from Figure 4.1. The expected gain of optimizing the time
to trade increases with the moneyness of the straddle. Assuming the current
stock price equals one, then for a moneyness level equal to one, the expected
gain compared to trading at the open increases with moneyness, from 0 to
9.9 basis points for a straddle with moneyness 1 and 1.02, respectively. At the
same time, comparing trading optimally to the close yields expected gains
that decrease from 3.7 to 0.02 basis points when the moneyness of the strad-
dle increases from 1 to 1.02. Next to the expected gain given a value of the
stockprice,thenumericalalgorithmalsooutputstheoptimalstoppingbound-
ary. This function assigns to each point in time the stock price that makes
the agent indifferent between buying immediately and waiting. Hence it com-
pletely characterizes the optimal stopping decision at every point in time.
Figure4.3showstheoptimalstoppingboundaryfortheportfolioconsisting92 OPTIMAL TIMING OF DERIVATIVE TRADES
Figure 4.2 – Expected gain of buying a straddle (long one call and one put with
strike 1.01) in the binomial tree. Default parameter values: m = 10%, r = 5%,
s = 15%, time step D = 30 sec, trading horizon T0 = 1 day, option maturity
T = 1 month, S0 = 1.
of a long position in a single straddle. Each of its subﬁgures plots the effect of
changing a speciﬁc parameter.
The model parameters affect the optimal stopping boundary in different
ways. We discuss the mechanism behind the results for each of the param-
eters plotted in the subﬁgures of Figure 4.3, starting with the drift m. The
drift only affects the objective probability distribution over the nodes, not the
risk-neutral distribution or the location of the nodes. Figure 4.3(a) shows that
the optimal stopping boundary is independent of the value of m, as long as
m > r. At the same time, Figure 4.2 shows that the total gain increases linearly
with the value of m. This is intuitive, since the stopping region is of the form
fS : S > S(t)g and a higher value of m implies a higher probability of an up-
ward move so that there is a higher chance that we actually hit the stopping
region.
The trade-off between waiting and trading entails the trade-off between
the current price (discounted expected value under the risk-neutral probabil-
ity measure Q) and the discounted expected value under P. In order to ensure
that the discounted expected value under Q remains a martingale, an increase
in the risk free rate r implies an increase in the probability of an upward move
under Q. At the same time, because we keep the difference m   r constant
at 5%, the probability of an upward move under the objective measure P in-
creases as well.
The higher discounting pushes the trading decision further into the future,CHAPTER 4 93
(a) drift m (b) risk free rate r
(c) volatility s (d) trading horizon T0
(e) time-to-maturity T (f) time step D
Figure 4.3 – Optimal stopping boundary of buying a straddle (long one call
and one put with strike 1.01) in the binomial tree. Default parameter values:
m = 5%+r, r = 5%, s = 15%, time step D = 30 sec, trading horizon T0 = 1 day,
option maturity T = 1 month, S0 = 1.94 OPTIMAL TIMING OF DERIVATIVE TRADES
because possible adverse movements of the stock price will be weighted less
in present value terms compared to the case of a lower discount rate. This ef-
fect pushes the optimal exercise boundary upwards. At the same time, earlier
trading is favorable due to the higher P-probability, which pushes the optimal
exercise boundary downward. Since the price of the straddle is a nonlinear
function of the price of the underlying asset, it is not clear a priori which effect
dominates.
Figure 4.4 solves this issue by displaying the minimum current value of
the stock for which it is optimal to stop immediately. This stock value is de-
creasing in r as long as r is not too large, which means the adjustment in the
P-probability dominates. For values of r larger than 0.10 however, the min-
imum stock price for which immediate buying is optimal, increases with r
again. Hence, for this region, the discounting effect dominates.
Figure 4.3(b) shows the optimal stopping boundary, being the function that
assignstoeachtime t ofthedayavalue S(t) abovewhichitisoptimaltotrade
immediately, shifting downward with increasing r as long as r remains below
10%. When r increases further, the left part of the boundary starts to shift up
again, as argued in the previous paragraph. The right part of the curve, corre-
sponding to points in time near the end of the trading horizon, continues to
shift downward however, thereby increasing the slope of the whole curve. We
attribute this change to the convexity in the straddle price, which is increasing
with the value of the stock price. For high values of r, the drift of the stock
price m is also high because we ﬁx the difference m   r. Hence, the stock price
is expected to go up fast in the tree, implying an expected accelerating increase
in the straddle price in the future and hence it becomes worthwhile to trade
for lower values of the stock price already. The expected gain of the optimized
strategy over buying at the opening for different values of the risk free rate
follows the same pattern as the minimum value of the stock price for which
immediate buying is optimal, although it seems to bottom out for values of r
somewhat lower than 0.1, as Figure 4.2 shows (recall that the default value of
r equals 5%.
Whereas changes in r for low values of the risk free rate induce mainly
parallel shifts in the stopping boundary, increases in s induce both an up-
ward shift as well as more curvature in the boundary in Figure 4.3(c). Two
potentially offsetting effects can be identiﬁed. On the one hand, due to the
higher variance of the stock price, more extreme stock price values become
more likely. On the other hand, in order to hold the expectation of the future
stock price constant, an increase in s implies a decrease in the probability of anCHAPTER 4 95
Figure 4.4 – Optimal stopping value at time 0 (S(0)) for different values of the
risk free rate r, when buying a straddle (long one call and one put with strike
1.01) in the binomial tree. Default parameter values: m = r +5%, s = 15%, time
step D = 30 sec, trading horizon T0 = 1 day, option maturity T = 1 month.
upward move under both the objective and risk neutral probability measure.
When there is still sufﬁcient time left to trade, the optimal trading decision
is to wait longer, as indicated by the upward shift in the boundary in Fig-
ure 4.3(c) for t close to t0. At this stage, waiting is more proﬁtable because the
higher variance implies an increase in probability of a favorable (downward)
change in the stock price before T0. When the horizon T0 gets closer, the risk
of unfavorable movements becomes more important as there is less time to
offset such unfavorable movements. Figure 4.2 shows that increases in s de-
crease the expected gain from optimal trading, so apparently the increased
risk of adverse movements in the stock price dominates.
Next, we increase the length of the trading period. Since the partial deriva-
tive with respect to time of the option price is negative for both the put and the
call, a longer trading period should enable the investor to capture more of the
decay in time value. The upward sloping curve for T0 in Figure 4.2 as well as
the upward shift in the stopping boundaries for increasing T0 in Figure 4.3(d),
conﬁrm this intuition.
While an increasing trading horizon leads to higher expected gains, Fig-
ure 4.2 shows that increasing the time-to-maturity (T) of the option leads to
decreasing expected gains. The argument is very similar though; longer-lived
options are less sensitive with respect to changes in the stock price and ex-
perience relatively little change in time value within the relatively short trad-
ing horizon. Figure 4.3(e) plots the downward shift in the optimal stopping
boundary as the time-to-maturity increases.96 OPTIMAL TIMING OF DERIVATIVE TRADES
Finally, Figure 4.3(f) shows that the discretization error in the optimal stop-
ping boundary tends to be small even for moderate steps in the time dimen-
sion. Hence, it appears valid to use the simple discrete-time approximation of
the underlying continuous-time optimal stopping problem.
Concluding, we ﬁnd that the optimal time to buy a straddle is determined
by the trade-off between the loss in time-value of the straddle and the possibil-
ity of unfavorable stock price movements in the future. The ﬁrst effect makes
waiting more attractive relative to trading immediately whereas the second
effect leads to the opposite.
Selling a straddle
Selling a straddle yields a globally concave payoff function, for which optimal
stopping boundaries are plotted in Figure 4.5. The stopping region at time t
turns out to be of the form fS : S < S(t)g. Changing the risk free rate r or the
volatility s and plotting the change in the optimal stopping boundary shows
that selling is not just a mirror image of buying.
Figure 4.5(a) shows the ordering of the stopping boundaries for different
values of s to be opposite to that in Figure 4.3(c). Put differently, at any given
time t, the Lebesgue measure of the set of stopping values decreases with in-
creasing s in both ﬁgures. When selling, the curvature of the optimal stopping
boundary increases with s, just as in the case of buying the straddle and for
the same reason: the increase in stock price variance is favorable at the begin-
ning of the period, but less so near the end. In contrast to the crossing curves
in Figure 4.3(c), the parallel shift in Figure 4.5(a) is so large that the curves do
not cross anymore near T0.
The larger parallel shift is due to the combination of a positive drift of the
stockpriceandaconcavepricefunctionoftheshortstraddle.Foragivenstock
price in the dark shaded area in Figure 4.6, the trade-off is as follows. On the
one hand, the stock price is expected to increase due to its positive drift m and
as such there is a reasonable probability to achieve a stock price larger than
the value that yields a zero-delta for the straddle. On the other hand, the ex-
pected proceeds from waiting one more step are less than those from trading
immediately due to the concavity of the short-straddle price function. In the
dark-shaded area, the trade-off favors the positive drift argument and hence
the investor will wait. The concavity of the payoff function makes this region
larger than the one for the convex payoff function obtained when buying the
straddle as in the previous section. For the light-shaded area, the change in ex-
pected proceeds from waiting one more instant is so much lower that tradingCHAPTER 4 97
(a) volatility s (b) risk free rate r
Figure 4.5 – Optimal stopping boundary of selling a straddle (short one call
and one put with strike 1.01) in the binomial tree. Default parameter values:
m = 5%+r, r = 5%, s = 15%, time step D = 30 sec, trading horizon T0 = 1 day,
option maturity T = 1 month, S0 = 1.
immediately is optimal.
The effect of increasing the risk free rate r in Figure 4.5(b) is to decrease
the optimal stopping boundary, just as in Figure 4.3(b). As stated above, the
increase of r implies an increase of an upward move under Q, while leaving
P unchanged. For a stock price just above the optimal stopping boundary, the
difference between the undiscounted expected price changes under Q and P
decreases, and this reduction is large enough to make it optimal to wait.
To conclude this section, we choose a portfolio that is less common, but
yields potentially large gains. The portfolio contains a bearish instrument,
consisting of a long butterﬂy spread with strikes (0.96,0.98,1) and a short but-
terﬂy spread with strikes (1,1.02,1.04). Figure 4.7 displays the corresponding
payoff structure at expiration.
Assume the long position to be bought ﬁrst, the current stock price to equal
1, and all other parameters to equal their default values, then the optimized
strategy yields a value of 830 basis points over the strategy which trades both
butterﬂy spreads immediately. Figure 4.8 contains the stopping and continu-
ation regions for this problem. Figure 4.8(a) considers the problem when the
longbutterﬂyhasbeenboughtalreadyandFigure4.8(b)picturesthefullprob-
lem.
Since the stock price is expected to go up in the tree, if we would trade only
the short butterﬂy we would do so when the stock price attains a value just
above the mid-strike (1.02), in order to maximize the expected selling price
(Figure 4.8(a)). If we add the position in the long butterﬂy, which needs to be
traded ﬁrst, it becomes optimal to only short the butterﬂy (and thus trade the98 OPTIMAL TIMING OF DERIVATIVE TRADES
Figure 4.6 – Current price (Black-Scholes) and payoff at expiration of a short
straddle (short one call and one put with strike 1.01) as a function of the stock
price S. Parameter values: r = 5%, s = 15%, option maturity T = 1 month. The
light-shaded region marks all values of the underlying asset for which trading
immediately is optimal. The dark shaded region contains the set of prices for
which it is optimal to wait, while in expectation the straddle value will increase
over the next time step.
two butterﬂies simultaneously) when the stock price is much higher. At this
value, the proceeds from selling the butterﬂy are much lower, but that holds
evenmoresoforthecostsofthelongpositionsothatthenetgainsarepositive.
4.3 Trading a straddle on the S&P500 index
4.3.1 Data
CBOE’s Market Data Retrieval system provides the trade-and-quote data on
European-style S&P500 index options. Our 2007 sample contains trading data
for 251 trading days and the Jan-Dec expirations of the standard SPX option
class, where the expiration date is the Saturday following the third Friday of
the month. The options are AM-settled which means that the expiration value
of the index is determined by its opening value on the third Friday of the
month.
The data contains both trades and quotes, but for our purposes we retain
thequotesonly.Thefollowingﬁltersapply.Observationsaredeletedthathave
1. a bid-ask spread that is negative or larger than 10 dollars,CHAPTER 4 99
Figure 4.7 – Payoff structure of a portfolio with a long butterﬂy and short but-
terﬂy. The options used to construct the butterﬂy are call options (position @
strike): 1@0.96 2@0.98+1@1 for the long and  1@1+2@1.02 1@1.04 for the
short butterﬂy.
(a) Only the short butterﬂy (b) Both long and short
Figure 4.8 – Optimal decisions when buying a combination of long butterﬂy
and short butterﬂy. The options used to construct the butterﬂy are call options
(position @ strike): 1@0.96   2@0.98 + 1@1 for the long and  1@1 + 2@1.02  
1@1.04 for the short butterﬂy. Default parameter values: m = 5% + r, r = 5%,
s = 15%, time step D = 30 sec, trading horizon T0 = 1 day, option maturity
T = 1 month, strike K = 1, S0 = 1.100 OPTIMAL TIMING OF DERIVATIVE TRADES
2. an ask price equal to 999 dollars,
3. a market condition equal to "HALT" or "FAST". The "HALT" condition
means that trading was suspended during some period of time. This
condition only occurs outside the regular trading hours in our data set.
The "FAST" condition applies whenever the underlying index moves so
fast that the option quotes may lag behind and hence may be unreliable
at that point. This condition is observed on 4 different trading days, but
only two of them affect our sample. We leave those dates out.
4. a time-stamp outside the regular CBOE trading hours (8:30AM-3:15PM
Chicago time)
In order to increase the comparability of strategies between trading days and
reduce expiration effects, we focus on short-term options, which we deﬁne as
those options with time to expiration between 14 and 41 calendar days. This
leaves us with about 101 million observed quotes on 216 trading days.
Market makers on the CBOE are required to provide continuous markets,
and therefore we interpret observed quotes as remaining valid until a new
quote is observed.
We approximate expected dividends using the realized dividends series
from Bloomberg. For the purpose of our analysis, we compute the present
value of the future dividends during the option’s remaining lifetime and as-
sume that no dividends are paid out before the trading horizon T0. The risk
free rate is computed by linear interpolation on the USD historical swap rate
based zero coupon curve obtained from Datastream.
The volatility forecasts are generated using daily realized volatility data of
the S&P500 index from Heber, Lunde, Shephard, and Sheppard (2009).
4.3.2 Optimal timing results
Table 4.1 contains the results of trading different straddles, comparing the op-
timized strategy with trading at the opening (4.1(a)), close (4.1(b)) or the av-
erage of buying at 10 random points in time during the trading day (4.1(c)).
Column 2 in each panel contains the realized gain in basis points of following
the optimized strategy instead of trading at the opening or close, respectively
(with standard errors in parentheses). Columns 3 and 4 show the fraction of
days on which the optimized strategy equals the competing strategy or per-
forms strictly better, respectively. The results on the optimized strategy in theCHAPTER 4 101
Moneyness Opt vs open Opt = open Opt  open
gain (SE) fraction of days
0.99 0 (0) 1 0
1 0.45 (37) 0.16 0.51
1.01 59 (64) 0 0.63
1.02 95 (81) 0 0.58
(a) Optimized versus opening
Moneyness Opt vs close Opt = close Opt  close
gain (SE) fraction of days
0.99 79 (47) 0 0.44
1 49 (30) 0.15 0.40
1.01 40 (12) 0.78 0.14
1.02 6.3 (5.2) 0.97 0.03
(b) Optimized versus close
Moneyness Opt vs random Opt = random Opt  random
gain (SE) fraction of days
0.99 -19 (17) 0.1 0.47
1 -24 (30) 0.02 0.49
1.01 24 (47) 0 0.61
1.02 46 (60) 0 0.58
(c) Optimized versus average over 10 random times
Table 4.1 – Buying a straddle with different moneyness levels (strike/forward
index value). Data are from CBOE for 216 trading days in 2007, using the op-
tions with shortest time to maturity at least equal to 14 calendar days. The risk
free rate is taken from the data, the equity premium is assumed 2%, the volatil-
ity s = 15% per year, trading horizon T0 = 1 day. The time step in the approx-
imating binomial tree equals 10 seconds. The values in column 2 are measured
in basis points, with standard errors in parentheses.102 OPTIMAL TIMING OF DERIVATIVE TRADES
table are calculated as follows. On each day, we pick the options with mon-
eyness closest to but at least as large as the moneyness in the table. For these
options, we compute the corresponding stopping region using the dynamic
programming algorithm described in Appendix 4.A. Then we search in the
data for the ﬁrst time that an index value within the stopping region is ob-
served. The trade is assumed to take place at that time against the prevailing
bid quote for a sale or ask quote for a purchase. If the stopping region is not
hit before the end of the trading day, then we trade against the closing quotes,
determined by the ﬁnal quote observed before 3:15PM.
The randomized strategy displayed in Table (4.1(c)) is introduced to reduce
theinﬂuenceofthespeciﬁcsamplethatwehaveatourdisposal.Theoptimiza-
tion problem in (4.1) is solved in terms of expected costs. In the data however,
we only have a single realization. Trading at completely random times re-
duces the possibility that our results are just due to a favorable realization of
the data. It is calculated as follows. First, we draw ten different random times
during the trading day. Then we implement the strategy that buys the straddle
against the prevailing ask quote at time realized random time. We do this for
each of the ten different random times for each day in the sample (the random
times are the same for each day and for each moneyness level) and report the
difference between the average cost of this strategy and the optimized strat-
egy.
We ﬁnd that for the interesting cases of moneyness levels larger than one
(straddles for lower moneyness levels will be bought immediately in the op-
timized strategy), the optimized strategy still outperforms the randomized
strategy. The realized gains are smaller than those obtained when trading at
theopen(formoneynessequalto1.02)oropenandclose(formoneynessequal
to 1.01) though.
Given the shape of the stopping region obtained in Section 4.2.3, the re-
sults in Table 4.1 are intuitive. For low moneyness levels, it is optimal to buy
immediately and hence the optimized strategy coincides with trading at the
opening. For higher levels of moneyness, the optimized strategy will be quite
different from the strategy that trades at the opening price. For a moneyness
of 1.01, it is usually optimal to wait, starting with a current index level of 1.
Columns 3 and 4 in Table 4.1(a) and 4.1(b) indicate that for the majority of
the days in the sample, trading took place at some time strictly between the
opening and the close for the straddle with moneyness 1.01. The straddle with
moneyness 1.02 should be bought only when the realized intraday log-return
of the index exceeds about 2%, which rarely happened in the sample. There-CHAPTER 4 103
fore, the stopping boundary is not hit on 97% of the days in the sample. On
those days, the optimized and closing strategy coincide.
Figure 4.9(a) plots the histogram of the realized returns, showing the wide
dispersion in realized gains over the days in the sample. A closer inspection
of the individual observations learns that the most negative realized gain of
about -55% corresponds to February 27, the so-called "Chinese correction",
when the S&P500 index lost more than 3% of its value. The index lost value
during the whole day, so that the stopping boundary got never hit and the
optimized strategy executed only at the close of the market, when implied
volatility and hence option prices had jumped.
(a) no stop-loss
(b) stop-loss at -1%
Figure 4.9 – Realized gains from buying a straddle with moneyness closest to
but at least equal to 1.01, using S&P500 index options transactions data. Sample
contains 216 trading days in 2007. The volatility of the index is assumed to be
constant at 15% annually and the risk free rate is taken from the data.104 OPTIMAL TIMING OF DERIVATIVE TRADES
It seems not unreasonable to expect that if an investor sees the market move
against him while he needs to trade, he will do so anyway at a certain point in
time,albeitatalessfavorableprice.Modelingsuchbehaviorwouldeffectively
create another stopping bound for trading the straddle, one that is below the
current one and for which the stopping region contains all index levels below
the boundary. Figure 4.9(b) plots the histogram of gains when comparing the
optimized strategy to buying at the open or close again for the case where the
stop-loss level is set equal to -1% intraday log-return on the S&P500 index.
For 40 days in the sample, a trade is triggered because the index reaches -1%
before it reaches the optimal stopping boundary. Comparing the two charts in
Figure 4.9 learns that indeed the left tail is much less fat when the stop-loss is
active.
For a more detailed overview of the changes in gains brought about by in-
troducing the stop-loss level, we summarize the gain distribution in Table 4.2,
again setting the stop-loss level to an intraday log-return of -1% for the index.
Let us focus again on the straddle with moneyness level 1.01. The stop-loss
cuts off the left tail of the gain distribution, hence we expect a higher mean
gain and a lower standard error in this case. Table 4.2 shows this is generally
true, with an increase in average gain of the optimized strategy of 18, 60 and
25 basis points, when compared against trading at the opening, close or the
average over 10 random times. The standard error of the average gain of the
optimized strategy indeed decreases with the stop-loss added by 13 and 11
basis points respectively, when compared to the opening and the randomized
strategy. The increase in standard error of the average gain of the optimized
strategy versus buying at the close is also to be expected, since the set of days
at which the stop-loss level is binding shows great overlap with the set of days
on which the straddle would only be bought at the close. The latter category
are the days on which the index starts moves away from the optimal stopping
boundary for most of the day. Given that the optimal stopping region is of the
form fS : S > S(t)g, this happens when the index decreases, and hence is
likely to hit the stop-loss level.
To conclude this section, we brieﬂy reconsider the order in which the op-
tions have to be bought. The straddle is comprised of a put and a call option
with the same time to maturity and exercise value. Given the results in Sec-
tion 4.2.2 on single options, if we would not impose the restriction that the
options have to bought simultaneously, then in expected terms it would be
optimal to buy the call option directly and the put only at the end of the day.
For the straddle with moneyness 1.01, Table 4.3 contains the realized gains inCHAPTER 4 105
Moneyness Opt vs open Opt = open Opt  open
gain (SE) fraction of days
0.99 0 (0) 0 1
1 45 (21) 0.18 0.5
1.01 77 (51) 0 0.6
1.02 94 (71) 0 0.55
(a) Optimized versus opening
Moneyness Opt vs close Opt = close Opt  close
gain (SE) fraction of days
0.99 79 (47) 0 0.44
1 123 (53) 0.07 0.45
1.01 100 (52) 0.6 0.25
1.02 50 (52) 0.77 0.13
(b) Optimized versus close
Moneyness Optim vs random Optim = random Optim  random
gain (SE) fraction of days
0.99 -19 (17) 0.1 0.47
1 14 (17) 0.02 0.50
1.01 49 (36) 0 0.58
1.02 52 (51) 0 0.56
(c) Optimized versus average over 10 random times
Table 4.2 – Buying a straddle with different moneyness levels (strike/forward
index value). A stop-loss level of -1% intraday return on the underlying asset
is assumed, at which level the straddle is bought immediately. Data are from
CBOE for 216 trading days in 2007, using the options with shortest time to ma-
turity at least equal to 14 calendar days. The risk free rate is taken from the
data, the equity premium is assumed 2%, the volatility s = 15% per year, trad-
ing horizon T0 = 1 day. The time step in the approximating binomial tree equals
10 seconds. The values in column 2 are measured in basis points, with standard
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Strategy Opt vs ... Opt = ... Opt  ...
gain (SE) fraction of days
open 181 (101) 0 0.56
close 126 (62) 0 0.47
random (average) 128 (86) 0 0.56
Table 4.3 – Buying a put and a call, both with the same expiration date and
moneyness level (strike/forward price equal to 1.01). Data are from CBOE for
216 trading days in 2007, using the options with shortest time to maturity at
least equal to 14 calendar days. The risk free rate is taken from the data, the
equitypremiumisassumed2%,thevolatility s = 15%peryear,tradinghorizon
T0 = 1 day. The time step in the approximating binomial tree equals 10 seconds.
The values in column 2 are measured in basis points, with standard errors in
parentheses.
case the unrestricted strategy could have been applied, assuming the options
are bought at the ask price (similar (unreported) results are obtained when
buying at the midquote instead of at the ask price, see Section 4.3.3). Compar-
ing the values in Table 4.3 to the corresponding ones in Table 4.1 shows that
the cost of imposing the restriction of trading the options simultaneously is
quite large, up to 122 basis points on average over the whole sample, when
comparing the optimized strategy to buying at the opening.
4.3.3 Robustness analysis
We examine the sensitivity of the results when the values of the underlying
parameters or the assumptions about the trading price are changed. Speciﬁ-
cally, we focus in this section on the volatility parameter s, the risk free rate r
and the use of bid and ask quotes or midquotes.
So far, we have assumed a constant value of the volatility parameter s equal
to 15%. The extensive literature on volatility modeling shows that in reality,
volatility is stochastic, with a high persistency. To check the effect of the con-
stant volatility assumption, we replace it by a dynamic volatility forecast. We
generate volatility forecasts using the Corsi (2009) HAR-RV regression model,
which uses daily realized volatilities, possibly aggregated to longer intervals,
as inputs. We use daily, weekly (last 5 days) and monthly (last 22 days) real-
ized volatilities as regressors.
Our methodology is as follows. Suppose our forecast horizon is h days. On
day t, we estimate the HAR-RV volatility model using 5 years (1250 observa-CHAPTER 4 107
tions) of historical data up to date t   1. The estimated coefﬁcients are used
to generate a prediction for the volatility over the period [t,t + h) as the aver-
age of the daily forecasts on days t,t + 1,...,t + h   1. The volatility forecast
generated this way has an average annualized value of 9.9% with a standard
deviation of 3% in the sample. As an additional check, we also run the model
using a ﬁxed volatility level of 10%.
The results of the optimal strategy compared to buying at the opening or
close when using the realized volatility or a ﬁxed volatility level of 10% are
the nearly identical to those obtained using a ﬁxed volatility of 15%. Table 4.4
contains the results. The only number that changes considerably compared to
Table 4.1 is the realized gain when buying a straddle with moneyness 1, com-
pared to buying at the opening. In Table 4.1, an average realized gain of 0.45
basis points was obtained, while in Table 4.4, an average loss of 15 (10) basis
points results when using the HAR-RV volatility forecast or a ﬁxed volatil-
ity equal to 10%, respectively. All three numbers are statistically insigniﬁcant
though.
Secondly, we consider changing the risk free rate from observed yield in
the data to either zero or ﬁxing it at the average observed yield level (5.32%).
Table 4.5 summarizes the results that change compared to Table 4.1.
First, consider setting the interest rate to zero, which has two implications
for the comparison between the optimized and deterministic trading strate-
gies. The ﬁrst is the discounting of future prices, which ceases to exist with
zero interest rates. When comparing the optimized with the opening strategy,
thisshould haveanegative effectonthegain, sincetheoptimized tradewillbe
done no earlier than the opening. This is what we see from the second column
in Table 4.1(a) for moneyness levels 1.01 and 1.02, although again all numbers
are not statistically signiﬁcant.
The second effect is the optimal stopping boundary shifting upwards as in
Figure 4.3(b)). We argue this to be the main contributor to the gain for mon-
eyness level one, as follows. The straddle with moneyness one will be traded
optimally when the stock price moves upward by just a tiny amount (a cou-
ple of ticks from Figure 4.3(b)), while lowering the risk free rate increases this
boundary and hence the index value needs to increase more now before trig-
gering the trade. As a result, the trade will generally take place at a later point
in time than previously, an assertion supported by the decrease in the fraction
of days on which the two strategies coincide, as is clear from comparing the
values in column three between the two tables. The trading strategy for higher
moneyness levels is much less affected by the small change in the optimal108 OPTIMAL TIMING OF DERIVATIVE TRADES
Moneyness Optim vs open Optim = open Optim  open
gain (SE) fraction of days
1 -15 (33), [-10 (34)] 0.34 [0.38] 0.42 [0.38]
1.01 60 (63), [55 (63)] 0 [0] 0.63 [0.63]
(a) Optimized versus opening
Moneyness Optim vs close Optim = close Optim  close
gain (SE) fraction of days
1 39 (33) [43 (33)] 0.1 [0.1] 0.38 [0.39]
1.01 40 (13) [36 (13)] 0.80 [0.79] 0.13 [0.14]
1.02 8.8 (6.2) [9.3 (6.2)] 0.97 [0.97] 0.03 [0.03]
(b) Optimized versus close
Table 4.4 – Buying a straddle with different moneyness levels (strike/forward
index value), for different assumptions about the volatility. The numbers be-
tween brackets refers to a ﬁxed volatility of 10%, the other numbers to a volatil-
ity forecast in the Corsi (2009) HAR-RV model. Data are from CBOE for 216
trading days in 2007, using the options with shortest time to maturity at least
equal to 14 calendar days. The risk free rate is taken from the data, the equity
premium is assumed 2%, trading horizon T0 = 1 day. The time step in the ap-
proximating binomial tree equals 10 seconds. The values in the second column
are measured in basis points, with standard errors in parentheses. We report
only those moneyness levels for which we observe a change in at least one of
the columns, compared to Table 4.1.CHAPTER 4 109
Moneyness Optim vs open Optim = open Optim  open
gain (SE) fraction of days
1 29 (42), [11 (36)] 0.02 [0.18] 0.64 [0.50]
1.01 39 (63), [60 (63)] 0.02 [0] 0.60 [0.63]
1.02 89 (80), [96 (81)] 0.005 [0] 0.57 [0.58]
(a) Optimized versus opening
Moneyness Optim vs close Optim = close Optim  close
gain (SE) fraction of days
0.99 80 (47), [79 (47)] 0.02 [0] 0.44 [0.44]
1 69 (20) [62 (32)] 0.43 [0.14] 0.34 [0.41]
1.01 19 (7.5) [41 (12)] 0.91 [0.78] 0.07 [0.16]
1.02 0.1 (0.3) [6.5 (5.2)] 0.99 [0.97] 0.01 [0.03]
(b) Optimized versus close
Table 4.5 – Buying a straddle with different moneyness levels (strike/forward
index value), for different assumptions about the risk free rate. The numbers
between brackets refers to a ﬁxed risk free rate of 5.32% (the average in the
sample), the other numbers to a zero risk free rate. Data are from CBOE for 216
trading days in 2007, using the options with shortest time to maturity at least
equal to 14 calendar days. The volatility is set to 15%, the equity premium is
assumed 2%, trading horizon T0 = 1 day. The time step in the approximating
binomial tree equals 10 seconds. The values in the second column are measured
in basis points, with standard errors in parentheses. We report only those mon-
eyness levels for which we observe a change in at least one of the columns,
compared to Table 4.1.
stopping boundary when r changes, so there the discounting effect matters
more.
The discounting effect should be favorable to the optimized strategy when
comparing it to the closing strategy, since the closing price will proﬁt maxi-
mally from a non-zero discount rate. In Table 4.5(b), the realized gains of the
optimized versus closing strategy drop compared to those in Table 4.1. Given
the reasoning above, we conclude this result to be due to the upward shift in
the optimal stopping boundary and the corresponding decrease in probability
of actually hitting the border strictly before the close of the market. The fact
that, the number of days on which the optimized and closing strategy coincide
is higher in Table 4.5(b) compared to Table 4.1 supports this view.
Finally, we discuss the appropriate price to use when the trade is con-110 OPTIMAL TIMING OF DERIVATIVE TRADES
Moneyness Opt vs open Opt = open Opt  open
gain (SE) fraction of days
0.99 0 (0) 0 1
1 11 (35) 0.18 0.52
1.01 49 (64) 0 0.63
1.02 105 (84) 0 0.58
(a) Optimized versus opening
Moneyness Opt vs close Opt = close Opt  close
gain (SE) fraction of days
0.99 77 (48) 0 0.47
1 58 (31) 0.14 0.40
1.01 36 (11) 0.78 0.15
1.02 5 (4) 0.97 0.02
(b) Optimized versus close
Moneyness Optim vs random Optim = random Optim  random
gain (SE) fraction of days
0.99 -40 (17) 0.1 0.47
1 -33 (29) 0.02 0.5
1.01 2 (48) 0 0.59
1.02 39 (62) 0 0.57
(c) Optimized versus average over 10 random times
Table 4.6 – Buying a straddle with different moneyness levels (strike/forward
index value). The trading price is assumed to equal the prevailing midquote,
being the average of the bid and ask quotes. Data are from CBOE for 216 trading
days in 2007, using the options with shortest time to maturity at least equal to
14 calendar days. The risk free rate is taken from the data, the equity premium
is assumed 2%, the volatility s = 15% per year, trading horizon T0 = 1 day. The
time step in the approximating binomial tree equals 10 seconds. The values in
column 2 are measured in basis points, with standard errors in parentheses.CHAPTER 4 111
ducted. So far, we have assumed the investor buys at the ask quote and sells at
the bid. Spreads tend to vary over the day, however and are generally larger
near the opening and the close of the market. To examine whether the gains
that we obtain are due to the fact that spreads are smaller when trading away
from both the opening and closing, we also examine the performance of our
optimized trading strategy when the trading price is equal to the midquote,
that is the average of the bid and ask quote. This value is often used to proxy
for the true value of the underlying asset in market microstructure literature.
We do note however that it seems unlikely for a small trader to be able to trade
at the midquote in practice.
Comparing Table 4.6 to Table 4.1 shows that while the average gains de-
crease somewhat, the same holds for the standard error. For the straddle with
moneyness 1.01, the only exemption is the randomized strategy. When using
the ask price to buy, the average gain over the sample equals 24 basis points,
but when using the midquote as trading price, the gain that remains is only 2
basis points on average. Both numbers are not statistically signiﬁcantly differ-
ent from zero however, with a standard error of 47 (48) basis points, respec-
tively.
4.4 Discussion
We discuss several assumptions that have been imposed throughout and the
implications of relaxing them.
Robustness of empirical results
The solution to the optimal timing problem (4.1) chooses the time to trade in
such a way as to maximize the expected gain, while in the empirical imple-
mentation in Section 4.3, only one realization is used for each day. Therefore,
it is not surprising that the time series of differences in realized costs between
the optimized and deterministic strategies is very volatile. Nevertheless, it is
important to separate the contribution of chance and model assumptions to
our results. By using a number of random times to conduct the trade, we at-
tempt to reduce the effect of the sampling period on the results.
From a different angle, the binomial tree model that we have used so far
is a great simpliﬁcation of reality. A model for time series data deﬁnes two
aspects; the marginal distribution of the observations as well as their depen-
dence over time. Regarding the second point, the tree imposes a zero autocor-
relation between returns, an assumption that does not hold in the data. In a
future version of the paper, we implement a resampling scheme that creates112 OPTIMAL TIMING OF DERIVATIVE TRADES
a series of uncorrelated returns to examine the severity of the independence
assumption. A different marginal distribution could be taken into account by
modifying the tree, using for instance the Hull and White (1994) trinomial
mean-reverting tree.
Risk aversion
So far, the agent has been assumed risk neutral with respect to the uncertainty
in the future prices of the contingent claims over the trading horizon, imply-
ing that his decision will be based on expected costs only. Taking account of
risk aversion will generally lead the agent to act earlier in order to reduce the
uncertainty.
As we argue in Section 4.3, risk aversion is implicitly contained in our
model currently, through the order in which the trades have to be conducted
as well as the stop-loss level that might be used to trigger a trade when the
price of the underlying assets moves away from the optimal stopping bound-
ary by a sufﬁcient amount.
Including formal concepts of risk aversion generally lead to a non-linear re-
lationship between the price and the value to the investor. As such, the num-
ber of claims traded ceases to be a sufﬁcient statistic for the current state. In-
stead, also the total price paid for those claims, which is both path-dependent
and endogenous, will have to be taken into account. Hull and White (1993)
and Thompson (1995) propose an extension to the binomial tree for path-
dependentoptionsandmultipleexercisedecisions.Inasimulation-basedframe-
work, the method of Brandt, Goyal, Santa-Clara, and Stroud (2005) can be
used to solve such a dynamic programming problem through approximation
of the optimal policy on a grid of values in the price paid dimension.
4.5 Conclusion
If trading takes time, we might as well use that time to our advantage. This
paper considers the problem of an investor/trader who wants to minimize the
expected cost of setting up a prespeciﬁed portfolio of derivatives on a single
underlying within a given time horizon.
We ﬁnd that when the underlying asset price follows a geometric Brown-
ian motion, the optimal time to trade for simple claims having a payoff that
is monotone in the price of the stock is degenerate and equal to either imme-
diately or the end of the trading period. Whether trading immediately or at
the end is optimal depends on the sign of the difference between the objective
and risk-neutral drift of the stock as well as the derivative of the price of theCHAPTER 4 113
claim with respect to the stock price.
For claims that are not monotone in the stock price, the freedom to wait
some time before trading creates value for the trader. A simple strategy con-
sisting of a long and short butterﬂy spread yields expected gains of several
hundreds of basis points.
The algorithm that we propose to solve the problem, based on a binomial
tree, employs the risk neutrality of the investor. At every node in the tree,
a sufﬁcient statistic to determine the optimal policy is the number of claims
already traded. Therefore, once time is discretized to generate the tree, the
problem can be solved without further numerical approximation.
In an empirical illustration using quote level data on S&P500 index options,
we are able to obtain gains up to 100 basis points on average from implement-
ing our optimized strategy when buying a straddle with moneyness ranging
between 0.99 and 1.02 on each of the 216 trading days in the sample. Signiﬁ-
cant gains of 40 basis points (S.E. 12 basis points) can be obtained when buy-
ing a straddle with moneyness 1.01 and comparing the optimized strategy
against buying at the close. We show that the results are robust against differ-
ent assumptions about the volatility and risk free rate parameters, as well as
assumptions about the trading price. By specifying a stop-loss level in terms
of the realized intraday return on the underlying index as a way of incorpo-
rating risk aversion, we are able to cut off part of the heavy left tail, thereby
increasing the average gain and decreasing the corresponding standard error.
4.A Dynamicprogrammingsolutiontooptimaltim-
ing problem
We develop an algorithm to determine the optimal trading times of general
option portfolios. At each point in time, the agent has to decide between trad-
ing the basket of options immediately and waiting. The future trading price
that the agent will trade against is the result of three different effects. First, the
possible stock price change and its effect on the price of the basket. Second,
the discounting effect, which is deterministic in our set up. And third, the loss
in time value of the straddle. The dynamic programming algorithm that we
describe next, takes all these effects into account.
We use dynamic programming on the binomial tree of Cox, Ross, and Ru-
binstein (1979). This tree has an evenly spaced grid in the time dimension
with N + 1 points, 0 = t0 < t1 < ... < tN 1 < tN = T0; the time step114 OPTIMAL TIMING OF DERIVATIVE TRADES
equals D := tn   tn 1. From one time point to the next, the stock moves
either upward by an amount u  exp(s
p
D) or downward by an amount
d  1/u = exp( s
p
D). The probability of an upward move under the objec-








respectively. At time step n 2 f0,1,..., N   1, Ng in the tree, there are n + 1
nodes indexed by j = 0,1,...,n 1,n, starting at the top node where the stock
price equals S0un jdj.
Let V(n, j,m) be the value function of the discrete-time version of the dy-
namic program in (4.1) at time step n and node j when m claims have been
traded already. Deﬁning PD  ftngn=0,...,N, the set of possible stopping times,
the problem (4.1) in discrete time reads
ˆ V(0,1,0) = max








Si,0   exp( rˆ ti)Si,ˆ ti
)
. (4.4)
In both the continuous and discrete time version of the optimization prob-
lem, we do not impose that claim i needs to be traded strictly after i 1 in (4.1).
Therefore, at any node in the tree we have to determine the optimal number
of remaining claims to trade immediately given the number of claims traded
previously.
Suppose we are at node j at time tn with m claims already traded. Im-
mediate trading of the next M   m claims adds an amount å
M
i=m+1 hi(Si,0  
exp( rtn)Si,tn,j) to the total cost. The value of waiting equals the expecta-
tion of the optimal policy starting next period, given that at that point M
claims have been traded already by that time. By deﬁnition, this optimal pol-
icy equals the value function ˆ V(tn+1, j, M) for node j. Starting from (tn, j) on
the tree, next period node (tn+1, j) will be reached with probability p and node




= p ˆ V(tn+1, j, M) + (1  p) ˆ V(tn+1, j + 1, M).
Note that the trading price is already discounted back to t0, so all quantities
are in terms of t0 monetary units.
1. Start at T0 = tN and compute the value function of the dynamic pro-
gramming problem at each node j for each m = 0,..., I,









2. Go one step backwards in the tree to tN 1. By Bellman’s principle of
optimality, the value function at node j for the number of claims traded
before tN 1 equal to m equals











+ p ˆ V(N, j, M) + (1  p) ˆ V(N, j + 1, M)
)
(4.5)
As at time tN, we need to compute the value function for each value of
m.
3. Repeat Step 2., iterating backwards in time until t0 = 0 and obtain
ˆ V(0,1,0), the value function of the discretized version of (4.1).
The value of the optimal trading strategy equals the present value of the
expected cost savings over the naive strategy of trading the whole portfolio
immediately. For each node in the tree we determine the optimal decision.
The binomial tree approach is convenient in this respect, since we do not need
to specify the shape of the continuation and stopping regions a priori. Peskir
and Shiryaev (2006) note that it is very difﬁcult to prove that the boundary
between the continuation and stopping regions is unique. They also note that
problem-speciﬁc arguments should be used to guess the shape of the regions
in the state space. In the tree, this problem is circumvented because the set of
decisions for all nodes at a certain point in time provides a direct character-
ization of the stopping region in terms of the value of the underlying stock.
Therefore, also alternating stopping and continuation regions can be dealt
with easily in the binomial tree, which gives it an advantage over methods
such as PDE-based algorithms.
Whilewehaveassumedaconstantinterestratesofar,incorporatingstochas-
tic interest rates is straightforward since at any point in the tree we only need
the realized interest rates up to that point to decide between stopping or con-
tinuing. Hence the only addition would be to generate interest rates on the
tree, for example using the methods described in Shreve (2004).
To conclude this section, we note that the additional complexity from trad-
ing I different claims instead of 1 is of order I2. At each node we have to keep
track of I possible values, each of which describes the optimal policy given a
number of claims already traded. For every single one of the I values, we have
to compute on average I/2 numbers to determine the optimal future policy.116 OPTIMAL TIMING OF DERIVATIVE TRADES
4.B Proofs
PROOF OF LEMMA 4.2.1: By the third remark following the problem descrip-




where the minimum is taken over all stopping times t 2 [0,T0]. In the follow-
ing, let fx be the partial derivative of f(.,.) with respect to x. By Itô’s Lemma,
the dynamics of the discounted portfolio value hexp( rt)f(St,t) under the
objective probability measure for a given t are
he rt










We need to show that the bracketed term only contains the product of fs and
(m(s,t) rs), for which we employ the Black-Scholes partial differential equa-
tion (PDE). The Black-Scholes PDE remains valid when m(s,t) and s(s,t) are
non constant functions of time, as long as they are both deterministic. It is
given by




Plugging in (4.8) into (4.7), the dynamics of the discounted portfolio value
hexp( rt)f(St,t) becomes
he rt ffs [m(St,t)   rSt]dt + fss(St,t)dWtg. (4.9)
To prove the ﬁrst statement we need to show that the expectation of the dis-
counted portfolio value at any stopping time is at least equal to the current
value.
We assume hfs [m(s,t)   rs] > 0 8(s,t) so that the discounted portfolio
value is a submartingale. The optional stopping theorem (see for example




he rt f(St,t) j F0
	
 hf(S0,0) 8t 2 [0,T0],
which proves the ﬁrst statement. The second and third statement follow simi-
larly by showing that the discounted portfolio value process is a supermartin-
gale (second statement) or a martingale (third statement). 2CHAPTER 5
CONCLUSIONS AND FUTURE RESEARCH
In this chapter, I brieﬂy summarize the main ﬁndings of the studies in this dis-
sertation in Section 5.1. Section 5.2 describes a few of the possible extensions
of the current work, which are left for future research.
5.1 Conclusions
In Chapter 2, a static general equilibrium model is proposed in which in-
vestors with heterogeneous beliefs about future stock volatility and mean-
variance preferences maximize their expected utility from investing in a single
stock and a set of derivatives written on that stock. We calibrate the model to
daily observations of short-term options on the S&P500 index using a sample
of 216 trading days in 2007 with on average 79 options per day used in the
calibration. We assume the market is populated by two groups of investors
with individual beliefs and different risk aversion, coined “intermediaries”
and “end-users”, respectively. We show heterogeneous beliefs about volatil-
ity are able to explain several stylized facts of option market data. The Root-
Mean-Squared-Error of option prices in terms of their Black-Scholes implied
volatilities is only 60 basis points on average. The intermediaries group holds
a short position in OTM puts in equilibrium on more than 60% of the days
in the sample. The median portfolio return realized by holding the portfolio
until the expiration date of the options for this group equals 195% annualized
compared to -184% for the end-user group, which hints at the intermediaries
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being the group of agents to better process the available information and de-
termine the corresponding portfolio holdings.
Chapter 3 proposes a structural model for durations between events and
associated marks. The model is structural in the sense that both durations and
marks are generated by a multivariate, latent, underlying Brownian motion.
In particular, durations are modeled as the successive passage times of one
component of this Brownian motion relative to in itself random boundaries.
The other, correlated, Brownian components generate the marks. These multi-
variate Brownian motions allow us to incorporate a vector of marks combined
with a single duration generating process. Our model embeds in particular the
class of stochastic conditional duration and autoregressive conditional dura-
tion models and thereby provides a speciﬁcation testing framework. We il-
lustrate the model on the Pepsi Bottling Group trading at NYSE and show
that the duration dynamics are adequately captured by our model, while the
link between durations and prices – measured by the correlation between the
Brownian motion generating the durations and the Brownian motion govern-
ing the price changes – is weak and not statistically signiﬁcantly different from
zero.
Finally, Chapter 4 studies the optimal time to trade a portfolio of deriva-
tives, within a given short time frame such as one trading day. The problem
is formulated as an optimal multiple stopping problem which can be solved
using the proposed dynamic programming algorithm based on a recombin-
ing binomial tree. The model is tested for a portfolio consisting of a straddle
(a put and a call option with the same exercise price and expiration date) us-
ing quote-level S&P500 index options data. When buying a straddle, the opti-
mized strategy performs at least as good as buying at the opening, close or a
random time on 63%, 92% and 61% of the sample trading days, respectively.
The respective realized cost savings for the optimized strategy equal 59, 40
and 24 basis points.CHAPTER 5 119
5.2 Recommendations for Future Research




ness of implied volatility slopes for short-term options, see for instance Das
and Sundaram (1999) and Jones (2003). Eraker, Johannes, and Polson (2003)
stress the added value of including jumps in returns in the dynamics of the
stock price for several reasons. Jumps allow to capture non-normalitiesin both
the conditional and unconditional return distribution, while at the same time
lowering the level of the volatility process needed to match the empirically
observed return distribution.
An extension of the model in Chapter 2 would therefore be to include the
possibility of a (negative) jump in the distribution of the future stock price.
One way to do so is to assume that the stock price conditional upon the vari-
ance is lognormally distributed both with and without a jump occurring, but
with a different mean in case of a jump, which happens with a certain proba-
bility. It is an empirical question whether agents are heterogeneous about the
probability and size of a possible jump in the stock price.
Dynamic extension
The current, static model implies no learning on part of the agents from the
errors they commit in forecasting volatility or from the demands and prices
they observe in the market. Since the distributions in the model are speciﬁed
in terms of future prices and not returns, the distributions are non-stationary
so extending the model to multiple periods is non-trivial.
Assuming the non-stationarity to be dealt with, a dynamic version of the
model could incorporate learning, for example by Bayesian updating of the
perceived stock price distribution (Pastor and Veronesi (2009) provide a re-
cent review of this literature). It is important to note that with heterogeneous
beliefs, learning does not necessarily imply that agents’ beliefs converge over
time. Kurz (1994) and Kurz and Motolese (2001) discuss conditions under
which it is possible for agents having rational beliefs to remain in disagree-
ment over the future asset price distribution, even when the number of data
points increases to inﬁnity.
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would be to develop an overlapping generations model in which informa-
tion transfer from an old to a new generation of economic agents is imperfect.
Such a model would ﬁt in the tradition of the so-called "rational beliefs" litera-
ture, developed in Kurz (1994). In this literature, the compatibility of beliefs is
judged by their relative accordance with past data, as opposed to the Bayesian
setting in which the criterion to judge beliefs is the distribution of the data in
the distant future.
5.2.2 The Dynamic Mixed Hitting-Time model
Zero-length durations
In the current version of Chapter 3, durations of length zero are deleted from
the TAQ data set, prior to estimating the model. As stated in Section 3.5.1, the
maintained assumption is that trades observed within the same second stem
from a single order that is executed in parts. With the increases in both trading
volume and number of trades as observed over the past decade, the validity
of this assumption becomes questionable. One way to alleviate the restriction
starts by observing the following. Durations in the data are observed on a dis-
crete time scale, while they are continuous random variables in the DMHT
model. Furthermore, a zero duration in the data means that on a continuous
scale, the duration would be between zero and one. Hence, one way to correct
for the discreteness and also take all zero durations into account is to apply a
continuity correction by adding half a second to all discretely observed dura-
tions, including the zero durations.
Correlations
An ongoing challenge in Chapter 3 is to model the correlation between du-
rations and prices. While theoretical models of market microstructure have
argued that expected returns and variances per unit of time might be affected
differentlyforlongandshortdurations,thecurrentsetupoftheDMHTmodel
basically ties the two together. The correlation parameter r between the dura-
tion and price Brownian motion governs both the expected return and the
variance, which appears too restrictive for the data.
One way to decouple the two moments is to let the variance of the log-
returns per unit of time, s2
t , depend on the value of the mixing variable M
by a normalization, ˜ s2
t = s2
t /M2. A caveat of this approach is that with M
half-normally distributed, the density for M = 0 is positive. As argued inCHAPTER 5 121
Chapter 3, the positive density at zero facilitates ﬁtting the large fraction of
very short durations observed in the data, but it also implies that ˜ s2
t might
explode. Hence, a different probability distribution for the mixing variable is
needed. As long as the density of the mixing variable is of the form f(m) =
mk exp( am2   bm) for k 2 N, a 2 R++ and b 2 R, the joint likelihood of
durations and price changes in the DMHT model can still be determined in
analytical form.
Empirical applications
The DMHT model provides a ﬂexible parametric framework for empirical
analysis of durations and corresponding marks, currently applied to trade
durations of a single stock. For single assets, the analysis of causality rela-
tionships between prices and durations could be extended. In particular, we
plan to address Hamilton and Jordá’s issue of updating our forecast on the
remaining time to wait until the next event, on the basis of information that
has arrived since the most recent transaction, typically when current time ti is
such that ti < t < ti+1.
For multiple assets, possible applications of the model include pairs trad-
ing applications (see for example Elliot, Van der Hoek, and Malcolm (2005),
Gatev, Goetzmann, and Rouwenhorst (2006) and Do and Faff (2010)) and the
study of price discovery relationships in tick time, such as lead-lag relation-
ships between stock, futures and options. In the past, these studies have al-
ways used some (arbitrary) aggregation of data into ﬁxed-length bins (see e.g.
Stephan and Whaley (1990), de Jong and Donders (1998) and Kang, Lee, and
Lee (2006)), which implies the loss of information in the analysis.
5.2.3 Optimal Timing of Derivative Trades
Price processes with jumps
The limit of the recombining binomial tree stock price model as the time step
D goes to zero is a Geometric Brownian motion (GBM). It is well-known how-
ever that a GBM does not accurately describe the dynamics of stock prices
over short periods of time. As noted by Lo, Mackinlay, and Zhang (2002) for
example, price changes in the data are more leptokurtic than those implied by
theGBM.Moreover,pricechangesmeasuredattimesofquotechangesaredis-
crete, and lie on a grid determined by the tick size. Therefore, jump-diffusion
models or models based on Lévy processes are better approximations of the122 CONCLUSIONS AND FUTURE RESEARCH
stock price process on intraday horizons. Hence, one extension of the model
in Chapter 4 would be to include jumps in the dynamic process of the stock
price.
In a discrete-time setting, tree methods, as developed by Amin (1993) for
example, can be used to approximate stochastic processes with jumps and the
interpretation of stopping at time step n when the process jumps over the
boundary between n and n 1 remains valid. In continuous time, the problem
is more subtle, but Cont and Tankov (2004) show that as long as the jump part
of the process is of ﬁnite-activity, the existence of an optimal stopping time
can still be proved and its interpretation remains valid.
Large trades
Hitherto, the investor has been assumed to be a price taker; this assumption
remains valid as long as the size of the total portfolio is small. For large trades
however, it seems appropriate to take their impact on the market price into ac-
count;anextensionthathasbeenstudiedextensivelyinthecontextofaliquid-
itytradertradinglargeportfoliosofstocks.Inatheoreticalframework,trading
rules have been proposed that describe the optimal speed of trading according
to some metric such as maximizing the value-weighted average price, see for
example Almgren and Chriss (2000), Bertsimas and Lo (1998), Gatheral (2009),
Huberman and Stanzl (2004) and Huberman and Stanzl (2005) and references
therein.
Empirical studies of price impact in stock markets (e.g. Hasbrouck (1991)
and Dufour and Engle (2000)) have shown that the full impact of a trade is
only revealed with a certain lag and that price impact is an increasing, concave
function of the trade size. Price impact at the transaction level in derivatives
markets has not been studied yet, however. The reasons for this gap in the lit-
erature are not obvious, but the absence of widely available transaction level
data for option markets might have contributed to the lack of such studies. Re-
cently,suchdatahasbecomemorebroadlyaccessible;in2008,forexample,the
CBOE made their transaction level data for options series traded in Chicago
available to the general public. Such data enables the study of price impact
in derivative markets, which in itself would provide an important building
block for extension of the analysis in Chapter 4 to the trading large portfolios.BIBLIOGRAPHY
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1539–1557.SAMENVATTING (DUTCH SUMMARY)
Bij het bestuderen van ﬁnanciële markten in academisch onderzoek, wordt
veelal uitgegaan van enkele basisprincipes, zoals het ontbreken van arbitrage-
mogelijkheden en de efﬁciënte markt hypothese, die zegt dat prijzen op een
ﬁnanciële markt ten alle tijden alle beschikbare informatie correct weergeven.
Tevens wordt vaak aangenomen dat alle investeerders volledig rationeel zijn,
in de zin dat ze de volledige verdeling van toekomstige prijzen van de effecten
kennen, dat iedere afzonderlijke investeerder weet dat andere investeerders
dit weten en dat iedereen daar ook naar handelt. Er is met andere woorden
geen ruimte voor onenigheid over de verdeling van toekomstige prijzen.
Het lezen van krantenartikelen of rapporten van analisten met verwachtin-
gen over toekomstige prijzen van aandelen en andere ﬁnanciële instrumen-
ten doet echter vermoeden dat het niet zo triviaal is aan te nemen dat alle
investeerders overeenkomen in hun verwachtingen wat betreft de toekomst.
Dit geldt zelfs de economische agenten die markten op zeer regelmatige basis
volgen en waarvan verwacht mag worden dat ze op de hoogte zijn van de
relevante informatie.
Hoofdstuk 2 verlaat daarom de aanname van gelijke verwachtingen en
neemt in plaats daarvan aan dat verwachtingen over de toekomst speciﬁek
zijn voor iedere individuele agent. Meer in het bijzonder, het model in dit
hoofdstuk gaat ervan uit dat de agenten verschillen in hun verwachtingen
omtrent de beweeglijkheid (volatiliteit) van een aandeel, en bestudeert de ef-
fecten van die aanname op de prijzen van opties die op dat aandeel geschre-
ven worden. In het tweeperiodenmodel van hoofdstuk 2 maximaliseren agen-
ten een individu-speciﬁeke afweging tussen het verwachte rendement en de
verwachte variantie van een portefeuille van een aandeel en de bijbehorende
opties. Hierbij gaan de agenten ervan uit dat hun eigen interpretatie van de
beschikbare informatie de juiste is.
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Een evenwichtsmodel dat poogt de markt voor opties te modelleren, dient
in elk geval aan twee voorwaarden te voldoen. Ten eerste moet het in staat zijn
om de in de markt geobserveerde prijzen van opties te genereren. Daarnaast
is er de observatie dat het netto aanbod van opties nihil is, dat wil zeggen dat
als de ene investeerder één optie wil kopen, een andere investeerder die op-
tie zal moeten willen verkopen of creëren, in tegenstelling tot een aandeel of
obligatie, waar de uitgevende instantie voor een bepaald aanbod zorgt dat in
de markt wordt gezet. Gegeven het feit dat de handel in opties hedentendage
zeer levendig is, dient het evenwichtsmodel in staat te zijn een markteven-
wicht te genereren waarin er zowel investeerders zijn die een positieve positie
in willen nemen als investeerders die een negatieve positie in willen nemen.
Beide zijn mogelijk in een model waarin investeerders inderdaad verschillend
denken over de toekomstige prijsverdeling van een aandeel en de opties. In
hoofdstuk 2 wordt voor het eerst een model ontwikkeld waarbinnen de prij-
zen van het aandeel en de opties simultaan, in een algemeen evenwicht, wor-
den bepaald. Hiermee wordt een invulling gegeven aan de observatie in de
literatuur dat de introductie van opties in de markt invloed heeft op het prijs-
proces van het onderliggende aandeel.
De empirische sectie van hoofdstuk 2 gaat ervan uit dat investeerders in de
economie in twee groepen kunnen worden opgedeeld, zijnde de intermediairs
en de eindgebruikers. Eerder onderzoek heeft laten zien dat de intermediairs
over het algemeen een negatieve nettopositie hebben in opties op aandelen-
indices. De resultaten van hoofdstuk 2 voor prijzen en portefeuillesamenstel-
lingen van S&P500 index opties over 2007 laten zien dat de posities van deze
groep van investeerders corresponderen met een lagere risicoaversie dan de
posities van de groep van eindgebruikers.
Hoofdstuk 3 bestudeert één van de onderdelen van de efﬁciënte markt hy-
pothese, namelijk dat de marktprijzen op elk moment alle beschikbare infor-
matie weergeven. Het opzetten van een transactie kost echter tijd, en de li-
teratuur over het prijsverloop na een transactie toont aan dat er meerdere
transacties voorbijgaan voordat nieuwe informatie in z’n geheel in de prijs
is opgenomen. Deze observaties leiden tot de vraag hoe de tijd die verloopt
tussen transacties (of meer algemeen een gebeurtenis) op de ﬁnanciële markt
informatief is over de mate waarin nieuwe informatie in de prijs verwerkt
wordt.
HetDynamicMixedHitting-Time(DMHT)modelzoalsontwikkeldinhoofd-
stuk 3 biedt een structureel kader voor de simultane analyse van duraties (de
tijd die verloopt tussen twee gebeurtenissen) en gerelateerde variabelen (zo-SAMENVATTING 139
als bijvoorbeeld de prijs van een aandeel zoals geobserveerd op het moment
dat er een gebeurtenis plaatsvindt). Het model is structureel in die zin dat de
duraties in het model gelijk zijn aan de tijd die verloopt voordat een laten-
te brownse beweging een (mogelijk stochastische) grens raakt. Additionele,
mogelijk gecorreleerde, brownse bewegingen worden gebruikt om de dyna-
miek van de gerelateerde variabelen te beschrijven. Speciﬁeke keuzes voor de
verdeling van de stochast die het stochastische deel van de stopgrens van de
eerste brownse beweging beschrijft maken het mogelijk een analytische uit-
drukking af te leiden voor de aannemelijkheidsfunctie (likelihood function).
Tegelijkertijd biedt de theorie over brownse bewegingen een uitgebreide ge-
reedschapskist voor probabilistische en statistische analyse van het model.
Het DMHT model omvat een hele klasse van in de literatuur bekende dura-
tiemodellen in gereduceerde vorm, zoals Autoregressive Conditional Durati-
on (ACD) en Stochastic Conditional Duration (SCD) modellen, en biedt daar-
mee een kader voor speciﬁcatietesten van deze klasse van modellen. Het para-
metrische model biedt verder een alternatief aan eerdere, semi-parametrische
modellen uit de literatuur voor het bestuderen van causaliteitsrelaties tussen
prijzen en duraties. De structurele opzet van het model zorgt voor interne con-
sistentie in de volgende zin. Stel onderzoeker A informatie heeft over K ver-
schillende aandelen en gebruikt al deze informatie gebruikt om het DMHT
model te schatten. Onderzoeker B heeft toegang tot een uitgebreidere infor-
matieset van K+1 aandelen en schat het DMHT model gebruikmakend van al
deze informatie. Zolang onderzoeker B de informatie over het (K+1)de aan-
deel niet gebruikt bij het bijwerken van de model parameters voor de eerste
K aandelen, zullen de schattingen van beide onderzoekers met elkaar corres-
ponderen.
De empirische analyse van transactiedata van aandelen van de New York
Stock Exchange laat zien dat het DMHT model in staat is om enkele empiri-
sche regelmatigheden van deze data, zoals een dikkestaartverdeling en lage,
maar zeer persistente autocorrelaties, te repliceren. De hypothese dat een SCD
model een goede beschrijving vormt van de data kan niet worden verworpen.
Het laatste hoofdstuk van dit proefschrift, hoofdstuk 4, beschouwt het pro-
bleem van een investeerder die een portefeuille met opties wil verwerven en
daarvoor een vooraf vastgestelde hoeveelheid tijd ter beschikking heeft. Het
doel van de investeerder is de netto contante waarde van de verwachte kosten
van de portefeuille te minimaliseren door het tijdstip waarop de transacties
in de opties worden uitgevoerd op een slimme manier te kiezen. Dit hoofd-
stuk is gemotiveerd door de vooruitgang in de infrastructuur van ﬁnanciële140 SAMENVATTING
markten, waardoor vele investeerders vandaag de dag direct toegang hebben
tot het limietorderboek zodat ze veel sneller kunnen handelen dan voorheen,
toen de tussenkomst van een broker vereist was om een transactie tot stand te
brengen. Een belangrijke aanname van hoofdstuk 4 is dat de te verhandelen
portfolio dusdanig klein is van omvang, dat ze in haar geheel tegen de gege-
ven marktprijzen verhandeld kan worden. In andere woorden: de acties van
de investeerder hebben geen invloed op de marktprijs van de opties.
Onder deze aannames en de assumptie dat de dynamiek van het onderlig-
gende aandeel beschreven wordt door een geometrische brownse beweging,
laten de resultaten van hoofdstuk 4 zien dat voor simpele, plain vanilla op-
ties het optimale moment om te kopen of verkopen altijd samenvalt met het
begin of het eind van de periode waarin gehandeld kan worden. Dit resultaat
geldt voor (mandjes van) opties waarvoor de prijs een monotoon stijgende of
dalende functie van de prijs van het onderliggende aandeel is.
Voor alle overige (mandjes van) opties is het optimale moment om te han-
delen niet analytisch te bepalen. Dit moment is echter wel te bepalen aan de
hand van een numeriek algoritme. Het algoritme dat hoofdstuk 4 voorstelt is
gebaseerd op de benadering van de geometrische brownse beweging in dis-
crete tijd en de principes van dynamisch programmeren. De output van het
algoritme is een functie die aan elke combinatie van tijdstip, prijs van het aan-
deel en het aantal reeds verhandelde (mandjes van) opties, voorschrijft hoe-
veel van de resterende mandjes er direct verhandeld dienen te worden.
Het algoritme wordt toegepast op het aan- en verkopen van een zogenaam-
de straddle, een combinatie van een put en een call optie met eenzelfde uitoe-
fenprijs en expiratiedatum. De resultaten laten zien dat het optimale moment
omdestraddleteverhandeleninhetalgemeenstricttussenhetbegin-eneind-
punt van het beschikbare tijdsinterval ligt. Afhankelijk van de uitoefenprijs en
looptijd van de straddle varieert de contante waarde van de verwachte winst
tussen nul en enkele tientallen basispunten in vergelijking met het verhande-
len van de straddle aan het begin of eind van de periode. Voor meer inge-
wikkelde combinaties van opties kunnen de verwachte winsten oplopen tot
enkele honderden basispunten.
In een empirische analyse wordt een straddle op de S&P500 index gekocht
op elk van 216 handelsdagen in 2007. Met behulp van data op quoteniveau
kan op elk moment de prijs van de optie worden bepaald. De resultaten la-
ten zien dat er gemiddeld genomen kleine winsten gerealiseerd worden door
de strategie die uit het voorgestelde algoritme te volgen in vergelijking met
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stip daartussenin. Echter, de variatie in de behaalde winst over verschillende
dagen is zeer groot, waardoor het resultaat niet statistisch signiﬁcant is. Het
instellen van een drempelwaarde voor de prijs van het aandeel, waar beneden
direct wordt gehandeld, heeft een positief effect op zowel de gemiddelde ge-
realiseerde winst (wordt groter) als op de gerealiseerde variantie van de dage-
lijkse winst (wordt kleiner), maar dat is niet genoeg om statistisch signiﬁcante
gemiddelde winsten te behalen.