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Abstract
One hundred years after Albert Einstein predicted the existence of gravitational waves
in his general theory of relativity, the Laser Interferometer Gravitational-Wave Observatory
(LIGO) made the first direct detection of gravitational waves. Since the first detection of
gravitational waves from a binary black hole merger, LIGO has gone on to detect gravi-
tational waves from multiple binary black hole mergers, and more recently from a binary
neutron star merger in collaboration with telescopes around the world. The detection of
gravitational waves has opened a new window to the universe and has launched the era of
gravitational wave astronomy.
With the first detection of gravitational waves now two years behind us, work has
already begun on improving the sensitivity of Advanced LIGO and planning for future
generations of gravitational wave interferometers. One of the main limiting noise sources for
current and future gravitational wave detectors is quantum noise, which includes quantum
radiation pressure noise that originates from the quantum nature of the photons that reflect
off of the test masses.
Chapter one provides an introduction to gravitational wave sources and detectors. It
also describes the noise sources that limit the sensitivity of interferometeric gravitational
wave detectors like Advanced LIGO and includes a detailed description of the origin of
quantum noise and its effect in interferometers.
Chapter two introduces the concept and properties of optical springs. Much of the
experimental work presented in the rest of this thesis utilizes an optical spring.
This thesis investigates quantum radiation pressure noise and techniques to reduce
quantum noise in gravitational wave interferometers. The experimental research contained
in this thesis uses an optomechanical Fabry-Pérot cavity in which one of the cavity mirrors is
a microresonator consisting of a micro-mirror suspended by a cantilever structure. Chapter
three outlines the design and construction of the optomechanical cavity that is housed in
a vacuum chamber and sits on a suspended optical breadboard to provide isolation from
xii
seismic motion. Chapter three also includes details on the design of the cantilever micro-
mirror used in the optomechanical cavity. The experiments in this thesis can be divided
into two main categories: the characterization of optical springs and the measurement of
broadband quantum radiation pressure noise.
Chapter four of this thesis focuses on the characterization of optical springs. I present
results from an experiment that uses radiation pressure to control an optomechanical cavity
and investigates the feedback control needed to keep the system stable. In chapter five, I
present results from an experiment in which we create an optical spring using a beamsplitter
rather than the canonical example of an optical spring in a detuned Fabry-Pérot cavity.
Chapter six of the thesis describes the experiment and results of a broadband measure-
ment of quantum radiation pressure noise. I present a measurement of a noise spectrum in
which the effects of quantum radiation pressure noise are observed between 2 kHz and 90
kHz, including a frequency band between 10 kHz and 30 kHz where the quantum radiation
pressure noise is visible above all other noise sources.
Chapter seven presents the results from two experiments in which we have successfully
reduced the amount of quantum radiation pressure noise. The first experiment is done
by detecting the light that is transmitted through the cavity by a photodetector. By
detecting the light in transmission of the cavity rather than reflection, we are able to
evade the presence of quantum radiation pressure noise in the measurement. The second
experiment injects bright squeezed light into the optomechanical cavity in place of the
coherent field used in the experiment in chapter six. The injection of squeezed light into
the optomechanical cavity successfully reduces the amount of quantum radiation pressure
noise.
Finally, having made a measurement of quantum radiation pressure noise and two
measurements in which the quantum radiation pressure noise is reduced, I outline a future
experiment to measure the ponderomotive squeezing that is produced by the optomechan-
ical cavity and the plans for making a measurement below the Standard Quantum Limit.
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Chapter 1
Gravitational Waves and Gravitational Wave Detectors
Just over 100 years ago, Albert Einstein published his General Theory of Relativity,
which describes the interaction between matter, energy, space, and time and explains that
the force of gravity is a result of the curvature of space and time [1]. Before Einstein’s
revolutionary paper, our understanding of the cosmos was based on Newton’s law of gravity,
which describes gravity as a force that acts instantaneously from a distance. Combined with
his theory of special relativity, Einstein’s General Theory of Relativity completely redefined
how we understand the universe. In order to test his hypothesis against the status quo
of Newton’s gravity, Einstein made several predictions that would differentiate the two
theories. Einstein’s theory correctly predicted the perihelion precession of Mercury’s orbit
while Newton’s theory was unable to do so. Einstein also predicted the bending of light
around massive objects such as stars. His hypothesis was famously proven to be accurate
in 1919 when Arthur Eddington and his collaborators observed shift in position of stars by
the sun’s gravitational field during the total solar eclipse on May 29, 1919 [2].
A year after publishing his General Theory of Relativity, Einstein added another predic-
tion to his theory. In 1916, he published a paper predicting the existence of gravitational
waves [3]. The theory of electromagnetism allows for the production of electromagnetic
waves when a charge is accelerated. Likewise, Einstein’s theory predicted the gravitational
analog to electromagnetic waves, which are called gravitational waves. Gravitational waves
are produced when a mass (instead of a charge in the electromagnetic case) is accelerated.
The accelerating mass produces a change in the curvature of spacetime that travels out-
ward at the speed of light. As the waves travel outward, they change the curvature of
spacetime in the directions transverse to their propagation such that the space which they
travel through is stretched and squeezed as they pass.
While Einstein’s predictions of the perihelion precession of Mercury’s orbit and the
bending of light around the sun were quickly confirmed, his prediction of the existence of
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gravitational waves took much longer to validate. The effects of gravitational waves were
first indirectly detected in 1982 through the observation of the Hulse-Taylor pulsar [4].
Hulse and Taylor observed the orbital period of the binary pulsar PSR B1913+16 to decay
over time. Their observations of the orbital decay through the emission of gravitational
radiation was found to be in excellent agreement with Einstein’s prediction 60 years earlier.
The total power of the gravitational radiation emitted by the system is currently 7.35×1024
Watts, which is about 2% of the power radiated in electromagnetic waves by the sun.
Despite the large amount of power radiated by gravitational waves, they were not
directly observed until 100 years after Einstein first published his General Theory of Rel-
ativity. Finally, on September 14, 2015 the Laser Interferometer Gravitational-Wave Ob-
servatory detected the gravitational wave signal from the merger of two black holes [5].
1.1 Gravitational waves
In his Special Theory of Relativity, Albert Einstein united the three spatial dimensions
and one time dimension into the four-dimensional geometry of spacetime. The distance
between two points in spacetime is defined as the spacetime interval [6]
ds2 = −c2dt2 + dx2 + dy2 + dz2 = −ηµνdxµdyν , (1.1)
where x, y, and z are the three spatial dimensions, t is the time dimension, and c is the
speed of light, which converts units of time into distance. ηµν is the Minkowski metric for
flat spacetime given by
ηµν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

. (1.2)
In this notation, the Greek subscripts run from 0 to 3 and represent t, x, y, and z.
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In general relativity, mass and energy cause spacetime to curve. As a result, the
Minkowski metric for flat spacetime in Equation 1.1 is replaced by the more general space-









The left-hand side of the equation describes the geometrical nature of spacetime through
the Ricci tensor, Rµν , the Ricci scalar, R, and gµν . The right-hand side of the equation
describes the mass and energy of the system with the stress-energy tensor Tµν . This set
of ten nonlinear equations is very complex. As a result, we will introduce some approx-
imations and assumptions to simplify the derivation of gravitational waves. Since we are
interested in studying gravitational waves in the weak-field, away from any large mass, we
can approximate gµν as the flat spacetime metric ηµν plus a small perturbation hµν . Doing
so yields
gµν = ηµν + hµν . (1.4)
The stress-energy tensor also goes to zero in the weak-field limit. By using the transverse







hµν = 0. (1.5)
Equation 1.5 has the form of a wave equation. For a wave traveling in the z-direction, the
solutions of the wave equation are
h = Ae2πft−k·x, (1.6)
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where A is the amplitude of the wave, f is the frequency, and k is the wave number. Since
we have used the transverse traceless gauge, then
hµν =

0 0 0 0
0 h+ hx 0
0 hx −h+ 0
0 0 0 0

. (1.7)
As seen in Equations 1.6 and 1.7, the wave is transverse (the strain is only in the x and
y directions and zero in the z direction) and the tensor is traceless (h+ + −h+ = 0). h+
and hx represent two orthogonal polarizations for the wave traveling in the z-direction
and are called “h plus” and “h cross”, respectively. The axes of hx are rotated 45
◦ with
respect to the axes of h+. The opposite signs of h11 and h22 describe the effect of the
strain lengthening one dimension (x) while contracting the other dimension (y). After half
a period of the wave, the x-direction is shortened while the y-direction is lengthened. The
effect of a passing gravitational wave on a set of test masses arranged in a circle is shown
in Figure 1.1. The strength of the gravitational wave is the proportional change in length





1.2 Gravitational wave sources
Now that we understand the propagation of gravitational waves through spacetime
and their effect on matter, we can ask the question of how the gravitational are waves
produced. To comprehend the production of gravitational waves, it is helpful to recall
the production of radiation in electrodynamics, where the multipole expansion is used to
calculate radiation in the limit that the size of the source is smaller than the wavelength
of radiation. In electrodynamics, the leading order terms for the production of radiation
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Figure 1.1: An illustration of the effect of the two gravitational wave polarizations on a set
of test masses arranged in a circle. As the h+ wave passes in a direction perpendicular to
the page, the distance between the test masses in the vertical and horizontal directions is
increased and decreased. The hx polarization is similar but rotated by 45 degrees [7]
are the electric dipole moment, magnetic dipole moment, and electric quadrupole moment.
There is no radiation from the electromagnetic monopole because of the conservation of
electric charge.
The production of radiation in the gravitational analog has a few key differences from
its electromagnetic counterpart. One important difference is that while electromagnetism
has two charges (positive and negative), the gravitational analog of charge (mass) only has
one sign. Like the conservation of charge in electrodynamics, the conservation of energy
prohibits gravitational monopole radiation. Gravitational dipole radiation is prohibited
by the conservation of momentum and angular momentum. The next possible term for
gravitational radiation is the quadrupole moment, Ïµν . The radiation produced by a time





where R is the distance from the source to the observer. Evaluating Equation 1.9 for a
wave traveling in the z-direction gives the h+ and hx components of:





orb cos 2(2πforb)t (1.10)
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orb sin 2(2πforb)t. (1.11)
To get a better understanding about the amplitude of the strain, consider the following
calculation for the strength of gravitational waves produced in a laboratory setting [6]. A
dumbbell consists of two masses of one tonne each at either end of a rod two meters long.
The dumbbell is spun about its axis at a frequency of forb = 1 kHz. From Equations 1.10
and 1.11, the amplitude of the gravitational waves produced by the spinning dumbbell is
hlab = 2.6 × 10−33m × 1R . The emitted radiation is distinguishable from near-field effects
only at distances comparable or greater than one wavelength. With forb = 1 kHz, the
wavelength of the emitted radiation is λ = 300 km. Plugging this distance in to the
equation for hlab yields a gravitational wave amplitude of hlab = 9× 10−39. The amplitude
of gravitational waves produced on earth is therefore negligible.
Having calculated the extremely small amplitude of gravitational waves originating
from earth, the cosmos is the next logical place to look for a source of gravitational waves.
Objects in outer space can have much larger mass than anything on earth, which in combi-
nation with higher energies and velocities, can produce larger amplitudes of gravitational
waves. Astrophysical gravitational waves sources are divided into short-duration bursts and
continuous sources. Possible sources for gravitational waves are compact binary systems of
neutron stars or black holes. These systems emit gravitational waves as their orbital period
decreases. The amplitude and frequency of the gravitational waves increase with time and
reach their maximum in the final stages of the inspiral and merger of the two compact
objects. The inspiral and merger can be modeled using post-Newtonian approximations
and numerical relativity.
To get a sense of the scale of gravitational waves produced by astrophysical sources,
consider the following example [6]. Two binary neutron stars each have a mass of 1.4 solar
masses or 3× 1030 kg. The neutron stars each have a radius of 10 km, so the closest that
they can be to each other is 20 km. At this closest distance, the binary neutron starts will
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orbit at a frequency of 400 Hz. Assuming the binary system is in the Virgo Cluster at a
distance of 15 MPc or 4.5 × 1023 m, then the maximum gravitational wave amplitude at
earth is h = 10−21. While this amplitude is greater than the one produced by the dumbbell
in the previous example, it is still extremely small and requires a very sensitive detector to
measure the effect of the gravitational wave.
Gravitational waves are also predicted to be emitted in a short burst from core-collapse
supernovae, but models of this source are not well constrained. As an order of magnitude
estimate, a supernova located 10 kpc from earth that releases 10−7Mc
2 in gravitational
wave energy would produce a strain of h = 10−21 [8]. A source of long-duration gravita-
tional waves is a non-axisymmetric rapidly rotating neutron star. These neutron stars emit
gravitational waves at twice their orbital frequency and can be modeled as a sinusoid with
an approximately constant frequency and amplitude.
1.3 Gravitational wave detectors
Joseph Weber pioneered the first attempt to detect gravitational waves in the 1960s
using resonant aluminum cylinders, also known as bar detectors [9]. Weber designed his bar
detectors to respond to gravitational waves at the bar’s resonance frequency. The passing
gravitational wave would cause the bar to ring (like a metal tunning fork) and change in
size. The bar’s motion was detected by piezoelectric sensors placed on the sides of the
bar. To increase the sensitivity of, the size of the bar was increased to 2 meters in length
and 1 meter in diameter. Despite the increase in sensitivity from the size of the bar and
from cooling the bars to cryogenic temperatures to reduce its Brownian motion, the bar
detectors never successfully detected a gravitational wave.
To improve upon the sensitivity of the bar detectors, Rai Weiss proposed using a
Michelson interferometer to construct an antenna for detecting gravitational waves [11].
Interferometric detectors use light from a laser to compare the length of two arms of the
interferometer. The light from the laser is split in half by a beamsplitter. Each half of the
light travels to a distant mirror, reflects off the mirror, and returns to the beamsplitter.
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Figure 1.2: An illustration of the effect of a gravitational wave on the test masses of a
Michelson interferometer [10]. As the gravitational wave passes the interferometer, traveling
in the direction perpendicular to the page, the horizontal and vertical arms are stretched
and squeezed alternately within one period of the passing wave. The strain of the wave,
h = ∆L/L, determines how much the length of the arms changes.
When the light from the two paths combines at the beamsplitter, it interferes constructively
or destructively depending on the difference in phase between the two beams of light.
The interference pattern is detected by a photodetector, which produces an electric signal
proportional to the electric field of the light incident on it. Thus, the electrical signal
at the output of the photodetector provides information on the difference in path length
between the two arms of the interferometer. When a quadrupolar gravitational waves passes
through the detector, it causes the length of one arm of the interferometer to increase while
causing the length of the orthogonal arm to decrease. The change in each arm’s length is
proportional to the strain, h, induced by the gravitational wave h = ∆L/L. This change in
path length gives rise to a difference in phase between the beams of light that travel in each
of the arms, and in turn changes the amount of light detected by the photodetector. An
illustration of the effect of a gravitational wave and a Michelson interferometer is shown in
Figure 1.2.
The construction of large-scale interferometric gravitational wave detectors began in the
1990s with the construction of the two Laser Interferometer Gravitational-wave Observatory
(LIGO) detectors in the USA [12, 13], the VIRGO detector in Italy [14], and GEO 600 in
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Germany [15]. The first generation of gravitational wave interferometers collected data for
several years in the early 2000s, and while they did not detect any gravitational waves, they
did produce upper limits on the rates and strength of gravitational waves (see for example
[16]).
In 2010, the LIGO and VIRGO detectors stopped observing and began a series of
upgrades toward an improved, second generation of gravitational wave detectors. A few
of the upgrades from the initial detectors to the advanced detectors include increasing the
laser power, increasing the mass of the test masses, adding additional optical cavities, and
improving the suspension system used to isolate the test masses from seismic noise [17, 18].
The Advanced LIGO and VIRGO detectors will be a factor of 10 times more sensitive than
the first generation of detectors when they reach their design sensitivity in the next couple
of years.
In order to achieve a sensitivity required to detect gravitational waves, the LIGO
interferometers build upon the basic Michelson interferometer. A diagram of the optical
layout of LIGO is shown in Figure 1.3, and an aerial view of both detectors is shown in
Figure 1.4. The laser beam passes through an Input Mode Cleaner, Faraday Isolator (FI),
and power recycling mirrors before reaching the beamsplitter. The Input Mode Cleaner is
used to clean the spatial mode of the laser beam and ensure that a Gaussian fundamental
mode is sent to the interferometer. The FI prevents light reflected from the interferometer
from reaching the laser and damaging it. The power recycling mirror (PRM) forms one
side of the power recycling cavity. The PRM reflects the light that returns from the
interferometer back into the interferometer to increase the amount of circulating power
within the interferometer.
After passing through the beamsplitter, each beam transmits through an input test
mass (ITM) and travels 4 km before reflecting off the end test mass (ETM). The ITM and
ETM form a resonant Fabry-Perot cavity. The Fabry-Perot cavity causes the light to travel
between the ITM and ETM approximately 300 times, thereby effectively lengthening the
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Figure 1.3: Advanced LIGO optical layout [17]. The laser is passed through an Input Mode
Cleaner to spatially clean the optical mode sent into the interferometer. The interferometer
contains 4 km long Fabry-Perot cavities in both arms to increase the circulating power and
effectively lengthen the arm. The power recycling mirror (PRM) reflects the light that is
sent back toward the laser and sends it back into the interferometer to further increase the
circulating power. The signal recycling mirror (SRM) is used to tune the interferometer’s
response to a gravitational wave signal. The light transmitted through the SRM is passed
through an Output Mode Cleaner to spatially clean the beam before it is detected on the
photodetector (PD).
Figure 1.4: Aerial view of the LIGO detectors in Livingston, LA (left) and Handford, WA
(right) [19]
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Figure 1.5: Schematic of a basic Michelson interferometer. The basic Michelson interferom-
eter has inputs from the laser at a and the vacuum field at b with outputs at c and d. The
vacuum field that enters at b superimposes with the light circulating in the interferometer,
and the combined field is detected by the photodector (PD) at the output d.
arm. Since the gravitational wave strain induces a change in arm length proportional to the
total length of the arm, the addition of the Fabry-Perot cavities increases the sensitivity of
the interferometer by about a factor of 300.
After both beams recombine at the beamsplitter, the light returns to the input port
of the interferometer, where it is reflected by the PRM, or enters the output port of the
interferometer. The output port contains a signal recycling mirror (SRM), which forms
a cavity with the rest of the interferometer. The signal recycling cavity is resonant for
sidebands created by a passing gravitational wave and amplifies the gravitational wave
signal in the interferometer. After the light passes through the SRM, it transmits through
another FI before entering the Output Mode Cleaner, whose function is to clean the spatial
mode of the beam before it is detected by the photodetector (PD).
1.3.1 Simple Michelson interferometer as a gravitational wave detector
To better understand how a Michelson interferometer can be used to detect gravita-
tional waves, it is instructive to consider how a passing gravitational wave affects the light
that is detected at the output of the interferometer. A simplified version of the LIGO de-
tectors is shown in Figure 3.13. The light from the laser is injected into the interferometer
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with r and t the reflectivity and transmissivity of the beamsplitter and the rightmost side
of the equation assuming a perfect 50-50 beamsplitter. The output of the beamsplitter is
then given by [21, 22]
outBS = (BS)in. (1.13)
After passing through the beamsplitter, the light travels down the x and y arms of the






, where Lx and Ly
are the lengths of the arms. A passing gravitational wave induces a phase shift of h+
2
in
the x arm and −h+
2
in the y arm. The gravitational wave creates a differential change in
the length of the arms. The arm lengths can then be written in terms of the common L+
and differential L− arm lengths. Likewise the phases can be broken into the common and

























The light from both arms recombines at the beamsplitter, and the output of the interfer-










The photodetector at the output of the interferometer measures the power of the light
incident on it, which can be written as
Pout ∝ |d|2 = |a|2 cos2 φ. (1.17)
As seen in Equation 1.17, no light is sent to the output port of the interferometer when
φ = π
2
. This condition is called the dark fringe and does not produce a linear signal for a
passing gravitational wave. To gain a linear signal, a small DC offset ∆dc is set so that the













where the light measured at the output port is now linearly proportional to the gravitational
wave strain.
1.4 Noise sources
Various sources of noise limit the strain sensitivity of gravitational wave detectors such
as Advanced LIGO and ultimately limit the number of gravitational wave detections. The
noise sources can create a differential change in the arms of the interferometer and produce
a change in power at the output photodetector that can mimic or hide a gravitational wave
signal. A calculated noise budget for Advanced LIGO at its design sensitivity is shown in
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Figure 1.6: Advanced LIGO design sensitivity noise budget [24]. Quantum noise and
thermal noise are the limiting noise sources above about 30 Hz. Each of the noise sources
is added in quadrature to produce the total noise (black curve).
Figure 1.6. Each of the individual noise sources shown in Figure 1.6 add in quadrature to
yield the total noise of the detector as a function of frequency.
For frequencies below 10 Hz, the largest noise sources are seismic vibrations and suspen-
sion thermal noise [6]. Seismic motion originates from disturbances such earthquakes and
human activity, which cause the ground to shake. The seismic vibrations travel through
the earth’s surface and cause the distance between the test masses to change, thereby dis-
turbing the measurement of their position. LIGO’s optics are suspended from a multi-stage
pendulums to isolate them from the seismic motion of the ground. The mechanical proper-
ties of the suspension system, however, introduce another source of noise called suspension
thermal noise [23]. Suspension thermal noise originates from losses in the material of the
wires and fibers that suspend the test masses and can be improved by using materials with
lower mechanical loss.
The intermediate frequencies between 10 Hz and 100 Hz are limited by suspension
thermal noise, mirror coating thermal noise, and quantum noise. Coating thermal noise
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is produced by the reflective coatings on the surfaces of the test masses to make them
highly reflective mirrors [25]. The Brownian motion of these reflective coatings causes a
fluctuation in the position of the mirror’s surface. The quantum noise at these frequencies
is a result of the quantum nature of the light used to measure the position of the test
masses. The uncertainty in the photons’ momentum when they reflect off the surface of
the optics imparts a noisy back-action force that disturbs the position of the test masses in
future measurements. This disturbance is know as quantum radiation pressure noise and
will be discussed in more detail in the following chapters.
Above 100 Hz, the sensitivity of Advanced LIGO is also limited by quantum noise. At
these frequencies, the quantum nature of the photons causes an uncertainty when they are
detected by a photodetector at the output of the interferometer. This counting uncertainty
or shot noise will be discussed further in the next section.
1.5 Introduction to quantum noise and squeezed light
This section provides a brief introduction to quantum noise and how it limits interfer-
ometric gravitational wave detectors. It also introduces the concept of squeezed light and
demonstrates how it can be used to improve the sensitivity of the detectors.
1.5.1 Quantization of the electric field and noise in the sideband picture






where a† is the creation operator, a is the annihilation operator, and ε =
√
~ω/ε0V is a
normalization factor with ε0 the permitivity of free space and V the volume of the mode.
The time dependent creation and annihilation operators oscillate at the optical frequency






is met, with n being an integer.
It is often useful to consider the sidebands or noise quadratures of the field for under-
standing quantum noise. For a field with frequency ω, the carrier frequency is ω, and the
sideband fields are at frequencies ω ± Ω. An electric field composed of an average value Ē





eiωt + h.c. (1.21)
Amplitude modulations and phase modulations are two types of modulations, or variations
in the properties of the electromagnetic wave. Adding an amplitude modulation to the
electric field in Equation 1.21 yields [22]






ei(ω−Ω)t + h.c., (1.22)
where Γ is the modulation index. Similarly, adding a phase modulation results in [22]






ei(ω−Ω)t + h.c. (1.23)
Both amplitude and phase noise can be described by the real and imaginary parts of δE/Ē,
respectively.





















Figure 1.7: Diagram of a carrier field at frequency ω with sidebands at frequencies ω ± Ω
creating amplitude and phase modulations. In a reference frame that rotates at the carrier
frequency ω, the lower sidebands at ω−Ω rotate counterclockwise and the upper sidebands
at ω + Ω rotate clockwise.
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with the convention a†(t) = [a(t)]† and [a(Ω)]† = a†(−Ω). The sidebands at frequencies
greater than and less than the carrier frequency ω are given by the operators ã(Ω) and
ã†(−Ω) in Equation 1.25. A pictorial representation of the carrier with single sidebands at
ω ± Ω that produce amplitude and phase modulations is shown in Figure 1.7.
1.5.2 Quadratures and uncertainty relation
As an alternative to the sideband picture, the electric field can also be quantized in
terms of two quadratures X1 and X2. X1 is known as the amplitude quadrature, and X2
is called the phase quadrature. The quantized electric field can then be written as [21]
E(t) = ε (X1(t) cosωt+ t(X2(t) sinωt) . (1.26)
Similar to the electric field in Equation 1.21, the two quadratures can be broken down into
an average value, which describes the carrier field, and a fluctuation term, which describes
the modulation or noise. An arbitrary quadrature Xθ can be formed by using the two
quadratures X1 and X2 with the equation [21]
Xθ = X1(t) cos θ +X2(t) sin θ. (1.27)
To better visualize Xθ, it is helpful to plot it in polar coordinates with the axes as X1 and
X2, as shown in Figure 1.8.
The Heisenberg Uncertainty Principle places a limit on the precision of a measurement
of two non-commuting variables. The canonical example for such a measurement is the
simultaneous measurement of the position and momentum of a particle. The Heisenberg
Uncertainty Principle states that there is a limit to the minimum of the product of the
uncertainty in position and the uncertainty in momentum, namely ∆x∆p ≥ ~
2
. A similar
relation can be written for any two non-commuting observables.
The uncertainty relation for the creation and annihilation operators is ∆a∆a† ≥ 1,
where we have normalized to 1 for convenience. Likewise, the uncertainty relation for the
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Figure 1.8: Diagram of amplitude and phase modulations in the quadrature picture with
axes X1 and X2. The state has an amplitude of α, represented by the length of the vector,
and a phase of θ, represented by polar angle. The sidebands at frequencies ω ± Ω rotate
around the carrier at a frequency of Ω and produce modulations (blue) on the carrier.
two quadrature operators is [21]
∆X1∆X2 ≥ 1. (1.28)
The uncertainty in X1 and X2 must be taken into account in the phasor picture described
above. To do so, an area of uncertainty is added to the tip of the phasor, as described below
and shown in Figure 1.9. For experimental measurements of the power spectral density,
the uncertainty relation is written in terms of the variance [21, 22]
V (θ,Ω)V (θ + π/2,Ω) ≥ 1, (1.29)
for two orthogonal quadratures θ and θ + π/2 at a sideband frequency Ω.
Next, we will apply the uncertainty relations to two quantum mechanical states of light
that are of interest, namely the vacuum or ground state of the electromagnetic field and
the coherent state. The coherent states are the eigenstates of the annihilation operator, a,
such that α is a complex number related to the amplitude of the fields and is related to the
19
Figure 1.9: Phase-space representation of the uncertainty in quadratures X1 and X2 for the
vacuum and coherent state, which is governed by the uncertainty relation ∆X1∆X2 ≥ 1.
The vacuum and coherent states have equal uncertainty in each quadrature, ∆X1 = ∆X2 =
1. Note that as the amplitude, α, of the coherent state increases, the uncertainty in phase,
θ, decreases.







which decreases with increasing n̄. The coherent state is the quantum state that is the best
approximation for the classical light produced by a laser. The vacuum state is the ground
state of the electric field with the eigenvalue α = 0.
The vacuum state and the coherent state both contain equal uncertainty in each quadra-
ture. In the sideband picture, the uncertainty in the vacuum state and coherent state can
be described as the sum of uncorrelated sidebands over frequencies Ω. In the phase-space
representation, the uncertainty is represented by an area of uncertainty as shown in Figure
1.9. The uncertainty area is a circle with an area of 1, which is centered at the origin for
the vacuum state and at the tip of the vector for the coherent state. The vacuum state is
centered at the origin because it has zero amplitude.
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Figure 1.10: Phase-space representation of a phase squeezed vacuum state and an amplitude
squeezed coherent state. The phase squeezed vacuum has a smaller uncertainty in the
phase quadrature, ∆X2, than the unsqueezed vacuum state. This comes at the expense
of a larger uncertainty in the amplitude quadrature, ∆X1, so as to satisfy ∆X1∆X2 ≥ 1.
The amplitude squeezed coherent state has less uncertainty in ∆X1 and more uncertainty
in ∆X2 than the unsqueezed coherent state.
1.5.3 Squeezed light
The uncertainty relation in Equation 1.28 places a limit on the product of ∆X1 and
∆X2, but it does not place a constraint on ∆X1 or ∆X2 individually. As we saw previously,
the vacuum and coherent states both have ∆X1 = ∆X2 = 1, but Equation 1.28 allows
for either ∆X1 or ∆X2 to have an uncertainty less than one so long as the orthogonal
quadrature has a large enough uncertainty to keep the product of uncertainties greater
than one. For example, a state with ∆X1 = 1/2 and ∆X2 = 2 satisfies Equation 1.28.
This is the foundation for quadrature squeezed states. An amplitude squeezed state has
∆X1 < 1, and a phase squeezed state has ∆X2 < 1. The phasor representation of a phase
squeezed vacuum state and an amplitude squeezed coherent state is show in Figure 1.10.
1.5.4 Quantum noise and squeezing in gravitational wave detectors
The quantum fluctuations described in the previous sections place a limit on the sen-
sitivity of interferometric gravitational wave detectors [27, 28]. Fluctuations in the ampli-
tude quadrature, X1, give rise to quantum radiation pressure noise, while fluctuations in
the phase quadrature, X2, produce shot noise.
Shot noise originates from the measurement of the optical power at the photodetector
21
at the output of the interferometer and arises as a result of vacuum fluctuations entering
the antisymmetric port of the interferometer and superimposing on the light from the laser,
as shown in Figure 1.11[27]. A measurement of optical power is equivalent to counting the
number of photons that arrive at the photodetector during a given time interval [6]. A set





with an average of n̄ per time interval. When n  1, then the distribution in Equation
1.31 can be approximated with a Gaussian distribution with a standard deviation equal to
√














Quantum radiation pressure noise originates from the same vacuum fluctuations that
enter through the antisymmetric port of the interferometer [28]. Classical fluctuations
in the power from the laser are correlated in the two arms of the interferometer and do
not create any differential arm length changes when the photons reflect off the suspended
mirrors. The quantum fluctuations of the vacuum that enters through the output port,
however, are uncorrelated, and therefore produce a differential force on each of the test
masses. This differential force creates a differential arm length change, which disturbs
the measurement of potential gravitational waves. The quantum radiation pressure noise
22




Comparing Equations 1.33 and 1.34 demonstrates that while increasing the laser power
decreases the shot noise, it comes at the expense of increasing the radiation pressure noise.
Squeezed states were first proposed as a technique to reduce the quantum noise in
gravitational wave detectors by Carlton Caves [27]. Not long after Caves’ theoretical work
was published, Slusher et al. [29] and Wu et al. [30] achieved the first experimental
measurements of squeezed light. Over the past three decades, the amount of quantum
noise reduction from using squeezed states has reached 15 dB [31].
To better comprehend how shot noise and radiation pressure noise originate from the
vacuum entering through the antisymmetric port and how squeezed states can be used to
reduce the quantum noise in gravitational wave detectors, consider the simple Michelson
interferometer shown in Figure 1.11. Light from the laser enters the interferometer from
the left side of the beamsplitter as field a. At first glance, there appears to be no input
from the bottom of the beamsplitter through field b. This is not true, however, when we
include the vacuum state as an input field at b. We ignored the input vacuum fluctuations
in section 1.3.1 but will include them below. Including the vacuum as an input at the
anti-symmetric port gives rise to both shot noise and quantum radiation pressure noise as
mentioned above [27].












Figure 1.11: Modification of the Michelson interferometer output port to include squeezed
light injection. a) The basic Michelson interferometer has inputs from the laser at a and the
vacuum field at b with outputs at c and d. The vacuum field that enters at b superimposes
with the light circulating in the interferometer, and the combined field is detected by the
photodector (PD) at the output d. b) The interferometer is modified to include an optical
parametric oscillator (OPO), which squeezed the vacuum field that enters the interferometer
at b. The scqueezed vacuum field is injected into the interferometer using a Faraday rotator
(FR) and is superimposed with the light that is inside the interferometer. The fields f and
f ′ represent the outgoing and returning fields in the x arm and g and g′ represent the
outgoing and returning fields in the y arm. The output d of the interferometer, including
the squeezed vacuum, is detected by the PD.
The difference in power in the two arms of the interferometer is then
P− = g
′†g − f ′†f ∝ i(b†a− a†b). (1.36)
For an interferometer with a laser input at a, which can be assumed as a coherent state







where Xb(θ) is the arbitrary quadrature for the vacuum fluctuations that enter through the
anti-symmetric port b. Therefore, the variance of P− is proportional to the variance of the
quantum fluctuations entering through the anti-symmetric port and is scaled by the amount
of input laser power. This uncertainty leads to quantum radiation pressure noise when the
quantum back-action of the photons imparts a noisy force on the suspended mirrors at
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the ends of the interferometer’s arms. The quantum back-action is a white force with an




[6], but it gains a 1/f2 frequency dependence above
the mechanical resonance of the suspended mirrors due to the mechanical susceptibility of
the suspended mirrors. The amplitude spectral density of the motion induced by quantum








where ω is angular frequency, m is the mass of the mirror, P is the input laser power, and
λ is the laser wavelength.
For calculating shot noise, we are interested in the light that is incident on the pho-
todetector, shown as d in Figure 1.11. If we include both the laser input at a and the










The light incident on the photodetector is [22]




where we have used the DC offset operating point as in Section 1.3.1, set α as the amplitude
of the coherent field from the laser, and kept only the large terms. The amplitude spectral






Comparing Equation 1.40 to Equation 1.37 shows that the fluctuations that cause shot
noise are in the orthogonal quadrature to those that produce radiation pressure noise. In
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addition, by combining Equations 1.40 and 1.37, we derive the standard quantum limit






In order to reduce the quantum noise in gravitational wave interferometers, the anti-
symmetric port of the interferometer is modified to gain the ability to change vacuum state
that enters the interferometer. When the field that enters at b is phase squeezed vacuum,
the uncertainty in the phase quadrature of the light detected at the PD is reduced, and
thereby reduces shot noise at the expense of increasing the radiation pressure noise. On
the other hand, when the vacuum is amplitude squeezed, the radiation pressure noise is
reduced, and the shot noise is increased. Multiple experiments have shown the enhance-
ment of interferometric gravitational wave detectors by injecting a squeezed vacuum into
the dark port and reducing the level of shot noise [33, 34, 35]. A squeezed vacuum source
is currently being installed in the Advanced LIGO and Advanced Virgo detectors with
the goal of using the squeezing to reduce the shot noise during the third observational
run, which is scheduled to start later this year. To date, interferometers have not been
limited at low frequencies by quantum radiation pressure noise, so there has not been a
demonstration of improving the low frequency sensitivity by injecting amplitude squeezed
vacuum.
1.6 Gravitational wave detections
After the upgrade to Advanced LIGO was completed, the two Advanced LIGO gravi-
tational wave detectors came online in September 2015. Much to everyone’s surprise, Ad-
vanced LIGO did not have to wait long before making the first detection. On September
14, 2015, the two Advanced LIGO detectors made the first direct observation of gravita-
tional waves [5]. The gravitational waves detected by Advanced LIGO were produced by
the inspiral and collision of two black holes that were 29 and 36 times the mass of our sun.
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Figure 1.12: The gravitational-wave GW150914 detected by LIGO Hanford (H1, left col-
umn) and LIGO Livingston (L1, right column) [5]. The times axis is relative to September
14, 2015 at 09:50:45 UTC. The top section of the figure shows the strain detected by each
detector and filtered through a 35-350 Hz bandpass filter. The top right plot shows the H1
data shifted by 6.9 ms and inverted to take the light travel time between the two detec-
tors and the difference in orientation into account. The solid line in the second row is the
numerical relativity waveform for a system with parameters consistent with the detected
gravitational wave event. The shaded area is the 90% confidence region for the models. The
third row of the figure shows the residuals after subtracting the filtered numerical relativity
waveform from the filtered detector time series. The bottom row is a tome-frequency illus-
tration of the strain data. The characteristic chirp signal with and increase in frequency
and amplitude can be seen in both detectors.
The gravitational wave’s signal, shown in Figure 1.12, swept upwards in frequency from
35 to 250 Hz and produced a peak gravitational wave strain of 1.0 × 10−21. The signal
was simultaneously observed by both the LIGO detectors in Livingston and Hanford and
matched the waveform predicted by general relativity for the inspiral and merger of a pair
of black holes 410+160−180 Mpc away. The detection event had a false alarm rate of less than
1 event per 203,000 years, which is equivalent to a significance of greater than 5.1σ. The
detection not only provided the first direct observation of gravitational waves, but it also
proved the existence of binary stellar-mass black hole systems.
Advanced LIGO’s first observing run continued until January 19, 2016. Near the end
of the observing run, the two Advanced LIGO detectors made the second observation of
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gravitational waves. On December 26, 2015, LIGO detected a signal from a pair of merging
black holes with masses of 14 and 8 times the mass of our sun at a distance of 440+180−190 Mpc
away [36]. Despite having smaller masses than the black holes in GW150914 and only
reaching a peak gravitational strain of 3.4 × 10−22, the GW151226 detection still had a
significance of greater than 5σ because it spent a longer time in the detection band. The
GW151226 gravitational wave signal was observed for about 55 cycles between 35 and 450
Hz and is shown in 1.13.
After 10 months of upgrading the detectors, Advanced LIGO began its second observing
run in November 2016. Two months after the start of the run, the Advanced LIGO detectors
made their third observation of gravitational waves on January 4, 2017 [37]. Like the first
two detections, the third observation was of a binary black hole merger. The merging black
holes had masses of 31 and 19 times the mass of the sun and were 880+450−390 Mpc with a false
alarm rate of less than 1 in 70,000 years. The gravitational waveform is shown in Figure
1.13.
Seven month after the third detection, LIGO made its fourth observation of a binary
black hole merger on August 14, 2017, this time with the addition of the Italian VIRGO
detector [38]. The addition of VIRGO to the two LIGO detectors forms a three-detector
network, which is able to decrease the uncertainty in the source localization in the sky.
The masses of the binary black holes were 30 and 25 solar masses and were detected at a
luminosity distance of 540+130−210 Mpc with false alarm rate of less than 1 in 27,000 years. The
three-detector network allowed the sky localization of the source to be reduced from 1160
deg2 using only the two LIGO detectors to 60 deg2 using all three detectors. The improved
sky localization is vital to the effort to detect an electromagnetic counterpart along with
the gravitational wave signal. The gravitational wave signals from the binary black hole
mergers are shown in Figure 1.13, and the masses are shown in Figure 1.14.
The dawn of gravitational wave astronomy began on August 17, 2017 when the LIGO
and VIRGO detectors made the first observation of gravitational waves from a binary neu-
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Figure 1.13: Gravitational waves detected by LIGO [39, 40]. The signals from each of the
binary black hole mergers lasted less than two seconds, while the signal from the binary
neutron star merger (GW170817) lasted almost one minute.
Figure 1.14: Masses of the binary black hole (blue) and binary neutron star (orange) merg-
ers detected by LIGO. Electromagnetic observations of black holes (purple) and neutron
stars (yellow) [41].
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tron star inspiral [42]. The gravitational wave detection triggered an alert that was sent to
electromagnetic follow-up partners who turned their telescopes toward the region of the sky
in which the gravitational wave originated in hopes of observing the light that was produced
in the binary neutron star merger. A burst of gamma rays was observed two seconds after
the gravitational wave signal followed by the first optical counterpart less than 11 hours
after the merger [43]. Follow-up observations continued for weeks as light was detected
across the entire electromagnetic spectrum, shown in Figure 1.15. The gravitational wave
signal from the GW100817 event is shown in Figure 1.13. The component masses of the
neutron star binary are shown in Figure 1.14 in comparison to the other known stellar mass
black holes and neutron stars.
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Figure 1.15: Timeline for the detection of gravitational waves and electromagnetic waves
detected for GW170817 [43]. The detection of gravitational waves from the binary neutron
star merger prompted a worldwide electromagnetic follow-up campaign. The first elec-
tromagnetic counterpart was detected in gamma rays only two seconds after the merger.
Successive detections in optical, infrared, ultraviolet, x-ray, and radio wavelength continued




This chapter investigates the optomechanical interaction between laser light and a
mechanical oscillator via the radiation pressure force. This optomechanical coupling can
create a position dependent force on the mechanical oscillator and can be interpreted as an
optical spring. Similar to a mechanical spring, the optical spring can modify the dynamics
of the optomechanical system. As a result, the optical spring can be a useful tool in
optomechanical experiments and plays a vital role in the experiments described throughout
the rest of this thesis.
2.1 Optical spring
To understand how an optical spring is created, consider the canonical example of an
optical spring in detuned Fabry-Perot cavity. An example of such a cavity is shown in
Figure 2.1, with one fixed position mirror and one mirror that is free to move. Light from
a laser of angular frequency ω0 enters the cavity from the left. The equations relating the
light at each point of the cavity, as seen in Figure 2.1, are [44]
d = τa− ρh (2.1)
f = eiθd (2.2)
g = −f (2.3)
h = eiθg (2.4)




with L the length of the cavity, θ the amount of phase accumulated by the light, and ρ and
τ the amplitude reflectivity and transmissivity with the condition ρ2 + τ 2 = 1 for a lossless










Figure 2.1: An optomechanical cavity is pumped from the left side with a laser of frequency
ω0 and power P . The input mirror has a fixed position and a power transmissivity of
T = 1−R, where R is is the power reflectivity. The right mirror has a mass m and is free













where Pcav is the power inside the cavity, P0 is the laser power incident on the cavity,
T = τ 2, γ = Tc
4L
is the cavity linewidth1, and δγ =
θc
Lγ
is the detuning of the cavity in units
of the cavity linewidth.
The cavity is considered to be on resonance if the light that enters the cavity is in
phase with the light that has already completed one or more round trips inside the cavity.
This means that the length of the cavity is equal to a half integer times the wavelength
of the light (L = nλ/2). When this resonance condition is met, the light circulating inside
the cavity is resonantly enhanced. If the cavity is detuned from resonance by moving
the position of the end mirror, the resonance condition is no longer met, and the amount
of power inside the cavity decreases. Figure 2.2 shows the amount of power circulating
inside the cavity as a function of detuning, where the circulating power inside the cavity
1γ is the half-width half maximum of the cavity Lorentzian in units of angular frequency to match the
units of ω0.
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Figure 2.2: The circulating power inside the cavity as a function of the detuning from
resonance. The parameters of the plot are an input power of 100 µW and a transmissivity
of T = 0.001 of the input mirror. The sharpness of the peak depends on the the value of
T .
is approximately linear for small change in the position of one of the cavity mirrors. The





where P is the amount of power incident on the movable mirror, and c is the speed of
light. Since the radiation pressure force is directly related to the amount of power inside
the cavity, then it is also proportional to the movable mirror’s position. If the change in
the radiation pressure force is slow compared to the response time of the cavity, which is







This linear relationship is analogous to Hooke’s law for a mechanical spring (F = −kx) and
is the reason why such a system is called an optical spring. Continuing with the analogy,
just as a mechanical spring can connect two objects, the optical spring connects the two
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Figure 2.3: The optical spring constant as a function of the detuning from resonance. The
maximum amplitude of the optical spring occurs at a detuning of δγ = ± 1/
√
3











which is plotted in Figure 2.3.
As evident in Equation 2.11 and Figure 2.3, the optical spring constant can be either
positive or negative depending on the sign of the detuning. Figure 2.4 illustrates the
magnitude and direction of the optical spring force for both a positive (blue) and negative
(red) detuning. For a red detuned cavity in which the cavity length is shorter than the
resonance length of the cavity, the detuning is negative, which means that the direction
of the antirestoring force from the optical spring is in the same direction as the mirror’s
displacement from equilibrium. This leads to a static instability as the mirror is driven away
from equilibrium. On the other hand, the blue detuning cavity has a cavity length that is
longer than the resonant length of the cavity. This positive detuning provides a restoring
force from the optical spring that is in the opposite direction of the mirror’s displacement
from equilibrium. The restoring force moves the mirror back toward equilibrium and yields
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a statically stable system.
2.2 Full optical spring
The derivation written above assumes that the motion of the movable mirror is slow
and that the light inside the cavity responds instantaneously to the change in the mirror’s
position. This assumption breaks down, however, when the frequency of the movable
mirror’s motion is comparable to the rate at which the cavity responds to a change in the
position of the mirror, which is given by γ−1.
Taking the cavity’s response time into account and allowing for the movable mirror to
have a nonzero transmissivity, the optical spring is given by [44, 45, 46]
KOS = K0
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where Pin is the input laser power, Ti and Ri are the power transmissivity and reflectivity
of the input mirror (i = 1) and end mirror (i = 2), λ0 is the laser wavelength, δγ = δ/γ is
the laser’s detuning, δ = ωlaser − ωcavity, in terms of the cavity linewidth, γ, Ωγ = Ω/γ, Ω is
angular frequency, and c is the speed of light. In the limit that the frequency of a movable























Figure 2.4: Illustration of the cavity circulating power and forces on the movable mirror
as a function of the position of the movable mirror. The cavity resonance is in the center
of the plot where the power inside the cavity is maximized. A blue detuned cavity (δ > 0)
corresponds to when the cavity length is longer than the resonant length, and a red detuned
cavity (δ < 0) corresponds to when the cavity length is shorter than the resonant length.
The dotted lines on each side of resonance mark the equilibrium point at which the force
from the optical spring, FOS, is equal to the mechanical restoring force, Fm, from the
mirror’s suspension. The size of the arrows represent the magnitude of the force.
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Equation 2.15 contains the same δγ
(1+δ2γ)
2 dependence as Equation 2.11.
2.3 Damping
Equation 2.14 contains a real and imaginary part, with the real part of giving rise to
a frictionless spring constant K0 that provides a restoring force, and the imaginary part






with M the reduced mass of the two mirrors. In the limit of the mass of the movable mirror
being much smaller than the mass of the input mirror, M simply reduces to the mass of
the movable mirror, m. Figure 2.5 displays how the delayed response of the cavity to the
mirror’s motion gives rise to the damping force.
It can be seen from Equations 2.12 and 2.13 that the optical spring constant can be
either positive or negative depending on the sign of the detuning. The sign of K0 also
determines whether the damping coefficient ΓOS is positive or negative. Equation 2.16
shows that the sign of the damping coefficient is always opposite to the sign of the spring
constant. This gives rise to an unstable optical spring as a stable spring requires both a
positive spring constant and a positive damping coefficient. The instability arises because
a system with a positive (restoring) spring is made unstable by an antidamping force, while
a system with a positive damping force experiences an antirestoring force from the negative
spring.
A system with a positive spring and antidamping can be made stable by introducing
a feedback loop that adds damping to the system and makes the total damping of the
system positive. This can be accomplished using electronic feedback [46, 47], photothermal
feedback [45, 48], or even the addition of a second optical spring with a larger, positive





Figure 2.5: Illustration of the cavity circulating power and forces on the movable mirror
when the frequency of the mirror’s motion is comparable to the response time of the cavity.
The green arrows indicate the direction of the mirror’s movement. The cavity’s response
time γ−1 causes the force from the radiation pressure to be delayed. This delay gives rise
to a damping force in the red detuned case and an antidamping force in the blue detuned
case. The size of the arrows represents the magnitude of the force.
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which is able to modify the dynamics of both the movable mirror and the optical field.
Chapter 4 explores the stability of an optical spring from the control theory point of view.
2.4 Equations of motion and modified dynamics
It is instructive to consider the effects of the optical spring on the equations of motion
for the mechanical oscillator and how the optical spring modifies the bare mechanical
system. Starting from Newton’s second law of motion, the differential equation for a
damped harmonic oscillator is
mẍ = −Kmx+mΓmẋ, (2.17)
where Km is the mechanical spring constant of the oscillator and Γm is the mechanical




shows that the oscillator has a resonance frequency of
Ωm,bare. Adding in the optical spring constant KOS gives
mẍ = −(Km +KOS)x+mΓmẋ. (2.18)
The mechanical and optical spring constants combine to make the resonance frequency





To see how this change in resonance frequency affects the motion of the optomechanical
system, consider the mechanical susceptibility or the response of the system to a force F .






m (Ω2m − Ω2 + iΩΓm)
. (2.19)





m (Ω2OS − Ω2 − iΓOSΩ)
, (2.20)
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with the approximation valid when ΩOS  Ω and ΓOS  Γm. In the limit of a large optical





with the approximation assuming Ωos  Ω. This factor of suppression may be made very
large if Ωos  Ωm. This topic is explored in more depth in Chapter 4.
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Chapter 3
Cantilever Micro-Mirror and Optomechanical Cavity Design
3.1 Introduction
In 1980, Carlton Caves predicted that quantum-mechanical vacuum fluctuations would
place a limit on the sensitivity of interferometric gravitational wave detectors [28]. Over
the past three decades, theoretical physicists have proposed schemes to reduce the effect of
quantum back-action [49, 50, 51, 52, 53]. At the same time experimentalists have sought
to verify Caves’s prediction with increasingly sensitive experiments. Studying quantum
mechanical motion is challenging, however, due to the fact that classical noise sources such
as environmental vibrations and thermally-driven fluctuations [54] usually dominate over
quantum effects. Given the imperative for more sensitive GW detectors, it is important
to study the effects of quantum radiation pressure noise (QRPN) in a system similar to
Advanced LIGO, which will be limited by QRPN across a wide range of frequencies far from
the mechanical resonance frequency of the test mass suspension. Previous observations of
QRPN have observed such subtle quantum effects, even at room temperature, but these
experiments have thus far been limited to high frequencies (MHz-GHz) and in a narrow
band around a mechanical resonance [55, 56, 57, 58].
The goal of this thesis was to design and construct an experiment sensitive enough to
study off resonance QRPN across a broad band of audio band frequencies. This chapter
outlines the theoretical calculations and modeling that influenced the experimental design
and the construction of the experiment.
3.2 Thermal noise calculations
Thermal noise, which is governed by the fluctuation dissipation theorem, sets a limit
on the precision of mechanical experiments [59]. Thermal fluctuations are driven by the
thermal energy kBT that is present in every degree of freedom. The power spectrum for
thermal fluctuations of an oscillator with a temperature T and resonant frequencies ωk with
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mkω[(ω2k − ω2)2 + ω4kφ2k(ω)]
, (3.1)
where kB is the Boltzmann constant and ω is angular frequency. Equation 3.1 includes a





where the index k represents the kth mode. At the resonance of the mode, the loss param-





The sum in Equation 3.1 adds the contribution of all the individual modes to form the
total power spectrum of the oscillator.
Thermal noise models are loosely divided into viscous or velocity-dependent models
and internal friction or structural damping models, depending on the source of dissipation.









The amplitude spectral density of the viscous thermal noise model falls off proportional to
ω2 above the mechanical resonant frequency.
Structural damping models contain a frequency independent loss angle, and for a har-
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monic oscillator have a displacement amplitude spectral density of [54]
x(ω) =
√√√√ 4kBTω2m





For structural damping, the thermal noise falls off as 1/ω5/2 above the mechanical resonance
frequency.
Another classification of thermal dissipation is thermoelastic loss. Thermoelastic damp-
ing is caused by coupling of the strain and temperature fields of an object that provides a
energy dissipation path that allows the object to relax to equilibrium [61]. Thermoelastic
dissipation exists as long as the object’s thermal-expansion coefficient is nonzero. Ther-
moelastic dissipation is frequency dependent like the viscous models mentioned above and
depends on the thermal properties of the constituent materials and the geometry of the

















is the characteristic time of the mode. In equations 3.7 and 3.8, α,Ey, ρ, Cν , T , and κ
represent the linear thermal expansion coefficient, Young’s modulus, density, specific heat,
temperature, and thermal conductivity of the oscillator. The variable lk is the path length
along which heat flows as the oscillator experiences stress and strain. The characteristic
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Fundamental Yaw Pitch Side-to-side
Figure 3.1: Mechanical modes of the microresonator.
time τk is the time it takes heat to be transfered across the distance lk and causes a peak in
the frequency response of the oscillator at ω = 1/τk. As a result, a resonator with a larger
value for lk will have the peak at a lower frequency ω. The peak at ω = 1/τk exists because
if ω < 1/τk, then the system remains at equilibrium and experiences very little dissipation
[61]. If ω  1/τk, then the system has very little time to relax and again experiences very
little dissipation. It is only when ω ≈ 1/τk that dissipation occurs.
We model the thermal noise using a finite element model of the microresonator, de-
scribed below in Section 3.4, in COMSOL. The finite element model of the cantilever uses
the cantilever and mirror geometry as well as the mechanical properties of the GaAs can-
tilever and GaAs/AlGaAs mirror pad to compute the modal resonant frequencies. The
mechanical modes that are most relevant for the work presented here are the fundamental
mode, yaw mode, pitch mode, and side-to-side mode, all of which are shown in Figure 3.1.
The model also calculates the strength of the optomechanical coupling between the laser
beam and mechanical modes of the oscillator as a function of the location of the beam on
the mirror pad. The mode frequencies and masses are exported from the finite element
model into a Matlab script, which uses equations 3.4 and 6.1 to separately calculate the
viscous and structural thermal noise spectra in the frequency domain by summing the
contribution from the k modes for each model. The details of the thermal noise code are
included in Appendix A.
The finite element model is later constrained by measurements to improve the model’s
accuracy. We directly measure the frequencies and quality factors of the fundamental mode
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and the next three higher-order modes, described in 3.5 and infer the modal mass from the
thermal noise measurement presented in 6. The contribution from thermoelastic damping
is added by hand by adjusting the value of the Q for the drumhead mode so that the model
including the structural and thermoelastic added together matches the measured thermal
noise. The Q of the drumhead mode is added by hand because we are not able to directly
measure the Q of the drumhead mode since it is at a very high frequency (∼ MHz).
3.3 Quantum noise calculations
The quantum noise is modeled in Matlab using input-output relations, which consist
of a set of equations that relate the output fields to the input fields [62, 63]. The model
is performed in the frequency domain, which makes it easy to use transfer functions in
the frequency domain and produce noise spectra at the output of the model. Since we are
interested in a model that includes a movable mirror and strong radiation pressure effects,
we must include the sideband fields that are generated by the mirror motion in addition
to the carrier field. In this model, the radiation pressure forces push on the mirror at a
frequency Ω, which in turn drives the motion of the mirror. The mirror motion at the
frequency Ω then contributes back to the sideband fields at frequencies ω0 ±Ω around the
carrier frequency ω0.
Figure 3.2 illustrates the input fields a and h to the cavity and the output fields b
and g. The inputs to the quantum noise model are the laser frequency, the length of
the cavity, the amount of laser power that is injected into the optomechanical cavity, the
transmission and reflectivity of the cavity mirrors, the intracavity losses, and the detuning,
δγ, of the optomechanical cavity from resonance. Cavity losses serve as an input for vacuum
fluctuations to enter the cavity and are also included in the model by setting Ri + Ti +
Li = 1, where Ri is the mirror reflectivity, Ti is the mirror transmissivity, and Li is the
amount of losses with i = 1, 2. We combine the total intracavity losses of both cavity
mirrors into a single loss term added to one of the cavity mirrors. The dynamics of the












Figure 3.2: Diagram of the cavity fields. a and h are the input fields, and b and g are the
output fields. The field r is the field b with an extra propagation length so that r has zero
phase. The field t is g at zero phase. The output fields b and g are rotated by an extra
phase factor through free space so that the amplitude and phase quadrature of the light
can be referenced by the orthogonal quadratures r1 and r2 and t1 and t2. R1 and T1 are
the power reflectivity and transmissivity of M1, and R2 and T2 are the power reflectivity
and transmissivity of M2. The loss term represents the total intracavity loss from both
M1 and M2.
thermal noise model described in section 3.2 and measurements of the Q, frequency, and
modal mass of each mechanical mode. This data is used to calculate the mechanical
susceptibility of the microresonator.
The input-output relations are first used to calculate the DC carrier fields a− h. The
propagation of the carrier field can be calculated independently from the sideband propa-
gation because the carrier is not affected by the sidebands. This is done by populating a
matrix, M0, that relates the fields to each other. Fields a through h are assigned a num-
ber one through eight that refer to their position in the matrix. The set of input-output
relations for the carrier fields are

M01,1 M01,2 · · · M01,8





















where the unprimed elements are the inputs and the primed elements are the outputs.
By looking at Figure 3.2, the field c, which is assigned the number three, is equal to the
transmission of a through M1 and the reflection of d off M1. The matrix elements that
47
describes this are M0(3, 1) =
√
(T1) and M0(3, 4) = −
√
(R1). The rest of the elements
in M0 are populated in a similar manner. More details on each of the matrix elements are
included in Appendix A. Inverting the matrix M0 gives the propagating fields in terms of
the input fields. By inverting the matrix, we now have access to information about the
amplitude and the phase of the fields at every location inside and outside the cavity. This
can be used, for example, to calculate the static radiation pressure force on the movable
mirror. This is done using the intracavity field e and squaring it to convert into the units
of power. Solving for the output carrier also can be used to calculate the amount of light
that is transmitted and reflected by the cavity by looking at the absolute value squared of
the fields t and r.
The second part of the quantum noise calculation is the population of the matrix M
that contains information about the sideband fields at frequencies ω0±Ω. The propagation
of the sideband fields depends on the propagation of the carrier, so they are calculated after
the input-output relations for the carrier fields. The two-photon formalism developed by
Schumaker and Caves [64, 65] treats the two sideband fields, ω0 ± Ω, as two quadrature





with the frequency dependence suppressed for simplicity of notation. Each field a through
h now contains two quadratures, namely the amplitude quadrature and phase quadrature.
For instance, the amplitude quadrature of the field a is designated by a1, and the phase
quadrature is designated by a2.
The input-output relations for each sideband frequency Ω are described by the following
48
set of linear equations

M1,1 M1,2 · · · M1,n





















where a(i) with i = 1, 2, ..., n are the n quadrature fields in the optomechanical system and
u(i) with i = 1, 2, ..., n are the n input quadrature fields made up of the laser input l(i)
and vacuum fluctuations v(i) that enter through lossy ports or mirrors. Each element of
a and u is a two-dimensional vector that includes the amplitude and phase quadrature as
represented in Equation 3.10. The fact that sidebands with different frequencies propagate
independently from each other allows us to use the input-output relations described by
this set of equations for each frequency Ω. The matrix Mi,j with i, j = 1, 2, ..., n contains
the information about the elements in the optical system, such as the reflectivities and
transmissivities of the mirrors. The matrix Mi,j also contains information about small
displacements of the movable mirror and forces on the movable mirror. The 22 by 22 matrix
Mi,j relates all of the sideband fields and mirror dynamics to each other. Inverting the
matrix Mi,j yields a
(i) in terms of the inputs u(i), which provides the frequency dependent
transfer functions used to study the system.
The elements of iM contain many useful transfer functions for calculating the quantum
noise and dynamics of the optomechanical cavity. More details about the individual matrix
elements are in Appendix A. One example of what can be calculated with iM uses the
matrix element 1/iM(t1, X),which calculates the shot noise level for the light that is detected
at the cavity output t1. The effect of the optical spring introduced in Chapter 2 can also
be calculated within the code by studying the relationship between fluctuations in the
amplitude quadrature of the input and the amplitude quadrature of the field transmitted
through the cavity. The optical spring suppresses amplitude fluctuations below the optical
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spring frequency as shown in Equation 2.21. This response is calculated using the element
iM(t1, a1) for a laser with an input at a or iM(r1, h1) for a laser with an input at h. In the
code included in Appendix A, the input output relations can be done either as a function
of frequency as described here or as a function of the readout angle.
Effects from quantum radiation pressure is also included in the code. Quantum radia-
tion pressure noise is created by fluctuations in the amplitude quadrature of input sideband
fields. The amplitude quadrature fluctuations modulate the amount of power incident in
the movable mirror and cause it to move. This motion, in turn, creates phase modulations
in the carrier field, which creates additional sidebands. We are interested in calculating the
quantum radiation pressure effects that are observable by a single photodetector, which is
only sensitive to the amplitude quadrature of the light. Taking this into consideration, the
QRPN in the field t1 is calculated by adding the contributions from each of the input fields
in quadrature. The input fields of interest are a1, a2, h1, and h2 for a lossless cavity. Adding
losses to M1 means that fields b1, b2, c1, and c2 become inputs for vacuum fluctuations.
Their contribution to the total quadrature sum scales with a factor of L
1−L so that in the
limit of no losses (L = 0) these terms do not contribute. The QRPN is calculated using
these input-output relations and is shown in the figures in section 3.4.
3.4 Cantilever mirror design
One of the key elements of the optomechanical cavity described in this chapter is
the microresonator that forms one of the Fabry Perot cavity mirrors. The microres-
onator is fabricated in collaboration with Garrett Cole from Crystalline Mirror Solu-
tions. The cantilever microresonators are fabricated from a molecular-beam-epitaxy-grown
GaAs/AlxGa1-xAs/InyGa1-yP structure using a double etch stop technique. Alternating
layers of GaAs and Al0.92Ga0.08As form a distributed Bragg reflector. The GaAs is a high
index material, and the Al0.92Ga0.08As is a low index material. At room temperature, the
mirror’s center wavelength for reflection is 1078 nm so that the center frequency will shift
to 1064 nm when the structure is cooled to cryogenic He4 temperatures in future experi-
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Table 3.1: Mechanical and thermal properties of GaAs and Al0.92Ga0.08As [74].
a Value from
the Ioffe Institute [75]. b Value from the Ioffe Institute [76]. c Computed as (5320− 1560×
0.92) from the Ioffe Institute [77]. d Value from the Ioffe Institute [78]. e Approximate
isotropic Young’s modulus from Cole et al. [74]. This is an approximation because the
GaAs is anisotropic.
Property GaAs Al0.92Ga0.08As
Density ρ ( kg
m3
) 5320 a 3890 c
Poisson’s ratio σ 0.31 a 0.32 c
Specific heat Cν (
J
kgK
) 330 b 440 d
Thermal conductivity κ ( W
mK
) 55 b 70 d
Linear expansion coefficient α (K−1) 5.73× 10−6 b 5.2× 10−6 d
Young’s modulus Ey (GPa) 100
e 100 e
ments. This shift compensates for the thermorefractive effects when the structure is cooled
[66]. More details of the fabrication process are found in [66, 67, 68, 69, 70, 71, 72, 73] and
the supplemental material of [46]. The mechanical and thermal properties of GaAs and
Al0.92Ga0.08As are listed in Table 3.1.
Previous generations of the cantilever microresonators were not optimized for measuring
radiation pressure noise. To improve the performance for the new generation of mirrors, we
studied the effects of changing the geometry of the cantilever and mirror pad. During the
study, we wanted to reduce the modeled thermal noise to be below the modeled quantum
noise. One of the chief ways to reduce the signal-to-noise ratio (SNR) of QRPN to thermal
noise (TN) is to reduce the mass of the oscillator. Using Equations 3.5 and 1.38 the SNR








where m is the mass of the microresonator. While reducing the mass increases the SNR,
it also increases the fundamental frequency of the microresonator. This factors in to the
constraint of wanting the fundamental resonance frequency between 100 Hz and 1 kHz.
The reason for having a low frequency microresonator is seen by comparing Equations 3.5
and 1.38, which show that the structural thermal noise has an additional factor of ω1/2 in
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Figure 3.3: Three dimensional CAD model of a cantilever mirror. The cantilever has a
length of 55 µm and width of 8 µm, and the mirror pad has a diameter of 70 µm. The
green layer corresponds to GaAs, and the blue layer signifies alternating layers of AlGaAs
and GaAs.
the denominator as compared to QRPN. This difference in frequency dependence allows
the SNR of QRPN to structural thermal noise to grow as ω1/2. A further constraint was
to avoid having higher order modes between 10 kHz and 200 kHz to allow for a cleaner
measurement band. In the figures shown below, the cantilever and mirror dimensions are
listed as: cantilever width, cantilever length (from the point at which the cantilever is
attached to the chip edge to the edge of the mirror pad), and mirror radius. An example
of a cantilever mirror is shown in Figure 3.3.
Thickness: Figure 3.4 shows the effect of varying the thickness of the cantilever. Thin-
ner cantilevers have less mass and therefore increase the SNR of QRPN to TN as described
by Equation 3.12. In addition, thinner cantilevers also have fewer higher order modes
between 10 kHz and 300 kHz than thick cantilevers do.
Transmissivity: The transmissivity of the mirror can be altered by changing the number








































Structural TN: 700 nm
Viscous TN: 700 nm
Structural TN: 200 nm
Viscous TN: 200 nm
Figure 3.4: Comparison of thermal noise for cantilever mirrors with a cantilever thickness
of 200 nm and 700 nm. Model parameters are 250 mW circulating power for a 50 ppm
transmission macroscopic mirror and a 350 ppm transmission cantilever mirror.
finesse1 of the cavity and allow for more power to circulate inside the cavity. This will
in turn create a larger QRPN signal. A decrease in transmissivity, however, comes at the
expense of increasing the thickness and therefore mass of the cantilever mirror. As seen in
Equation 3.12, this reduces the ratio of QRPN to TN. An additional consideration for the
transmissivity of the cantilever mirror is the plan for injecting squeezed light into the cavity
to reduce QRPN. While taking the low transmissivity of the macroscopic cavity mirror (50
ppm or parts per million), a cantilever with a very low transmissivity will cause inefficient
coupling of squeezed light into the cavity and degrade the squeezed light’s effect.
Length: Figure 3.5 shows the effect of varying the length of the cantilever. The benefit
of using a long cantilever is having a lower fundamental mode resonance frequency. A
low frequency fundamental mode allows the structural thermal noise model to start falling
off as f − 1/2 with respect to the QRPN at a lower frequency. On the other hand, longer













































SQL: 6, 100, 60
Structural TN: 6, 100, 60
Viscous TN: 6, 100, 60
QN: 6, 100, 60
Structural TN: 6, 200, 60
Viscous TN: 6, 200, 60
QN: 6, 200, 60
Figure 3.5: Comparison of thermal and quantum noise models for two cantilevers of different
lengths. The model was done with a circulating power of 250 mW at a detuning of 0.5
linewidths and a temperature of 9 K.
cantilevers have more higher order modes below 200 kHz.
Width: Figure 3.6 shows the effect of varying the width of the cantilever. Decreasing
the width of cantilevers lowers the frequency of the fundamental mode at the expense of
having lower frequency higher order modes. The shift of the higher order modes to lower
frequencies is not as significant as the shift caused by changing the length of the cantilever.
Cantilevers with a smaller width have slightly better noise performance but are also more
fragile and likely to break during shipment and installation. For this reason, we have
included some optimistic designs with thin cantilevers but have also included some wider
cantilevers for safety.
Mirror size: Figure 3.7 shows the effect of varying the radius of the mirror pad. De-
creasing the radius of the mirror pad reduces the mass of the mirror, and therefore increases
the signal-to-noise ratio of the QRPN to TN as shown in 3.12. This benefit comes at the
expense of smaller mirrors having more higher order modes in the 100 kHz - 500 kHz re-
















































Figure 3.6: Comparison of thermal and quantum noise models for two cantilevers of different
width.
the mirror’s performance for measuring QRPN below 100 kHz but does impact future ex-
periments aiming for sub-SQL sensitivity between 100 kHz and 200 kHz. Results from
previous experiments have shown that the thermoelastic damping of the drumhead mode
of the mirror pad might have an effect on the thermal noise spectrum at frequencies well
below the drumhead mode’s resonance frequency (∼ 1− 10 MHz). The effect of the ther-
moelastic damping of the drumhead mode can be reduced by decreasing the mirror size so
that ldrumhead, which is the radius of the mirror, is reduced and ωdrumhead is increased. In
order to further investigate the thermoelastic damping of the drumhead mode, we inten-
tionally included several mirrors with large radii (up to 200 µm) to decrease ωdrumhead and
make it more accessible for study.
Nontraditional designs: Figure 3.8 shows a noise budget for a mirror that is suspended
by two cantilevers on opposite sides of the mirror. Adding a second cantilever can reduce
the probability of the cantilever mirror breaking during shipment and installation, but this
















































Figure 3.7: Comparison of thermal and quantum noise models for two cantilevers mirrors











































Figure 3.8: Thermal and quantum noise models for a mirror that has a cantilever structure















































Figure 3.9: Thermal and quantum noise for a 100 µm long and 5 µm wide cantilever with
a mirror of radius 25 µm. This is an example of a cantilever whose modeled structural
thermal noise lies below the modeled QRPN.
Examples of good cantilevers: Figure 3.9 shows an example of one of the best designs.
This design meets the requirements of having a low frequency fundamental resonance, few
higher order modes between 10 kHz and 100 kHz, and a modeled structural thermal noise
that lies below the modeled QRPN.
Figure 3.10 shows a CAD model of the final chip design, and Figure 3.11 is a photo-
graph of the chip that is used in Chapters 6 and 7. For scale, the chip is a 7 mm by 7 mm
square and contains six rows and two columns full of cantilever mirrors. The geometries
of the individual cantilevers vary. The radius of the mirror pad is on the order of 20-60
µm with a few having a radius of up to 200 µm. The width and length of the cantilever
structure that supports the mirror pad is generally in the range of 5-20 µm and 20-250 µm.
The exact dimensions of the cantilever and mirror pad determine the resonant frequency
of the fundamental mechanical mode and higher order mechanical modes. Table 3.2 show
a representative sample of the cantilever geometries and resonances. The rest of the chip is
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Table 3.2: New cantilever mirrors. This table shows a representative sample of the new
cantilever mirrors.
Length (µm) Width (µm) Mirror Radius (µm) Mass (ng) Fundamental Freq. (Hz)
20 60 10 200 998
40 60 6 200 476
50 60 9 200 495
200 60 12 200 150
250 60 15 200 131
60 40 6 100 671
80 40 10 100 656
170 40 6 100 219
170 40 9 100 268
200 40 9 100 220
250 40 9 100 166
250 40 9 100 157
250 30 6 60 189
250 30 10 60 246
80 25 5 40 904
100 25 5 40 696
130 25 6 40 553
250 25 6 40 117
filled with cantilevers that have slightly varied dimensions to add redundancy for the pos-
sibility of some of the cantilevers breaking during shipment and operation. The dimensions
are varied to avoid cross talk between cantilevers with identical mode structures.
Compared to the previous generations of cantilever mirrors, the newly designed can-
tilever mirrors have a thinner cantilever (222 µm vs 358 µm). The new design also has
a thinner mirror pad (4.5 µm vs 6 µm) as a result of having fewer AlGaAs/GaAs paired
layers (23 vs 36) for a larger transmission (250 ppm vs 10 ppm). The thinner cantilever and
thinner mirror pad result in the newly designed cantilever mirrors having a smaller mass
than the previous generation (∼ 10 ng vs ∼ 100 ng). This reduction in mass significantly
increases the SNR of QRPN to TN.
The layer structure of the newly designed cantilever is shown in Figure 3.12. The
cantilever structure is made soley from the bottom 221.7 nm GaAs layer while the mirror
contains the 221.7 nm GaAs layer and all of the layers above it. The multilayer structure
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Figure 3.10: CAD model of the new chip created in Autodesk Inventor [79]. The chip
includes variations on cantilever and mirror geometries.
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Figure 3.11: Photograph of a microfabricated single-crystal cantilever array manufactured
by P. Heu, D. Follman, and G. D. Cole of Crystalline Mirror Solutions LLC, Santa Barbara,
CA. The chip in the photograph has the same orientation of the model in Figure 3.10.











Figure 3.12: Cross sectional schematic of the epitaxial multilayer. The multilayer struc-
ture is composed of (from bottom up) a semi-insulating GaAs substrate, a Al0.92Ga0.08As
backside etch stop layer, a GaAs structural support layer, a lattice matched InGaP etch
stop layer, a GaAs layer, and a 23-period 1064 GaAs/Al0.92Ga0.08As Bragg mirror.
is designed to have a transmission of 250 ppm for a laser wavelength of 1064 nm.
3.5 Cantilever mirror measurements
Based on the experience with previous generations of cantilever mirrors, we believed
that the Q should scale roughly with the thickness of the cantilever. Thus, we expected
the newly designed cantilever mirrors to have a slightly lower Q than the previous design
because of their reduced thickness. We wanted to test this theory, however, because the
thermal and quantum noise calculations described in the next sections require an accurate
measurement of the Q.
We had previously measured the Q of the previous generation of cantilevers using an
optical lever. To measure the Q, we would excite the cantilever mirror by simply tapping on
the vacuum chamber that housed it. The optical lever beam reflected off of the cantilever
mirror and was detected on a quadrant photodetector (QPD). This technique, however,
only allowed us to measure the Q of the fundamental mode because the amplitude of the
fundamental mode is much larger than the higher order mechanical modes.
We built a Michelson interferometer to test the Q of the newly designed cantilever
mirrors. A schematic of the Michelson interferometer is shown in Figure 3.13. The Michel-
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son interferometer was built in the summer of 2017 as part of a summer project for an
undergraduate student. The cantilever chip is housed in a vacuum tank and serves as one
of the end mirrors of the Michelson interferometer. The vacuum tank is on an x, y, z trans-
lation stage so that a single cantilever mirror can be aligned to the incoming laser beam.
A piezoelectric transducer (PZT) is attached to the back of the cantilever chip and is used
to selectively excite the mechanical modes of the cantilever mirror by changing the voltage
on the PZT. This allows us to measure the Qs of the fundamental, yaw, pitch, and other
higher order modes individually. A portion of the results is shown below in the Table 3.3.
The results shown in Table 3.3 are for the cantilever chip that would eventually be used
in the quantum radiation pressure experiment described in Chapter 6 and the experiments
in Chapter 7. The frequency and Q for some of the modes were difficult to determine
because there were multiple resonance peaks in the frequency band in which the mode was
predicted to be. We were able to find three frequencies (5358 Hz, 12690 Hz, and 13980
Hz) that were common across multiple measurements and are most likely resonances of the
piezo or structure that holds the chip. In order to perform the measurements, the interfer-
ometer is locked by detecting the light at the output port of the interferometer and feeding
back to a PZT that is mounted to the other end mirror. The camera and photodetector in
transmission of the cantilever chip are used for alignment purposes. The vacuum chamber
that houses the cantilever chip is compatible with a cryostat. In the future, we plan to
measure the Qs as a function of temperature.
3.6 Cryogenic design
As described in the previous sections, thermal noise usually masks the effect of the
quantum radiation pressure noise at room temperature. One way to reduce the thermal
noise and bring it below the radiation pressure noise is to cool the cantilever mirrors to
cryogenic temperatures. Since the thermal noise scales with temperature as
√
T , as seen
in Equations 3.4 and 3.5, lowering the temperature from room temperature to 4 K, the
temperature of liquid He4, would reduce the thermal noise by a factor of approximately 10.
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Table 3.3: Measured frequencies and quality factors (Q) of the fundamental modes using
the Michelson interferometer. The rows are numbered 1-6 starting from the bottom row in
model in Figure 3.10. The column refers to left (L) and right (R) side of the central strip.
The number is which number cantilever in the row staring from the left side of the chip for
the left column and the middle of the chip for the right column. The fundamental mode (F),
yaw mode (Y), or pitch mode (P) were all attempted to be measured. Some measurements
contained more than one peak and are denoted by ∗ for two peaks, @ for three peaks, and
ˆfor four peaks. The blank spaces were either not measured, or the frequency and Q were
not able to be determined from the measurement.
Row Column Number F (Hz) F Q Y (Hz) Y Q P(Hz) P Q
1 L 1 482 2000 4374 2000
1 L 2 667 5000
1 L 3 875 8000 16363 4000
1 L 8 1113 4000
1 R 1 516 500 4518 3000
1 R 2 708 6000 5062 5000 13900 6000
1 R 4 636 5000 2820 12000
1 R 5 994 5000
2 L 1 622 8000 5778 4000 13200 ∗ 7000
2 L 2 772 4000 15275 10000
2 L 4 831 6000 1114 1000 12650 1000
2 L 5 623 4000
2 R 2 787 10000
2 R 4 876 11000 3694 1000 15230 8000
3 L 2 865 11000 3481 4000 17145 5000
3 L 5 704 4000 3481 @ 6000 11730 5000
3 R 2 516 5292 8000
3 R 3 657 500 5493 4000 12222 ˆ 13000
3 R 5 746 14000 3584 5000
5 R 7 2746 1500
6 L 1 2005 9000 4705 13000










Figure 3.13: Schematic of the Michelson interferometer used to measure the quality factors
of the new generation of cantilever mirrors. The cantilever mirror serves as one of the end
mirrors of the Michelson. A piezoelectric transducer (PZT) is attached to the back of the
cantilever chip and is used to selectively excite mechanical modes of the cantilever mirror.
In order to use liquid helium to cryogenically cool the cantilever mirrors, a cryogenic
connection must be designed in order to connect the cantilever mirror to the liquid helium
and extract heat from the cantilever mirror. The requirements for the cryogenic design are:
1. The cantilever mirrors must be in thermal contact with the cryostat.
2. The material connecting the cantilever mirrors to the cryostat must have a high
thermal conductivity.
3. The cantilever mirrors must maintain optical access for the laser beam path.
4. The cryogenic connection between the cantilever mirrors and the cryostat must be
flexible to allow for cavity alignment.
5. The cantilever mirrors must be housed in a radiation shield to reduce the heat load
and prevent any particles in the vacuum chamber from freezing to the cantilever
mirrors.
A chip mount was fabricated out of oxygen-free high thermal conductivity (OFHC)
copper to house the fragile chip that contains the cantilever mirrors. A schematic of the
chip mount is shown in Figure 3.14. OFHC copper is a high conductivity copper alloy that
has been electrolytically refined to reduce the level of oxygen to .001% or below. One of
the beneficial properties of OFHC copper is its high thermal conductivity of 390 W/(m×K)
[80]. OFHC copper is used instead of the elemental copper because of its high purity and
low volatility under high vacuum. Elemental copper contains a larger amount of oxygen
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Figure 3.14: 3D CAD rendering of the chip mount made out of OFHC copper. The chip sits
in the large central window and is clamped in place by a second piece of OFHC copper (not
shown here). The two copper pieces are screwed together to maintain sufficient pressure to
hold the chip in place. The large central window allows for optical access from both sides
of the chip. The four large through holes are used to integrate the chip holder with the
rest of the cryogenic setup, which is described below. The chip holder also contains a slot
(shown at the bottom center of the image) to mount a temperature sensor to monitor the
temperature of the chip mount and chip when it is cooled.
than OFHC copper and is known to outgas, or release a trapped gas, at high vacuum.
The chip mount is in thermal contact with the cryostat via flexible heat links. The
heat links are made out of thin OFHC copper strips to have a large thermal conductivity
and coated in gold to prevent oxidization.
The chip mount and chip are housed in a radiation shield to prevent blackbody ra-
diation from the surrounding vacuum tank from being absorbed by the chip mount and
increasing its temperature. The radiation shield is made out of OFHC copper and wrapped
in aluminized mylar. Aluminized mylar has a very low emissivity of 0.044 [81], which makes
it a good reflector of blackbody radiation. The aluminized mylar layer on the radiation
shield reduces the amount of blackbody radiation from the surrounding vacuum tank that
the radiation shield absorbs and therefore keeps the radiation shield at a lower temperature.
The radiation shield is connected to an intermediate stage of the cryostat via a separate
set of flexible OFHC copper heat links.
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Figure 3.15: 3D CAD rendering of the radiation shield made out of OFHC copper. The
radiation shield surrounds the chip mount and chip to prevent blackbody radiation from
heating the chip. The laser beam is able to pass through the central hole on both sides of
the radiation shield. The flexible heat links that connect the chip mount to the cryostat
pass through the slit shown on the bottom of the image on the left.
To cool the cantilever mirror chip to cryogenic temperatures, we designed a cryogenic
setup that would be compatible with the optical setup of our optomechanical Fabry-Perot
cavity. As stated in the list of requirements above, one constraint that our optical setup
imposes is the need to align the cantilever mirror chip to form a resonant cavity with one
of the mirrors. In addition, we need to be able to move the chip to use other mirrors on the
chip. We use Agilis translational and rotational stages from Newport Corporation to control
the position of the chip [82, 83]. The Agilis mounts must operate at room temperature, so
we had to design a chip mount that would allow the chip to be at a cryogenic temperature
while the Agilis mounts were at room temperature. To achieve this requirement, we needed
a material with very low thermal conductivity to prevent heat from the room temperature
Agilis mount flowing to the cold chip.
The first design used hollow Kapton rods to connect the cold chip to the room tem-
perature Agilis mount. After building a test setup, we found that the Kapton rods were
not strong enough to support the weight of the copper mount that holds the chip. The
next material we tried was G-10, which is an epoxy resin. G-10 has a very low thermal
conductivity of 0.6 W/(m×K) at room temperature and about 0.1 W/(m×K) at 4 K, making











Figure 3.16: Schematic of the cryogenic setup. The cryostat’s cold finger enters the vacuum
tank through a flexible bellows that shield the vacuum tank from vibrations from the
cryostat. The in-vacuum optical breadboard is suspended from steel wires to further reduce
vibrations. The cold finger is attached to stage one (red) and stage two (blue) of the nested
structure via flexible copper heat links. Stage two of the nested structure is attached to the
cantilever chip by another set of flexible heat links. Stage one is attached to the radiation
shield (purple) via flexible copper braids. The cantilever chip and radiation shield are
thermally isolated from the room temperature Agilis mirror mount by three hollow G-10
rods.
support the weight of the chip mount without bending. To further reduce the heat flow
between the cryogenic chip mount and the room temperature Agilis stages, we used hollow
G-10 rods to minimize the amount of material that could transport heat from the cold chip
to the room temperature mount. The G-10 rods fit in the four large through holes in the
chip mount, shown in Figure 3.14, and in a similar set of holes in an aluminum piece that
is secured in the Agilis mount.
A schematic of the cryogenic setup is shown in Figure 3.16. The cryostat is a custom
Montana Instruments cryostation. The cryostation features a cryogen-free, closed-cycle
system that uses a variable flow helium compressor to recycle the consumed helium. The
cryo-cooler is a Gifford-McMahon style, and the cryostation has a base temperature of
about 4 K and a temperature stability of less than 20 mK. The cryostation includes flexible
bellows and flexible heat links to provide vibration isolation for the cold sample. The
isolation reduces the vibrations to less than 10 nm during operation.
After designing the cryogenic setup, we placed the chip holder inside of the radiation
shield and turned the cryostat on to test its performance. Figure 3.17 shows a long-term
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Figure 3.17: Cryogenic cooldown test. Only the sample temperature, which is the temper-
ature of the copper piece that holds the cantilever chip, is plotted. During the test, the
sample temperature rose by 0.2 K over the course of 11 days or 0.018 K per day.
test of the cryogenic performance. The sample was cooled down to 8.8 K and monitored
for 11 days. During that time, the sample temperature rose by 0.2 K or 0.018 K per day.
By reducing the temperature of the cantilever mirrors from room temperature to 9 K, the
thermal noise of the cantilevers would be reduced by a factor of almost six. This test proved
both the performance and long-term stability of the cryogenic setup.
3.7 Seismic vibration isolation
The optical breadboard inside the vacuum tank is suspended to isolate the optomechan-
ical cavity from external seismic vibrations. The power spectrum of the earth’s vibrations
is a steeply falling function of frequency x(f) = 10−9 m/Hz1/2(10Hz/f)2 at a relatively quiet
location [85]. Theses seismic vibrations are caused by things ranging from human activity
to ocean waves hitting the shoreline. An additional source of vibrations in our experiment
is the closed-cycle cryostat. Despite having multiple stages of vibration isolation between
the cryostat and the optomechanical cavity, the cavity was unable to maintain lock when
the cryostat was turned on.
Both active and passive strategies can be employed to isolate an experiment from the
seismic activity. One form of passive isolation is the use of a suspension system. A passive
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Figure 3.18: Suspended optical breadboard inside the vacuum tank. The optical bread-
board is suspended by three wires to isolate the optomechanical cavity from outside vi-
brations. The entire setup is placed inside a vacuum tank to reduce acoustic coupling and
residual gas noise.
suspension with a resonant frequency of f0 provides an isolation of (f0/f)
2 at frequencies,
f , that are large compared to f0. For the purposes of this thesis, I wanted to design a
suspension that would isolate the optomechanical cavity housed in the vacuum tank above
roughly 1 kHz. Ideally the design would use a long suspension to decrease the suspension’s
resonance frequency, but the height of the suspension was constrained to fit within the
vacuum tank. As a result, the height of the suspension was limited to about 15 cm.
The suspension has several resonance frequencies between 1 Hz and 30 Hz. As a result,
seismic vibrations are reduced by a factor of roughly 1,000 at 1 kHz. The suspension was
constructed out of vacuum compatible stainless steel and is shown in Figure 3.18.
We installed eddy current dampers to reduce the quality factor, Q, of the mechanical
resonances of the suspension and isolate the optomechanical cavity from external vibrations.
Eddy current dampers are based on the creation of a motional emf when a conductor moves
relative to a magnetic field. The induced emf creates an eddy current in the conductor, as
described by Faraday’s law of induction. The induced current moves in a direction that
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Figure 3.19: Illustration of the induced currents and forces for an eddy current damper [86].
The magnetic flux through the conducting plate changes as the conductor enters and exits
the magnetic field. This change in flux produces an eddy current, which in turn, produces
a magnetic field that opposes the change in flux. This induced magnetic field produces a
force that is in the opposite direction as the motion of the conductor and thus reduces the
conductor’s velocity.
produces a magnetic field that opposes the change in magnetic flux as described by Lenz’s
law. An illustration of the induced current and forces produced in the description above is
shown in Figure 3.19.
The eddy current dampers are installed in the vacuum tank, as shown in Figure 3.20,
with an OFHC copper flag serving as the conductor and a stack of Neodymium magnets
providing the magnetic field. The Neodymium magnets are suspended with a wire to
provide isolation from seismic vibrations and to avoid feeding seismic vibrations onto the
suspended optical breadboard. As shown in Figure 3.21, the magnets were originally not
suspended and attached rigidly to the suspended breadboard with the leg of the suspension
acting as the conductor.
The results from installing the eddy current dampers with the cryostat off is shown
in Figure 3.22 and with the cryostat on in Figure 3.23. Both Figure 3.22 and Figure 3.23
were taken with accelerometers attached to the breadboard and show that the reduction
in the amplitude of the vibrations across a wide range of frequencies. Comparing Figure
3.22 and Figure 3.23 shows that the cryostat adds approximately 20 dB of noise at 100
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Figure 3.20: Eddy current dampers used to damp suspension resonances. The eddy current
dampers consist of a conductor (copper flag) and strong magnet (gold plated discs in front
of copper flag). The magnet is also suspended so that it serves as a quiet reference and
does not introduce excess vibrations.
Figure 3.21: Initial eddy current damper setup with a fixed magnet. The eddy current
dampers consist of a conductor (the leg of the suspension) and strong magnet. The fixed






































Figure 3.22: Results from adding the eddy current dampers with the cryostat turned off.
The eddy current dampers with suspended magnets provide a roughly 50 dB decrease in
noise at 100 Hz.
Hz. The cryostat also creates a large forest of peaks between 1 Hz and 10 Hz, which are
not present with the cryostat off. Figure 3.22 also demonstrates that using magnets that
are rigidly attached to the suspension system and the leg of the suspension system as the
conductor creates a short circuit. The motion of the suspension leg, which is not vibration
isolated by the suspension system, feeds motion onto the magnet, which is attached to the
suspended breadboard. This short circuit allows vibrations to bypass the isolation added
by the suspension system.
3.8 Final design
After designing all the components necessary to construct the optomechanical cavity,
the cavity was built inside the vacuum tank on the suspended optical breadboard. A picture
of the optomechanical cavity is shown in Figure 3.24. The laser light is coupled into the
cavity through the cantilever mirror (left of center in the picture) and detected both in
reflection and transmission of the cavity. The transmissivity of the cantilever mirrors is





































Figure 3.23: Results from adding the eddy current dampers with the cryostat turned on.
The broadband noise is increased with the cryostat on relative to when the cryostat is off
in Figure 3.22.
low mass cantilever mirror. The 250 ppm transmission also allows for squeezed light to be
coupled into the cavity through the cantilever mirror.
After performing the initial alignment of the cavity, we were able to successfully operate
the cavity with the cryostation turned on. After the quick test, however, we decided to
proceed with continuing the cavity alignment at room temperature to avoid the possibility
the cavity becoming misaligned as the cantilever chip and the structure holding it cooled.
In the future, we plan to operate with the cryostat on and the mirrors cryogenically cooled,
as discussed later in Chapter 8.
The Q of the fundamental, yaw, and pitch modes was remeasured after the chip was
installed in the experiment to confirm that the mirrors had not been damaged during the
installation. The measurements, shown in Figures 3.25, 3.26, and 3.27 were performed
using an optical lever reflected off the cantilever mirror and detected on a QPD.
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Figure 3.24: The optomechanical cavity consists of a 1-inch radius of curvature output
coupler mirror (right) and one of the cantilever mirrors on the chip (left wrapped under
aluminized mylar). Lenses on either side of the cavity are used for mode matching the
optical beam to match the cavity mode. Both the output coupler and cantilever chip
are mounted on motorized Agilis translation stages and mirror mounts, which are used to
position the mirrors. The cantilever chip is connected to the cryostat (top) via flexible
copper ribbons wrapped in aluminized mylar. A radiation shield wrapped in aluminized
mylar surrounds the cantilever chip to block any blackbody radiation from the surrounding
vacuum tank and prevents any particles from hitting and sticking to the cantilever chip
when it is cold.
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Model Q = 16,000
Figure 3.25: Measurement of the Q for the fundamental mode after the chip was installed
and after the laser beam was aligned onto the cantilever of interest. The blue trace is the
measured trace and the red curve is a model with a Q of 16,000.






















Model Q = 13,000
Figure 3.26: Measurement of the Q for the yaw mode after the chip was installed and after
the laser beam was aligned onto the cantilever of interest. The blue trace is the measured
trace and the red curve is a model with a Q of 13,000.
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Model Q = 9,000
Figure 3.27: Measurement of the Q for the pitch mode after the chip was installed and after
the laser beam was aligned onto the cantilever of interest. The blue trace is the measured
trace and the red curve is a model with a Q of 9,000.
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Chapter 4
Radiation-Pressure-Mediated Control of an Optomechanical
Cavity
We describe and demonstrate a method to control a detuned movable-mirror Fabry-
Pérot cavity using radiation pressure in the presence of a strong optical spring. At frequen-
cies below the optical spring resonance, self-locking of the cavity is achieved intrinsically
by the optomechanical (OM) interaction between the cavity field and the movable end
mirror. The OM interaction results in a high rigidity and reduced susceptibility of the
mirror to external forces. However, due to a finite delay time in the cavity, this enhanced
rigidity is accompanied by an anti-damping force, which destabilizes the cavity. The cavity
is stabilized by applying external feedback in a frequency band around the optical spring
resonance. The error signal is sensed in the amplitude quadrature of the transmitted beam
with a photodetector. An amplitude modulator in the input path to the cavity modu-
lates the light intensity to provide the stabilizing radiation pressure force. This chapter is
adapted from [47].
4.1 Introduction
Cavity optomechanics, the interaction between electromagnetic radiation and mechani-
cal motion, provides an ideal platform for measuring mechanical displacements and prepar-
ing and detecting mechanical resonators in the quantum regime [87]. In a simple cavity-
coupled optomechanical system, the mechanical oscillator is driven by the radiation pressure
force exerted by the probing laser field. The fluctuations in the radiation pressure force due
to power fluctuations modulate the motion of the mechanical oscillator, effectively changing
the length of the cavity and modifying the resonance condition of the cavity. This leads to
changes in the optical power circulating inside the cavity, thus cyclically modulating the
radiation pressure force exerted on the mechanical oscillator. This feedback results in the
optical spring effect.
The optical spring effect was first discussed for Fabry-Perot cavities by Braginsky [88,
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89]. Braginsky et al. [90], Buonanno and Chen [91], and Harms et al. [52] proposed
using the optical bar and optical spring to enhance the sensitivity of gravitational wave
detectors. Over the past two decades, many experiments have observed the optical spring
in a variety of systems [45, 46, 87, 92, 93, 94, 95, 96, 97, 98, 99] and used it to optically
cool mechanical resonators [100, 101, 102, 103, 104, 105, 106, 107, 108]. Furthermore,
proposals to increase the sensitivity of Michelson-type gravitational wave detectors using
the optical spring effect have included adding a signal-recycling cavity [109, 110, 111], using
a detuned cavity to amplify the interferometric signal [112], adding a signal-extraction
cavity or resonant sideband extraction [113, 114], and dynamically tuning the cavities to
follow a gravitational wave chirp signal [115, 116]. Signal-recycling and signal-extraction
cavities have been used in the GEO 600 [117] and Advanced LIGO [10] gravitational wave
detectors, and are planned to be used in Advanced VIRGO [118], and KAGRA [119].
For a blue-detuned high-finesse optomechanical Fabry-Pérot cavity in which the cav-
ity’s resonance frequency is less than the laser frequency, the system’s effective mechanical
resonance frequency is shifted to a higher frequency than the mechanical oscillator’s eigen-
frequency via the addition of the optical spring constant. This leads to self-stabilization
of the optomechanical system at frequencies below the optical spring frequency [63]. At
the optical spring frequency, however, the lag in optical response due to the round trip
optical delay leads to a dominating anti-damping force that renders the system unstable
[93, 94, 120]. Such anti-damping forces normally require active feedback control to stabilize
the optomechanical dynamics [93, 120].
Conventionally, detuned cavities are locked by using a simple “side of fringe” locking
method. In this method the error signal is obtained from the slope of the cavity intensity
profile on a transmission/reflection photodetector. This error signal is filtered and fed back
to a piezoelectric actuator on the cavity mirror or to the frequency of the laser. The lock
bandwidth is limited by the piezoelectric transducer’s mechanical resonance frequency. The
laser frequency modulation on the other hand has more bandwidth, but requires a large
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actuation range for short length cavities. As an alternative, in previous experiments, we
have demonstrated the stabilization of the optomechanical cavity by utilizing the double
optical spring effect [46].
In this paper, we introduce a new feedback control method to lock a movable mirror
Fabry-Pérot cavity using radiation pressure. We have implemented this scheme at two
independent experiments at LSU and MIT. This scheme relies on the suppression of external
disturbances by having a large in-loop optomechanical gain as a result of the large optical
spring constant. This suppression, which is mediated via the radiation pressure force, lowers
the fluctuations in cavity length and power. A schematic representation of the method is
shown in Figure 5.1, where the error signal is derived from the transmitted power out of the
cavity and is used to control the radiation pressure force acting on the cavity by modulating
the intensity of the input laser field passing through an amplitude modulator (AM). An
optimal error signal is extracted by passing the transmitted field through a filter. This filter
comprises of a gain and a band-pass component. The gain and low-pass filter of the servo
controller are to stabilize the anti damping on the optical spring. The high-pass filter is to
avoid saturation of the AM actuator due to ambient/seismic fluctuations that are largest
at low frequencies (below a few kHz for a typical lab environment). These seismically and
acoustically driven fluctuations in cavity length are self-stabilized in the optomechanical
dynamics due to the high OM gain at frequencies below optical spring.
4.2 Theoretical framework
In understanding the noise stabilization of a strong optical spring system with feed-
back, it is informative to view the optical spring itself as a feedback mechanism. In this
view, a closed-loop feedback system is formed between the mechanical oscillator and the
optical cavity. The mechanical oscillator, with susceptibility χm, transduces a force into a
displacement. The optical cavity, in turn, transduces the displacement back into a radiation










Figure 4.1: Schematic of the experimental setup. The laser is passed through an amplitude
modulator (AM), which modulates the intensity of the field before entering the detuned op-
tomechanical cavity. The light is detected in transmission of the cavity and passed through
a high pass filter and servo controller containing a gain and low pass filter component
to obtain the error signal which is fed back to the AM. The inset shows the scale of the
movable mirror that forms one of the cavity mirrors.
susceptibility of a single mechanical resonance at Ωm, such that
χm =
1
m (Ω2m − Ω2 + iΩΓm)
, (4.1)
where Ω is frequency, m is the effective mass of the mode of oscillation, Γm = Ωm/Qm
with Γm and Qm the mechanical damping and quality factor of the mechanical oscillator,
respectively. 1.
The open-loop gain pertaining to the cavity’s closed-loop response as shown in Figure
1A more realistic form including multiple resonances could be used instead, but the single resonance
susceptibility works well for this analysis. This is because the higher-order modes have a larger effective
mass than the fundamental mode due to their poor overlap with the cavity mode and hence don’t contribute
much to the broadband behavior.
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where Pcav is the intra-cavity power, λo is the center wavelength of the laser, c is the speed
of light, T is the total fraction of light leaving the cavity via loss and mirror transmissions,






is the dimensionless detuning of the laser field from the cavity’s resonance,
and K0 is the optical spring constant. The optical spring frequency is given by mΩ
2
os = K0,




γ). The real part of Equation 2 corresponds to
a position dependent restoring force and the imaginary part corresponds to a velocity
dependent anti-damping force. 2










Ω2os − Ω2 − iΓosΩ
, (4.3)
where x is the displacement of the resonator, Fext, is an external force, and in the last step
we assume that the Ωos  Ωm and Γos  Γm. At frequencies below the optical spring
frequency the ambient motion is therefore reduced by the factor
∣∣∣∣χmχos
∣∣∣∣ ≈ ∣∣∣∣ Ω2osΩ2m − Ω2 + iΩΓm
∣∣∣∣ , (4.4)
2This force will be anti-restoring and damping for a red detuned laser.
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Figure 4.2: Detailed loop diagram for the cavity’s transfer function. The amplitude modu-
lator adds to the intra-cavity power Pcav. The cavity power converts into radiation pressure
force F , which then converts into cantilever displacement x via its mechanical susceptibility
χm. The displacement causes a length change for the cavity, leading again to a change in
the intracavity power via the cavity response C. This forms a closed loop system.
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Figure 4.3: Loop diagram for the feedback Gf . H is the response of the high pass filter
and servo controller, and β is the response of the amplitude modulator. 1
1+Gos
is the closed





is the transfer function of the power input to power inside the cavity with the effect of
the detuning taken into account, and similarly Gout = T2 is the transfer function from
cavity power to transmitted power that is measured on the PD. Here T1 is the transmission
of the input mirror, T2 is the transmission of the microresonator, and T is the total loss
of power from the cavity, in the form of transmission, scattering, absorption, etc. Gf =
Gout×PD×H×β×Gin is calculated by using the measurements of the individual transfer
functions.
with the approximation assuming Ωos  Ω. This factor of suppression may be made very
large if Ωos  Ωm.
In the limit of a large optical spring frequency, the optical spring provides sufficient
stabilization to maintain cavity lock. Due to the negative damping (gain) of the optical
spring feedback, however, the system is unstable on its own. This can be seen by writing
the closed-loop gain in the s-domain by substituting s = iΩ,. The closed-loop gain Gcl








2 + sΓm + Ω2os − sΓos
(4.5)
From the above expression, one can see that this closed-loop gain has at least one right-
half-plane pole 3 and will thus be unstable. This system must be stabilized by an external
damping force. The feedback may be localized to frequencies near the optical spring reso-
3The terms in the denominator are not all of the same sign.
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nance, and its only purpose is to stabilize the unity gain crossing.
The main purpose of the applied feedback Gf shown in Figure 4.3 is to change the
shape of the phase response of the system so that the system is stable as well as has good
stability margins.
Radiation pressure is a natural transducer to stabilize such a system because there is
strong coupling of radiation pressure by assumption. In addition, amplitude modulators
have higher response bandwidth than piezoelectric actuators and better range than laser
frequency modulation. Furthermore, because these systems are typically operated detuned
(within a few line-widths to achieve strong optical springs), the transmitted power through
the cavity is a natural readout of the cavity motion.
4.3 Experimental setup
The schematic shown in Figure 5.1 illustrates the experimental setup. The laser field
from an NPRO Nd:YAG laser is passed through an amplitude modulator before passing
through a half-wave plate and mode-matching lenses en route to the optomechanical cavity.
The in-vacuum cavity is 1 cm long and consists of a 0.5-inch (12mm) diameter input mirror
with a 1 cm radius of curvature and a microresonator as the second mirror. The input mirror
is mounted on a piezoelectric actuator to allow for fine-tuning of the cavity length. The
microresonator is fabricated from a stack of crystalline Al0.92Ga0.08As/GaAs layers. It has a
diameter of 140 µm and a mass of about 500 ng [46, 66, 67, 68, 69]. The microresonator has
a natural mechanical frequency of Ωm = 2π × 288 Hz and a measured mechanical quality
factor Qm = 8000, which gives Γm = 2π × 36 mHz.
The field transmitted through the cavity is detected by a photodetector. The photode-
tector signal is sent through a high-pass filter and servo controller before being used as the
error signal to the amplitude modulator.
4.4 Results and Discussion
To help understand the feedback mechanisms and individual components of the feed-











































Figure 4.4: Transfer function measurements of the plant, GCL =
1
1+Gos
shown in blue, the
feedback, Gf shown in red, and the open loop optical spring, Gos shown in pink. A model
for the plant, shown in dashed cyan, is calculated with Equation 4.2 using the measured
values for Ωos, Ωm, and Γm and setting Γos so that the peak height and width match the
measured data. Gcl is obtained using the open loop gain,
Gf
1+Gos
, shown in Figure 4.5 and
dividing out the measured Gf . The effect of the optical spring is visible with the peak at 75
kHz and a rise in phase of the plant transfer function. The measurement begins to flatten
out below 5 kHz due to other circuitous signal couplings (eg scattered light). Gos is then
obtained from Gcl. The applied feedback loop is Gf . At 75 kHz, Gf has a magnitude of
0.53 and a phase of −80◦.
and the optical spring Gos. Measurements of the open loop gain, plant transfer function,
individual loop gains, and closed loop gain are described below.
In Figure 4.4, the blue curves show the plant transfer function, which is the system we
would like to control. We see a peak corresponding to the optical spring at around 75 kHz
in the magnitude. Since the system is unstable on its own, the plant transfer function is
obtained using the open loop gain measurement with the feedback on. This open loop gain
is shown in Figure 4.5, and we later divide it by the measured Gf , shown in red in Figure






























Figure 4.5: Measurement of the open-loop gain or Gf
1+Gos
taken by injecting a signal before
H, done with a circulating power of 0.2 W. Higher-order mechanical modes are visible at
1.4 kHz (yaw), 4.3 kHz (pitch), and 54 kHz (translation and yaw) are shown in the inset.
Unity-gain crossings are at 61 kHz and 93 kHz with phases 109◦ and −115◦. The gain is
0.34 at 250 kHz where the phase crosses −180◦. Thus, the system is stable with phase
margins of 71◦ and 65◦, respectively, and a gain margin of 9.4 dB.
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Figure 4.4 also shows the transfer function of the Gos loop, which is obtained from the
open loop transfer function shown in Figure 4.5. The large magnitude of Gos at frequencies
below the optical spring shows the large suppression that the system’s internal response is
providing.
The external electronic feedback loop, Gf , which is used to stabilize the system, is
shown in Figure 4.4 in the red curves. The measurement of Gf is obtained by measuring
the response of individual elements in the loop, which includes the photodetector (PD),
the high-pass filter and servo controller (H), and the amplitude modulator (AM), and
multiplying them together. The high-pass filter has a corner frequency at 800 Hz and the
servo controller has a P-I corner at 100 kHz with a low frequency gain limit of 20 dB. We
chose these values to supply sufficient phase margin while also attenuating the feedback at
low-frequencies to avoid saturating the AM actuator. The measurement of the elements
of Gf is done without using the cavity, so it gives the correct shape of Gf , but does not
provide the absolute scaling of the loop because the effect of the cavity is not included. The
calibrated Gf is obtained by taking the effect of the cavity into account using the open-loop
gain measurement above the optical spring peak where 1
1+Gos
≈ 1.
Figure 4.5 shows the measurement of the open loop gain taken by injecting a signal
before H (Figure 4.3) and measuring the response after PD. Since the measurement enters
the Gos loop, the open loop transfer function is given by
Gf
1+Gos
. The effect of the optical
spring is also visible in Figure 4.5 with a resonance peak at 75 kHz and a falloff with
f 2 below the optical spring. There are two unity-gain crossings at 61 kHz and 93 kHz
with phases of 109◦ and −115◦. The gain at 250 kHz where the phase crosses −180◦
has a magnitude of 0.34. Thus, the system is stable with phase margins of 71◦ and 65◦,
respectively, and a gain margin of 9.4 dB. We note that while the Gf shown in Figure 4.4
does produce a stable system, it is not a unique solution. While other solutions for Gf may
be more stable, the Gf we use is simple and achieves our goal of stabilizing the system. We
also note that the measurement of Gos deviates from the expected f
































Figure 4.6: Measurement of the closed-loop response performed by modulating the laser
frequency. This plot shows the suppression of low-frequency frequency noise below the
optical spring frequency at ≈ 75 kHz. The amount of suppression is calculated by taking
the ratio of the measurement above the optical spring and at a low frequency below the
optical spring. Using the values at 100 kHz and 500 Hz, noise is suppressed by a factor of
at least 50,000. Higher order mechanical modes are again visible at 1.4 kHz, 4.3 kHz, and
61 kHz.
kHz. This is a result of imperfect measurements of the individual components of the loops,




Another result of the dynamics of the optomechanical system is the reduced response
to disturbances at frequencies below the optical spring frequency. Ambient motion causes
the cavity length to change by ∆L ∼ 10−7m, while the cavity linewdith is ∆λ ∼ 10−11m.
It is therefore necessary to suppress the ambient motion in order to operate the cavity.
Figure 4.4 shows the optical spring resonance at 75 kHz. According to Equation 4.4, the
ambient motion should be reduced at low frequencies by the factor
∣∣∣ Ω2osΩ2m−Ω2+iΩΓm ∣∣∣.
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To verify this calculation, we modulate the laser frequency, which in effect, is the same
as introducing a disturbance δxext in Figure 4.2. Figure 4.6 shows a measurement of
− Lp
f0
Gout × C × PD
1 +Gf +Gos
(4.6)
taken by modulating the laser frequency and measuring the output of the PD with Lp
f0
the
change in the laser frequency for a given change in length for the laser piezo. The amount
that low-frequency vibrations are reduced by is calculated by taking the ratio of the value
of the measurement above the optical spring frequency where the measurement is flat and
the value of the measurement at low frequencies, yielding a suppression of at least 50,000.







According to Equation 4.7, ambient fluctuations are suppressed by the factor 1+Gos +
Gf . Since this factor is in common in Equation 4.6 and Equation 4.7, the laser frequency
scan shown in Figure 4.6 is an accurate measure of the suppression of ambient fluctuations.
4.5 Conclusion
In conclusion, we have demonstrated a stable feedback control method to lock a movable
mirror Fabry-Pérot cavity using radiation pressure. In this scheme, the use of radiation
pressure as an actuator provides a large locking bandwidth compared to a piezoelectric
transducer used in the simple “side of fringe” locking. We have experimentally shown
that the system is stable and reduces low-frequency disturbances by a factor of at least
50,000. The combination of the stable system and excellent low-frequency noise suppression
allows the optomechanical cavity to be operated on time scales of hours to days without
losing lock. With the low-frequency noise reduced, we aim to measure broadband quantum
radiation pressure noise and ponderomotive squeezing at frequencies relevant to Advanced
LIGO. In addition, since the quadrature of the field inside the cavity is actually rotated
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with respect to the input field, the feedback gain could be increased by modulating in a
different quadrature. A modulation in an arbitrary quadrature can be achieved by stitching
together two amplitude modulator crystals and adding a relative drive between them [122].
This configuration could be useful if the negative damping is too high to be compensated
with a single amplitude modulator.
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Chapter 5
Observation of an Optical Spring from a Beamsplitter
We present the experimental observation of an optical spring without the use of an
optical cavity. The optical spring is produced by interference at a beamsplitter and, in
principle, does not have the damping force associated with optical springs created in de-
tuned cavities. The experiment consists of a Michelson-Sagnac interferometer (with no
recycling cavities) with a partially reflective GaAs microresonator as the beamsplitter that
produces the optical spring. Our experimental measurements at input powers of up to 360
mW show the shift of the optical spring frequency as a function of power and are in excel-
lent agreement with theoretical predictions. In addition, we show that the optical spring
is able to keep the interferometer stable and locked without the use of external feedback.
This work is adapted from [123].
5.1 Introduction
Optomechanical cavities consisting of a moveable mirror or resonator allow the electro-
magnetic radiation of the cavity mode to couple to the motion of the mechanical oscillator.
Optomechanical cavities have been proposed for improving the sensitivity of gravitational
wave detectors below the standard quantum limit (SQL), tests of quantum mechanics, and
quantum information [87].
One feature resulting from the coupling light to a mechanical resonator in a cavity is the
optical spring effect, which was first discussed for Fabry-Pérot cavities by Braginsky [88, 89].
For the traditional case of the Fabry-Pérot cavity, the optical spring is created in a detuned
cavity where the cavity’s circulating power, and therefore the radiation pressure force on
the mirrors, is proportional to the cavity length [92]. For a blue-detuned cavity in which
the cavity’s resonance frequency is less than the laser frequency, the linear relationship
between the radiation pressure force and cavity length creates a positive restoring force
with an effective spring constant KOS and an antidamping force ΓOS. The combination
of the optical spring constant and the mechanical spring constant of the device combine
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OS where Ωm is the
resonance frequency of the mechanical oscillator and ΩOS is the optical spring frequency
[47, 63, 92]. This frequency shift is an experimental signature of the optical spring.
The antidamping force created by the optical spring can overwhelm the mechanical
damping and lead to dynamic instabilities [93, 94, 120] and is usually controlled with
feedback loops [47, 93, 120]. An alternative method to stabilizing the optical spring is to
modify the damping force by adding a second optical spring [46, 95] or utilizing thermo-
optic effects [45, 48].
Although the detuned Fabry-Pérot cavity is the canonical example of creating an optical
spring, it is possible to create an optical spring in other topologies. An optical spring
can be created in any system that is able to produce a linear relationship between the
radiation pressure force and displacement. Dual-recycled gravitational wave detectors such
as Advanced LIGO [10] and Advanced Virgo [118] are able to create an optical spring in the
signal recycling cavity by detuning the signal recycling mirror [91, 111]. An optical spring
can also be produced in a membrane in the middle setup [124, 125] or a Michelson-Sagnac
interferometer with a tuneable signal recycling mirror at the dark port [96, 126].
These examples, however, still rely on the use of a cavity to produce the optical spring.
In this paper, we present the measurement of an optical spring produced by the interaction
of two input fields at a beamsplitter, which we will refer to as the microresonator, similar to
the scheme outlined in [127]. To achieve this, we utilize a Michelson-Sagnac interferometer
for simplicity. Previous results using a Michelson-Sagnac interferometer have included a
signal recycling mirror and have not directly observed the frequency shift that accompanies
the optical spring [96]. We measure the optical spring at input powers of 50 mW, 100 mW,
200 mW, and 360 mW and compare our experimental results with a theoretical model. The
optical springs created at all four input powers are strong enough to keep the interferometer
stable and locked without the use of any external electronic feedback or additional optical
fields.
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The optomechanical setup is shown in Fig. 5.1. The in-air Michelson-Sagnac inter-
ferometer contains a partially reflective microresonator as the end/common mirror of the
interferometer. The Michelson-Sagnac topology was used to simplifiy the alignment of
the laser beams onto the microresonator. The microresonator is similar to the one used
in [46, 47] and described in [66, 69] but consists only of a 358-nm thick GaAs cantilever
without the highly reflective stack of crystalline Al0.92Ga0.08As/GaAs layers. The GaAs mi-
croresonator has a power reflectivity of Rosc = 65% for the laser wavelength of λ = 1064nm.
The microresonator has a diameter of 140 µm, a mass of about 30 ng, a natural mechan-
ical frequency of Ωm = 2π × 850 Hz. The quality factors for the fundamental and yaw
resonances are Qmf = 5 and Qmy = 13, respectively, and are obtained by matching the
theoretical model to the measured data. The low mechanical Q’s are a result of performing
the experiment in air. A photomicrograph of the microresonator is included as a subset in
Fig. 5.1c.
5.2 Theory
To realize the optical spring, let us first consider the microresonator and its associated
normalized fields as shown in Fig. 5.1b [128]. The normalized input fields a and d each
receive half the power from the laser source, and we allow for a phase shift in d, accounting
for the difference between the path lengths. We assume the motion of the microresonator







b = ρa+ τd (5.2)































Figure 5.1: Schematic of the experimental optomechanical setup. The Nd:YAG laser is split
into two beams by a beamsplitter cube (BSC) and directed towards the partially reflective
microresonator. One arm of the interferometer contains a steering mirror attached to
a piezoeletric transducer that generates a phase difference φ between the two arms of
the interferometer. Both arms contain partially transmissive steering mirrors (M1 and
M2) that allow some of the reflected and transmitted light to be detected for locking the
interferometer. The two reflected and two transmitted beams from the microresonator
interfere at the BSC and are detected by a photodetector (PDDP). (b) Fields a and d are
incident on the microresonator from opposite sides. The input fields are supplied by a
laser of power P0 and frequency ω0 with a and d each receiving about half the total power.
The microresonator has power refelctivity Rosc = ρ
2 = 65%. (c) Photomicrograph of the
microresonator with a diameter of 140 µm supported by a 200 µm long by 20 µm wide
cantilever structure.
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where ρ and τ are the amplitude reflectivity and trasmissitivity such that ρ2 + τ 2 = 1, ω0
is the laser frequency, P0 is the laser power incident on the beamsplitter cube, and L and
φ are the difference in length and phase of the two interferometer arms, respectively. We
solve the equations and find the net power leaving the microresonator
Pnet = |b|2 − |c|2 = 2ρτP0 cosφ. (5.6)
To understand why we are interested in the net power leaving the microresonator,
consider the forces acting on the microresonator. The net force from a, b, c, and d is
Fnet = (Pa + Pb − Pc − Pd)/c. (5.7)
If the input powers Pa and Pd are balanced, then a nonzero value for Pb − Pc gives rise
to a net force on the microresonator exerted by radiation pressure FRP = Pnet/c. For


















KOS is purely real indicating that it provides a restoring force without the addition of a
damping force that normally arises from the imaginary part of KOS. While damping from
the Doppler effect does exist, it is very small in comparison to the mechanical damping in




One of the arms of the interferometer contains a steering mirror which is mounted
onto a piezoelectric transducer. The piezo mirror is used to control the phase difference
between the two arms of the interferometer and to lock the interferometer. The steering
mirrors on either side of the microresonator have a power reflectivity of 94% to allow for
some of the light to be used for locking the interferometer. The interferometer is locked
by taking the signal from either PDDP, PDA, or PDB, filtering it, and feeding it back
to the piezo mounted to the mirror in one of the arms of the interferometer. The relative
phase difference between the two interferometer arms can be adjusted by tuning the locking
setpoint on the PID controller.
5.4 Data and discussion
We measure the optical spring effect by measuring the optical response of the system.
This is performed by modulating the piezo in the interferometer, and measuring the re-
sulting power fluctuation at one of the photodetectors as a function of the modulating
frequency. In the absence of an optical spring, we should measure a featureless response.








2 + iΩΓmf (Ω)






Ω2my − Ω2 + iΩΓmy + Ω2OS
(5.11)
as described in [47] where the first term is for the fundamental mode and the second term
is for the yaw mode with Γmf and Γmy the mechanical damping for fundamental and yaw
modes, respectively. The contribution from the yaw mode is a result of the laser beam not
being perfectly centered on the microresonator. The position dependent coupling of the
optical spring to the yaw mode is analogous to attaching a mechanical spring to different
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Figure 5.2: Plot of the normalized power at the side photodetectors and of the normalized
KOS as a function of φ. The interferometer is locked at approximately φ = π/2 where the
optical spring effect is largest.
points on the microresonator.
We lock the interferometer at the mid-fringe point of PDB, which corresponds to the
point at which the optical spring is largest, as shown in Eqs. 5.6 and 5.9, and in Fig. 5.2.
We measure the transfer function at input powers of 50 mW, 100 mW, 200 mW, and 360
mW, as shown in Fig. 5.3. The optical spring peak is visible in each of the measurements
at frequencies of 1000 Hz, 1120 Hz, 1310 Hz, and 1640 Hz, as well as a dip corresponding
to the fundamental mechanical resonance at about 850 Hz. The effect of the optical spring
is also visible on the yaw mode of the microresonator at at 4.2 kHz.
An interesting feature of the system is its ability to remain locked without any ex-
ternal feedback. At all four input powers, the optical spring is strong enough to stabilize
the system and keep the interferometer locked at a desired fringe setpoint without the
application of any feedback. Unlike the traditional case of the optical spring in a detuned
Fabry-Pérot cavity where the antidamping of the optical spring must be controlled using

































Figure 5.3: Measurements (solid) and theoretical model (dashed) of the optical spring at
input powers of 50 mW, 100 mW, 200 mW, and 360 mW. The measured transfer function is
taken by injecting a signal to the PID controller connected to the piezo mirror in one arm of
the interferometer and measuring its effect at PDDP. The dip at about 850 Hz corresponds
to the fundamental mechanical resonance of the microresonator, and the feature at 4.2 kHz
is the optical spring coupled to the yaw mode of the microresonator.
is therefore stable as a result of the restoring force provided by the optical spring. External









for the 360 mW measurement at low frequencies [47, 63]. The stability of the system is
visible in Fig. 5.3 where the noise at 300 Hz is suppressed by a factor of up to 11.6 dB or
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a magnitude of approximately 4 1. Further suppression of the external disturbances could
be achieved by increasing the optical spring frequency by increasing the input power.
5.5 Conclusion
In conclusion, we have shown the measurement of the optical spring from a beamsplitter
in a Michelson-Sagnac interferometer, without the use of a cavity. The measurements at
input powers of 50 mW, 100 mW, 200 mW, and 360 mW clearly show the change in
the system’s resonance frequency created by the optical spring effect and match well with
theoretical predictions. The optical spring created at all four input powers is strong enough
to keep the interferometer stable and locked to the desired fringe setpoint and reduces
disturbances at 300 Hz by up to 11.6 dB.
In the future, we would like to investigate the possibility of using the partially reflective
microresonators in experiments with quantum radiation pressure noise. As a result of not
having the highly reflective stack of crystalline Al0.92Ga0.08As/GaAs layers, the mass of
these microresonators is lower than the highly reflective microresonators. The reduction in
mass, m, increases the signal-to-noise ratio of the quantum radiation pressure noise over the
thermal noise by a factor of
√
m. We also aim to measure the mechanical dissipation as a
function of frequency to investigate thermal noise models. In addition, the microresonators
could have use in experiments studying unstable optomechanical filter cavities, such as
those proposed in [129].
1The measurements shown in Fig. 3 are taken with the interferometer locked with the PID controller
to avoid overly exciting a resonance and causing the system to lose lock
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Chapter 6
Broadband Measurement of Quantum Radiation Pressure Noise
at Room Temperature
Quantum mechanics places a fundamental limit on the precision of continuous measure-
ments. The Heisenberg uncertainty principle dictates that as the precision of a measure-
ment of an observable (e.g. position) increases, back action creates increased uncertainty
in the conjugate variable (momentum). In gravitational wave (GW) interferometers, the
laser power is increased as much as possible to reduce the position uncertainty created
by shot noise but at the expense of back-action in the form of quantum radiation pres-
sure noise (QRPN) [28]. Once at design sensitivity, Advanced LIGO [10], VIRGO [118],
and KAGRA [119] will be limited by QRPN at frequencies between 10 Hz and 100 Hz.
To improve the detection rate of GWs, ideas have been proposed to mitigate the QRPN
[49, 50, 51, 52, 53, 130], but until now there has been no platform to experimentally test
these ideas. Here we present a broadband measurement of QRPN at room temperature
at frequencies relevant to GW detectors. The measured noise spectrum shows effects from
the QRPN between about 2 kHz to 90 kHz, and the measured magnitude of QRPN agrees
with our model. We now have a testbed for studying techniques to mitigate back-action,
such as variational readout and squeezed light injection [51], that could be used to improve
the sensitivity of GW detectors. This chapter is adapted from [131].
6.1 Introduction
Gravitational wave detectors such as Advanced LIGO continuously monitor the posi-
tion of test masses using electromagnetic waves. In this case the Heisenberg uncertainty
principle requires that ∆N · ∆φ ≥ 1/2, where ∆N is the uncertainty in the number of
photons and ∆φ is the uncertainty in the phase. The photon number uncertainty exerts
back-action (QRPN) on the mirrors on reflection, causing them to vibrate [28, 132, 133].
GW interferometers typically use as much laser power as possible in order to minimize the
phase uncertainty and maximize the signal-to-noise ratio for GWs. At sufficiently high
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powers, however, the QRPN becomes larger than the phase uncertainty, and it is no longer
advantageous to further increase the laser power. Advanced LIGO will be limited by QRPN
at low frequency when running at its full laser power.
Given the imperative for more sensitive GW detectors, it is important to study the
effects of QRPN in a system similar to Advanced LIGO, which will be limited by QRPN
across a wide range of frequencies far from the mechanical resonance frequency of the
test mass suspension. Studying quantum mechanical motion is challenging, however, due
to the fact that classical noise sources such as environmental vibrations and thermally-
driven fluctuations [54] usually dominate over quantum effects. Previous observations of
QRPN have observed such subtle quantum effects, even at room temperature, but these
experiments have thus far been limited to high frequencies (MHz-GHz) and in a narrow
band around a mechanical resonance [55, 56, 57, 58].
6.2 Experimental setup
In this work, we present a broadband and off resonance measurement of QRPN in the
audio frequency band. We have developed low-loss single-crystal microresonators with suf-
ficiently minimized thermal noise (TN) at room temperature such that the quantum effects
can be observed. The optomechanical system, shown in detail in Figure 6.1, is a Fabry-
Pérot cavity with a mechanical oscillator as one of the cavity mirrors. The optomechanical
cavity is slightly less than 1-cm long and consists of a high-reflectivity single-crystal mi-
croresonator that serves as the input coupler and a macroscopic mirror with a 1-cm radius
of curvature as the back reflector. The cavity is made slightly shorter than the 1-cm radius
of curvature of the large mirror in order to achieve a small spot size on the microres-
onator while maintaining stable cavity modes. The microresonator consists of a roughly
70-µm diameter mirror pad suspended from a single-crystal GaAs cantilever with a thick-
ness of 220-nm, width of 8-µm, and length of 55-µm. The mirror pad is made up of 23
pairs of quarter-wave optical thickness GaAs/Al0.92Ga0.08As layers for a transmission of

















Figure 6.1: Experimental setup. Light from a 1064 nm Nd:YAG laser is passed through an
amplitude modulator (AM), phase modulator (PM), and second AM before being injected
into the in-vacuum optomechanical cavity, which sits on a suspended optical breadboard
to reduce seismic motion (shown in shaded grey). A micrograph of the single-crystal
microresonator, comprising a 70-µm diameter GaAs/AlGaAs mirror pad supported by a
GaAs cantilever, is included in the diagram. An intensity stabilization servo (ISS) is used
to stabilize the laser power to shot noise by feeding back to the AM. The light transmitted
through the optomechanical cavity is detected by PDL. The signal from PDL is sent
through a servo amplifier (SA) before being sent to the second AM to initiate the cavity
lock sequence. The beam reflected by the cavity is detected by photodetector PDM. The
signal from PDM is used to lock the cavity by sending it through a separate SA feeding
back to the PM. The PDL locking loop is turned off after the PDm locking loop is active.
The signal from PDM is also sent to a spectrum analyzer for further analysis.
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[46, 66, 67, 68, 69]. The microresonator has a mass of 50 ng, a natural mechanical frequency
of 876 Hz, and a measured mechanical quality factor Qm = 16, 000 at room temperature.
The cavity has a finesse of F = 13, 000 and linewidth (HWHM) of 2π × 500 kHz.
A 1064 nm Nd:YAG laser beam is passed through an amplitude modulator (AM),
a phase modulator (PM), and a second AM before it is injected into the optomechanical
cavity. The cavity is locked at a detuning of about 0.6 linewidths to stabilize the cavity using
a strong optical spring with a resonance frequency above 100 kHz [47] using the PDL and
PDM feedback loops as described in Figure 6.1. The final measurement configuration uses
only the reflected light because the transmitted light has relatively large shot noise due to
the small transmission (≈ 50 ppm) of the end mirror, which may pollute the measurement.
The reflection locking with the PM is less robust, and we are not able to directly acquire
lock without first using the transmission locking.
6.3 Thermal and quantum noise models
Thermal noise and quantum noise must be modeled to fully account for the measured
noise in the experiment. Thermal noise, which is governed by the fluctuation dissipation
theorem [134], sets a limit on the precision of mechanical experiments [59]. Thermal noise
models are loosely divided into viscous or velocity-dependent models and internal friction
models, depending on the source of dissipation. Structural damping models contain a
frequency independent loss angle, φ, and for a harmonic oscillator have a displacement









where kB is the Boltzmann constant, T is temperature, m is mass, Q = 1/φ is the quality
factor, ω = 2π × f , and ωm is the angular frequency of the mechanical mode [54]. For
structural damping, the thermal noise falls off as 1/ω5/2 above the mechanical resonance
frequency. Viscous damping, on the other hand, is proportional to 1/ω2 above the mechanical
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resonance [54].
We model the TN using a finite element model of the microresonator that is constrained
by measurements of the frequencies and quality factors of the fundamental mode and the
next three higher-order modes. We infer the modal mass for each mode by using the TN
measurement presented below and are able to reproduce the inferred modal masses using
the finite element model. The TN spectrum is calculated using Eq. 6.1 by summing the
contribution of each mechanical mode in quadrature.
The quantum noise is modeled using the input-output relations, which consist of a
set of equations that relate the output fields to the input fields [62, 63]. Cavity losses
are also included and serve as an input for vacuum fluctuations to enter the cavity. The
dynamics of the microresonator are added based on the same finite element model that
is used for the thermal noise model and measurements of the Q, frequency, and modal
mass of each mechanical mode. This data is used to calculate the mechanical susceptibility
of the microresonator. The cavity losses and detuning from resonance are determined by
measurements of the optical spring. Using the optical spring measurement to constrain the
cavity losses also allows us to rule out photothermal effects [135] because any excess damp-
ing would be observed in mechanical response measurements. The input-output relations
give the circulating power inside the cavity and the amount of light that is transmitted and
reflected by the cavity for the carrier and sideband fields. The QRPN, shown in Figure
6.2, is calculated using these input-output relations and is proportional to 1/ω2 above the
mechanical resonance frequency.
6.4 Results and discussion
After the cavity is locked, the signal from PDM is sent to a spectrum analyzer for
analysis. We measure an uncalibrated noise spectrum by first measuring the power spectral
density of the error signal. We calibrate the spectrum by dividing it by the transfer function
from the laser-cavity piezo to our error signal. This method treats the optical spring as
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Figure 6.2: Noise spectrum taken with a cavity circulating power of 220 mW as a function
of frequency (f). The noise spectrum includes shot noise (SN) and dark noise (DN), classi-
cal radiation pressure noise (CRPN), laser frequency noise (LFN), measured and modeled
thermal noise (TN), modeled QRPN, and a displacement noise measurement. The con-
tributions from SN and DN, CRPN, thermal noise, and modeled QRPN are added in
quadrature for a prediction of the total noise. The total noise includes a contribution from
the measured TN away from the resonances of the higher order mechanical modes and uses
the modeled TN around the resonance peaks to account for the change in mode coupling
between low and high circulating power as described in the text. The TN measurement
was taken with 5% of the circulating power used in the displacement noise measurement
shown in orange. The peaks that are present in the displacement noise measurement that
are not associated with a mechanical resonance are a result of nonlinear coupling that is
not present at low circulating powers. The inset includes four measurements at circulating
powers of 73 mW, 110 mW, 150 mW, and 220 mW to show how each of the noise sources
scale with cavity circulating power. Each type of noise shown in the noise spectrum is
integrated over a 1 kHz frequency bin between 21 kHz and 22 kHz. The purple triangles
are measurements of the SN plus DN, and the purple curve is a model of the SN plus DN.
The stars correspond to the displacement noise measured for the four power levels and the
red line is the measured TN. CRPN and LFN are not shown in the inset because they are
well below the other noise sources. The black curve in the inset is the expected total noise
including the contributions from the measurements of SN and DN, CRPN, LFN, TN, and
the modeled QRPN and is not a mathematical fit of the data points. The error bars on the
measured data represent the measurement error based on the statistical uncertainty from
multiple measurements. The magenta curve is the expected total noise without including
the contribution from QRPN.
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displacement spectrum to what it would be in the absence of the optical spring and our
electronic feedback. The laser piezo has been calibrated in frequency, which allows the
resulting signal to be calibrated to displacement by using the cavity length.
To measure the TN, we decrease the circulating power to a level at which the QRPN
is small compared to the Brownian motion of the microresonator and shot noise remains
insignificant. The measurement of TN, shown in Figure 6.2, agrees with the structural
damping model from 200 Hz to 30 kHz. We observe excess noise above 30 kHz, which
may be related to thermoelastic damping, but is not entirely understood. The modeled
TN shown in Figure 6.2 includes a thermoelastic damping contribution from the low Q
drumhead mode that is between 5 MHz and 10 MHz based on the finite element model
of the microresonator. The measured noise also deviates from the model around the yaw
mode at 3.7 kHz, pitch mode at 15 kHz, and side-to-side mode at 28 kHz as the coupling of
these modes changes as a function of power due to radiation pressure induced torque. The
coupling to all three modes was minimized for a low circulating power when the thermal
noise measurement was taken. At higher circulating powers the radiation pressure force
from the light is enough to bend the cantilever structure and cause the beam to hit the
mirror at a slightly different location, enhancing the optomechanical coupling.
We take measurements at four cavity circulating powers of 73 mW, 110 mW, 150 mW,
and 220 mW while maintaining a constant cavity detuning of about 0.6 linewidths. The
detuning of 0.6 linewidths is chosen to maximize the circulating power inside the cavity
while maintaining a stable feedback loop to lock the cavity. The optical spring frequencies
for the four measurements are 104 kHz, 119 kHz, 131 kHz, and 137 kHz, respectively. The
noise spectrum of the 220 mW measurement is shown in Figure 6.2. The noise spectrum
shows that QRPN is the largest displacement noise source between 10 kHz and 50 kHz.
Below 10 kHz, thermal noise is the biggest contributor to the displacement noise, but the
effect of QRPN is still visible in the displacement noise measurement down to 2 kHz, where
it accounts for about 30% of the measured displacement noise. The measured classical
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radiation pressure noise (CRPN) from intensity fluctuations of the laser and laser frequency
noise are below the other noise sources across the measurement band [136].
The data from each of the four displacement noise measurements, along with other
known noise sources, is shown in the inset in Figure 6.2 where it has been integrated over a
1 kHz band between 21 kHz and 22 kHz. QRPN scales with the square root of power [28]
and is the largest noise source for circulating powers above 150 mW. For the measurement at
220 mW shown in the inset of Figure 6.2, QRPN represents 48% of the total noise, while the
TN accounts for 27%, and the shot noise (SN) plus dark noise (DN) contributes 21% of the
total noise. TN is the biggest noise source for circulating powers below 150 mW, but again,
QRPN still contributes to the total displacement noise at circulating powers of 10 mW and
below. For each of the measurements shown in the inset of Figure 6.2, the sum of SN and
DN is the third largest noise source. While SN scales with the square root of power, the
purple triangles shown in the inset of Figure 6.2 include a contribution from DN and thus
deviate from the expected scaling. While it may be counter intuitive that SN (calibrated to
length) increases with power, this scaling is well understood as a result of the optical spring
suppressing the signal [63]. Removing the effect of the optical spring using the calibration
discussed above causes the white shot noise to have the frequency dependence shown in
Figure 6.2 and the power dependence shown in the inset [47, 63]. We sum the contribution
of each of the noise sources to compute the total expected noise. We find that our four
displacement noise measurements, shown as orange stars in the inset, agree with the total
expected noise (black curve in the inset) with the statistical measurement error taken into
account. The measurement error is calculated by repeating the measurement multiple
times and is dominated by the fluctuations in the transfer function measurement that is
used to calibrate the spectrum. The magenta curve shown in the inset of Figure 6.2 is the
predicted displacement noise without a contribution from QRPN. All four measurements
of the displacement noise rule out the model without QRPN.
One effect that might mimic QRPN is bulk heating of the cantilever mirror caused by
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the absorption of the laser light. Due to the structural damping observed in our device, the
mirror motion is dominated by TN below 10 kHz, while still being QRPN limited above.
The low frequency TN may be used as a thermometer to measure any heating as a result
of higher power. To explain the factor of two increase in noise observed at 20 kHz between
low and high power as a result of heating, the temperature would have had to increase by
a factor of 4. We can rule out this large increase in temperature by observing that the
measured noise at frequencies dominated by TN (between 1 kHz and 2 kHz for example)
only increases by 2%, which is within measurement uncertainty.
6.5 Conclusion
In conclusion, we present a measurement of quantum radiation pressure noise in a broad
band of frequencies far from resonance of the mechanical oscillator. The observed noise
spectrum shows the motion of the micro-resonator is affected by QRPN between about 2
kHz to 90 kHz. Analyzing all known significant noise sources, we show that the QRPN is
the largest contributor between 10 kHz and 50 kHz, and that it scales as the square root
of the optical power, as expected for quantum noise.
Since the first proposals of interferometric GW detectors, QRPN has been known to
present a fundamental limit to the low frequency sensitivity of GW detectors. For the
past two decades, the measurement of QRPN at frequencies relevant for gravitational wave
detectors has eluded increasingly sensitive experiments. Meanwhile, several proposals for
reducing QRPN [49, 50, 51, 52, 53, 130] have been relegated to theoretical concepts without
the means to experimentally test them. This measurement of QRPN at frequencies in the
gravitational wave band opens up the possibility of experimental tests of QRPN-reduction
schemes. In addition, we are currently within a factor of five of the standard quantum
limit [32] at room temperature, which paves the way for a sensitivity below the standard
quantum limit by cryogenically cooling the microresonator to reduce the TN.
Measurement back-action limits the sensitivity of all force and position measurement.
Moreover, QRPN buffets the mirrors of GW detectors, limiting the sensitivity to GWs.
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Measuring the QRPN over this broad frequency band enables experimental tests of QRPN-
reduction schemes to manipulate and mitigate this vexing noise source. More fundamen-
tally, this measurement amounts to observation of the quantum vacuum fluctuation moving
a macroscopic object.
6.6 Looking forward: Limits on cavity circulating power
In the experiment and results described above, the circulating power inside the op-
tomechnical cavity was brought up to 220 mW. While further increasing the circulating
power would increase the effects of QRPN, there were several factors that limited the
amount of power inside the cavity.
One limiting factor on the amount of circulating power inside the cavity is the speed
of the feedback control loops used to lock the cavity. We rely on a large optical spring to
keep the cavity locked. Increasing the power inside the cavity, and hence the frequency
of the optical spring, causes the optical spring response to broaden in frequency. The
combination of the high frequency and broadness of the optical spring pushes the unity
gain frequency of the feedback control loop to 200 kHz and above and reduces the gain and
phase margins at the unity gain crossing. The gain margin can be increased by increasing
the gain on the servo amplifier in the control loop, but this further reduces the phase margin
and eventually causes the loop to become unstable. We reduced the optical and electric
path lengths between the sensor (photodetector PDM) and the actuators (amplitude and
phase modulators) in the control loop to reduce delays and increase the phase margin in
the feedback. Further increasing the phase margin to allow for more light inside the cavity
will require further reducing the delay in the feedback loop. We have recently purchased
fiber modulators that we hope will allow us to reduce these delays.
Another limiting factor to the amount of power that we can achieve inside the cavity
is the amount of range on the piezo that is attached to the macroscopic mirror. The cavity
is initially locked at a large detuning, and the piezo is used to decrease the detuning to
the desired operating point. In this experiment, the cavity was locked at a detuning of
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δγ = 0.57 linewidths from resonance. Nearly all of the piezo’s range was utilized to achieve
this detuning. Further increasing the power by shifting to a smaller detuning would require
a piezo with more range to be installed.
Increasing the speed of the feedback control loops and increasing the range of the
piezo may allow us to increase the circulating power by a factor of two or three and thereby




3. The ultimate limit to the amount of power that
can circulate inside the cavity is set by the fact that the classical radiation pressure force
will at some point be strong enough to break the cantilever mirror. Previous generations of
cantilever mirrors have broken at approximately 500 mW of circulating power. The current
generation of cantilever mirrors is expected to have a higher threshold power before breaking
because they have lower absorption than previous generations. For the current generation
of cantilever mirrors that are used in this experiment, we have yet to reach (and have not
actively tried) a high enough circulating power to break the mirror, so we do not know
the upper limit to the amount of power that can be inside the cavity. Collaborators at
the Albert Einstein Institute in Hannover, Germany are currently investigating the power
threshold and breaking mechanism.
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Chapter 7
Quantum Radiation Pressure Noise Reduction and Evasion
The measurement of quantum radiation pressure noise in Chapter 6 creates the op-
portunity to study various techniques for reducing QRPN. This chapter describes two
experiments in which we reduce the amount of QRPN. The first experiment demonstrates
the elimination of QRPN from the measurement, or QRPN evasion, by modifying how the
light from the cavity is detected. The second experiment modifies or squeezes the light that
is injected into the optomechanical cavity by altering the quantum mechanical fluctuations
in the amplitude and phase quadratures of the light. The motivation for doing each of these
experiments stems from the fact that they represent two methods that have been proposed
for reducing quantum radiation pressure noise in gravitational wave detectors [51], with
squeezing currently being installed in the LIGO interferometers for reducing the shot noise
during the third observing run and beyond.
7.1 Back-action evasion
In the experiment described in Chapter 6, the laser light is injected through the can-
tilever mirror side of the optomechanical cavity and detected in reflection of the cavity.
In order to perform a QRPN evasion measurement, the experimental setup is modified so
that the light is injected through the macroscopic mirror and detected in transmission of
the cavity, as shown in Figure 7.1. This simple change in where the light is injected into
the cavity and where the light is detected after interacting with the cavity allows for the
QRPN to be removed from the detected light. This fact was realized by Yanbei Chen
in 2012 but has not been previously published [137]. The theory behind the back-action
evasion measurement is described below.
For light that is detected in the amplitude quadrature in transmission of an optome-
chanical cavity under the influence of a strong optical spring, the three sources of amplitude
fluctuations are:














Figure 7.1: Experimental setup for the back-action evasion measurement. Light from a 1064
nm Nd:YAG laser is passed through two amplitude modulators (AM) before being injected
into the in-vacuum optomechanical cavity, which sits on a suspended optical breadboard
to reduce seismic motion (shown in shaded grey). A micrograph of the single-crystal
microresonator, comprising a 70-µm diameter GaAs/AlGaAs mirror pad supported by a
GaAs cantilever, is included in the diagram. An intensity stabilization servo (ISS) is used
to stabilize the laser power to shot noise by feeding back to the AM. The light transmitted
through the optomechanical cavity is detected by PDM. The signal from PDM is sent
through a servo amplifier (SA) before being sent to the second AM to lock the cavity. The
signal from PDM is also sent to a spectrum analyzer for further analysis.
2. Fluctuations produced by the mirror motion δx.
3. Fluctuations in the amplitude quadrature of the vacuum field that is directly reflected
from the output mirror.
The intracavity amplitude fluctuations make up a fraction of the light that is inside





where Iin is the total amplitude of the light inside the cavity, and the factor of 2 is a result
of moving from amplitude to power.














































The result of Equation 7.5 is equal in magnitude but opposite in sign to Equation 7.1.
Combining Equations 7.1 and 7.5 gives
aintracavity + aBA = 0. (7.6)
The remaining source of amplitude fluctuations in the light transmitted by the cavity
is the amplitude fluctuations of the vacuum field that is directly reflected by the output
mirror. Hence, the measurement of the amplitude quadrature in transmission of the cavity
is free from the QRPN of the light that is injected into the cavity.
The derivation performed above for light detected in transmission of the optomechani-
cal cavity fits within the larger concept of variational readout schemes [51, 138]. Variational
readout interferometers have modified output optics to achieve a frequency dependent read-
out angle of the light that exits the interferometer. The interferometer readout is performed
with a homodyne detector, which is sensitive to all readout quadratures rather than a single
quadrature. The frequency dependence is obtained by reflecting the interferometer output
field off of a detuned optical cavity or “filter cavity.” The detuned filter cavity imprints
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Amplitude quadrature in reflection
Amplitude quadrature in transmission
Figure 7.2: Total noise, quantum noise, and thermal noise at 20 kHz as a function of
readout angle with a circulating power of 220 mW. The amplitude quadrature for light
detected in reflection of the cavity is set at 0 degrees and marked with the vertical purple
line. The amplitude quadrature for the light detected in transmission is marked with the
vertical green line.
a frequency dependent amount of phase on the output light, which rotates the readout
quadrature of the detected light as a function of frequency [51, 139]. The advantage of
using a variation readout scheme on the output light of the interferometer is the ability
to completely remove the back-action noise from the light detected at the output of the
interferometer.
In this context the above derivation is similar to a variational readout type measure-
ment in which the back-action is removed from the measurement. The scheme and result
presented here, however, differ from the proposals in [51, 138] in that our optical system is
a detuned Fabry-Perot rather than a Michelson interferometer. This results in a frequency
independent readout angle for frequencies below the optical spring frequency with the am-
plitude quadrature of the transmission light as the quadrature in which the back-action is
canceled. Figures 7.2 and 7.3 show how the quantum noise, thermal noise, and total noise
at 20 kHz vary as a function of readout angle for the light detected in transmission of the
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cavity. Figure 7.2 assumes a circulating power inside the cavity of 220 mW to match the
power used in the QRPN measurement in Chapter 6. Figure 7.3 is modeled with a circu-
lating power of 10 mW, which is similar to the thermal noise measurement in Chapter 6,
where thermal noise is the largest noise source. In both figures, the noise is scaled to shot
noise, and there are two readout angles at which the quantum noise curve is equal to one.
At these points, the quantum noise is equal to the shot noise and contains no contribution
from quantum radiation pressure noise.
An interesting feature that appears in both Figures 7.2 and 7.3 is the the quantum
noise dips below the shot noise level for a range of readout angles between about −80
degrees and −60 degrees. This reduction of the quantum noise below the shot noise level
represents the ponderomotive squeezing that the optomechanical cavity produces, which
will be discussed in more detail in Chapter 8. Comparing the two figures demonstrates
how thermal noise can overwhelm an attempt to measure ponderomotive squeezing when
it is the largest noise source. When this is the case, the total noise never goes below the
shot noise level, as in Figure 7.3. When the quantum noise is the largest noise source,
however, the total noise drops below shot noise for a small range of readout angles, as seen
in Figure 7.2. It is interesting that the minimum of the total noise does not occur at either
the minimum of the thermal noise or the minimum of the quantum noise. This is a result of
the total noise be the sum of the two individual noise sources, which do not have a minimum
at the same readout angle. The minimum of the thermal noise occurs at a readout angle
that is insensitive to the motion of the cantilever mirror. This is also evident by the fact
that the total noise is equal to the shot noise at this readout angle. The quantum noise,
however, does not have a minimum at this location because the ponderomotive squeezing
produced by the cavity relies on the quantum correlations that are produced by the mirror’s
movement [89].
Figures 7.2 and 7.3 do not include technical noise sources, so they serve more as a
proof-of-principle that the total noise can be reduced rather than a detailed noise budget.
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Amplitude quadrature in reflection
Apmlitude quadrature in transmission
Figure 7.3: Total noise, quantum noise, and thermal noise at 20 kHz as a function of readout
angle with a circulating power of 10 mW. The amplitude quadrature for light detected in
reflection of the cavity is set at 0 degrees and marked with the vertical purple line. The
amplitude quadrature for the light detected in transmission is marked with the vertical
green line.
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Before switching the orientation of the cavity, we performed a benchmark measurement
of the displacement noise of the cavity with the light injected on the cantilever mirror
side of the cavity and detected in reflection. The cavity orientation and feedback for
this measurement mimic that of the QRPN measurement in chapter 6. The benchmark
measurement was performed with an input power of 50 µW, a circulating power of 150 mW
inside the cavity and a detuning of 0.57 linewidths. With these parameters, the optical
spring frequency was measured to be 145 kHz. The measurement of the optical spring,
along with the cavity detuning and input power, was used to calculate the intracavity loss
to be 190 ppm.
To switch which side of the cavity the light is incident on, an optical fiber was simply
switched from a fiber coupler on the side of the cavity with the cantilever mirror to a fiber
coupler on the side of the macroscopic mirror. The same photodetector, PDM, was used
to detect the light in the back-action experiment as in the radiation pressure experiment
in Chapter 6. In this orientation, the cavity feedback uses an amplitude modulator, as
shown in Figure 7.1, rather than the phase modulator used in Chapter 6. The back-action
evasion experiment was performed with the same detuning, circulating power, and optical
spring frequency as the benchmark measurement described above to keep the parameters
consistent between the two measurements.
The results from both the benchmark measurement and the back-action evasion mea-
surement are shown in Figure 7.4. The inset shows the reduction in noise by plotting
the ratio (in dB) of the measured displacement noise of the evasion measurement to the
displacement noise of the benchmark measurement. The measured displacement noise is
reduced between ∼ 2 kHz and ∼ 50 kHz, with a reduction of 2 dB at 20 kHz. A detailed
noise budget of the noise sources that contribute to the back-action evasion measurement
is shown in Figure 7.5. The largest noise source in Figure 7.5 is the thermal noise, which is
plotted in red. The next largest noise source is the combination of the shot noise and dark




































































Figure 7.4: Measured displacement spectrum in reflection (blue) and transmission (orange)
of the cavity. A measurement of the thermal noise (TN, red) is also plotted for reference.
The inset shows the ratio (in dB) of the measured displacement noise of the transmission
measurement to the displacement noise of the reflection measurement.
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Figure 6.2 . This is a result of the light being detected in transmission of the cavity, which
means that PDM does not have any light that is directly reflected from the cavity as it does
in Chapter 6. This effect decreases the amount of light measured at the photodetector and
therefore the amount of shot noise in the measurement. The other two noise sources, the
classical laser intensity noise and laser frequency noise, are both smaller than the thermal
noise and shot noise in the measurement band. We calculate the total noise budget by
adding the four noise sources in quadrature. As seen in Figure 7.5, the sum of the indi-
vidual noise sources (black curve) agrees with the measured displacement noise (orange
curve) across the entire measurement band from 100 Hz to 100 kHz. We also calculated
what the expected displacement noise would be if the amount of QRPN that is present in
the reflection measurement were to also appear in the transmission measurement. When
this extra term is added to the noise budget, the expected noise, which is shown in grey in
Figure 7.5, no longer agrees with the measured displacement noise. This effect is largest
between 10 kHz and 40 kHz where the QRPN would have the largest contribution.
The spectra shown in Figures 7.4 and 7.5 are cleaner and contain fewer lines than the
spectrum shown in Chapter 6. The cleaner spectra are a result of reducing the optomechan-
ical coupling between laser beam and the higher order mechanical modes of the cantilever
mirror. The optomechanical coupling was reduced by more finely positioning the laser
beam at the node of the mechanical modes. To achieve the position accuracy necessary
to reduce the optomechanical coupling strength, we installed a tuneable voltage source to
the linear piezo-actuated positioning stages that control the position of the mirror relative
to the laser beam and light inside the cavity. The positioning of the mirror relative to the
laser was previously done with a fixed step size that limited the accuracy of the positioning.








































Noise budget total with QRPN
Figure 7.5: Noise budget for the QRPN evasion measurement in transmission of the cavity.
The noise sources that contribute to the measured displacement noise are thermal noise
(TN), shot noise and dark noise (SN + DN), classical laser intensity noise (CIN), and
laser frequency noise (LFN). Adding these noise sources in quadrature produces the noise
budget total (black curve). Including a contribution in the noise budget from the QRPN
that would be present in a measurement in reflection of the cavity yields the grey curve,
which disagrees with the displacement noise measured in transmission of the cavity (orange
curve).
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7.2 Reduction of quantum radiation pressure noise with bright squeezed light
7.2.1 Generation of bright squeezed light
The second experiment that demonstrates the reduction of quantum radiation pressure
noise involves altering the light injected into the optomechanical cavity. In the following
experiment, the coherent field from the laser is replaced by a bright squeezed field, also
known as squeezed light, as described in Chapter 1.
Previous experiments involving squeezed states in gravitational wave detectors have all
utilized phase squeezed states to reduce the uncertainty or noise in the phase quadrature
or shot noise [33, 34, 35], but amplitude squeezed states have yet to be used to reduce
quantum radiation pressure noise in the amplitude quadrature at audio band frequencies.
The reduction of QRPN by using amplitude squeezed light has only recently been demon-
strated at MHz frequencies [140] because QRPN itself has only recently been measured
[55, 56, 57, 58]. As described in Chapter 6, we now possess a system that is dominated by
QRPN in the audio band and serves as a testbed for various proposals for reducing QRPN.
In collaboration with the Australian National University, we have designed an experiment
to reduce QRPN by injecting amplitude squeezed light into the optomechanical cavity. In
addition, we can show that the optomechanical interaction between the movable mirror
and phase squeezed light further amplifies the noise in the amplitude quadrature.
The design of the experiment is shown in Figure 7.7. The preparation of the light that
is injected into the cavity, the feedback control loops to lock the cavity, and the detection of
the light in reflection of the cavity are all identical to the experiment described in Chapter
6 except for the fact that the unsqueezed coherent state injected into the cavity is replaced
by a amplitude squeezed coherent state.
The bright squeezed state is created using the following procedure [141]. A portion of
the laser (Main Laser) that is injected into the cavity is picked off and used as the pump
field for a second harmonic generation (SHG) cavity. The Fabry-Perot SHG cavity contains
a nonlinear Periodically Poled Potassium Titanyl Phosphate (PPKTP) crystal within the
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cavity. The PPKTP crystal converts around 50 % of the 1064 nm light into a frequency
doubled 532 nm field. The crystal is placed inside the cavity to enhance the interaction
and increase the amount of green light that is produced. The green light generated by the
SHG cavity is passed through a phase modulator (PM) to produce sidebands at 70 MHz
for locking the Optical parametric oscillator (OPO) cavity using the Pound-Drever-Hall
locking technique [142].
The frequency-shifted light is then used as the pump field for the optical parametric
oscillator (OPO) cavity. The OPO cavity is doubly resonant for 1064 nm and 532 m light
and contains a second PPKTP crystal. The PPKTP crystal is temperature-controlled and
wedged to maintain the dual resonance of both wavelengths. A portion of the pump light
reflected from the OPO is detected at a photodetector, whose signal is passed through a
servo amplifier system and fed back to a piezoelectric transducer on one of the OPO cavity
mirrors to lock the cavity on resonance.
Some of the green photons that pass through the PPKTP crystal in the OPO cavity are
converted into two 1064 nm photons. Since they originate from the same green photon, the
two red photons are correlated. The correlation between their upper and lower sidebands
gives rise to a squeezed vacuum field that exits the cavity. The squeezed vacuum field is
then combined with the coherent field at a 97 % reflective beamsplitter (SQZ BS). The
reflection of the beamsplitter contains the bright squeezed field, which is injected into
the optomechanical cavity. Figure 7.6 depicts a simplified schematic of how the squeezed
vacuum field is combined with the coherent field.
7.2.2 Reduction of quantum radiation pressure noise
In order to reduce QRPN, the bright squeezed state injected into the cavity must
have a reduction in noise in the amplitude quadrature. The quadrature in which the bright
squeezed state is squeezed is dependent on the relative phase between the squeezed vacuum
field and the coherent field. The control of this angle is done in a two-step process using a





Figure 7.6: Simplified schematic of the production of a bright squeezed state [143]. The
squeezed vacuum field from the OPO is combined with a strong coherent field at a beam-
splitter. The output of the beamsplitter is a bright squeezed state and is injected into the
optomechanical cavity.
MHz at 1064 nm from the main laser and pass it through a single-pass SHG (SPSHG)
to create a small amount of 532 nm light. The 532 nm light produced by the SPSHG is
frequency shifted from the green light produced in the SHG cavity. We then combine the
two green fields at a beamsplitter (Green BS) and detect them with the Green CLF PD.
We use the beat note of the two green fields at 25 MHz to lock the phase of the two fields
at 532 nm by feeding back to the Main Laser PZT.
In the second step, we use the 1064 nm light from the CLF laser that is not frequency
doubled by the SPSHG. This field is reflected off the OPO cavity and copropogates with
the squeezed vacuum toward the SQZ BS. We detect both the 1064 nm fields from the
main laser and CLF laser with the Red CLF PD. The 12.5 MHz beat note between the two
fields on this PD is used to lock the phase of the 1064 nm fields together. We can change
the relative phase of the two fields by feeding back to a piezo mirror in the green OPO
pump field, which changes the phase between the 12.5 MHz and 25 MHz phase lock loops.
The combination of both of these phase locking loops is used to lock the phase of the
coherent field and the OPO pump field. This in turn stabilizes the squeezing quadrature
of the bright squeezed field injected into the optomechanical cavity.
We then inject the bright squeezed light into the optomechanical cavity and detect the







































Figure 7.7: Experimental setup for the generation and injection of bright squeezing into
the optomechanical cavity. Light from a Nd:YAG laser (main, red line) is split at a beam-
splitter, with part of the light being sent towards the optomechanical cavity, and the other
portion used as the pump field for the SHG cavity. Some of the light that passes through
the SHG cavity is frequency doubled to 532 nm and passed through a phase modulator
(PM) before being used as the pump for the OPO cavity. A second Nd:YAG laser (CLF,
orange line) is offset in frequency by 25 MHz from the main laser. The CLF laser pumps
a single-pass SHG (SPSHG) to produce a small amount of frequency doubled light. Both
frequency doubled beams are interfered at a beamsplitter (Green BS) and detected by the
Green CLF PD to lock the phase of the two lasers together at 532 nm. The light from the
SPSHG is used as the seed for the OPO cavity. The OPO cavity is doubly resonant for 1064
nm and 532 nm light and contains a wedged PPKTP crystal that is used to correlate the
sidebands of the 1064 nm vacuum field in the cavity. These correlations produce squeezed
vacuum. The squeezed vacuum is sent from the cavity to a 97 % reflective beamsplitter
(SQZ BS), where it combines with the coherent field from the main laser to create bright
squeezed light. At the same beamsplitter, the seed beam is combined with the main laser
and detected on the Red CLF PD to lock the phase of the two lasers together at 1064 nm.
The bright squeezed light is then injected into the optomechanical cavity and detected in
transmission and reflection. The transmission PD, PDL, is used to feed back to an am-
plitude modulator (AM) in the main laser path to initially lock the cavity as described in
Chapters 4 and 6. The reflection PD, PDM, is used to feed back to a separate PM in the
main laser path. Once the PDM control loop is active, the PDL loop is turned off. The
signal from PDM is also sent to a spectrum analyzer for analysis.
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cavity is identical to that in Chapter 6. The reflected light is detected at PDM and sent to
a spectrum analyzer for analysis. First, we take a reference trace with no squeezed light by
locking the OPO cavity to the resonance that is resonant for 532 nm light but not for the
1064 nm light. Locking the OPO to this “wrong” resonance ensures that the OPO does
not produce any squeezing. We measure the power spectrum of the cavity for this reference
using the spectrum analyzer. Next, we lock the OPO to the correct resonance to produce
squeezing, and vary the phase angle between the squeezed field and the coherent field until
the power spectrum is minimized (for amplitude squeezing) and maximized (for amplitude
anti-squeezing). Since we are only using a single photodetector, PDM, to measure the
squeezing, we are only able to detect the amplitude quadrature of the light. We measure
the squeezing and anti-squeezing at PDM with the cavity both locked and unlocked to
confirm that the reduction in the displacement noise when the cavity is locked corresponds
to when amplitude squeezing is injected.
The measured spectra of the reference and squeezing and anti-squeezing with the cavity
unlocked are shown in Figure 7.8. Around 20 kHz, amplitude squeezing is 2.2 dB below the
shot noise reference, and the anti-squeezing is 15.5 dB above the shot noise reference. The
bright squeezed and anti-squeezed fields in Figure 7.8 contain 50 µW of optical power when
they are combined at the SQZ BS and are reduced to 25 µW of power at PDM by optical
losses between the SQZ BS and PDM. The amount of bright squeezing measured with the
cavity unlocked is limited by optical losses that introduce uncorrelated vacuum fields and
degrade the squeezing. The loss sources are listed in Table 7.1. The diffraction loss at the
cantilever was determined by measuring the total loss between the optical fiber and the
photodetector and accounting for the individually measured loss sources. We increased the
quantum efficiency of PDM from 85 % to 97 % by retroreflecting the light that is reflected
from the photodiode window back onto PDM.
The measured spectra of the reference and squeezing and anti-squeezing with the cavity
locked are shown in Figure 7.9. The spectra shown in Figure 7.9 include the effects of the
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Table 7.1: Optical efficiencies and losses in the path of the squeezed field. The mode
matching efficiency and intracavity loss are only applicable when the cavity is locked.
Parameter Value
OPO escape efficiency 96 ± 1 %
SQZ beamsplittler transmission 97 ± 0.5 %
Fiber coupling efficiency 85 ± 2 %
Faraday isolator transmission 96 ± 1 %
Input optics efficiency 93.5 ± 1 %
Diffraction loss at cantilever mirror 20 ± 5 %
Photodiode quantum efficiency 97 ± 1 %
Mode matching efficiency 75 ± 5 %





































CLF + Dark Noise
Classical Intensity Noise
Figure 7.8: Noise spectrum of bright squeezing and anti-squeezing scaled to shot noise. The
squeezed and anti-squeezed fields contain 25 µW of optical power when they are detected
at PDM. The black horizontal line serves as a reference for 0 dB. The shot noise reference
measurement is done with the OPO cavity locked to a point that is resonant for the 532
nm light but not for the 1064 nm light, so no squeezing is produced. The squeezing and
anti-squeezing measurements are performed with the OPO locked to the resonance that
is resonant for both 532 nm and 1064 nm light. The noise is reduced by 2.2 dB with
amplitude squeezing and increased by 15 dB with anti-squeezing. The noise from the CLF
control loops lies 10 dB below the reference trace, and the classical intensity noise is about
15 dB below the reference.
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optical spring, which appears as the broad peak at 150 kHz. Keeping the optical spring in
the spectra, as opposed to removing in as in Figure 6.2, makes it easier to see the effects
of the squeezing and anti-squeezing. With the optical spring still in the data, the quantum
radiation pressure noise is flat, and the structural thermal noise has a slope of 1/f1/2 below
the optical spring frequency. Around 20 kHz, QRPN in the largest noise source, and the
measured displacement noise is reduced by 1.2 dB below the reference when amplitude
squeezing is injected and increased by 10.2 dB when anti-squeezing is injected. Below 20
kHz, the amount of observed squeezing is reduced as the thermal noise becomes larger than
the QRPN, but the reduction in noise is still visible below 2 kHz. Compared to the spectra
with squeezing and without squeezing, the spectrum with anti-squeezing is much flatter at
frequencies below the optical spring. This is a result of QRPN being the dominant noise
source. At frequencies below 10 kHz, the anti-squeezing spectrum slopes slightly upward
as the thermal noise makes a small contribution to the total displacement noise. The inset
in Figure 7.9 shows a zoomed graph of the displacement noise spectrum with a calibration
line created by injecting a signal at 11.2 kHz to the piezo attached to the back of the
macroscopic cavity mirror. This injection shows up as a peak in the displacement noise
measurement. If we consider the injection as signal that we are trying to measure, then we
can determine the amount that injecting squeezing or anti-squeezing increases or decreases
the signal-to-noise ratio [144]. The injection of the squeezed light reduces the noise at 11
kHz from 6× 10−18m/Hz to 5.3× 10−18m/Hz, which corresponds to a 13 % or 1.1 dB increase
in the signal-to-noise ratio. Injecting anti-squeezing increases the background noise at 11
kHz from 6 × 10−18m/Hz to 1.8 × 10−17m/Hz, resulting in a 340 % or 10.6 dB decrease in
the signal-to-noise ratio. In addition, we used the injection to ensure that the calibration
remained constant across measurements. This consistency is evident in the inset of Figure
7.9 as the amplitude of the peak staying consistent across all three measurements.
To confirm that the decrease (increase) in the displacement noise is due to the reduc-
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Figure 7.9: Displacement noise measurement with squeezed and anti-squeezed light injected
into the cavity. The total noise is reduced between 1.5 kHz and 90 kHz, with the largest
reduction of 1.2 dB around 20 kHz. The displacement noise is increased between 800 Hz
and 100 kHz when anti-squeezing is injected. The noise is 10 dB above the reference at 20
kHz. The narrow peak at 11.2 kHz is an injected calibration line that is used to check that
the calibration is constant between the three measurements. The narrow peaks at 3.7 kHz,
15 kHz, and 25 kHz are higher order mechanical modes of the cantilever mirror. The broad
peak at 150 kHz is the optical spring resonance. The inset shows the added calibration line




























Figure 7.10: Measured squeezing and anti-squeezing with and without the cavity locked.
A shot noise reference is shown for both cases.
photodetector, we compare the squeezing results with and without the cavity using the
power spectrum with units of Volts. The comparison is shown in Figure 7.10. Using the
shot noise without the cavity locked as a reference, the anti-squeezing without the cavity
locked is 9.6 dB above the reference. The measured anti-squeezing with the cavity locked is
15 dB above the reference. The extra 5.4 dB of noise measured with the cavity locked is a
result of the increase in the QRPN of the cavity. The increase in noise can be understood as
the optomechanical cavity acting as a squeezer and amplifying or anti-squeezing the noise
of the light that is injected. The amount of squeezing measured with the cavity locked is
also limited by optical losses, which are included in 7.1. The intracavity loss is determined
by fitting measurements of the optical spring with a model. We are currently working on
incorporating the measured losses and noise sources into a detailed noise budget.
In the future, reducing the amount of optical loss between the OPO and the optome-
chanical cavity will increase the benefits of injecting squeezed light and will further reduce
the total displacement noise. The additional benefit of more squeezing is currently limited
by the fact that thermal noise lies below the QRPN across the measurement band. To
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further exploit the benefits of injecting more squeezed light, the thermal noise will need to
be decreased by cryogenically cooling the cantilever mirrors.
7.2.3 Author contributions
The research described in this section was done in collaboration with David McClel-
land’s group in the Department of Quantum Science at the Australian National University.
The experiment was built and performed in Thomas Corbitt’s laboratory at Louisiana
State University. David McClelland’s group provided the squeezed light source. Min Jet
Yap led the construction of the squeezed light source with input from Georgia Mansell,
Bram Slagmolen, Robert Ward, Terry McRae, Daniel Shaddock, and David McClelland.
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Chapter 8
Future Work and Conclusion
The measurement of quantum radiation pressure noise in the audio-frequency band
opens the door for many exciting future projects. As described in Chapter 7, a QRPN-
limited system provides a test bed for studying methods to reduce or mitigate QRPN.
More generally, it presents a system to investigate mechanics of macroscopic objects in the
quantum regime. The sections below illustrate a few of the exciting possibilities now within
reach.
8.1 Ponderomotive squeezing
Chapter 7 describes the reduction of QRPN by injecting squeezed light produced by an
OPO cavity into the optomechanical cavity. An alternative source of squeezed light is the
optomechanical cavity itself. Quantum correlations between the optical field and the me-
chanical motion are produced when quantum radiation pressure is the largest driving force
of a resonator. One can use these correlations to suppress, or squeeze, fluctuations in the
output optical field below the shot noise level [145, 146]. The squeezed light produced by
the quantum correlations is called ponderomotive squeezing [89]. Ponderomotive squeezing
has previously been produced by optomechanical cavities [147, 148, 149], but these experi-
ments have only produced squeezing at frequencies above 100 kHz and in a small range of
frequencies around the mechanical resonance of their oscillator. For the purposes of using
squeezed light in LIGO, we desire the squeezing across a wide range of frequencies in the
audio band.
The quantum noise and thermal noise calculated in Chapter 3 can be added in quadra-
ture to give the total noise. When plotting the total noise as a function of frequency or
readout quadrature and scaled to shot noise, any regions of the plot that dip below the shot
noise level are areas in which ponderomotive squeezing is produced by the optomechanical
cavity. The amount and bandwidth of ponderomotive squeezing detected on the photode-
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Figure 8.1: Calculation of the ponderomotive squeezing as a function of frequency with
a readout angle of − π/3. The calculation is done with T1 = 50 ppm, T2 = 250 ppm,
intracavity loss L = 170 ppm, δγ = 0.57, and 50 µW of power incident on the movable
mirror from the right. The light is detected in reflection of the cantilever mirror and
includes measured losses of 13 % between the cavity and the photodetector (including the
losses from the photodetector itself).
These losses can be taken into account in the code included in Appendix A by adding a
term that represents the optical loss from the optics as well as the quantum efficiency of the
photodetector. Figures 8.1 and 8.2 show the predicted amount of ponderomotive squeezing
with the experimental parameters and measured noise described in Chapter 6.
As evident from Figures 8.1 and 8.2, the optomechanical cavity described in Chapter
6 is currently producing ponderomotive squeezed light since QRPN is the largest noise
source. We have yet to measure any ponderomotive squeezing because the measurement
requires a homodyne detector or a device that can sample readout quadratures other than
the amplitude quadrature that a single photodetector is sensitive to. We have previously
built a phase sensitive readout scheme, shown in Figure 8.3, by combining the light from
the optomechanical cavity with a local oscillator (LO) beam at a beamsplitter and measur-
ing the combined beam. The LO beam path contains a mirror attached to a piezo used to
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Figure 8.2: Calculation of the ponderomotive squeezing as a function of readout angle at 21
kHz. The calculation is done with T1 = 50 ppm, T2 = 250 ppm, intracavity loss L = 170
ppm, δγ = 0.57, and 50 µW of power incident on the movable mirror from the right. The
light is detected in reflection of the cantilever mirror and includes measured losses of 13
% between the cavity and the photodetector (including the losses from the photodetector
itself).
control the phase of the LO in relation to the beam from the cavity. Changing the phase
between the two beams allows us to measure different quadratures, and in principle, mea-
sure ponderomotive squeezing. Previous measurements with this scheme, however, were
limited by excess noise from scattered light in the cavity beam. Noise from scattered light
is produced when light from the laser beams scatters off of a reflective surface and later
recombines with the main laser beam [150]. When the scattered light beam recombines
with the main beam, it adds phase noise to the measurement because it travels a separate
optical path from the main beam. This phase noise mimics cavity motion in the measure-
ment and hides the cavity’s true motion below it. This effect is magnified for a cavity
with a strong optical spring because the optical spring suppresses the cavity’s real motion
but has no effect on the scattered light. We have since worked to reduce the amount of








Figure 8.3: Schematic for detecting the ponderomotive squeezing produced by the optome-
chanical cavity. The beam that is transmitted or reflected by the cavity is interfered on
a 90 % transmissive beamsplitter with a coherent field or local oscillator (LO). The phase
of the coherent field relative to the cavity field is varied using a piezoelectric transducer








































TN measurement (293 K)
LFN without reference cavity
CRPN
SQL
TN model low Q (10 K)
TN model high Q (10 K)
LFN with reference cavity
Figure 8.4: Noise budget with the cantilever mirror cooled to 10 K. The current measured
displacement noise (green and red curves) is a factor of 4.5 above the SQL (brown curve)
at 80 kHz. Two laser frequency noise (LFN) curves are plotted with one assuming the
free-running LFN of the laser with no reference cavity (black), and the second including a
reference cavity to reduce the LFN (gray). The parameters for the reference cavity are a
length of 30 cm, mirror reflectivities of 50 ppm each, and a linewidth (HWHM) of 4 kHz.
The three thermal noise curves include a measurement at room temperature (dark blue)
and two models at 10 K. One model includes a quality factor of 7,000 for the drumhead
mode (solid light blue), while the other uses a quality factor of 100,000 (dashed light blue).
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8.2 Standard quantum limit
An exciting prospect for the future of the experiment is the possibility of reaching a
sensitivity at or below the standard quantum limit (SQL) [32]. The measured displacement
noise spectrum shown in Figure 6.2 is a factor of 4.5 above the SQL between about 80 kHz,
as seen in Figure 8.4. As described in Chapter 7, operating the cavity with the light
input through the macroscopic mirror and detected in transmission of the cantilever mirror
removes the effects of QRPN from the measured spectrum. Below the QRPN, the largest
noise source at 80 kHz is the thermal noise. The cantilever mirrors are currently connected
to a cryostat as described in Section 3.6 and Figure 3.16 and have previously been cooled
to 9 K. Reducing the temperature of the cantilever mirrors from room temperature to 9




= 5.7, which is below
the SQL. In addition to the decrease in noise from cooling the mirrors, we expect a further
reduction in the thermal noise around 80 kHz due to the increase in the quality factor of
the drumhead mode at low temperatures. At room temperature, the drumhead mode has
a Q of about 3,000, which creates the leveling off of the thermal noise above 30 kHz. An
increase in the quality factor of the drumhead mode will allow the thermal noise to continue
to decrease above 30 kHz. Previous generations of cantilever mirrors have had measured
quality factors of up to 200,000. Figure 8.4 shows the modeled thermal noise at 10 K with
the quality factor of the drumhead mode equal to 7,000 (low Q curve) and 100,000 (high Q
curve). In the near future, we plan to build a reference cavity to reduce the laser frequency
noise above 10 kHz. The in-vacuum reference cavity will have an approximate length of
30 cm and will be composed of two mirrors with transmissivities of 50 ppm each. These
parameters will produce a cavity with a linewidth (HWHM) of 4 kHz. The reference cavity
will act as a low pass filter and will suppress laser frequency noise above the cavity linewidth
to below the level of the SQL. The remaining noise source above the SQL, shot noise, will
be reduced by detecting the light in transmission of the cavity through the cantilever mirror
as opposed to in reflection of the cavity. The shot noise level in Figure 6.2 contains excess
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noise from the light that is directly reflected by the cantilever mirror without entering the
cavity. This light and excess noise will be eliminated by detecting the light in transmission
rather than reflection. In addition, the optical spring can be used to shape the quantum
noise sensitivity [91] and create a dip at a desired frequency to surpass the SQL.
8.3 Conclusion
The era of gravitational wave astronomy is here! The first detections of gravitational
waves from binary black holes and binary neutron stars has opened a new window to the
universe. The continued improvement of Advanced LIGO’s sensitivity will provide the
opportunity for continued detections and new, exciting results in future observation runs.
Despite their vast size, the Advanced LIGO detectors will soon be limited by quantum
fluctuations across the majority of its frequency band.
In this thesis, we have investigated the quantum back-action noise that will soon limit
Advanced LIGO. For the first time, we have observed quantum radiation pressure noise
at frequencies within the gravitational wave detection band. Having done so, we have
also shown that quantum radiation pressure noise can be reduced by using squeezed light
and that it can be avoided by measuring in the appropriate quadrature. The quantum
radiation pressure dominated system that we have constructed provides a platform to test
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Appendix A
Matlab Code for Calculating Thermal Noise and Quantum Noise
A.1 Thermal noise code
The code described in this section calculates the structural and viscous thermal noise
of the cantilever mirror. The inputs to the code are the mechanical frequencies and modal
masses of the cantilever mirror’s mechanical resonances. These are calculates separately in
a finite element model. The other inputs to this code are the temperature of the cantilever
mirrors and the quality factors (Qs) of the mechanical resonances. The inputs are identified




% Def ine a f requency space f o r the c a l c u l a t i o n s . Here we use 3400
po in t s between 100 Hz and 3 MHz. I n c r e a s i n g the number o f
po in t s w i l l i n c r e a s e the f requency r e s o l u t i o n but i n c r e a s e the
computation time .
f = log space (2 , log10 (3000000) ,3400) ;
% Read in the COMSOL text f i l e conta in ing the in fo rmat ion about
the resonant f r e q u e c i e s and coup l ing s t r eng th s o f the j
mechanical modes .
A = importdata ( ‘COMSOL output f i l e . txt ’ ) ;
% Ca lcu la te the modal mass f o r each o f the j mechanical modes .
% The 2e−4 f a c t o r i s a norma l i za t i on constant from the COMSOL
model , and ‘ Density ’ dens i ty o f the c a n t i l e v e r mirror
mate r i a l in un i t s o f kg/mˆ3
MT = 2e−4./(A( : , 2 ) ) . ˆ2* ‘ Density ’ ;
% Set the modal mass o f the fundamental mode . The un i t s are
k i lograms .
MT(1) = ‘ Mass ’ ;
% Def ine the temperature o f the c a n t i l e v e r mi r ro r s in Kelvin .
Te = 293 ;
% Def ine the q u a l i t y f a c t o r f o r the fundamental mode .
Q0 = ‘ Fundamental Q’ ;
% Def ine a matrix f o r the s t r c u t r a l thermal no i s e (TS) and
v i s cou s thermal no i s e (TT) .
TT = 0 ;
TS = 0 ;
145
% Calcu la te the s t r c u t r a l thermal no i s e (TS) and v i s c ou s thermal
no i s e (TT) o f the fundamental mode . The f u n c t i o n s THN and THv
are equat ions 6.1 and 3.4 .
TT = s q r t (TT.ˆ2+THv( f ,MT(1) ,A(1 , 1 ) ,Q0 , Te) . ˆ 2 ) ;
TS = s q r t (TS.ˆ2+THN( f ,MT(1) ,A(1 , 1 ) ,Q0 , Te) . ˆ 2 ) ;
% Def ine the mechanical s u s c e p t i b i l i t y o f the mechanical
o s c i l l a t o r us ing Equation 2.19 .
S = 1/MT(1) /(2* pi ) ˆ2 . / ( f .ˆ2−A(1 ,1 )ˆ2− i * f *A(1 ,1 ) /Q0) ;
% Set the q u a l i t y f a c t o r s f o r the h igher order modes that have
measurements o f t h e i r Q. The j = 2 mode i s the yaw mode , and
the j = 3 mode i s the p i t ch mode . Then c a l c u l a t e the thermal
no i s e c on t r i bu t i o n f o r the j h igher order mechanical modes .
The thermal no i s e from each mode i s added in quadrature to
form the t o t a l thermal no i s e . Also c a l c u l a t e the mechanical
s u s e p t i b i l i t y whi l e i n c l u d i n g the h igher order modes .
f o r j =2: l ength (MT)
i f A( j , 1 ) > 1e5
Q = ‘ Higher order mode Q’ ;
e l s e i f j==2
Q = ‘Yaw Q’
e l s e i f j==3
Q = ‘ Pitch Q’
e l s e
Q = Q0 ;
end
TT = s q r t (TT.ˆ2+THv( f ,MT( j ) ,A( j , 1 ) ,Q, Te) . ˆ 2 ) ;
TS = s q r t (TS.ˆ2+THN( f ,MT( j ) ,A( j , 1 ) ,Q, Te) . ˆ 2 ) ;
S = S + 1/MT( j ) /(2* pi ) ˆ2 . / ( f .ˆ2−A( j , 1 ) ˆ2− i * f *A( j , 1 ) /Q) ;
end
% Plot the thermal no i s e spectrum in un i t s o f m√
Hz
l o g l o g ( f ,TT, ’ r ’ , f , TS , ’b ’ )
This ends the thermal noise section of the code. We have calculated the viscous thermal
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noise (TT) and structural thermal noise (TS).
A.2 Quantum noise code
This code consists of the input-output relations described in Section 3.3. This code
can be run in conjuction with the thermal noise code decribed above.
% Def ine the input , output , and i n t r a c a v i t y f i e l d s .
% M1 M2
% a −−> | | c −−> e −−> | | g −−>
% b <−− | | d <−− f <−− | | h <−−
% r = b at 0 phase ( i e r o t a t e so that r1 i s amplitude , r2 i s
phase )
% t = g at 0 phase
% Def ine the l a s e r wavelength and frequency and the l enth o f the
cav i ty .
hbar=1e−34; % Reduced Planck ’ s constant
lambda = 1064e−9; % Laser wavelength in meters
L = 0 . 0 1 ; % Cavity l ength in meters
c=3e8 ; % Speed o f l i g h t in meters per second
w0 = 2* pi *c/lambda ; % Laser f requency
% Def ine the mirror r e f l e c t i v i t i e s and t r a n s m i s s i v i t i e s and
l o s s e s and the input l a s e r power .
Loss = ‘ I n t r a c a v i t y l o s s ’ ;
T1 = ‘T1 ’ ;
R1 = 1−T1 ;
T2 = ‘T2 ’ ;
R2 = 1−T2−Loss ;
Pin = ‘ Input power ’ ; % Laser power in W
% Def ine photodetector quantum e f f i c i e n c y . Opt ica l l o s s e s in the
readout path can a l s o be added here .
DetEff = ‘ Detect ion e f f i c i e n c y ’ ;
% Def ine the cav i ty detuning in l i n e w i d t h s and phase
dL = ‘ Detuning ’ ; % Detuning in l i n e w i d t h s
dL = dL* lambda *(T1+T2+Loss ) /8/ p i ; % Detuning in l i n e w i d t h s
% Def ine f requency space and ang le space ( f o r vary ing the readout
quadrature )
f = log space (2 , log10 (3000000) ,3400) ;
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ang l e s = l i n s p a c e (−pi /2 , p i /2 ,3400) ;
% Def ine the standard quantum l i m i t (SQL)
xsq l = s q r t (2* hbar .* abs (S) ) ;
% Solve f o r DC c a r r i e r f i e l d s as in Equation 3.9
M0 = ze ro s (8 ) ; % M0 * ( a−h) = inputs , a=1, b=2, e t c
f o r z = 1 :8
M0( z , z ) = −1;
end ;
M0(2 , 1 ) = s q r t (R1) ; % b = rho1 * a + tau1*d
M0(2 , 4 ) = s q r t (T1) ;
M0(3 , 1 ) = s q r t (T1) ; % c = tau1 * a − rho1*d
M0(3 , 4 ) = −s q r t (R1) ;
M0(4 , 6 ) = exp ( i *w0*dL/c ) ; % d ge t s phase s h i f t from length
M0(5 , 3 ) = exp ( i *w0*dL/c ) ; % e ge t s phase s h i f t from length
M0(6 , 5 ) = −s q r t (R2) ; % f = −rho2*e + tau2*h
M0(6 , 8 ) = s q r t (T2) ;
M0(7 , 5 ) = s q r t (T2) ; % g = tau2*e + rho2*h
M0(7 , 8 ) = s q r t (R2) ;
M0(8 , 8 ) = 1 ;
iM0 = inv (M0) ;
P=1 :1 : 8 ;
f o r z =1:8
% Comment out one o f the below depending on which s i d e o f the
cav i ty i s used as the input .
P( z ) = iM0( z , 1 ) * s q r t ( Pin ) ; % Amplitude o f c a r r i e r when the
macroscopic mirror i s input mirror .
P( z ) = iM0( z , 8 ) * s q r t ( Pin ) ; % Amplitude o f c a r r i e r when
c a n t i l e v e r i s input mirror .
end
% Calcu la te the c i r c u l a t i n g power
Pc i r c = ( abs (P(3) ) ) ˆ2
% Solve f o r s idebands as in Equation 3.11 .
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M = zero s (22) ; %M0 * ( a−h) = inputs * 2 quadratures ( amplitude
and phase )
% I n d i c e s f o r matrix M
a1 = 1 ;
a2 = 2 ;
b1 = 3 ;
b2 = 4 ;
c1 = 5 ;
c2 = 6 ;
d1 = 7 ;
d2 = 8 ;
e1 = 9 ;
e2 = 10 ;
f 1 = 11 ;
f 2 = 12 ;
g1 = 13 ;
g2 = 14 ;
h1 = 15 ;
h2 = 16 ;
X = 17 ; % Small d i sp lacement o f the moveable mirror
F = 18 ; % Force on the movable mirror
r1 = 19 ;
r2 = 20 ;
t1 = 21 ;
t2 = 22 ;
f o r z = 1 :22
M( z , z ) = −1;
end ;
% Solve f o r a l l the matrix e lements .
f o r z=1: l ength ( f )
% Use t h i s when s o l v i n g the equat ions as a f u c t i o n o f f requnecy
with a constant readout ang le . Comment out i f doing a func t i on
o f readout ang le .
r eadout ang l e = 0 ;
% Use t h i s when s o l v i n g the equat ions as a func t i on o f readout
ang le at a constant f requency . Comment out i f doing a func t i on
o f f requency .
f o r za = 1 : l ength ( ang l e s )
r eadout ang l e = ang l e s ( za ) ;
z = 1000 ; % This i s the s e t f requency chosen from f .
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O = −2*pi * f ( z ) ; % sideband frequency
M( b1 , a1 ) = s q r t (R1) ; % b = rho1*a + tau1*d
M( b1 , d1 ) = s q r t (T1) ;
M( b2 , a2 ) = s q r t (R1) ;
M( b2 , d2 ) = s q r t (T1) ;
M( c1 , a1 ) = s q r t (T1) ; % c = tau1*a − rho1*d
M( c1 , d1 ) = −s q r t (R1) ;
M( c2 , a2 ) = s q r t (T1) ;
M( c2 , d2 ) = −s q r t (R1) ;
% Phase s h i f t and r o t a t i o n from f r e e space
M( d1 , f 1 ) = exp ( i *O*L/c ) * cos (w0*dL/c ) ;
M( d1 , f 2 ) = exp ( i *O*L/c ) * s i n (w0*dL/c ) *−1;
M( d2 , f 1 ) = exp ( i *O*L/c ) * s i n (w0*dL/c ) ;
M( d2 , f 2 ) = exp ( i *O*L/c ) * cos (w0*dL/c ) ;
M( e1 , c1 ) = exp ( i *O*L/c ) * cos (w0*dL/c ) ;
M( e1 , c2 ) = exp ( i *O*L/c ) * s i n (w0*dL/c ) *−1;
M( e2 , c1 ) = exp ( i *O*L/c ) * s i n (w0*dL/c ) ;
M( e2 , c2 ) = exp ( i *O*L/c ) * cos (w0*dL/c ) ;
% Coupling o f X to r e f l e c t e d f i e l d
mag = 2* s q r t (R2) *w0/c/ s q r t ( hbar*w0) * s q r t (2 ) ;
M( f1 ,X) = mag* imag (P(5) ) ;
M( f2 ,X) = −mag* r e a l (P(5) ) ;
M(X,F) = S( z ) ; % Mechanical s u s c e p t i b i l i t y
mag = s q r t ( hbar*w0/c ˆ2) ; % Radiat ion p r e s su r e on end mirror
Pe = P(5) ;
Pf = P(6) ;
Pg = P(7) ;
M(F, e1 ) = s q r t (2 ) * r e a l (Pe) *mag ;
M(F, e2 ) = s q r t (2 ) * imag (Pe) *mag ;
M(F, f 1 ) = s q r t (2 ) * r e a l ( Pf ) *mag ;
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M(F, f2 ) = s q r t (2 ) * imag ( Pf ) *mag ;
M(F, g1 ) = s q r t (2 ) * r e a l (Pg) *mag ;
M(F, g2 ) = s q r t (2 ) * imag (Pg) *mag ;
M( f1 , e1 ) = −s q r t (R2) ; % f = tau1*h − rho1*e
M( f1 , h1 ) = s q r t (T2) ;
M( f2 , e2 ) = −s q r t (R2) ;
M( f2 , h2 ) = s q r t (T2) ;
M( g1 , e1 ) = s q r t (T2) ; % g = rho1*e + tau1*h
M( g1 , h1 ) = s q r t (R2) ; %
M( g2 , e2 ) = s q r t (T2) ;
M( g2 , h2 ) = s q r t (R2) ;
% Derotate r1=amplitude and r2=phase
M( r1 , b1 ) = cos(−phase (P(2) ) ) ;
M( r1 , b2 ) = −s i n (−phase (P(2) ) ) ;
M( r2 , b1 ) = s i n (−phase (P(2) ) ) ;
M( r2 , b2 ) = cos(−phase (P(2) ) ) ;
% Derotate t1=amp, t2=phase
M( t1 , g1 ) = cos(−phase (P(7) )+readout ang l e ) ;
M( t1 , g2 ) = −s i n (−phase (P(7) )+readout ang l e ) ;
M( t2 , g1 ) = s i n (−phase (P(7) )+readout ang l e ) ;
M( t2 , g2 ) = cos(−phase (P(7) )+readout ang l e ) ;
% Inve r t the matrix M to s o l v e f o r the output f i e l d s in terms o f
the input f i e l d s .
iM = inv (M) ;
% Some o f the u s e f u l matrix e lements
R supp ( z ) = iM(X,F) ; % S u s c e p t i b i l i t y
R( z ) = iM( t1 , h1 ) ; % Trans fe r func t i on f o r i n t e n s i t y f l u c t u a t i o n s
in r e f l e c t i o n o f the cav i ty with the input at h
RR( z ) = iM( t1 ,X) ; % Trans fe r func t i on f o r the d isp lacement o f the
mirror to i n t e n s i t y f l u c t u a t i o n s at t
RRzat ( z ) = iM( t1 ,X) ; % Same as above except f o r a func t i on o f
readout ang le
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RRzar ( z ) = iM( r1 ,X) ; % Trans fe r func t i on f o r the disp lacement o f
the mirror to i n t e n s i t y f l u c t u a t i o n s at a f o r func t i on o f
readout ang le
RRR( z ) = iM( t1 , a1 ) ; % Trans fe r func t i on f o r i n t e n s i t y
f l u c t u a t i o n s in t ransmi s s i on o f the cav i ty with the input at a
RRRr( z ) = iM( r1 , h1 ) ; % Trans fe r func t i on f o r i n t e n s i t y
f l u c t u a t i o n s in t ransmi s s i on o f the cav i ty with the input at h
RRRa2( z ) = iM( t1 , a2 ) ; % Trans fe r func t i on from phase
f l u c t u a t i o n s at a to t ransmit ted i n t e n s i t y f l u c t u a t i o n s
RRRR( z ) = iM(X,X) ;
RTT( z ) = iM( t1 ,X) .*TT( z ) ; % Inc lude s v i s c ou s damping thermal
no i s e
RTS( z ) = iM( t1 ,X) .*TS( z ) ; % Inc lude s s t r u c t u r a l damping thermal
no i s e
%Adding r a d i a t i o n p r e s su r e in . Inputs are at a and h . Measuring
in the t1
%quadrature . I f t h i s number = 1 , then we have shot no i s e l e v e l .
%For l o s s e s at mirror 1 , b and c become inputs as we l l . Sca l e
with
%( Loss ) /(1 − Loss )
% This can be c a l c u l a t e d e i t h e r as a func t i on o f f requency or
readout ang le . Comment or uncomment the appropr ia t e l i n e s
depending on that cho i c e .
RPN( z ) = ( abs ( iM( t1 , a1 ) ) ) ˆ2 + ( abs ( iM( t1 , a2 ) ) ) ˆ2 + ( abs ( iM( t1 , h1 )
) ) ˆ2 + ( abs ( iM( t1 , h2 ) ) ) ˆ2 + . . .
( ( Loss ) /(1 − Loss ) ) *( abs ( iM( t1 , b1 ) ) ) ˆ2 + ( ( Loss ) /(1 − Loss ) ) *(
abs ( iM( t1 , b2 ) ) ) ˆ2 + . . .
( ( Loss ) /(1 − Loss ) ) *( abs ( iM( t1 , c1 ) ) ) ˆ2 + ( ( Loss ) /(1 − Loss ) ) *(
abs ( iM( t1 , c2 ) ) ) ˆ2 ;
% For func t i on o f f requency with a constant readout ang le
TNT( z ) = s q r t ( ( abs (RPN( z ) ) ) + ( abs (RTT( z ) ) ) . ˆ 2 ) ; %Total no i s e :
Quantum and v i s cou s damping thermal no i s e
TNS( z ) = s q r t ( ( abs (RPN( z ) ) ) + ( abs (RTS( z ) ) ) . ˆ 2 ) ; %Total no i s e :
Quantum and s t r u c t u r a l damping thermal no i s e
% Radiat ion p r e s su r e no i s e f o r a func t i on o f readout ang le ( za ) .
% RPN( za ) = ( abs ( iM( t1 , a1 ) ) ) ˆ2 + ( abs ( iM( t1 , a2 ) ) ) ˆ2 + ( abs ( iM( t1 ,
h1 ) ) ) ˆ2 + ( abs ( iM( t1 , h2 ) ) ) ˆ2 + . . .
% ( ( Loss ) /(1 − Loss ) ) *( abs ( iM( t1 , b1 ) ) ) ˆ2 + ( ( Loss ) /(1 − Loss )
) *( abs ( iM( t1 , b2 ) ) ) ˆ2 + . . .
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% ( ( Loss ) /(1 − Loss ) ) *( abs ( iM( t1 , c1 ) ) ) ˆ2 + ( ( Loss ) /(1 − Loss )
) *( abs ( iM( t1 , c2 ) ) ) ˆ2 ;
% Quantum no i s e p lus thermal no i s e f o r func t i on o f readout ang le
with a constant f requency
%TNT( za ) = s q r t ( ( abs (RPN( za ) ) ) + ( abs (RTT( z ) ) ) . ˆ 2 ) ;
%TNS( za ) = s q r t ( ( abs (RPN( za ) ) ) + ( abs (RTS( z ) ) ) . ˆ 2 ) ;
% Make p l o t s f o r whatever you would l i k e to i n v e s t i g a t e . A few
i n t e r s t i n g examples are l i s t e d below .
l o g l o g ( f , 1 . / abs (Rr) ) ; % Shot no i s e ( does not in c lude QRPN)
l o g l o g ( f ,RPN*1 ./ abs (Rr) ) ; % Quantum no i s e ( shot no i s e p lus QRPN)
l o g l o g ( f ,TNT. * 1 . / abs (RR) , ’ r−. ’ ) ; % Plot t o t a l no i s e us ing quantum
no i s e and v i s cou s damping
l o g l o g ( f ,TNS. * 1 . / abs (RR) , ’ r . ’ ) ; % Plot t o t a l no i s e us ing quantum
no i s e and s t r u c t u r a l damping
l o g l o g ( f , x sq l ) ; % Plot the SQL
% For p l o t t i n g the ponderomotive squeez ing as a func t i on o f
f requency with a constant readout ang le
semi logx ( f ,TNS, ’ k ’ ) ;
%Adding the photodector quantum e f f i c i e n c y
semi logx ( f , s q r t ( DetEff ) *TNS + s q r t (1−DetEff ) , ’ g ’ ) ;
% For p l o t t i n g the o p t i c a l sp r ing and the cav i ty l i n ew id th and
detuning ( only v i s i b l e i f us ing a s u f f i c i e n t l y high f requency
in the f requency space )
mbode( f ,−RRRr/(max( abs (RRRr) ) ) , ’ k ’ ) ;
% Plot s as a func t i on o f readout ang le with a constant f requency
%p lo t ( angles ,TNT, ’ r ’ ) ; % Total no i s e us ing quantum no i s e and
v i s cou s damping
%p lo t ( angles ,TNS, ’ b ’ ) ; % Total no i s e us ing quantum no i s e and
s t r u c t u r a l damping
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