Special Riemannian geometries and the Magic Square of Lie algebras by Gutt, Jan
Special Riemannian geometries and the Magic
Square of Lie Algebras
Jan Gutt
Stony Brook University
November 3, 2018
ar
X
iv
:0
81
0.
21
38
v1
  [
ma
th.
DG
]  
12
 O
ct 
20
08
ii
Summary
The present work is a slightly revised version of the author’s M.Sc. thesis pre-
sented at the Physics department of Warsaw University, investigating noninte-
grable Riemannian geometries modelled after certain symmetric spaces related
to the Freudenthal-Tits Magic Square. The collection of four such geometries
investigated by Nurowski [1] has been extended by further eight, together with
a unified description provided in terms of rank three Jordan algebras and as-
sociated constructions. In particular, symmetric tensors reducing the orthogo-
nal group to adequate structure groups have been found and used to describe
geometric properties of corresponding G-structures on manifolds. The results
obtained this way include: conditions for existence of a natural complex or
quaternionic Ka¨hler structure; equivalence of the existence of a characteris-
tic connection and the Killing condition on the tensor defining a G-structure,
which holds for four of the new geometries, thus extending an analogous result
of Nurowski. Moreover, the geometries which admit a characteristic connection
have been classified. The paper is concluded by an algebraic construction of
locally reductive examples.
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Introduction
Special geometries with characteristic torsion
It is common in differential geometry to express a specific geometric structure
on a manifold in terms of a reduction of the frame bundle to a subbundle with
some structure group G ⊂ GL(n) (n being the dimension of the manifold), i.e.
a G−structure. Such a reduction naturally distinguishes a class of compatible
connections, namely those connections on the frame bundle, which restrict to
a connection on the G−structure. We call the latter integrable iff it admits a
torsion-free compatible connection.
In particular, an O(n)−structure is always integrable, with unique torsion-
free connection, namely the Levi-Civita connection of the corresponding Rie-
mannian metric. If we thus wish to reduce the orthonormal frame bundle to a
G−structure with G ⊂ O(n), we readily notice that the latter is integrable iff
the Levi-Civita connection is compatible with respect to it. It then follows that
integrability of a G−structure implies reduction of the Riemannian holonomy
group to a subgroup of G.
Such reduced Riemannian holonomy groups are classified by the celebrated
Berger’s theorem, stating that the holonomy of an irreducible, simply connected,
and not (locally) symmetric Riemannian manifold is either the entire special or-
thogonal group, or one of the groups corresponding to a Calabi-Yau, Ka¨hler,
hyper-Ka¨hler, quaternion-Ka¨hler, G2, or Spin(7) structure. These are usually
referred to as (integrable) special Riemannian geometries and have been exten-
sively studied (in the context of holonomy) throughout last fifty years.
Willing to consider more general geometries, one needs to relax the torsion
triviality condition. Observe that the bundle Λ2TM ⊗ TM, the torsion of a
metric connection on a Riemannian manifold M is a section of, decomposes into
O(n) irreducibles as follows:
Λ2TM ⊗ TM = Λ3TM ⊕ TM ⊕ T .
One thus sees that there are in general 23 = 8 classes of metric connections
with respect to their torsion. In what follows, we shall focus on G−structures
admitting a compatible connection whose torsion is completely skew, i.e. a
section of Λ3TM.
The first structures studied in this context where those present on Berger’s
list, and it is a common feature of these, that a G−connection with skew torsion,
provided it exists, is unique. It has been thus called the characteristic connec-
tion, and its torsion tensor (determining the connection itself) – the character-
istic torsion.
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Let us now return for a moment to a general G−structure on a manifold M.
Being able to describe G ⊂ GL(n) as a stabilizer of certain set of Rn tensors, one
can introduce the G−structure by means of an analogous set of tensors on M :
the subbundle is then defined to consist of frames mapping the distinguished
Rn tensors into the distinguished tensors on M (point-wise).
To be specific, let us for the sake of simplicity assume that G is the stabilizer
of a single tensor Y ∈ ⊗p(Rn)∗; a G−structure on an n−dimensional manifold
M is then defined by a tensor YM ∈ Sec(⊗pT ∗M) such that (locally) in some
adapted coframe θ : TM → Rn one has
YM (X1, . . . , Xp) = Y(θ(X1), . . . , θ(Xp))
for all X1, . . . , Xp ∈ TM. The fibre above x ∈ M of the corresponding frame
subbundle is the set of frames ex : TxM → Rn such that e∗xY = YM (x). The
structure group is clearly the stabilizer of Y, i.e. G. Finally, the compatible
connections, viewed as connections in the tangent bundle, are those with respect
to which YM is parallel.
Proceeding again to the Riemannian case, with G ⊂ O(n) being the orthog-
onal stabilizer of Y, we easily see that the G−structure is integrable iff YM is
parallel with respect to the Levi-Civita connection ∇LC . One is then tempted
to ask whether a weaker condition on ∇LCYM would guarantee existence of a
G−connection with skew torsion. It is not difficult to check, as it has been no-
ticed by Nurowski [1], that the existence of such a connection implies vanishing
of the symmetric part of the derivative1:
(∇LCX YM )(X, . . . ,X) = 0 ∀X ∈ TM, (1)
a condition we shall call the nearly-integrability of (the G-structure defined by)
YM . One may hope that the converse would also hold in some cases (whether it
does, is a purely algebraic question referring to Y). As only the symmetric part
of YM enters the latter equation, it is clear that we should restrict our attention
to symmetric tensors Y and their orthogonal stabilizers.
Examples of geometries defined by a symmetric
tensor
The simplest interesting example, thoroughly investigated by Bobienski and
Nurowski [2], involves an irreducible SO(3) structure on a five-dimensional Rie-
mannian manifold (M, gM ). The authors first consider the symmetric space
SU(3)/SO(3) and the corresponding symmetric pair:
su(3) = so(3)⊕ V, dimV = 5.
The adjoint action of G = SO(3) on V defines an irreducible 5-dimensional
representation of the group, which is moreover self-adjoint, so that V ' V ∗ as
G−modules via an invariant scalar product g : V → V ∗.
It can be further shown, that SO(3) ⊂ O(5) is the stabilizer of a tensor
Υ ∈ S3V satisfying the relation
Υm(ijΥkl)m = g(ijgkl), (2)
1 i.e. demanding that YM be a Killing tensor.
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where abstract index notation is assumed, together with the identification of V
with its dual.2 Since the representation is irreducible, the tensor is also obviously
required to satisfy Υimm = 0.
As it has been already described, one defines the G−structure by means of
a tensor ΥM on M such that in a (local) adapted coframe θ : TM → V one has
ΥM (X,X,X) = Υ(θ(X), θ(X), θ(X)) & gM (X,X) = g(θ(X), θ(X)).
Equivalently, one may simply demand that ΥM satisfy the analog of equation
(2) with respect to gM .
One then finds that such five-dimensional SO(3) geometries indeed behave
in the way we are looking for: nearly integrability of ΥM (recall equation (1))
implies existence of a compatible SO(3) connection with skew torsion, and the
latter is moreover unique (that is, characteristic) [2].
It is now natural to ask, whether a similar setting can be found in other
dimensions. Guided by the defining identity on Υ, i.e. equation (2), Nurowski
checked that the latter can be satisfied for a symmetric third-rank tensor exactly
in four distinguished dimensions, namely: 5, 8, 14 and 26 [1]. The corresponding
symmetric spaces are:
SU(3)
SO(3)
,
SU(3)× SU(3)
SU(3)
,
SU(6)
Sp(3)
,
E6(−78)
F4(−52)
(3)
(all four appearing on Cartan’s list of irreducible symmetric Riemannian spaces,
cf. [3, 4]). The result of Nurowski is then that nearly integrability implies ex-
istence of compatible connection with skew torsion in dimensions 5, 8 and 14,
while such a connection is unique in dimensions 5, 14 and 26.
The next step would thus be to consider geometries modelled after other
symmetric spaces from Cartan’s list. These in particular include symmetric
spaces related to a construction known as the Magic Square of Lie algebras, and
investigation of corresponding special geometries is the task proposed in [1]. As
we shall soon see, there are three families of such spaces, the first one being
exactly (3). One may expect the geometries modelled after all of these spaces
to exhibit similar properties regarding nearly integrability and characteristic
connection.3
Freudenthal-Tits Magic Square and related sym-
metric spaces
The Magic Square of Lie algebras is an outcome of the constructions developed
by Freudenthal and Tits mainly in effort to provide a direct construction of the
exceptional groups. When performed over the reals, the Tits construction yields
2 Equation (2) is equivalent to demanding that the trivial representation of G appear only
once in the decomposition of S4V.
3 Actually, the problem of uniqueness of the characteristic connection has been recently
completely solved by Nagy [5].
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algebras corresponding to the following ‘magic’ square of compact Lie groups:
SO(3) −−−−→ SU(3) −−−−→ Sp(3) −−−−→ F4y y y y
SU(3) −−−−→ SU(3)× SU(3) −−−−→ SU(6) −−−−→ E6y y y y
Sp(3) −−−−→ SU(6) −−−−→ SO(12) −−−−→ E7y y y y
F4 −−−−→ E6 −−−−→ E7 −−−−→ E8
together with natural inclusions denoted by the arrows (the word ‘magic’ refer-
ring to the symmetry of the table, which is not explicit in its original construc-
tion, see later).
Let us now consider the ‘quotient’ of the second column by the first one
(with respect to the inclusions), namely the homogeneous spaces:
SU(3)
SO(3)
,
SU(3)× SU(3)
SU(3)
,
SU(6)
Sp(3)
,
E6
F4
.
Observe that these are exactly the spaces we have already considered in context
of a symmetric third rank tensor. Repeating this procedure for the next pair of
columns (2&3), we obtain spaces which are unfortunately not irreducible: their
isotropy representations possess a one-dimensional invariant subspace. This
can be resolved by augmenting the subgroup by an extra U(1), so that the
corresponding four spaces are:
Sp(3)
U(3)
,
SU(6)
S(U(3)× U(3)) ,
SO(12)
U(6)
,
E7
E6 × U(1) .
These are another four irreducible symmetric Riemmanian spaces from Cartan’s
list, and thus the second of three advertised families (the way this extra U(1)
sits in the groups is to be explained in the sequel). Moreover, the generator of
the additional U(1) defines a complex structure making these symmetric spaces
into Ka¨hler manifolds.
Similar situation occurs for the last pair of columns (3&4). Here however
one has to add extra Sp(1), so that the third family cosists of the following
irreducible symmetric spaces4:
F4
Sp(3)Sp(1)
,
E6
SU(6)Sp(1)
,
E7
SO(12)Sp(1)
,
E8
E7Sp(1)
.
In this case the generators of the additional Sp(1) define a quaternionic structure
making these symmetric spaces into quaternion-Ka¨hler manifolds.
These are the three families of irreducible compact symmetric Riemannian
spaces. Nurowski [1] worked out the first one, and proposed the task of investi-
gating the next two:
4 The product with Sp(1) is taken with respect to the adjoint (i.e. isotropy) representation.
In fact, G0Sp(1) ' (G0 × Sp(1))/Z2
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‘It is interesting if all these geometries admit characteristic connec-
tion. Also, we do not know what objects in RdimM reduce the
orthogonal groups SO(dimM) to the above mentioned structure
groups. Are these symmetric tensors as it was in the case of the
groups Hk [i.e. SO(3), SU(3), Sp(3) and F4]?’
We answer these questions and provide a systematic approach rooted in the
theory of Jordan algebras.5
Overview
The work is split into two parts (chapters), which we have tried to make possibly
independent of each other.
The first one begins citing known results on Jordan algebras and the Tits
construction, providing the minimal theory needed to make sense of the sym-
metric pairs corresponding to the spaces of our interest, fitting them into a
single structure. We then review some further constructions, mainly due to
Freudenthal, again introducing just the minimum set of objects needed to de-
scribe the isotropy representations of the symmetric spaces. Having the latter
done, we finally find the symmetric invariants giving the desired reductions (on
a Lie-algebraic level) and prove some of their properties.
The second part, building on the results outlined above, deals directly with
the main subject of the work, i.e. geometries related to the symmetric spaces.
We first summarize the results on isotropy representations and the invariant
tensors: we claim their existence and properties they satisfy, in such a way
that no reference to the Jordan-related objects is needed. Then, we review
the subject of intrinsic torsion and characteristic torsion of G-structures: these
results are known, but not particularily accessible in the literature, so that
we prove most of them, also in order to make the reader familiar with the
general setting. Finally, g(K,K′)-geometries are defined and their properties
are investigated. Additionally, we provide a classification of g(K,K′)-geometries
with characteristic torsion and prove existence of naturally reductive examples,
whose characteristic torsion does not vanish.
The most important original results obtained in the present work are:
• Proposition 3, describing the isotropy representations.
• Proposition 4, describing symmetric invariants giving desired reductions.
• Propositions 7, 9 and 12, expressing intrinsic torsion ofG(K,K′)-structures
in terms of geometric data.
• Propositions 10 and 13, providing a geometric condition on existence of a
natural (quaternion-)Ka¨hler structure on the geometries.
5 The problem of symmetric defining invariants is addressed in a very original and self-
contained way by Cvitanovic´ in his remarkable book on Group Theory [6], where he also
discusses the Magic Square. While we do not use his approach and results, we have to
acknowledge that the latter work has been an important source of inspiration. In particular,
many of the technical calculations contained in the present paper have been initially carried
using Cvitanovic´’s graphical notation, only later to be translated to the conventional one.
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• Theorem 1, stating the equivalence of nearly-integrability of the symmetric
tensor defining a second-family geometry and existence of a characteristic
connection.
• Theorem 2 and Proposition 25, providing a simple criterion for existence
of naturally reductive examples with nontrivial characteristic torsion.
Strominger’s superstrings with torsion
Having argued about the geometric significance of studying special geometries
with characteristic torsion, one should not overlook an inspiring motivation
coming from physics, found by Strominger in his 1986 paper [7].
Strominger considers the geometric setting for compactification of the com-
mon sector of type II Superstring Theory, i.e. a 6-dimensional spin manifold
(M, g) equipped with a global nonvanishing spinor field . In absence of Yang-
Mills fields and with constant dilaton, the conditions for  to generate super-
symmetry transformations read [7]
∇LCX +
1
4
H(X) ·  = 0 for each X ∈ TM (4)
H ·  = 0,
where H ∈ Ω3(M) is the strength of the Kalb-Ramond B-field, i.e. the back-
ground field coupling to massless skew-symmetric excitations of the string, and
the dot indicates Clifford action of differential forms on spinor fields (H more-
over obeys certain integrability condition involving the Riemannian curvature).
Strominger now introduces a tangent bundle connection ∇H whose torsion
is H, i.e.
∇HXY = ∇LCX Y +
1
2
H(X,Y )
for each X ∈ TM. In terms of this new connection, equation (4) reads simply
∇H = 0,
i.e.  is parallel with respect to ∇H . This in turn is equivalent to a reduction of
the holonomy6 of ∇H to (a subgroup of) SU(3) (in its 6-dimensional representa-
tion, not to be confused with the 8-dimensional one mentioned earlier). We thus
end up with a SU(3)-structure with characteristic torsion, namely H (indeed a
compatible connection with skew torsion for a SU(3)-structure is unique). More-
over, all further equations can be cast in terms of the SU(3) structure (i.e. an
almost hermitian structure and a complex 3-form), so that the latter describes
both supersymmetry and the B-field [7].
Thus, Strominger found that 6-dimensional backgrounds for supersymmetric
compactification are naturally described by SU(3)-structures admitting charac-
teristic torsion. Just as a Yang-Mills field strength is interpreted as the cur-
vature of a connection on a principal bundle, the Kalb-Ramond field strength
6 Indeed, existence of a parallel spinor in dimension six implies holonomy reduction to
SU(3). In the conventional approach this condition is applied to the Levi-Civita connection,
leading to compactification on Calabi-Yau threefolds.
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is then identified with a torsion of the unique connection associated with the
SU(3)-structure7.
This development attracted the attention of mathematicians, who started
studying the problem of characteristic torsion, parallel spinors and relation of
torsion to curvature, initially for G-structures related to Berger’s classical list
of irreducible Riemannian holonomies (see [9] and references therein). In the
present work we address only the question of characteristic torsion. Moreover,
one should note that the dimensions of the geometries we wish to investigate
situate them rather remotely from the usual area of interest of fundamental
theories.8
Conventions
All the vector spaces and algebras considered in this work are over the reals,
unless stated otherwise. All manifolds and maps are assumed to be smooth.
Stating general results, we shall often use Rn as a generic n-dimensional vector
space, possibly equipped with a generic positive definite scalar product 〈·, ·〉.
We will often make use of the abstract index notation [12], using various sets
of letters to index both spaces and tensors, so that a homomorphism of vector
spaces f : E → F can be written as fai ∈ E∗i ⊗F a, while its contraction with a
vector X ∈ E is f(X)a = faiXi ∈ F a. These indices never refer to any specific
frame. They are simply labels, which do not assume any (numerical) values.
Most of the spaces we deal with are equipped with a symmetric scalar prod-
uct, and we explicitly declare that the latter is used to identify a space with
its dual. Accordingly, has such an identification been performed, the position
of indices becomes irrelevant. The map f given as an example above is then
written fai ∈ Fa ⊗ Ei and as such it needn’t be distinguished from the adjoint
f∗ : F → E (of course if we have identified E ' E∗ and F ' F ∗).
We will often encounter tensors Y ∈ ⊗pE, with E∗ ' E. Then by
Y(X1, . . . , Xp), where X1, . . . , Xp ∈ E, we mean Yi1...ipXi11 · · ·Xipp ∈ R and the
order of the vectors Y is contracted with does matter (unless Y is symmetric).
We sometimes use also partial application as in
Y(X1, . . . , Xq) ∈ ⊗p−qE,
which means
Yi1...ipXi11 ·Xiqq ∈ Eiq+1 ⊗ · · · ⊗ Eip
in this very order (i.e. the components of a tensor product are contracted from
the left).
Being given a group G ⊂ GL(E), with a Lie algebra g ⊂ EndE, we denote
both the action of G and g on arbitrary tensor products of E and E∗ simply by
g(·) and A(·), where g ∈ G and A ∈ g. This should be clarified by the example
of Y ∈ ⊗pE∗, where
g(Y)(X1, . . . , Xp) = Y(g−1(X1), . . . , g−1(Xp)
7 A much more elaborate approach to a geometric interpretation of the B field has been
developed in the last decade in terms of gerbes with connection [8]
8 Nevertheless, the homogeneous spaces related to the Magic Square also find their place
in supergravity-related physics [10, 11], although without direct relation to the characteristic
torsion problem.
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A(Y)(X1, . . . , Xp) = Y(−A(X1), X2, . . . , Xp) + · · ·+Y(X1, . . . , Xp−1,−A(Xp)).
Whether a map is to be considered as acting via a group action, or Lie algebra
action, should be clear from context. An exception is e.g. a complex structure,
which can be viewed both as an orthogonal map, and as spanning a u(1) algebra:
in this case, we shall by default assume the group action.
Special indexing conventions are introduced for spaces that are to be consid-
ered over C. These are described in Remark 1, which shall be recalled explicitly
whenever needed.
Finally, being given a manifold M we will also use letters to index tensor
products of TM and T ∗M (being identified when a metric tensor is given).
This is extended to the C∞(M)-modules of tangent-bundle-valued differential
forms, so that for example a local metric connection form can be written as
Γab ∈ Ω1(M, (Λ2TM)ab).
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Chapter 1
Algebraic part
1.1 The Tits construction and symmetric pairs
The construction of Magic Square1 algebras given by Tits [15] produces a Lie al-
gebra out of two basic ‘building blocks’: a normed division algebra, i.e. R, C, H
or O, and a Jordan algebra of 3x3 hermitian matrices with entries in a second
normed division algebra. Eventually thus, it gives a Lie algebra for every pair of
normed division algebras, fitting into a 4x4 table with rows and columns labelled
by R, C, H and O.
We shall first introduce the usual algebraic structures on aforementioned
‘building blocks’ (in particular, their automorphism groups and derivation alge-
bras), whose combination will – in a fairly natural way – lead to a Lie algebra
structure on the outcome of Tits’ construction.
All algebras and representations used in this section are to be considered
over the reals.
1.1.1 Four normed division algebras K
As a warm-up we will now recall some well-known facts which hold in general
for all the four algebras (see e.g. [16, 17]). Although these are rather obvious,
we expose them quite carefully to show that analogous structure appears in the
Jordan case. As the octonions are the most complex, with their noncommuta-
tivity and nonassociativity, it is useful to have this algebra in mind when reading
subsequent statements. For their simpler subalgebras, some terms and spaces
become trivial, however the formulas, given in their most general form, are still
correct.
We thus let K be one of the four algebras: R, C, H and O. We introduce
the commutator
[p, q] = pq − qp,
nontrivial for the quaternions and octonions, and the associator
[p, q, r] = p(qr)− (pq)r,
nontrivial only for the octonions (where alternativity of the latter implies that
the associator is antisymmetric in its three arguments).
1 Interesting generalisations can be found in [14,6]
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These maps are useful when describing the automorphism group Aut(K), i.e.
a subgroup of GL(K) preserving the product. Its Lie algebra, the derivations
der K, i.e. a subalgebra of maps in EndK satisfying the Leibniz rule, is then
made accessible by the following Lemma (see [16] for a proof):
Lemma 1. Let us introduce a map
D : Λ2K→ EndK
Dp,q(r) = [[p, q], r]− 3[p, q, r] for p, q, r ∈ K.
Then the algebra der K is exactly the image of D. Moreover, D is equivariant
with respect to Aut(K).
The automorphism groups are found to be [17]:
Aut(R) ' {e}
Aut(C) ' Z2
Aut(H) ' SO(3)
Aut(O) ' G2.
More structure on K is provided by a natural trace, namely the real part
Re : K → R. Combined with the product, it gives rise to a positive definite
scalar product
〈·, ·〉 : K×K→ R
〈p, q〉 = Re(p¯q).
One can decompose K into the real line, spanned by the unit, and its orthogonal
complement, namely the imaginary subspace (trivial for the reals):
K = R1⊕ ImK. (1.1)
It is then easy to check that:
Lemma 2. The automorphisms Aut(K) preserve the scalar product and the
decomposition (1.1), acting irreducibly on ImK.
Observe moreover, that the map D is nontrivial only on Λ2ImK. Finally, it is
convenient to introduce an antisymmetric product on the imaginary subspace,
being simply a restriction of the usual one:
× : ImK× ImK→ ImK
p× q = 1
2
[p, q].
Clearly, this map is also preserved by the automorphisms of K.
1.1.2 Four Jordan algebras h3K
Jordan algebras emerged in an attempt to axiomatize the properties of hermitian
operators representing observables in quantum mechanics. While the original
program turned out to be unsuccessful, it was realized that these algebras are
interesting in their own right, allowing a rich theory as somewhat a counterpart
of Lie algebras [18,19]. Indeed, they are characterized by a commutative product
satisfying an identity which may be thought of as playing a role analogous to
that of the Jacobi identity for a Lie bracket:
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Definition 1. A commutative (yet possibly not associative) algebra J is called
Jordan iff for arbitrary two elements a, b ∈ J the following holds:
(ab)a2 = a(ba2) (Jordan identity).
In particular, the algebras of n by n hermitian matrices with entries in either
the reals, complex numbers or quaternions, equipped with anticommutator as
the product, are Jordan. The three infinite families are denoted hnR, hnC and
hnH. For the octonions, however, there is only a single one, called the exceptional
Jordan algebra, or Albert algebra, namely h3O.
In what follows we will only use 3x3 matrices, so that a corresponding Jordan
algebra exists for all four normed division algebras. Let thusK be one of R, C, H
and O. We define
h3K = {
α a ba¯ β c
b¯ c¯ γ
 | a, b, c ∈ K; α, β, γ ∈ R},
together with a product
X ◦ Y = 1
2
(XY + Y X)
where the right hand side features usual matrix multiplication. We then have:
Lemma 3 (Jordan [20]). The algebra (h3K, ◦) is Jordan.
We shall now follow the way we used to describe the algebra K itself. We
thus begin with the automorphism group Aut(h3K) and its Lie algebra, the
derivations der h3K. For the latter, we again have a convenient map, denoted
with a slight abuse of notation by the same letter:
Lemma 4 (cf. [19]). Let us introduce a map
D : Λ2h3K→ Endh3K
DX,Y (Z) = X ◦ (Y ◦ Z)− Y ◦ (X ◦ Z) for X,Y, Z ∈ h3K.
Then the algebra der h3K is exactly the image of D. Moreover, D is equivariant
with respect to Aut(h3K).
The automorphism groups are found to be [21,22]:
Aut(h3R) ' SO(3)
Aut(h3C) ' SU(3)
Aut(h3H) ' Sp(3)
Aut(h3O) ' F4(−52).
More structure on h3K is given by a natural trace, namely the usual matrix
trace tr : h3K → R. Combined with the product, it gives rise to a positive
definite scalar product
〈·, ·〉 : h3K× h3K→ R
〈X,Y 〉 = tr(X ◦ Y ).
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Multiplication in the algebra is then symmetric with respect to the scalar prod-
uct:
〈X ◦ Y,Z〉 = 〈Y,X ◦ Z〉.
One can decompose h3K into the real line, spanned by the unit, and its orthog-
onal complement, namely the traceless subspace:
h3K = R1⊕ sh3K, (1.2)
where sh3K = ker tr. One then finds that:
Lemma 5. The automorphisms Aut(h3K) preserve the scalar product and the
decomposition (1.2), acting irreducibly on sh3K.
Observe moreover, that the map D is nontrivial only on Λ2sh3K. Finally, it
is convenient to introduce a symmetric product on the traceless subspace, being
simply a restriction of the usual one:
× : sh3K× sh3K→ sh3K
X × Y = X ◦ Y − 1
3
〈X,Y 〉.
Clearly, this map is also preserved by the automorphisms of h3K.
1.1.3 The Magic Square of Lie algebras
We are now ready to construct the Magic Square. As the algebras to be con-
structed are parametrized by a pair of normed division algebras, let us introduce
two symbols, K and K′, allowing each of them to be one of R, C, H and O.
Taking K′ and h3K as our building blocks, we can form the product algebra
K′⊗h3K. The automorphism group of the latter is simply the product of Aut(K′)
and Aut(h3K), so that the corresponding derivation algebra is
der (K′ ⊗ h3K) = der K′ ⊕ der h3K.
Recalling the decompositions of K′ and h3K, we have in particular the largest
irreducible subspace ImK′ ⊗ sh3K ⊂ K′ ⊗ h3K. Let us consider the direct sum
of the derivation algebra and its irreducible module:
M(K,K′) = der K′ ⊕ der h3K⊕ ImK′ ⊗ sh3K.
Our aim will be to equip the latter with a Lie algebra structure. We keep
der K′⊕der h3K as a subalgebra with its original Lie bracket. Its action on the
module provides the mixed bracket:
[d+D, p⊗X] = d(p)⊗X + p⊗D(X) (1.3)
for d ∈ der K′, D ∈ der h3K, p ∈ ImK′ and X ∈ sh3K.
We still need a bracket of two elements of ImK′⊗ sh3K. Recalling the struc-
ture introduced so far, one sees that there are three natural (equivariant w.r.t.
the derivations) maps form Λ2(ImK′ ⊗ sh3K) to M(K,K′) :
(p⊗X) ∧ (q ⊗ Y ) 7→ 〈X,Y 〉Dp,q
(p⊗X) ∧ (q ⊗ Y ) 7→ 〈p, q〉DX,Y
(p⊗X) ∧ (q ⊗ Y ) 7→ (p× q)⊗ (X × Y ),
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and the most general derivation-equivariant bracket is a linear combination
thereof. The factors are determined by demanding that the Jacobi identity
be satisfied, so that finally we arrive at the following
Lemma 6 (Tits [15], cf. [23]). The space M(K,K′) becomes a Lie algebra with
the bracket defined by:
1. The natural bracket on der K′ ⊕ der h3K
2. Equation (1.3) for an element of der K′ ⊕ der h3K and an element of
ImK′ ⊗ sh3K.
3. The following bracket for two elements p⊗X and q⊗ Y of ImK′⊗ sh3K :
[p⊗X, q ⊗ Y ] = 1
12
〈X,Y 〉Dp,q − 〈p, q〉DX,Y + (p× q)⊗ (X × Y ). (1.4)
The outcome of this procedure is summarized in the following
Proposition 1 (Tits [15]). The algebras M(K,K′) are isomorphic (over the
reals) to the ones in the table, with columns indexed by K′ and rows by K :
R C H O
R so(3) su(3) sp(3) f4
C su(3) su(3)⊕ su(3) su(6) e6
H sp(3) su(6) so(12) e7
O f4 e6 e7 e8
Two remarks have to be made in this place. First, the algebras in the square
appear in their compact form, an important virtue of Tits’ construction. Second,
as we have warned before, certain parts of the construction become trivial for
K′ being R or C. In particular, we have der R = 0 and ImR = 0, so that simply
M(K,R) = der h3K.
1.1.4 Cayley-Dickson and induced decompositions
We shall now recall the Cayley-Dickson decomposition of the complex numbers,
quaternions and octonions, namely:
C = R⊕ iR, H = C⊕ jC, O = H⊕ lH,
and check that, when applied to K′, they naturally lead to decompositions of
the magic square algebras M(K,K′) into symmetric pairs. Let us then from
now on assume K′ 6= R. One easily checks that the Cayley-Dickson construction
defines a Z2 grading on K′, that is:
K′ = K′0 ⊕K′1
K′i ·K′j = K′i+j
where i, j ∈ Z2, and moreover K′i and K′j are orthogonal with respect to 〈·, ·〉
whenever i 6= j.
Using the latter and Lemma 1, we can decompose the derivation algebra of
K′ into a symmetric pair:
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Lemma 7. Let us define
der0 K′ = D(Λ2K′0 ⊕ Λ2K′1)
der1 K′ = D(K′0 ∧K′1).
Then
der K′ = der0 K′ ⊕ der1 K′
with
[deri K′,derj K′] = deri+j K′ (1.5)
deri K′(K′j) ⊂ K′i+j (1.6)
where i, j ∈ Z2.
Proof. Using the formula for D, we have
D(K′i1 ∧K′i2)(K′j) ⊂ K′i1+i2+j ,
which implies (1.6). Then, using equivariance of D, (1.5) follows immediately.
Now, since der K′ is the image of Λ2K′ under D, it is clear that der0 K′ +
der1 K′ = der K′. It remains to check that the intersection of these spaces is
zero. But that already follows from (1.6).
We are now interested in identifying the algebras der0 K′. Note first, that it
is a property of the Cayley-Dickson construction, that every element of the even
subspace may be represented as a product of two elements of the odd subspace –
thus the representation of der0 K′ on K′1 is necessarily faithful2 and there exists
an injective homomorphism der0 K′ → so(K′1, 〈·, ·〉). In fact, one finds that it is
also surjective:
Lemma 8. der0 K′ ' so(K′1, 〈·, ·〉)
Proof. Trivial for K′ = C, and straightforward for K′ = H, with der0 H gener-
ated by adi = 12Dj,k.
The octonionic case, however, is more involved. As so(4) ' sp(1)⊕sp(1), we
shall construct two homomorphisms form sp(1) to der0 O and check that they
combine into an isomorphism from so(4) to der0 O.
To this end, we consider the usual Lie algebra sp(1) of imaginary quaternions
with the commutator as a bracket. This algebra acts with left and right mul-
tiplications on O = H⊕ lH, preserving the decomposition (l is some imaginary
octonion orthogonalH ⊂ O). This gives rise to four irreducible four-dimensional,
and necessarily equivalent, representations of the algebra, namely:
q 7→ Lq|H, q 7→ Lq|lH, q 7→ Rq¯|H, q 7→ Rq¯|lH
for q ∈ ImH ' sp(1). There in particular exists an orthogonal intertwiner of left
multiplications
ϕ : H→ lH
pϕ(x) = ϕ(px) (1.7)
for p ∈ ImH and x ∈ H. Orthogonality implies ϕ(x)2 = −|x|2.
2 Indeed, assume that d ∈ der0 K′ acts trivially on K′1. Then it acts trivially on entire K′
and thus d = 0.
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We now define the maps
E , E ′ : ImH→ so(O)
E(q)|H = adq E ′(q)|H = 0
E(q)|lH = Lq E ′(q)|lH = ϕ ◦Rq¯ ◦ ϕ−1.
One readily checks that each of these is a Lie algebra homomorphism and that
E(q) commutes with E ′(q′) for q, q′ ∈ ImH (this is because left and right multi-
plications commute, and ϕ is left-equivariant). It is also clear that the kernel of
E ⊕ E ′ : ImH⊕ ImH→ so(O) is trivial. Thus we find that E ⊕ E ′ is an injective
Lie algebra homomorphism from so(4) ' sp(1)⊕ sp(1) to so(O). Moreover, the
elements of its image explicitly preserve the decomposition O = H⊕ lH.
The last step is to show that Eq and E ′q for q ∈ ImH are derivations (for
the moment we write the first argument in a subscript). We have to check the
Leibniz formula patiently for the products xy, xϕ(y) = −ϕ(y)x = ϕ(xy) and
ϕ(x)ϕ(y), where x, y ∈ H. The first case is obvious (clearly, Eq and E ′q restricted
to H are derivations of the quaternions). Evaluating the next one, we have:
Eq(ϕ(xy)) = ϕ(qxy) = [q, x]ϕ(y) + xϕ(qy) = Eq(x)ϕ(y) + xEq(ϕ(y))
E ′q(ϕ(xy)) = ϕ(xyq¯) = E ′q(x)ϕ(y) + xE ′q(ϕ(y)).
To handle expressions like ϕ(x)ϕ(y), we use the orthogonality of ϕ and multiply
equation (1.7) with ϕ(px) on the right and p−1 on the left to obtain ϕ(x)ϕ(px) =
−p−1|p|2|x|2. Then, setting p = yx−1, we get
ϕ(x)ϕ(y) = −xy¯.
We can now check the following:
Eq(−xy¯) = −[q, xy¯] = −qxy¯ + xy¯q = Eq(ϕ(x))ϕ(y) + ϕ(x)Eq(ϕ(y))
E ′q(−xy¯) = 0 = −xq¯y¯ − xqy¯ = E ′q(ϕ(x))ϕ(y) + ϕ(x)E ′q(ϕ(y)).
This way we have checked that the image of E ⊕ E ′ is indeed in der0 O. Finally
then, there is an injective homomorphism
E ⊕ E ′ : so(4) ' sp(1)⊕ sp(1)→ der0 O,
and thus an isomorphism.
The maps E and E ′ will be used once again in the sequel, so let us mention
them in a separate
Corollary 1. There is an isomorphism of Lie algebras
E ⊕ E ′ : sp(1)⊕ sp(1)→ der0 O,
where E and E ′ have been introduced in the proof of Lemma 8. When restricted
to H ⊂ O, the image of E is der H ' sp(1) while E ′ is trivial.
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1.1.5 Symmetric pairs related to the Magic Square
Let us recall the definition of our magic square algebras:
M(K,K′) = der K′ ⊕ der h3K⊕ ImK′ ⊗ sh3K,
where, as before, K′ 6= R. We can now apply the Cayley-Dickson and induced
decompositions to K′ and der K′ in the latter formula, and try to group the
resulting subspaces into a symmetric pair. A natural candidate for the latter is
easily found, and we have the following
Lemma 9. The decomposition M(K,K′) = g(K,K′)⊕ V (K,K′), with
g(K,K′) = der h3K ⊕ der0 K′ ⊕ ImK′0 ⊗ sh3K
V (K,K′) = der1 K′ ⊕K′1 ⊗ sh3K
yields a symmetric pair.
Proof. Let us for the sake of brevity omit (K,K′), writing simply g and V. What
has to be checked is that:
[g, g] ⊂ g, [g, V ] ⊂ V, [V, V ] ⊂ g.
Note first, that der h3K commutes with der K′ and acts only on the sh3K factor
in ImK′ ⊗ sh3K, so we already have
[der h3K, g] ⊂ g & [der h3K, V ] ⊂ V.
The other conditions basically follow from Lemma 7. Indeed, the latter implies
that der0 K′⊕der1 K′ is itself a symmetric pair. Moreover, as der0 K′ preserves
the Cayley-Dickson decomposition, we have
[der0 K′, g] ⊂ g & [der0 K′, V ] ⊂ V.
Furthermore, as der1 K′ maps K′0 into K′1, we have [ImK′0 ⊗ sh3K,der1 K′] ⊂
K′1 ⊗ sh3K. Using (1.4), the definitions of Lemma 7 and orthogonality of the
Cayley-Dickson decomposition, we also find that [ImK′0 ⊗ sh3K,K′1 ⊗ sh3K] ⊂
K′1 ⊗ sh3K. Combining these gives
[ImK′0 ⊗ sh3K, g] ⊂ g & [ImK′0 ⊗ sh3K, V ] ⊂ V.
We finally have to check the [V, V ] bracket. Recalling that der1 K′ is in the
odd subalgebra of the derivations, and that it maps K′1 to ImK′0, we have
[der1 K′, V ] ⊂ g. Using (1.4) once again, we also find that [K′1 ⊗ sh3K,K′1 ⊗
sh3K] ⊂ g. Thus we have checked that [V, V ] ⊂ g, which completes the proof.
What we claim now, is that the pairs g(K,K′)⊕V (K,K′) are exactly the ones
corresponding to the symmetric spaces described in the introduction. Recall,
that we wanted the subgroups in the three families to be, respectively, those
of the first column, those of the second column times an additional U(1), and
those of the third column times an additional Sp(1). We will first show that the
algebras g(K,K′) are indeed of this form.
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Proposition 2. There are isomorphisms of Lie algebras:
g(K,C) ' M(K,R)
g(K,H) ' M(K,C)⊕ u(1)
g(K,O) ' M(K,H)⊕ sp(1).
Proof. In the first case, we have immediately g(K,C) = der h3K = M(K,R).
In the second one, we recall that der0 H ' u(1) is generated by adi, and thus
preserves ImH0 = iR ⊂ H. It then follows that
g(K,H) = u(1)⊕ der h3K⊕ iR⊗ sh3K = u(1)⊕M(K,C),
with the rightmost expression being a direct sum of Lie algebras. Finally, in the
last case, we recall from corollary 1, that der0 O ' sp(1) ⊕ sp(1) with the first
sp(1) acting on H ⊂ O as the derivations der H, and the other one – trivially.
We then have
g(K,O) = sp(1)⊕ der H⊕ der h3K⊕ ImH⊗ sh3K = sp(1)⊕M(K,H)
with the rightmost expression being again a direct sum of Lie algebras.
Our next goal is to describe the adjoint representations of g(K,K′) on
V (K,K′), showing, in particular, that they are faithful and irreducible. It will
then turn out, that the connected subgroups of GL(V (K,K′)) resulting from ex-
ponentiating the adjoint representation of g(K,K′) are indeed the magic square
groups (admitting a nice description in terms of invariants), possibly augmented
by an additional U(1) or Sp(1), corresponding to a complex or quaternionic
structure on V (K,K′).
1.2 More structure on Jordan algebras
Before we can perform what has just been indicated, we need to introduce some
further structure on the Jordan algebras h3K, and their related Freudenthal
Triple Systems (FTS, to be defined).
1.2.1 The determinant and Freudenthal product on h3K.
If the dimension of a (commutative) algebra is finite, it is clear that subsequent
powers of an element of the algebra cannot be linearily independent. Instead,
they satisfy a characteristic equation, polynomial in the element of the algebra.
In case of the algebras of our interest, h3K, the characteristic equation is of
degree three:
Lemma 10 (cf. [21, 18]). There exist natural maps T, S,N : h3K → R, respec-
tively linear, quadratic and cubic, such that for each X ∈ h3K the following
holds:
X3 − T (X)X2 + S(X,X)X −N(X,X,X) = 0.
They may be expressed using the product and trace, as follows:
T (X) = trX
S(X,X) =
1
2
(trX)2 − 1
2
trX2
N(X,X,X) =
1
3
trX3 − 1
2
trX2trX +
1
6
(trX)3.
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The cubic form N is usually referred to as the norm. One can however
check, that for all four K it exactly conincides with the matrix determinant,
and we will use this more familiar notion in the sequel. To avoid explaining
the subtleties of an octonionic determinant and proving the identity, we simply
define the symbol det using the formula given in the Lemma:
detX := N(X,X,X)
for X ∈ h3K.
We are now naturally interested in the isotropy groups of the determinant.
These are related to what is called the structure alebra str(h3K) ⊂ End(h3K),
namely the Lie algebra generated by all multiplications
LX : Y 7→ X ◦ Y
for X ∈ h3K.
Recalling Lemma 4, one has [LX , LY ] ∈ der h3K, and naturally [d, LX ] =
Ld(x) for a derivation d ∈ der h3K. It thus follows, that
str(h3K) = der h3K⊕ Lh3K,
where Lh3K = {LX |X ∈ h3K}. Multiplications by multiples of identity generate
the centre, and one can decompose str(h3K) = L1R⊕ str0(h3K), where
str0(h3K) = der h3K⊕ Lsh3K, (1.8)
and Lsh3K = {LX | X ∈ sh3K}. The latter is called the reduced structure algebra
of h3K.
Exponentiating these algebras to connected subgroups of GL(h3K), one ob-
tains respectively the structure group Str(h3K) and reduced structure group
Str0(h3K), with Str(h3K) = Str0(h3K)× R. We then have:
Lemma 11 (cf. [22,21,23]). The stabilizer of the map det : h3K→ R in GL(h3K)
is precisely the reduced structure group Str0(h3K).
These groups are found to be3 [22,21]:
Str0(h3R) ' SL(3,R)
Str0(h3C) ' SL(3,C)
Str0(h3H) ' SL(3,H)
Str0(h3O) ' E6(−26)
(recall that SL(3,H) is the group of quaternionic matrices with the quaternionic
determinant equal one, so that their Lie algebra sl(3,H) consists of matrices
with vanishing real part of the trace). Note that these are non-compact forms
of the second column of the magic square algebras.
Another incarnation of the natural cubic form, useful in formulas, is the
symmetric Freudenthal product,
• : h3K× h3K→ h3K
3 Wangberg [24] interestingly argues, that in certain sense E6(−26) = “SL(3,O)”.
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〈X • Y,Z〉 = 3N(X,Y, Z)
for X,Y, Z ∈ h3K, together with a corresponding multiplication map
L•X : Y 7→ X • Y
and a quadratic map
] : h3K→ h3K
X] = X •X.
Expressing the latter using powers of X and their traces, and comparing with
the formulae of Lemma 10, one finds that
X]] = (detX)X.
1.2.2 FTS F(h3K) and the triple product.
Freudenthal [25,26,27,28] originally constructed the group E7(−25) as the auto-
morphism group of certain algebraic object, namely the space h3O⊕h3O⊕R⊕R
equipped with a symmetric triple product, mapping three elements of the space
to a fourth one and satisfying certain identities with respect to a natural sym-
plectic form on this space. This construction has been extended in many ways
(see [29, 30, 31, 32]). We shall be interested in four FTS associated with the
four Jordan algebras h3K (where the case K = O corresponds to the original
construction).
Let us thus define the space of the FTS associated with h3K to be
F(h3K) = (R⊕ h3K)⊗ R2
and equip it with a natural symplectic form
ω(
(
x
X
)
⊗
(
ξ1
ξ2
)
,
(
y
Y
)
⊗
(
η1
η2
)
) = (xy + 〈X,Y 〉)(ξ1η2 − ξ2η1),
where X,Y ∈ h3K and x, ξ1, ξ2, y, η1, η2 ∈ R.
Next, we introduce a quartic map Q : F(h3K)→ R, such that for
F =
(
x
X
)
⊗
(
1
0
)
+
(
x˜
X˜
)
⊗
(
0
1
)
, (1.9)
where X, X˜ ∈ h3K and x, x˜ ∈ R, one has
Q(F, F, F, F ) = 〈X], X˜]〉 − xdetX − x˜det X˜ − 1
4
(〈X, X˜〉 − xx˜)2.
The symmetric triple product
τ : F(h3K)×F(h3K)×F(h3K)→ F(h3K)
is then defined by
ω(F ′, τ(F, F, F )) = Q(F ′, F, F, F )
for F, F ′ ∈ F(h3K).
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We are now interested in the automorphism groups Aut(F(h3K)), defined
to be the ones preserving both the symplectic form ω and triple product τ, so
that
τ(a(F ), a(F ), a(F )) = a(τ(F, F, F ))
for a ∈ Aut(F(h3K)) and F ∈ F(h3K). The corresponding Lie algebra, called
the derivations der F(h3K), is given by the following
Lemma 12 (cf. [23,25]). The derivations of the FTS F(h3K) are the following
subspace of EndF(h3K) :
der F(h3K) = H0(der h3K⊕ h3K)⊕H1(h3K⊕ h3K),
where the maps
H0 : der h3K⊕ h3K→ EndF(h3K)
H1 : h3K⊕ h3K→ EndF(h3K)
are given by
H0(D,C) =
(−trC
LC
)
⊗
(
1
−1
)
+
(
0
D
)
⊗
(
1
1
)
H1(A,B) =
(
0 〈A, ·〉
A −2L•A
)
⊗
( −1
1
)
+
(
0 〈B, ·〉
B 2L•B
)
⊗
(
1
1
)
as operators on F(h3K) = (R⊕ h3K)⊗ R2.
Sketch of a Proof. This form of the derivation algebra of F(h3K) is usually pre-
sented for K = O, as a construction of the exceptional algebra e7. However, the
same reasoning works equally well for K = R,C,H. Indeed, let us write a generic
element of EndF(h3K) as
E =
4∑
k=1
(
λk 〈Hk, ·〉
Kk Ek
)
⊗ k,
for λk ∈ R, Hk,Kk ∈ h3K and Ek ∈ Endh3K, where k is a basis in EndR2
consisting of matrices with one nonzero element. Then, expanding the equation
Q(E(F ), F, F, F ) = 0 for each F ∈ F(h3K),
and expressing F as in (1.9), one can solve it using the fact that a general map in
Endh3K stabilizing det is D+LC for C ∈ h3K, D ∈ der h3K, and its conjugate
w.r.t. 〈·, ·〉 is D − LC . A general solution turns out to be the one given in the
Lemma. One then checks, that it also preserves ω, and thus is a derivation.
Conversely, every derivation, preserving ω and τ, must also preserve Q.
The argument we have just sketched leads to the following
Corollary 2 (cf. [23]). The stabilizer of the map Q : F(h3K) → R in
GL(F(h3K)) is precisely the automorphism group Aut(F(h3K)).
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These groups are found to be [33]:
Aut(F(h3R)) ' Sp(6,R)
Aut(F(h3C)) ' SU(3, 3)
Aut(F(h3H)) ' SO∗(12)
Aut(F(h3O)) ' E7(−25).
Note that these are non-compact forms of the third column of magic square
algebras.
For later use, we also equip F(h3K) with a scalar product
〈
(
x
X
)
⊗
(
ξ1
ξ2
)
,
(
y
Y
)
⊗
(
η1
η2
)
〉 = (xy + 〈X,Y 〉)(ξ1η1 + ξ2η2),
where X,Y ∈ h3K and x, ξ1, ξ2, y, η1, η2 ∈ R.
1.3 Identifying the isotropy representations
We have so far encountered three families of isotropy groups for certain struc-
tures, namely: Jordan algebra automorphisms Aut(h3K), stabilizer of the de-
terminant Str0(h3K) and FTS automorphisms Aut(F(h3K)). While the first
family forms exactly the first column of the magic square, the other two are
non-compact forms of the second and third column. In what follows, we shall
construct their compact forms in terms of unitary defining representations.
We will need the following simple fact:
Lemma 13. Let V be a real vector space equipped with a scalar product 〈·, ·〉
and A ⊂ EndV a semisimple Lie algebra acting irreducibly on V . The scalar
product gives rise to a decomposition
A = AΛ ⊕AS ,
corresponding to EndV ' Λ2V ⊕ S2V.
Consider now the complexification V C = C ⊗ V equipped with a hermitian
inner product given by a sesquilinear extension of 〈·, ·〉, as well as the complex-
ification of the algebra, AC = C⊗A ⊂ C⊗ EndV ' EndC(V C). Let now
Au = AC ∩ u(V C)
be the antihermitian subalgebra of AC. Then
Au = AΛ ⊕ iAS
and is the compact real form of AC. It moreover acts complex-irreducibly on V C.
Proof. The form ofAu follows simply from the consideration ofAC = AΛ⊕iAS⊕
iAΛ ⊕ AS where first two summands are antihermitian, while the other two –
hermitian. Moreover, being a semisimple subalgebra of the compact algebra
u(V C), Au is compact.
Finally, assume that there is a complex subspace of V C preserved by Au. The
subspace is necessarily of the form W + iW with W ⊂ V . An element f ∈ AΛ
maps w+ iw′ to f(w)+ if(w′) while is ∈ iAS maps the same to −s(w′)+ is(w).
Clearly, f(w), s(w′) ∈ W for each w,w′ ∈ W. Hence, W ⊂ V is fixed by the
original A. But then W is either empty of V. Thus V C is irreducible.
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Our isotropy represntations will turn out to be described by the following
spaces:
V1(K) = sh3K, V2(K) = C⊗ h3K, V3(K) = C⊗F(h3K),
where V2(K) and V3(K) are complex vector spaces equipped with hermitian
inner products being sesquilinear extensions of the scalar products on, respec-
tively, h3K and F(h3K), defined in the previous sections. The spcae V3(K) is
moreover equipped with a symplectic form being the linear extension of ω. The
interesting algebras acting on these spaces are:
G′1(K) = der h3K ⊂ EndV1(K)
G′2(K) = [str0(h3K)]u ⊂ su(V2(K))
G′3(K) = [der F(h3K)]u ⊂ sp(V3(K), ω),
where G′2(K) and G′3(K) are the antihermitian subalgebras of, respectively,
C⊗ str0(h3K) and C⊗ der F(h3K), as described in Lemma 13.
Using the Lemma and examining (anti)symmetry of elements of algebras
defined in the previous section, we have the explicit forms:
G′2(K) = der h3K⊕ iLsh3K (1.10)
G′3(K) = H0(der h3K⊕ ih3K)⊕H1(h3K⊕ ih3K), (1.11)
where the maps H0 and H1 of Lemma 12 have been extended by linearity.
We now exponentiate G′n(K), n = 1, 2, 3, to obtain connected subgroups
Gn(K) ⊂ GL(Vn(K)). In particular, G2(K) and G3(K) are compact forms of the
ones described in the previous section, as given in the following table:
K G1(K) G2(K) G3(K)
R SO(3) SU(3) Sp(1)
C SU(3) SU(3)× SU(3) SU(6)
H Sp(1) SU(6) SO(12)
O F4 E6(−52) E7(−133)
with
G2(K) ⊂ SU(V2(K))
G3(K) ⊂ Sp(V3(K), ω).
We now arrive at the main point of this section:
Proposition 3. The isotropy representations of the magic square symmetric
spaces are extensions of those of Gn(K) on Vn(K) with n = 1, 2, 3 in, respectively,
first, second and third family, i.e.:
1. There exist isomorphisms (respectively of Lie algebras and of vector spaces)
F g1 : G′1(K)→ g(K,C)
FV1 : V1(K)→ V (K,C)
such that, for each A ∈ G′1(K) and X ∈ V1(K),
[F g1 (A), F
V
1 (X)] = F
V
1 (A(X)).
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2. There exist isomorphisms (respectively of Lie algebras and of vector spaces)
F g2 : G′2(K)→M(K,C) ⊂ g(K,H)
FV2 : V2(K)→ V (K,H)
such that, for each A ∈ G′2(K) and X ∈ V2(K),
[F g2 (A), F
V
2 (X)] = F
V
2 (A(X)).
Moreover, as Lie algebras,
g(K,H) = F g2 (G′2(K))⊕ u(1).
Once we use FV2 to identify C ⊗ h3K with V (K,H), a generator i of this
extra u(1) ⊂ g(K,H) acts on C ⊗ h3K as
√−1 ∈ C. In other words, it
defines a complex (hermitian) structure, with respect to which g(K,H) ⊂
u(dim h3K).
3. There exist isomorphisms (respectively of Lie algebras and of vector spaces)
F g3 : G′3(K)→M(K,H) ⊂ g(K,O)
FV3 : V3(K)→ V (K,O)
such that, for each A ∈ G′3(K) and X ∈ V3(K),
[F g3 (A), F
V
3 (X)] = F
V
3 (A(X)).
Moreover, as Lie algebras,
g(K,O) = F g3 (G′3(K))⊕ sp(1).
Once we use FV3 to identify C⊗F(h3K) with V (K,O), the generators i, j, k
of this extra sp(1) ⊂ g(K,H) act on C⊗F(h3K) as I, J,K given explicitly
by:
I(X) = iX, 〈X¯, JY 〉 = ω(X,Y ), 〈X¯,KY 〉 = iω(X,Y ). (1.12)
In other words, they define a quaternionic (hermitian) structure, with re-
spect to which g(K,O) ⊂ sp(dim h3K+ 1)⊕ sp(1).
Corollary 3.
1. The adjoint representation
ad : g(K,K′)→ EndV (K,K′)
is faithful and irreducible.
2. Let G(K,K′) be the connected subgroup of GL(V (K,K′)) obtained by ex-
ponentiation of the image of g(K,K′) under the adjoint representation on
V (K,K′). Let us moreover identify V (K,K′) with Vn(K) using FVn with
n = 1, 2, 3 for, respectively, K′ = C,H,O. Then:
G(K,C) = G1(K)
G(K,H) = G2(K) · U(1)
G(K,O) = G2(K) · Sp(1)
where the U(1) is generated by the natural complex structure on V2(K) and
the Sp(1) is generated by the natural quaternionic structure (induced by ω
and the hermitian inner product) on V3(K).
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The rest of this section is devoted to proving the Proposition (and may be
skipped by the inpatient reader). We first need to complete the discussion of
der O started in Lemma 8. Recall that in Corollary 1 we have stated that the
subalgebra der0 O is isomorphic to sp(1)⊕ sp(1) ' ImH⊕ ImH via the maps E
and E ′. To parametrize der1 O, we introduce for each q ∈ ImH a map
Bq : H→ der1 O
Bq(x) = Dq,qϕ(x)
for x ∈ H.
Recall that der1 O maps H to lH. The action on ImH is given in a useful
form by the following
Lemma 14. Let r, s be orthogonal unit imaginary quaternions. Then for x ∈ H
the following holds:
Br(x)(r) = 4rϕ(x)
Bs(x)(r) = −2rϕ(x)
Proof. First, we have
Ds,sϕ(x)(s) = [[s, sϕ(x)], s] = 2[s(sϕ(x)), s] = −2[ϕ(x), s] = 4sϕ(x),
where we used the alternativity of O (i.e. antisymmetry of the associator, equiv-
alent to a2b = a(ab)) and the fact that elements of ImH anticommute with
elements of lH. Then, we have
Ds,sϕ(x)(r) = [[s, sϕ(x)], r]− 3[s, sϕ(x), r]
= 4rϕ(x)− 3rϕ(x)− 3s(r(sϕ(x)))
= −2rϕ(x),
where we used the fact that orthogonal imaginary quaternions anticommute, and
checked explicitly that s(r(sx′))) = rx′ for x′ ∈ O. This proves the Lemma.
It is clear that the maps Bi, Bj and Bk cannot be independent. Indeed, one
can check that Bi + Bj + Bk = 0 (note that the map q 7→ Bq is quadratic in
q, so that the latter sum is simply a polarised version of B evaluated on the
sp(1)-invariant quadratic element). We choose two combinations of Bi and Bj ,
adapted to the goal of constructing the intertwiner FV3 :
Lemma 15. Let us define two maps B′,B′′ : H→ der1 O,
B′ = Bi − Bj , B′′ = 3Bk = −3(Bi + Bj).
Then the map
B′ × B′′ : H⊕H→ der1 O
is a bijection.
The proof is by direct calculation with help of computer algebra. Finally,
the adjoint action of der0 O on der1 O is given by the following
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Lemma 16. Let us use B′×B′′ to identify der1 O with H⊕H = R2⊗H. Then
the adjoint action of der0 O on der1 O ' R2 ⊗H is:
adE(i) =
(
0 −3
−1 −2
)
⊗ Li
adE(j) =
(
0 3
1 −2
)
⊗ Lj
adE(k) =
(−3 0
0 1
)
⊗ Lk
and, for q ∈ ImH,
adE′(q) = id⊗Rq¯.
Proof. Let us compute the commutator of E(s) and Br(x) for s, r being unit
imaginary quaternions:
[E(s),Dr,rϕ(x)] = D[s,r],rϕ(x) +Dr,[s,r]ϕ(x) +Dr,rϕ(sx)
= 2Drs,rsϕ(sx) −Dr,rϕ(sx) + 2〈r, s〉Dr,rϕ(rx),
where we used the equivariance of D and the identity [r, s] = 2rs + 2〈r, s〉. In
particular,
[E(s),Bs(x)] = Bs(sx)
[E(s),Br(x)] = 2Bsr(sx)− Br(sx) for s⊥r.
The commutator of E ′(s) and Br(x) is simply
[E ′(s),Dr,rϕ(x)] = Dr,rϕ(xs¯) = Br(xs¯).
This proves the Lemma.
We are now ready to prove the Proposition.
Proof of Proposition 3. We first notice, that it is enough to check the inter-
twining property
[F g1,2,3(A), F
V
1,2,3(X)] = F
V
1,2,3(A(X))
– then the fact that FV1,2,3 is an isomorphism between the vector spaces of two
faithful representations already implies that F g1,2,3 is an isomorphism of Lie
algebras.
In the first family, the algebra is G′1(K) = der h3K and the representation
space is V1(K) = sh3K. On the other hand, since der C is trivial, we have
V (K,C) = iR ⊗ sh3K, which is naturally identified with sh3K and g(K,C) =
der h3K. The maps FV1 and F
g
1 can be simply set to identity, and point 1 of the
Proposition follows.
In the second family, the algebra is G′2(K) = der h3K ⊕ iLsh3K and the
representation space is V2(K) = C⊗ h3K. On the other hand, since
der0 H⊕ der1 H = Span{adi} ⊕ Span{adj , adk},
we have
g(K,H) = der h3K⊕ Span{adi} ⊕ iR⊗ sh3K
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V (K,H) = Span{adj , adk} ⊕ jC⊗ sh3K.
The subspace M(K,C) ⊂ g(K,H) is der h3K⊕ iR⊗ sh3K. We now define
F g2 (D) = D, F
g
2 (iLX) = i⊗X
for D ∈ der h3K, X ∈ sh3K, and
FV2 (z ⊗X) =
X0
2
adzj + zj ⊗X1
for z ∈ C and h3K 3 X = X01 +X1 where X0 ∈ R, X1 ∈ sh3K.
Now, we check that, for D ∈ der h3K, X ∈ sh3K, z ∈ C and h3K 3 Y =
Y01 + Y1 where Y0 ∈ R, Y1 ∈ sh3K, the intertwining property holds:
[F g2 (D), F
V
2 (z ⊗ Y )] = [D,
Y0
2
adzj + zj ⊗ Y1]
= zj ⊗D(Y1)
= FV2 (z ⊗D(Y1))
= FV2 (D(z ⊗ Y )).
[F g2 (iLX), F
V
2 (z ⊗ Y )] = [i⊗X,
Y0
2
adzj + zj ⊗ Y1]
= izj ⊗ Y0X + izj ⊗ (X × Y1) + 212h(X,Y1)adizj
=
1
6
h(X,Y1)adizj + izj ⊗ (Y0X +X × Y1)
= FV2 (iz ⊗
[
1
3
h(X,Y1) + (Y0X +X × Y1)
]
)
= FV2 (iLX(z ⊗ Y )).
It remains to notice that the the generator of the remaining subspace R ⊂
g(K,H), namely 12adi, acts as multiplication by
√−1 in C⊗ h3K :
[
1
2
adi, FV2 (z ⊗ Y )] = [
1
2
adi,
Y0
2
adzj + zj ⊗ Y1]
=
Y0
2
adizj + izj ⊗ Y1
= FV2 (iz ⊗ Y ).
Thus point 2 of the Proposition follows.
In the third family, the algebra is
G′3(K) = H0(der h3K⊕ ih3K)⊕H1(h3K⊕ ih3K)
and the representation space is
V3(K) = C⊗F(h3K) ' (R⊕ h3K)⊗ C2.
On the other hand, we have
g(K,O) = der h3K⊕ der0 O⊕ (ImH⊗ sh3K)
V (K,O) = der1 O⊕ (lH⊗ sh3K),
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where the derivations are identified with certain quaternionic spaces:
der0 O = (E × E ′)(ImH⊕ ImH)
der1 O = (B′ × B′′)(H⊕H).
To relate the latter spaces to the former ones, we note that the space C2
becomes an irreducible left H−module with the action assigning to q ∈ H an
operator τq : C2 → C2 given by
τi =
(
0 i
i 0
)
, τj =
(
0 −1
1 0
)
, τk =
(
i 0
0 −i
)
, τ1 = id.
As its dimension is four, there exists an intertwiner
ψ : C2 → H
ψ(τqξ) = Lqψ(ξ)
for q ∈ H, ξ ∈ C2, where Lq is the left multiplication by q in H.
As the reader may expect, ψ will relate the C2 factor in C⊗F(h3K) to the
quaternionic factors in V (K,O). One also needs to note that the h3K spaces
on the FTS side must be decomposed into R ⊕ sh3K as the Tits construction
features only the traceless subspaces. Clearly, the traces are then to be identified
with certain elements of der O.
It is convenient to identify the two representation spaces with an intermediate
one, namely (R⊕ R⊕ sh3K)⊗H, so that we have the isomorphisms
µ : (R⊕ h3K)⊗ C2 → (R⊕ R⊕ sh3K)⊗H
(x,X)⊗ ξ 7→ (x,X0, X1)⊗ ψ(ξ)
for X = X01 +X1 where x,X0 ∈ R, X1 ∈ sh3K, and
ν : (R⊕ R⊕ sh3K)⊗H→ V (K,O)
(y′, y′′, Y )⊗ q 7→ B′(y′q) + B′′(y′′q)− 12ϕ(q)⊗ Y
for y, y′ ∈ R, Y ∈ sh3K and q ∈ H. We define the intertwiner to be their
composition,
FV3 = ν ◦ µ.
Then, for A = A01 + A1 where A0 ∈ R, A1 ∈ sh3K, and B = B01 + B1, C =
C01 + C1 in the same manner, and D ∈ der h3K, we define
F g3 : G′3(K)→ der h3K⊕ der0 O⊕ (ImH⊗ sh3K)
F g3 (H0(D, iC) +H1(A, iB)) = D −B0E(i) +A0E(j) + C0E(k)
+i⊗ 2B1 − j ⊗ 2A1 + k ⊗ C1.
Clearly, the image of F g3 is
g(K,O) ⊃M(K,H) = der h3K⊕ E(ImH)⊕ (ImH⊗ sh3K),
so that g(K,O) = M(K,H)⊕ E ′(ImH).
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To check the intertwining property, we must find the action of both G′3(K)
and F g3 (G′3(K)) = M(K,H) ⊂ g(K,O) on (R⊕R⊕ sh3K)⊗H (via the identifi-
cations µ, ν) and show that they agree.
As the action on the FTS side contains the maps L• and L on h3K, we have
to decompose them with respect to h3K = R⊕sh3K and express in terms of L×,
the multiplication map corresponding to the product × : sh3K× sh3K→ sh3K.
Recalling 〈X • Y,Z〉 = 3N(X,Y, Z) and using the defining indentity for N
(Lemma 10), we find that
X • Y = X ◦ Y + 1
2
trX trY − 1
2
[〈X,Y 〉+ (trY )X + (trX)Y ]
for X,Y ∈ h3K. Now, regarding the expressions on the r.h.s as elements of
R⊕ sh3K, we have:
X ◦ Y =
(
X0Y0 +
1
3
〈X1, Y1〉, X1 × Y1 +X0Y1 + Y0X1
)
X • Y =
(
X0Y0 − 16 〈X1, Y1〉, X1 × Y1 −
1
2
X0Y1 − 12Y0X1
)
and
〈X,Y 〉 = 3X0Y0 + 〈X1, Y1〉
for X = X01 +X1 and Y = Y01 + Y1 where X0, Y0 ∈ R and X1, Y1 ∈ sh3K.
Using these formulas and the definitions of H0 and H1, we find that the
element
H0(D, iC) +H1(A, iB) ∈ G′3(K)
corresponds via µ to the following operator on (R⊕ R⊕ sh3K)⊗H :
µ ◦ [H0(D, iC) +H1(A, iB)] ◦ µ−1 =−B0
 0 −3−1 −2
1
+
 0 0 h(B1)0 0 − 13h(B1)
B1 −B1 2L×B1
 ⊗ Li
+
A0
0 31 −2
1
+
 0 0 h(A1)0 0 13h(A1)
A1 A1 −2L×A1
 ⊗ Lj (1.13)
+
C0
−3 1
1
+
0 0 13h(C1)
R1 L
×
C1
 ⊗ Lk
+
0 0
D
 ⊗ 1.
We now have to find the action of the image of H0(D, iC)+H1(A, iB) under
F g3 , namely
D −B0E(i) +A0E(j) + C0E(k) + i⊗ 2B1 − j ⊗ 2A1 + k ⊗ C1,
an element of g(K,O), while V (K,O) is identified with (R⊕R⊕ sh3K)⊗H via
ν.
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Acting with the der h3K⊕ der0 O part is easy, as we have already found all
the necessary formulas while discussing the octonionic derivations in the present
section. We still need to compute the following commutator in M(K,O):
[r ⊗A1, B′(q′) + B′′(q′′) + ϕ(q)⊗X1] = − 112h(A1, X1)Br(rq)
+ ϕ(rq)⊗ (A1 ×X1)
− [B′(q′)(r) + B′′(q′′)(r)]⊗A1
for q, q′, q′′ ∈ H, A1, X1 ∈ sh3K and r a unit imaginary quaternion. Having all
that done, we arrive at precisely the same operator as in (1.13):
ν−1 ◦ ad[D−B0E(i)+A0E(j)+C0E(k)+i⊗2B1−j⊗2A1+k⊗C1] ◦ ν =−B0
 0 −3−1 −2
1
+
 0 0 h(B1)0 0 − 13h(B1)
B1 −B1 2L×B1
 ⊗ Li
+
A0
0 31 −2
1
+
 0 0 h(A1)0 0 13h(A1)
A1 A1 −2L×A1
 ⊗ Lj
+
C0
−3 1
1
+
0 0 13h(C1)
R1 L
×
C1
 ⊗ Lk
+
0 0
D
 ⊗ 1.
so that
adFg3 [H0(D,iC)+H1(A,iB)] ◦ (ν ◦ µ) = (ν ◦ µ) ◦ [H0(D, iC) +H1(A, iB)]
as claimed.
Finally, we need to check the action of the remaining E ′(ImH) ' sp(1) on
C ⊗ F(h3K). Using once again the formulas for octonionic derivations, we find
that E ′(q) acts on (R⊕ R⊕ sh3K)⊗H via
id⊗Rq¯
where R is the right multiplication map on the quaternions.
Thus the corresponding algebra sp(1) acting on (R⊕ h3K)⊗C2 is generated
by three complex structures, which we choose to be
I = id⊗ (ψ−1 ◦Ri ◦ ψ)
J = id⊗ (ψ−1 ◦R−j ◦ ψ)
K = id⊗ (ψ−1 ◦Rk ◦ ψ).
These can be brought to the form demanded by the Proposition once the inter-
twiner ψ : C2 → H is set to:
ψ(1, 1) = 1, ψ(i, i) = i, ψ(−1, 1) = j, ψ(i,−i) = k.
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Then we indeed have, for x ∈ R, X ∈ h3K and z1, z2 ∈ C :
I((x,X)⊗ (z1, z2)) = (x,X)⊗ (iz1, iz2)
J((x,X)⊗ (z1, z2)) = (x,X)⊗ (z¯2,−z¯1)
K((x,X)⊗ (z1, z2)) = (x,X)⊗ (iz¯2,−iz¯1).
Compared with the formulas for the inner product and symplectic form, this
completes the proof.
1.4 Constructing symmetric invariants
Now that we have found that the isotropy representations of our symmet-
ric spaces are in fact the natural representations of certain automorphism or
isotropy groups (up to complexification), extended by the action of a natural
complex or quaternionic structure, we can get the symmetric invariants almost
for free.
While the situation is clear in case of the first family, the spaces
V2(K) = C⊗ h3K, V3(K) = C⊗F(h3K)
of other two families can be viewed either over R or over C. Since we will
ultimately be dealing with real geometry, the next lemma and proposition are
referring to the real vector spaces V2,3(K) (although the proofs will in turn utilize
the complex point of view). These are naturally equipped with a positive-definite
scalar product, denoted in both cases by g and defined as follows:
g : S2V2(K)→ R
g(z ⊗X, z ⊗X) = 〈z, z〉〈X,X〉
for z ∈ C, X ∈ h3K and
g : S2V3(K)→ R
g(z ⊗X, z ⊗X) = 〈z, z〉〈X,X〉
for z ∈ C, X ∈ F(h3K). This is the scalar product the word ‘orthogonal’ will be
referring to. The spaces V3(K) are moreover left H−modules, with the action
of a quaternion q ∈ H being Lq ∈ EndV3(K), such that
Li = I, Lj = J, Lk = K, L1 = id,
where I, J,K are the maps defined in point 3 of Proposition 3.
Observe that the problem is to turn the invariants of G2,3(K) into maps
invariant under the action of the complex or quaternionic structure. This is
fairly simple in the second family. The same task for the third family invariants
is fulfilled with help of the following lemma, which produces an H−equivariant
tensor on C⊗F(h3K) from a symmetric tensor on F(h3K) :
Lemma 17. Given a tensor t ∈ SpF(h3K)∗, define the map
tL : SpV3(K)→ SpH
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to be the dual, with respect to the natural scalar products, of the map
t∗L : S
pH⊗ SpV3(K)→ R
t∗L(q
⊗p, Z⊗p) = t˜((LqZ)⊗p),
where t˜ ∈ SpV3(K)∗ is defined by
t˜(Z⊗p) = Re(zp) · t(X⊗p)
for Z = z ⊗X ∈ V3(K), where z ∈ C and X ∈ F(h3K).
Then tL is equivariant in the following sense:
tL ◦ Lq = Rq¯ ◦ tL ∀q ∈ H.
Proof. Let x,w ∈ H and Z = z ⊗X ∈ V3(K). We have
〈tL((LxZ)⊗p), w⊗p〉 = t∗L(w⊗p, (LxZ)⊗p)
= t˜((LwxZ)⊗p)
= t∗L((wx)
⊗p, Z⊗p)
= 〈tL(Z⊗p), (wx)⊗p〉,
where 〈·, ·〉 denotes the natural scalar product on SpH (induced by the one on
H). Nondegeneracy of the latter implies
tL((LxZ)⊗p) = R∗xtL(Z
⊗p),
where R∗x = Rx¯ is dual to Rx with respect to the scalar product.
Finally, the invariants defining G(K,K′) are given by the following
Proposition 4. Let us identify V (K,K′) with Vn(K), where n = 1, 2, 3 for,
respectively, K′ = C,H,O, as in Corollary 3; consider all of them as real vector
spaces. Let c1, c2, c3 be some nonzero constants (introduced to simplify further
formulas). Then:
1. G(K,C) is the isotropy group of the tensor
Υ : S3V1(K)→ R
Υ(X,X,X) = c1〈X ×X,X〉
for X ∈ V1(K).
2. G(K,H) is a connected component of the orthogonal isotropy group of the
tensor
Ξ : S6V2(K)→ R
Ξ(Z,Z,Z, Z, Z, Z) = c22|z|6(detX)2
for Z = z ⊗X ∈ V2(K), where z ∈ C and X ∈ h3K.
3. G(K,O) is a connected component of the orthogonal isotropy group of the
tensor
f : S8V3(K)→ R
f(Z,Z,Z, Z, Z, Z, Z, Z) = c23‖QL(Z,Z,Z, Z)‖2
for Z ∈ V3(K), where ‖ · ‖ is the natural norm on S4H (induced by the
scalar product) and QL is defined as in Lemma 17.
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The rest of this section is occupied by the proof. We first need to set up
some notation.
Remark 1. Consider on V2(K) = C⊗ h3K and V3(K) = C⊗F(h3K) a complex
structure given by multiplication by
√−1 in the C factor. (corresponding on
V3(K) to I defined in point 3 of Proposition 3). In the following, it will be the
distinguished complex structure on these spaces, the terms complex-linear and
antilinear refer to.
Let us from now on assume n = 2, 3 and K to be fixed. The (complex) space
of complex-valued oneforms on Vn(K) decomposes into the complex-linear and
antilinear part, which we denote using, respectively, Vc∗ and V¯c
∗ :
C⊗ V∗n(K) = Vc∗ ⊕ V¯c∗. (1.14)
One extends the decomposition to complex-valued alternating and symmetric
forms, so that
ΛpCV∗n(K) =
⊕
r+s=p
Λr,s
SpCV∗n(K) =
⊕
r+s=p
Sr,s
where the elements of Λr,s (resp. Sr,s) are alternating (resp. symmetric) forms
expressed as sums of expressions linear in r and antilinear in s arguments. We
shall make use of the natural isomorphisms
Λr,s ' Λr,0 ⊗ Λ0,s
Sr,s ' Sr,0 ⊗ S0,s (1.15)
defined as orthogonal projections in ⊗r+s[C⊗ V∗n(K)].
The duals to Vc∗ and V¯c
∗ are the genuinely complex spaces Vc and V¯c, and
there is a complex-linear isomorphism Vn(K) ' Vc and an anti-isomorphism
·¯ : Vc → V¯c, i.e. complex conjugation. One can view Vc (resp. V¯c) as the space
of linear (resp. antilinear) maps from C to Vn(K).
The hermitian inner product on Vn(K) is represented by a tensor h ∈ V¯c∗ ⊗
Vc
∗, inverse to h−1 ∈ Vc ⊗ V¯c :
h(Z,Z ′) = z¯z′ · 〈X,X ′〉 for Z = z ⊗X, Z ′ = z′ ⊗X ′
and defines isomorphisms Vc ' V¯c∗ and Vc∗ ' V¯c. We now introduce the abstract
index notation with lower latin indices a, b, . . . indexing copies of C⊗V∗n(K) and
unbarred and barred greek indices, resp. α, β, . . . and α¯, β¯, . . . , indexing copies
of resp. Vc∗ and V¯c
∗
. Upper indices of the same kind naturally index dual spaces.
Greek indices corresponding to latin ones denote subspaces. In this manner, the
real scalar product g defined previously, is
gab ∈ S1,1ab , gab = hα¯β + hβ¯α.
Via the scalar product, we have so(Vn(K)) ' Λ2V∗n(K), so that
soC(Vn(K)) ' Λ2,0 ⊕ Λ0,2 ⊕ Λ1,1.
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In particular, ReΛ1,1 ' u(Vn(K)). The hermitian product hα¯β and the inverse
hαβ¯ are used to lower and raise indices. The generator of u(1) corresponding to
the complex structure is
θab = ihα¯β − ihβ¯α ∈ u(1) ⊂ ReΛ1,1.
On V3(K) there is moreover a distinguished two-form, denoted by slight
abuse of notation by
ωαβ + ω¯α¯β¯ ∈ Re(Λ2,0 ⊕ Λ0,2),
where ωαβ ∈ Λ2,0 is a linear extension of the symplectic form ω on F(h3K) :
ω(Z,Z ′) = zz′ω(X,X ′)
for Z = z ⊗ X, Z ′ = z′ ⊗ X ′, z, z′ ∈ C, and X,X ′ ∈ F(h3K). The subgroup
of U(V3(K)) preserving ω is Sp(V3(K), ω), with the Lie algebra sp(V3(K), ω) ⊂
ReΛ1,1 consisting of maps Eab = bα¯β + b¯αβ¯ such that bµ[αωβ]µ = 0 and bα¯β =
−b¯βα¯.
In general, ω defines an isomorphism
Λ1,1 → Vc∗ ⊗ Vc∗ = S2,0 ⊕ Λ0,2
Λ1,1ab 3 bα¯β − bβ¯α 7→ bµγωδµ ∈ Vc∗γ ⊗ Vc∗δ , (1.16)
such that
C⊗ sp(V3(K), ω) ' S2,0.
The complex structures of Proposition 3 are I = θ ∈ u(1) and J,K ∈
Re(Λ2,0 ⊕ Λ0,2) :
Iab = θab, Jab = ωαβ + ω¯α¯β¯ , Kab = −iωαβ + iω¯α¯β¯ ,
and ω itself satisfies ωαµω¯µβ¯ = −hβ¯α. These three generate the sp(1).
We can now start proving the Proposition.
Proof of points 1 & 2 of Proposition 4.
1. In the first family, the group G(K,C) is simply Auth3K acting in the
natural way on V1(K) = sh3K.Now, the automorphisms of h3K = R⊕sh3K
automatically preserve the trace, the latter decomposition and the scalar
product on both h3K and sh3K. They moreover act faithfully on the latter
space. It thus follows that they are the isotropy group of the cubic form
X 7→ 〈X,X ◦ X〉 on h3K, or – equivalently – of the cubic form X 7→
〈X,X × X〉 on sh3K. But the latter is, up to the constant c1 6= 0, the
tensor Υ.
2. In the second family, we consider a rescaled linear extension of the deter-
minant,
Λαβγ ∈ S3,0abc, Λ(Z,Z,Z) = c2z3 detX
and its complex conjugate, the antilinear cubic
Λ¯α¯β¯γ¯ ∈ S0,3abc, Λ¯(Z,Z,Z) = c2z¯3 detX
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for Z = z ⊗X ∈ V2(K) = C⊗ h3K. Our tensor Ξ is then
Ξ = Λ · Λ¯ ∈ ReS3,3,
projecting under the isomorphism (1.15) onto a multiple of
ΛαβγΛ¯δ¯¯φ¯ ∈ S3,0abc ⊗ S0,3def
by a combinatorial factor. Let now E ∈ so(V2(K)) be given by
E = A+ A¯+B, A ∈ Λ2,0, B ∈ ReΛ1,1.
Then
(A+ A¯)(Ξ) ∈ S4,2 ⊕ S2,4,
B(Ξ) ∈ S3,3
and as such must both vanish independently if E is to preserve Ξ.
The projection of (A+ A¯)(Ξ) onto S4,0abcd ⊗ S0,2ef is proportional to
Λ(αβγAµ¯δ)Λ¯µ¯¯φ¯,
vanishing iff A = 0, since
Λ(X, ·, ·) = 0 ⇐⇒ L•X = 0 ⇐⇒ X = 0.
The projection of B(Ξ) onto S3,0 ⊗ S0,3 is proportional to
B(Λ)⊗ Λ¯ + Λ⊗B(Λ),
vanishing iff B(Λ) = λ Λ with λ ∈ iR. Thus, if E preserves Ξ, then
B0ab = Bab − iλ(hβα¯ − hαβ¯) = Bab − λθab
must preserve Λ. As the latter is the linear extension of the determinant,
it follows that B0 ∈ C⊗ str0(h3K), and finally
B = B0 + λθ ∈ G′2(K)⊕ u(1).
Thus E preserves Ξ iff A = 0 and B ∈ g(K,H), which proves point 2 of
the Proposition.
Proving the last point is considerably more involved. We consider a rescaled
linear extension of the quartic on F(h3K),
qαβγδ ∈ S4,0abcd, q(Z,Z,Z, Z) = c3z4Q(X,X,X,X)
and its complex conjugate, the antilinear quartic
q¯α¯β¯γ¯δ¯ ∈ S0,4abcd, q¯(Z,Z,Z, Z) = c3z¯4Q(X,X,X,X)
for Z = z ⊗X ∈ V3(K) = C⊗ h3K.
As the tensor f has been defined in a rather obscure form, we need some
more convenient formula. Note first, that, being a symmetric rank eight tensor,
invariant with respect to I, it must be in S4,4 (invariance follows from Lemma
17). We now have the following lemma, to be proved in the next section:
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Lemma 18. The projection of f ∈ S4,4 onto S4,0 ⊗ S0,4 is
f|S4,0⊗S0,4 = 25670 (1⊗ J
∗)P44(q ⊗ q),
where P44 : S4,0 ⊗ S4,0 → S4,0 ⊗ S4,0 is the projection
(P44)
αβγδ φκλ
µνρσ ξηζτ = δ
(α
[µ δ
(
ξ]δ
β
[νδ
φ
η]δ
γ
[ρδ
κ
ζ]δ
δ)
[σδ
λ)
τ ]
on the subspace corresponding to the Young diagram with two rows of four boxes
each, and J∗ denotes the map taking tαβγδ ∈ S4,0abcd to ω¯µ¯ω¯ν φ¯ω¯ρκ¯ω¯σλ¯tµνρσ ∈
S0,4efkl.
From now on, we define
κ = dimK and c3 = 24
√
1
κ+ 3
to claim the following:
Lemma 19.
1. Introducing χ = κ+2√
κ+3
and N = dimVc = 6κ+ 8, the tensor q satisfies the
following identities:
qαβµν ω¯
µν = 0
qµνρσω¯
µαω¯νβω¯ργω¯σδ = q¯αβγδ
qαµνρq¯
βµνρ =
N + 1
2
δβα
qαβµν q¯
γδµν =
1
2
[δγαδ
δ
β + δ
δ
αδ
γ
β ] + χ qαβµν ω¯
µγω¯νδ.
2. Let us introduce a map
Dq : S2,0 → S2,0
S2,0ab 3 bαβ 7→ Dq(b)αβ = bµν q¯µνρσωραωσβ ∈ S2,0ab .
Then, with respect to the decomposition
S2,0 ' C⊗ sp(V3(K), ω) = C⊗ [G′3(K)⊕ G′3(K)⊥],
the map Dq is given by:
Dq|G′3(K) = −
√
κ+ 3
Dq|G′3(K)⊥ =
√
1
κ+ 3
.
It also satisfies:
D2q = 1− χDq.
This one is also proved in the next section. We are at last ready to check the
stabilizer of f. We shall deal with it in two long lemmas, splitting so(V3(K))
into u(Vc) and its complement.
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Note that the term P44(q ⊗ q) in our expression for the S4,0 ⊗ S0,4 com-
ponent of f is itself an element of S4,0 ⊗ S4,0, i.e. it is completely linear.
It is then convenient to consider only the EndVc component of elements of
u(V3(K)), so that a map F ab = fαβ + f¯ α¯β¯ ∈ u(V3(K))ab is represented by
fαβ ∈ u(Vc)αβ ⊂ (EndVc)αβ . (the isomorphism V3(K) ' Vc is implicit). The
algebra u(Vc) decomposes into the symplectic subalgebra and its complement,
such that
spC(Vc, ω)⊕ sp⊥C (Vc, ω) ' S2,0 ⊕ Λ2,0,
where the isomorphism is given by ωαβ as in (1.16). In the following we will
omit indicating the complexifications of algebras explicitly – it is clear that the
final stabilizer is an intersection of a complexified one with the real algebra
so(V3(K)).
Lemma 20. The stabilizer algebra of f in su(Vc) is G′3(K).
Proof. Let E = A + B + C with A ∈ G′3(K), B ∈ G′⊥3 (K) ⊂ sp(Vc) and
C ∈ sp⊥(Vc) ⊂ su(Vc). Clearly, [A, J ] = [B, J ] = 0 and CJ + JC = 0. Now,
according to the previous lemma, we have
E(f) = 0 ⇐⇒ E((1⊗ J∗)P44(q ⊗ q)) = 0.
Using the properties of A,B and C, we have
(1⊗ J∗) ◦ [(A+B + C)⊗ 1 + 1⊗ (A+B − C)] ◦ P44(q ⊗ q) = 0,
which under the action of 1⊗ J−1 yields
[(A+B + C)⊗ 1 + 1⊗ (A+B − C)]P44(q ⊗ q) = 0.
However terms involving A shall obviously vanish, it is instructive to keep them
for the sake of verification. We shall contract the latter expression with two
copies of q¯ :
{[(A+B + C)⊗ 1 + 1⊗ (A+B − C)]P44(q ⊗ q)}αβγδµνρσ q¯ξβγδ q¯µνρσ = 0.
In order to simplify bookkeeping, we introduce the following maps:
Φ,Ψ : su(Vc)→ su(Vc)
Φ(F )ξα = {(F ⊗ 1)P44(q ⊗ q)}αβγδµνρσ q¯ξβγδ q¯µνρσ
Ψ(F )ξα = {(1⊗ F )P44(q ⊗ q)}αβγδµνρσ q¯ξβγδ q¯µνρσ,
so that our condition becomes Φ(A+B + C) + Ψ(A+B − C) = 0.
Expanding the projection P44, and utilising the symmetry of q ⊗ q, we have
(for some irrelevant combinatorial constant c′ 6= 0):
c′ Φ(F )ξα = 2 qη(αβγF
η
δ)qµνρσ q¯
ξβγδ q¯µνρσ
− 8
[
3
4
qη(µ(αβF
η
γqδ)νρσ) +
1
4
q(µ(αβγF
η
δ)qνρσ)η
]
q¯ξβγδ q¯µνρσ
+ 6 qη(µν(αF ηβqγδ)ρσ)q¯ξβγδ q¯µνρσ
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and, similarly,
c′ Ψ(F )ξα = 2 qη(µνρF
η
σ)qαβγδ q¯
ξβγδ q¯µνρσ
− 8
[
3
4
qη(α(µνF
η
ρqσ)βγδ) +
1
4
q(α(µνρF
η
σ)qβγδ)η
]
q¯ξβγδ q¯µνρσ
+ 6 qη(αβ(µF ηνqρσ)γδ)q¯ξβγδ q¯µνρσ
We will show that both Φ(F ) and Ψ(F ) are linear combinations of F and Dq(F ),
where the domain of Dq is trivially extended onto entire su(Vc) (so that sp⊥(Vc)
is its kernel). To this end we first get rid of the symmetrizers:
c′ Φ(F )ξα = 2
[
3
4
qηαβγF
η
δqµνρσ +
1
4
qηδβγF
η
αqµνρσ
]
q¯ξβγδ q¯µνρσ
− 8
[
3
4
{
1
2
qηµαβF
η
γqδνρσ +
1
4
qηµγβF
η
αqδνρσ +
1
4
qηµδβF
η
γqανρσ
}
+
1
4
{
3
4
qµαβγF
η
δqνρση +
1
4
qµδβγF
η
αqνρση
}]
q¯ξβγδ q¯µνρσ
+ 6
[
1
4
qηµναF
η
βqγδρσ +
1
4
qηµνβF
η
αqγδρσ
+
1
2
qηµνγF
η
βqαδρσ
]
q¯ξβγδ q¯µνρσ,
and then perform contractions:
c′ Φ(F )ξα =
N(N + 1)
2
[
3ϕ(F )ξα +
N + 1
2
F ξα
]
− 3N + 1
2
ϕ(F )ξα −
3
2
(
N + 1
2
)2
F ξα − 32
N + 1
2
ϕ(F )ξα
−3
2
N + 1
2
ϕ(F )ξα −
1
2
(
N + 1
2
)2
F ξα
+
3
2
[(1 + χ2)ϕ(F )ξα + χDq(F )ξα] +
3
2
(1 + χ2)
N + 1
2
F ξα
+3ϕ(F )ξα + 3χ
[(
−1
2
+ χ2
)
Dq(F )ξα +
χ
2
(F ξα + Fµµδξα)
]
,
where in the last lines we used the following identities:
qαβµν q¯
µνρσqρσγδ = (1 + χ2)qαβγδ +
χ
2
(ωαγωβδ + ωαδωβγ)
qαµκλω¯
κρω¯λσqρσβν q¯
γδµν =
(
−1
2
+ χ2
)
qαβκλω¯
κγω¯λδ +
χ
2
(δγαδ
δ
β + δ
δ
αδ
γ
β)
and we have introduced
ϕ(F )ξα = F
µ
νqαµρσ q¯
ξνρσ =
1
2
F ξα +
1
2
Fµµδ
ξ
α + χqαµρσω¯
ρξω¯σνFµν ,
so that ϕ(F ) = 12F +χDq(F ), since we assume F to be traceless (note also that
the last term is indeed zero for F ∈ sp⊥(Vc)). We perform the same operations
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for Ψ : expand symmetrizers,
c′ Ψ(F )ξα = 2 qηµνρF
η
σqαβγδ q¯
ξβγδ q¯µνρσ
− 8
[
3
4
{
1
4
qηαµνF
η
ρqσβγδ +
3
4
qηδµνF
η
ρqσβγα
}
+
1
4
{
1
4
qαµνρF
η
σqβγδη +
3
4
qδµνρF
η
σqβγαη
}]
q¯ξβγδ q¯µνρσ
+ 6
[
1
2
qηαβµF
η
νqρσγδ +
1
2
qηδβµF
η
νqρσγα
]
q¯ξβγδ q¯µνρσ,
and contract q :
c′ Ψ(F )ξα = 2
(
N + 1
2
)2
Fµµδ
ξ
α
− 3
2
N + 1
2
ϕ(F )ξα −
9
2
ϕ2(F )ξα
−1
2
(
N + 1
2
)2
F ξα −
3
2
N + 1
2
ϕ(F )ξα
+ 3[(1 + χ2)ϕ(F )ξα −
χ
2
Dq(F )ξα]
+3
[
1
2
N + 1
2
F ξα +
1
2
ϕ(F )ξα
]
+3χ
[(
1
2
− χ2
)
Dq(F )ξα −
χ
2
(σ(F )ξα − Fµµδξα)
]
,
where in the last line we used one more identity:
qγακλω¯
κµω¯λνqµηβδ q¯
βδξγ =
(
1
2
− χ2
)
qηακλω¯
κξω¯λν +
χ
2
[δνηδ
ξ
α − ω¯ξνωηα],
and we have introduced a map
σ(F ) = J−1FJ,
so that σ|sp(Vc) = id and σ|sp⊥(Vc) = −id. The square of ϕ, appearing in the
second line, reads
ϕ2(F ) =
(
1
4
+ χ2
1 + σ
2
)
F + χ(1− χ2)Dq(F ).
We thus have:
c′ Φ(F ) = (1−N +N2 + 3χ2)
{
N + 4
4
F +
3χ
2
Dq(F )
}
c′ Ψ(F ) =
8− 2N −N2 − 3χ2(σ + 2)
8
F +
3χ
2
(3χ2 −N − 1)Dq(F )
Using Dq(A) = λ+, Dq(B) = λ−, Dq(C) = 0 and σ(A) = A, σ(B) = B,
σ(C) = −C, and substituting N,λ±, χ in
Φ(A+B + C) + Ψ(A+B − C) = 0,
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we obtain
f1(κ)B + f2(κ)C = 0,
where f1,2(κ) are nonzero for κ = 1, 2, 4, 8 (note that terms involving A vanish
as expected). Thus
E(f) = 0 =⇒ E ∈ G′3(K).
The converse is obviously true form the definition of f.
Lemma 21. The subspace of u⊥(V3(K)) ⊂ so(V3(K)) stabilizing f is spanned
by J and K.
Proof. We shall repeat the procedure applied in the previous proof. Let
Eαβ¯ + E¯
α¯
β ∈ u⊥(V3(K))ab.
We have E(f) ∈ S5,3 ⊕ S3,5. Let us demand vanishing of the part in S3,5 :
P44(q ⊗ q)ξαβγφκλEξ(η¯ω¯µ¯ω¯φν¯ ω¯κρ¯ω¯λσ¯) = 0.
Acting with J−1 on five barred indices we obtain:
P44(q ⊗ q)ξαβγ(φκλF ξζ) = 0,
where F ξζ = −Eξη¯ωη¯ζ . Contracting the latter with q¯αβγδ q¯φκλ yields:
0 = 2 qξαβγq(φκλF ξζ)q¯αβγδ q¯φκλ
− 8
[
3
4
qγ(φκλF
ξ
ζq)ξαβ +
1
4
qξ(φκλF
ξ
ζq)αβγ
]
q¯αβγδ q¯φκλ
+ 6 qγα(κλF ξζqφ)βξ q¯αβγδ q¯φκλ.
Expanding symmetrizers:
0 = 2
[
1
5
qξαβγqφκλF
ξ
ζ +
4
5
qξαβγqζφκλF
ξ

]
q¯αβγδ q¯φκλ
− 8
[
3
4
{
1
5
qγφκλF
ξ
ζqξαβ +
1
5
qγφκλF
ξ
qζξαβ +
3
5
qγζκλF
ξ
φqξαβ
}
+
1
4
{
1
5
qξφκλF
ξ
ζqαβγ +
1
5
qξφκλF
ξ
qζαβγ +
3
5
qξζκλF
ξ
φqαβγ
}]
q¯αβγδ q¯φκλ
+ 6
[
1
5
qγακλF
ξ
ζqφβξ +
2
5
qγαζλF
ξ
κqφβξ +
2
5
qγακλF
ξ
φqζβξ
]
q¯αβγδ q¯φκλ,
40 CHAPTER 1. ALGEBRAIC PART
and performing contractions gives:
0 =
2
5
N(N + 1)
2
F δζ +
8
5
(
N + 1
2
)2
F δζ
− 6
5
(
N + 1
2
)2
F δζ − 65
N + 1
2
ϕ(F )δζ
−18
5
[
1
2
N + 1
2
F δζ +
1
2
ϕ(F )δζ
]
−18χ
5
[(
1
2
− χ2
)
Dq(F )δζ −
χ
2
(σ(F )δζ − Fµµδδζ)
]
−2
5
(
N + 1
2
)2
F δζ − 25
N + 1
2
Fµµδ
δ
ζ −
6
5
N + 1
2
ϕ(F )δζ
+
6
5
(1 + χ2)
N + 1
2
F δζ +
12
5
ϕ2(F )δζ
+
12
5
ϕ(F )δζ +
12χ
5
[(
−1
2
+ χ2
)
Dq(F )δζ +
χ
2
(F δζ + Fµµδδζ)
]
,
where we used the identities and maps introduced in the previous proof, the
latter understood as mapping End(Vc) to itself, namely:
Dq(F )µν = F ξηqξνκλω¯κηω¯λν
ϕ(F )µν =
1
2
Fµν +
1
2
Fααδ
µ
nu+ χDq(F )µν
σ(F )µν = F
ξ
ηω¯
µηωνξ.
Collecting all terms gives:
0 = [2N2 + (6χ2 − 7)N + 6χ(3χ+ 1)(1 + σ)]F
+ 12χ(N + 1− 3χ2)Dq(F )
− (8N + 5 + 6χ2)(trF )id.
Recalling the eigenvalues of the (commuting) operators Dq and σ, one finds that
the latter equation is satisfied only for
Fµν = λδµν , λ ∈ C.
Hence E is a linear combination of J and K.
At last, we arrive at the final step:
Proof of point 3 of Proposition 4. Let us consider E ∈ so(V3(K)). Then E =
A+B with A ∈ u(V3(K)) and B ∈ u⊥(V3(K)), and the components map f into
independent subspaces:
A(f) ∈ S4,4 and B(f) ∈ S5,3 ⊕ S3,5.
Thus E(f) = 0 ⇐⇒ A(f) = 0 & B(f) = 0. Let now A = A0 + aI with A0 ∈
su(V3(K)) and a ∈ R. Clearly, I(f) = 0, so that A(f) = 0 ⇐⇒ A0(f) = 0.
We can now apply the lemmas to A0 and B to find that
A0 ∈ G′3(K) and B ∈ sp(1) ∩ u⊥(V3(K)),
and finally E ∈ g(K,O) as claimed.
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1.5 Important identities and proofs of Lemmas
18 & 19
The invariants of Gn(K) are essentially derived from certain product maps: the
traceless product ×, Freudenthal product • and τ, the triple product on a FTS.
As usually, finite dimension of the spaces the maps operate on leads to some
characteristic equations; these in turn are translated to certain identities the
tensors Υ, Λ and q satisfy under contraction (the constants c1, c2 and c3 of
Proposition 4 have been introduced in order to simplify these identities).
1.5.1 First family
Lemma 22. Let L×X : Y 7→ X × Y denote the (left) multiplication map for
X,Y ∈ sh3K. Then:
tr L×X = 0 (1.17)
tr L×XL
×
X =
3 dimK+ 4
12
〈X,X〉 (1.18)
tr L×XL
×
XL
×
X = −
dimK
8
〈X,X ×X〉 (1.19)
〈X ×X,X ×X〉 = 1
6
〈X,X〉2 (1.20)
for X ∈ sh3K.
Proof. Identities (1.17) and (1.18) follow from irreducibility of sh3K as a repre-
sentation of Aut(sh3K), where in the second case we employ Schur’s lemma and
check the formula for some simple X to find the proportionality constant.
To prove (1.20) we recall Lemma 10, substituting T (X), S(X,X) and
N(X,X,X) :
X3 − 1
2
(trX2)X − 1
3
trX3 = 0,
where we used trX = 0. Taking the scalar product of this expression with X
and using symmetry of L×X yields
〈X2, X2〉 = 1
2
〈X,X〉2.
Now,
〈X ×X,X ×X〉 = 〈X2 − 1
3
trX2, X2 − 1
3
trX2〉
= 〈X2, X2〉 − 1
3
〈X,X〉2
=
1
6
〈X,X〉2.
Using i, j, k, . . . to index V1(K) ' V∗1 (K), with the identification given by
〈·, ·〉, we introduce the structure constants of × :
(X × Y )i = fijkXjY k.
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With gijXiY j = 〈X,Y 〉, identities (1.17, 1.18, 1.20) read:
fimm = 0, fimnfjmn =
3 dimK+ 4
12
gij , fm(ijfkl)m =
1
6
g(ijgkl).
Contraction of the latter one with ckln yields:
3 dimK+ 4
24
fijn + fipqfjqrfnrp =
1
6
fijn
fipqfjqrfnrp = −dimK8 fijn,
proving (1.19).
Corollary 4. Let us set c1 =
√
12
3κ+4 , where κ = detK. Using i, j, k, . . . to
index V1(K) ' V∗1 (K), with the identification given by 〈·, ·〉, we have:
Υimm = 0
ΥimnΥjmn = gij
ΥirpΥjpqΥkqr =
−3κ
6κ+ 8
Υijk
Υ(ijmΥkl)m =
10
3κ+ 4
g(ijgkl),
where g(X,Y ) = 〈X,Y 〉.
Notably, the last identity is, up to a proportionality constant, the one used
by Nurowski in [2] to define his cubic invariant (without referring to all the
Jordan machinery).
Lemma 23. Let us introduce a map
DΥ : Λ2V1(K)→ Λ2V1(K)
(Λ2V1(K))ij 3 Eij 7→ EpqΥiqmΥjpm ∈ (Λ2V1(K))ij .
Then, with respect to the decomposition
Λ2V1(K) ' so(V1(K)) = G′1(K)⊕ G′1(K)⊥,
the map DΥ is given by:
DΥ|G′1(K) = −
1
2
DΥ|G′1(K)⊥ =
3
3κ+ 4
.
Proof. Let us first consider the familiar map into derivations (Lemma 4):
Λ2V1(K) 3 X ∧ Y 7→ DX,Y = [LX , LY ] ∈ G′1(K) ⊂ Λ2V1(K). (1.21)
We have
(XpY q − Y pXq)ΥiqmΥjpm = −c21[L×X , L×Y ]ij
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and
[L×X , L
×
Y ] = [LX , LY ]−
1
3
X ∧ Y.
Since the map (1.21) is symmetric and its image is G′1(K) = der sh3K, it follows
that it vanishes on G′1(K)⊥. It then follows from equivariance, that its action
on G′1(K) is a multiple of identity. We thus have:
DΥ|G′1(K)⊥ =
c21
3
, DΥ|G′1(K) = α
for some constant α. Then, demanding
trDΥ = ΥiqmΥpjm δ[ip δj]q =
N
2
and substituting the dimensions of der sh3K, one finds α = −c21( 3κ+424 ), and the
lemma follows.
1.5.2 Second family
It is convenient to consider the following general result, which shall prove useful
in both second and third family. The idea is to use some abstract real spaces
W, W˜ ' h3K instead of Vc, V¯c (recall Remark 1):
Lemma 24. Let us introduce two spaces W, W˜ ' h3K and maps
l•X : W → W˜ for X ∈W
l˜•
X˜
: W˜ →W for X˜ ∈ W˜
such that l•X and l˜
•
X˜
become respectively L•X and L
•
X˜
under the isomorphisms
W, W˜ ' h3K. Taking the traces over W ⊕ W˜ , we have:
tr l•Y = 0 (1.22)
tr l˜•
X˜
l•Y =
dimK+ 2
4
〈X˜, Y 〉 (1.23)
tr l•Y l˜
•
Z˜
l•T = 0 (1.24)
tr l˜•
X˜
l•Y l˜
•
Z˜
l•T =
dimK+ 2
32
[〈X˜, Y 〉〈Z˜, T 〉+ 〈X˜, T 〉〈Z˜, Y 〉] (1.25)
− dimK
8
〈l•Y T, l˜•X˜ Z˜〉
for Y, T ∈W and X˜, Z˜ ∈ W˜ .
Proof. Identities (1.22) and (1.24) are obvious, as we trace maps which swap the
(sub)spaces W and W˜ . Formula (1.23) follows, up to the constant, from Schur’s
lemma: indeed, let us complexify W, W˜ and identify them complex-linearily
with Vc, V¯c respectively. Then (1.23) defines a sesquilinear form on V2(K) – as
the latter is an irreducible representation of G2(K), the form must be a multiple
of the hermitian inner product. The factor can be found by checking for some
simple X˜ and Y.
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To prove (1.24), we introduce some extra notation: we shall use i, j, . . . to
index W and i˜, j˜, . . . to index W˜ , and the same for their duals. We introduce a
tensor γ(X˜, Y ) = 〈X˜, Y 〉, so that γi˜j ∈ W˜ ∗i ⊗W ∗j , with its inverse satisfying
γi˜jγ
ji˜ = dim h3K = 3 dimK+ 3.
The determinant defines tensors Nijk and N˜i˜j˜k˜ such that
detX = NijkXiXjXk, det X˜ = N˜i˜j˜k˜X˜
i˜X˜ j˜X˜ k˜.
We will use γ and its inverse to lower and raise indices, so that the maps l• and
l˜• are simply given by
(l•XY )
i˜ = 3N i˜jkXjY k, (l˜•X˜ Y˜ )
i = 3N˜ ij˜k˜X˜
j˜ Y˜ k˜.
Equation (1.23) is expressed as:
9N˜mi˜n˜N
n˜
jm =
dimK+ 2
4
γi˜j .
We now recall that X]] = (detX)X for X ∈ h3K. Utilising the isomorphisms
W, W˜ ' h3K, we can write this identity as follows:
9[NimpNknqN˜j˜
pq +NmkpNinqN˜j˜
pq
+NikpNmnqN˜j˜
pq] =
1
4
[Nimkγj˜n +Ninkγj˜m
+Nimnγj˜k +Nnmkγj˜i].
Contraction with N˜l˜
mn yields:
18 Nipm˜N˜j˜q˜
pNkn
q˜N˜l˜m˜
n +
dimK+ 2
4
NikpN˜j˜l˜
p =
1
2
NikmN˜j˜l˜
m
+
1
36
dimK+ 2
4
[γl˜iγj˜k + γj˜iγl˜k],
where we used (1.23). Thus
81Nipm˜N˜j˜q˜
pNkn
q˜N˜l˜m˜
n = −dimK
8
9NikpN˜j˜l
p +
dimK
32
[γl˜iγj˜k + γj˜iγl˜k],
which is equivalent to (1.24).
For C⊗W = Vc and C⊗W˜ = V¯c, where Vc, V¯c are the duals of the (complex)
spaces of linear and antilinear complex forms on V2(K), as in (1.14), we readily
have the following
Corollary 5. Let us set c2 =
√
4
κ+2 , where κ = detK. Recalling the conventions
introduced in Remark 1, we have:
ΛαµνΛ¯β¯
µν = hβ¯α
ΛαµνΛ¯β¯
νρΛγρσΛ¯δ¯
σµ =
1
2κ+ 4
(hβ¯αhδ¯γ + hδ¯αhβ¯γ)
− κ
2κ+ 4
ΛαγµΛ¯β¯δ¯
µ.
1.5. IMPORTANT IDENTITIES AND PROOFS OF LEMMAS 18 & 19 45
We shall further make use of the following:
Lemma 25. Let us introduce a map
DΛ : Λ1,1 → Λ1,1
Λ1,1ab 3 bα¯β − bβ¯α 7→ bµ¯νΛµ¯ρ¯βΛ¯ν ρ¯α¯ − bµ¯νΛµ¯ρ¯αΛ¯ν ρ¯β¯ ∈ Λ1,1ab .
Then, with respect to the decomposition
ReΛ1,1 ' u(V2(K)) = θR⊕ G′2(K)⊕ G′2(K)⊥,
where G′2(K)⊥ is the orthogonal complement of G′2(K) in su(V2(K)), the map
DΛ is given by:
DΛ|θC = 1
DΛ|G′2(K) = −
1
2
DΛ|G′2(K)⊥ =
1
κ+ 2
.
It also satisfies:
DΛ|2su(V2(K)) =
1
2κ+ 4
[1− κDΛ|su(V2(K))].
Proof. It is easy to check that DΛ(θ) = θ. Now, let
Bab = bα¯β − bβ¯α ∈ su(V2(K))ab.
Then DΛ(B)ab = bµ¯νΛµ¯ρ¯βΛ¯ν ρ¯α¯ − bµ¯νΛµ¯ρ¯αΛ¯ν ρ¯β¯ (still in su(V2(K))ab, due to
hermiticity of DΛ) and
D2Λ(B)ab = bµ¯νΛµ¯ρ¯λΛ¯ν ρ¯κ¯Λλ¯σ¯βΛ¯κσ¯α¯
− bµ¯νΛµ¯ρ¯λΛ¯ν ρ¯κ¯Λλ¯σ¯αΛ¯κσ¯β¯
=
1
2κ+ 4
[bα¯β + bµµhα¯β − κbµ¯νΛµ¯ρ¯βΛ¯ν ρ¯α¯]
− 1
2κ+ 4
[bβ¯α + b
µ
µhβ¯α − κbµ¯νΛµ¯ρ¯αΛ¯ν ρ¯β¯ ],
where we used Corollary 5 and bµµ = 0. Thus, when restricted to su(V2(K)),
D2Λ =
1
2κ+ 4
[1− κDΛ].
Then, since DΛ is hermitian, it splits the space su(V2(K)) orthogonally into
su+(V2(K))⊕ su−(V2(K)) with
DΛ|su±(V2(K)) = λ±id, λ± =
−κ± (κ+ 4)
4κ+ 8
.
It follows that
λ+ dim su+(V2(K)) + λ− dim su−(V2(K)) = trDΛ = ΛµνρΛ¯µνρ = 3κ+ 3.
Using dim su(V2(K)) = N2 − 1 we can compute the dimensions of su±(V2(K))
and identify su−(V2(K)) as G′2(K).
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1.5.3 Third family
Lemma 26. Let LτX,Y : Z 7→ τ(X,Y, Z) be the left multiplication map for
X,Y, Z ∈ F(h3K). Then:
tr LτX,Y = 0 (1.26)
tr LτX,Y L
τ
Z,T =
dimK+ 3
2732
[ω(X,Z)ω(Y, T ) + ω(X,T )ω(Y, Z)] (1.27)
+
dimK+ 2
24
Q(X,Y, Z, T ).
Moreover, let J0 : F(h3K)→ F(h3K) be the map given by 〈J0X,Y 〉 = ω(X,Y ).
Then
Q(J0X, J0X,J0X, J0X) = Q(X,X,X,X). (1.28)
Proof. The equation (1.26) follows from symmetry of Q and antisymmetry of
ω, and (1.28) is easy to check directly. On the other hand, proving (1.27) will
require considerably more effort, and some extra notation.
To use the results of Lemma (24), we introduce spaces
W, W˜ ' h3K, L, L˜ ' R
such that
F(h3K) = (R⊕ h3K)⊗ R2 = (L⊕W )⊗ (1, 0)⊕ (L˜⊕ W˜ )⊗ (0, 1).
In the same manner as in the proof of Lemma (24), the scalar product on
h3K is extended to a tensor
γ ∈ W˜ ∗ ⊗W ∗, γ(X˜, Y ) = 〈X˜, Y 〉,
and we introduce for later convenience the normalised forms on the real lines
L, L˜, denoted
ξ ∈ L∗, ξ˜ ∈ L˜∗, ξ(x) = x, ξ˜(x˜) = x˜.
We shall now use i, j, . . . to index L⊕W and i˜, j˜, . . . to index L˜⊕ W˜ , and the
same for their duals. Indices are lowered and raised with help of the tensor
γi˜j + ξ˜i˜ξj˜
and its inverse, γij˜ + ξ˜iξj˜ , where
γi˜jγ
ji˜ = dim h3K = 3 dimK+ 3, ξiξ˜i = 1 = ξ˜j˜ξ
j˜
and
γi˜j ξ˜
j = 0, γi˜jξ
i˜ = 0, γij˜ξi = 0, γij˜ ξ˜j˜ = 0.
The determinant defines tensors Nijk and N˜i˜j˜k˜ such that
detX = NijkXiXjXk, det X˜ = N˜i˜j˜k˜X˜
i˜X˜ j˜X˜ k˜
for X ∈W and X˜ ∈ W˜ , vanishing on L and L˜, so that
Nijk ξ˜
k = 0, N˜i˜j˜k˜ξ
k˜ = 0.
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The maps l• and l˜• are given by
(l•XY )
i˜ = 3N i˜jkXjY k, (l˜•X˜ Y˜ )
i = 3N˜ ij˜k˜X˜
j˜ Y˜ k˜
for X,Y ∈W and X˜, Y˜ in W˜ , and identities of Lemma 24 are expressed as:
9N˜mi˜n˜N
n˜
jm =
dimK+ 2
4
γi˜j ,
81N˜pi˜q˜N
n˜
jpN˜
m
k˜n˜N
q˜
lm =
dimK+ 2
32
[γi˜jγk˜l + γi˜lγk˜j ]
− 9 dimK
8
N˜mi˜k˜Nmjl.
Using corresponding uppercase letters to index full F(h3K), we have
F(h3K)I = (L⊕W )i ⊕ (L˜⊕ W˜ )i˜,
etc., and the scalar product and symplectic form on this space is represented by
kPQ = γpq˜ + ξ˜pξq˜ + γqp˜ + ξ˜qξp˜
ωPQ = γpq˜ + ξ˜pξq˜ − γqp˜ − ξ˜qξp˜.
The quartic defining the triple product is QIJKL, and, recalling that τ is given
in terms of QIJKMωML, the expression we wish to compute is
Q2IJKL = QIJPQQKLRSωPRωQS .
Projecting onto subspaces of F(h3K), the components of the symmetric tensor
Q are given by
QIJPQ = Qijpq +Qi˜j˜p˜q˜ +Qijp˜q˜ +Qi˜j˜pq
+ Qi˜jp˜q +Qi˜jpq˜ +Qij˜p˜q +Qij˜pq˜
with
Qijkl = 14[ξiNjkl + ξjNkli + ξkNlij + ξlNijk]
6Qijk˜l˜ = 9NmijN˜mk˜l˜ −
1
4
ξiξj ξ˜k˜ ξ˜l˜
+
1
8
[−γk˜iγl˜j − γl˜iγk˜j + γk˜iξ˜l˜ξj + γl˜iξ˜k˜ξj + γk˜j ξ˜l˜ξi + γl˜j ξ˜k˜ξi].
Recalling that we contract QIJPQ with
QKLRSωPRωQS = Qklpq +Qk˜l˜p˜q˜ +Qklp˜q˜ +Qk˜l˜pq
− Qk˜lp˜q −Qk˜lpq˜ −Qkl˜p˜q −Qkl˜pq˜,
we find that the following expressions need to be computed:
24QijpqQklpq = [2ξ(iNj)pq + 2ξpNqij ][9NmklN˜mpq − 14ξkξlξ˜
pξ˜q
+
1
8
(−δpkδql − δpl δqk + δpkξlξ˜q + δqkξlξ˜p + δpl ξk ξ˜q + δql ξk ξ˜p)]
=
(
2
dimK+ 2
4
− 1
2
)
ξ(iNj)kl +
1
2
Nij(kξl)
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16QijpqQpqk˜l˜ = [2ξ(iNj)pq + ξpNqij + ξqNpij ][ξ˜pN˜qk˜l˜ + ξ˜qN˜pk˜l˜ + 2ξ˜(k˜N˜pql˜)]
= 2NmijN˜mk˜l˜ +
1
9
dimK+ 2
4
[γk˜iξ˜l˜ξj + γl˜iξ˜k˜ξj + γk˜j ξ˜l˜ξi + γl˜j ξ˜k˜ξi]
36Qijp˜q˜Qp˜q˜ k˜l˜ = [9NmijN˜mp˜q˜ −
1
4
γp˜(iγj)q˜ − 14ξiξj ξ˜p˜ξ˜q˜ +
1
4
(γp˜(iξj)ξ˜q˜ + γq˜(iξj)ξ˜p˜)]
× [9Nnp˜q˜N˜nk˜l˜ −
1
4
δp˜
(k˜
δq˜
l˜)
− 1
4
ξp˜ξq˜ ξ˜k˜ ξ˜l˜ +
1
4
(δp˜
(k˜
ξ˜l˜)ξ
q˜ + δq˜
(k˜
ξ˜l˜)ξ
p˜)]
= 9
(
dimK+ 2
4
− 1
4
− 1
4
)
N m˜ijN˜m˜k˜l˜ +
1
32
(γk˜iγl˜j + γl˜iγk˜j)
+
1
16
ξiξj ξ˜k˜ ξ˜l˜ +
1
16
(γk˜iξ˜l˜ξj + γl˜iξ˜k˜ξj + γk˜j ξ˜l˜ξi + γl˜j ξ˜k˜ξi)
36Qipj˜q˜Qkq˜ l˜p = [9NmipN˜mj˜q˜ −
1
8
(γj˜iγq˜p + γj˜pγq˜i)−
1
4
ξiξpξ˜j˜ ξ˜q˜
+
1
8
(γj˜iξpξ˜q˜ + γj˜pξiξ˜q˜ + γq˜iξpξ˜j˜ + γq˜pξiξ˜j˜)]
× [9Nnkq˜N˜npl˜ −
1
8
(γl˜kγ
pq˜ + δpkδ
q˜
l˜
)− 1
4
ξkξ
q˜ ξ˜l˜ξ˜
p
+
1
8
(γl˜kξ
q˜ ξ˜p + γpq˜ξk ξ˜l˜ + δ
p
kξ
q˜ ξ˜l˜ + δ
q˜
l˜
ξk ξ˜
p)]
=
dimK+ 2
32
[γj˜iγl˜k + γk˜jγl˜i]−
9 dimK
8
N˜mj˜l˜Nmik
− 2
8
(
dimK+ 2
4
γl˜kγj˜i + 9NmikN˜
m
j˜l˜
)
+
1
64
[(3 dimK+ 3 + 2)γj˜iγl˜k + γj˜kγl˜i] +
1
16
ξiξk ξ˜j˜ ξ˜q˜
+
1
64
[2γl˜kξiξ˜j˜ + 2γj˜iξk ξ˜l˜ + γj˜kξiξ˜l˜ + γl˜iξk ξ˜j˜ ]
+
1
64
[γj˜iγl˜k + (3 dimK+ 3)ξiξk ξ˜j˜ ξ˜l˜].
Using these we evaluate the components of Q2IJKL :
Q2ijkl = QijpqQklpq +Qijp˜q˜Qklp˜q˜
=
dimK+ 2
48
[ξ(iNj)kl +Nij(kξl)]
=
dimK+ 2
24
Qijkl.
Q2
ijk˜l˜
= QijpqQk˜l˜pq +Qijp˜q˜Qk˜l˜p˜q˜
=
dimK+ 2
16
NmijN˜
m
k˜l˜ +
dimK+ 3
3226
[γk˜iξj ξ˜l˜ + γk˜jξiξ˜l˜ + γl˜iξj ξ˜k˜ + γl˜jξiξ˜k˜]
+
1
3227
(γk˜iγl˜j + γl˜iγk˜j) +
1
3226
ξiξj ξ˜k˜ ξ˜l˜
=
dimK+ 2
24
Qijk˜l˜ +
dimK+ 3
3227
[2ξiξj ξ˜k˜ ξ˜l˜ + γk˜iγl˜j + γl˜iγk˜j
+γk˜iξj ξ˜l˜ + γk˜jξiξ˜l˜ + γl˜iξj ξ˜k˜ + γl˜jξiξ˜k˜]
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Q2
ij˜kl˜
= −2Qij˜p˜qQkl˜p˜q
=
dimK+ 2
16
NmikN˜
m
j˜l˜ + . . .
=
dimK+ 2
24
Qij˜kl˜ +
dimK+ 3
3227
[2ξiξj ξ˜k˜ ξ˜l˜ + γk˜iγl˜j + γl˜iγk˜j
+γk˜iξj ξ˜l˜ + γk˜jξiξ˜l˜ + γl˜iξj ξ˜k˜ + γl˜jξiξ˜k˜].
Finally, it follows that
Q2IJKL =
dimK+ 2
24
QIJKL + dimK+ 33227 (ωIJωKL + ωILωKJ),
which is equivalent to (1.27).
Passing to the complexification V3(K) = C ⊗ F(h3K), we readily have the
following
Corollary 6. Let us set c3 = 24
√
1
κ+3 , where κ = dimK. Recalling the conven-
tions introduced in Remark 1, we have
qαβµν ω¯
µν = 0 (1.29)
qαβµν q¯
γδµν =
1
2
[δγαδ
δ
β + δ
δ
αδ
γ
β ] + χ qαβµν ω¯
µγω¯νδ. (1.30)
Moreover, J∗q = q¯, i.e.
qµνρσω¯
µαω¯νβω¯ργω¯σδ = q¯αβγδ.
These lead us directly to the missing proof:
Proof of Lemma 19.
1. The only formula absent in Corollary 6 is qαµνρq¯βµνρ = N+12 δ
β
α with
N = 6κ + 8 being the complex dimension of V3(K). But this follows by
contraction from (1.30).
2. Let b ∈ S2,0. Then Dq(b)αβ = bµν q¯µνρσωραωσβ and
D2q(b)αβ = bµνqφµρσω¯ρν ω¯σqβξηω¯ξφω¯ηα
= −bµνqµρσφq¯σφηαωηβω¯ρν
= bαβ − χ bµνqµρβφω¯φαω¯ρν ,
so that D2q = 1 − χDq. Then, since Dq is hermitian, it splits the space
sp(V3(K), ω) orthogonally into sp+(V3(K), ω)⊕ sp−(V3(K), ω) with
Dq|sp±(V3(K),ω) = λ± id, λ± = −
χ±
√
χ2 + 4
2
.
Now, using (1.29), one easily checks that trDq = 0. It thus follows that
λ+ dim sp+(V3(K), ω) + λ− dim sp−(V3(K), ω) = 0.
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Using dim sp(V3(K), ω) = N(N+1)2 we can compute the dimensions of
sp±(V3(K), ω) and identify sp+(V3(K), ω) as G′3(K). Finally, it turns out
that one can further simplify λ± and χ, so that
λ+ = −
√
κ+ 3, λ− = − 1
λ+
.
1.5.4 Explicit formula for f
We now wish to prove Lemma 18, which gave us an explicit expression for the
projection of f onto S4,0⊗S0,4. We first state a simpler result, which essentially
expands the result of applying the construction of Lemma 17 to a one-form:
Lemma 27. Let F : V3(K) → R be a real linear map Fa = fα + f¯α¯. Let
Φ : S2V3(K)→ R be the quadratic map given by
Φ(X,X) = F (X)2 + F (I(X))2 + F (J(X))2 + F (K(X))2.
Then Φ ∈ S1,1 and
1
2
Φ = f ⊗ f¯ + J∗f¯ ⊗ J∗f + f¯ ⊗ f + J∗f ⊗ J∗f¯ .
Proof. Using the expressions for I, J,K, we have
Φ = f ⊗ f + f¯ ⊗ f¯ + f ⊗ f¯ + f¯ ⊗ f
− f ⊗ f − f¯ ⊗ f¯ + f ⊗ f¯ + f¯ ⊗ f
+ J∗f ⊗ J∗f + J∗f ⊗ J¯∗f + J∗f ⊗ J∗f¯ + J∗f¯ ⊗ J∗f
− J∗f ⊗ J∗f − J∗f ⊗ J¯∗f + J∗f ⊗ J∗f¯ + J∗f¯ ⊗ J∗f,
reducing to the former expression.
With indices present, the formula reads
Φab = 2fµf¯ν¯ [δµαδ
ν¯
¯ − ων¯αω¯µ¯ + δν¯α¯δµ − ω¯µα¯ων¯ ].
It is now easy to extend this result to multilinear maps. This leads us to the
following
Proof of Lemma 18. Let us introduce on V3(K) a representation of an orthonor-
mal basis in H : L1 = 1, L2 = I, L3 = J, L4 = K. Recalling the definition
f(Z, . . . , Z) = c23‖QL(Z,Z,Z, Z)‖2, we expand it as
f(Z) = c23
∑
ABCD
Q˜(LAZ,LBZ,LCZ,LDZ)2,
with A,B,C,D ranging from 1 to 4, where Q˜ is defined as in Lemma 17:
Q˜(Z,Z,Z, Z) = |z|4Q(X,X,X,X)
for Z = z ⊗X ∈ C⊗F(h3K).
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Perfofming the sums over A,B,C,D separately, we can apply the former
lemma to obtain
fabcdefkl = 170qµνρσ q¯ξ¯η¯ζ¯τ¯{ [2δµαδξ¯¯ + 2ωξ¯αω¯µ¯][2δνβδη¯φ¯ + 2ωη¯βω¯ν φ¯]
[2δργδ
ζ¯
κ¯ + 2ω
ζ¯
γω¯
ρ
κ¯][2δσδ δ
τ¯
λ¯ + 2ω
τ¯
δω¯
σ
λ¯] + sym.}
where symmetrization in a . . . l is indicated, producing
(
8
4
)
= 70 terms on the
right hand side. Projecting onto S4,0 ⊗ S0,4 we obtain
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fαβγδ¯φ¯κ¯λ¯ = qαβγδ q¯¯φ¯κ¯λ¯
+ 4 qµ(αβγωξ¯δ)ω¯µ(¯q¯φ¯κ¯λ¯)ξ¯
+ 6 qµν(αβωξ¯γωη¯δ)ω¯µ(¯ω¯ν φ¯q¯κ¯λ¯)ξ¯η¯
+ 4 qµνρ(αωξ¯βωη¯γωζ¯ δ)ω¯µ(¯ω¯ν φ¯ω¯
ρ
κ¯q¯λ¯)ξ¯η¯ζ¯
+ qµνρσωξ¯(αωη¯βωζ¯ γωτ¯ δ)ω¯µ(¯ω¯ν φ¯ω¯
ρ
κ¯ω¯
σ
λ¯)q¯ξ¯η¯ζ¯τ¯ .
Now, using q¯ = J∗q and ω¯αµ¯ωµ¯β = −δαβ , we find that
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ω¯µω
φ¯
νω
κ¯
ρω
λ¯
σfαβγδ¯φ¯κ¯λ¯ ∝ qαβγδqµνρσ
− 4 q(µ(αβγqδ)νρσ)
+ 6 q(µν(αβqγδ)ρσ)
− 4 q(µνρ(αqβγδ)σ)
+ qµνρσqαβγδ,
where (αβγδ) and (µνρσ) are symmetrized separately. It is now easy to see that
the expression on the right hand side is 16P44(q ⊗ q). Inverting the omegas on
the left, we obtain the lemma.
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Chapter 2
Geometric part
2.1 Summary of the algebraic results
We wish to keep this part of our work possibly independent of the Jordan-
algebra-related theory developed in the previous chapter. We will now recall
the results we need, in a form which claims the existence of certain tensors
subject to a number of identities.
Still, the symbols K and K′ denote, respectively, one of R,C,H,O and one
of C,H,O. Pairs (K,K′) enumerate compact Riemannian symmetric spaces col-
lected in the following table:
K′ C H O
K
R SU(3)SO(3)
Sp(3)
U(3)
F4
Sp(3)Sp(1)
C SU(3)×SU(3)SU(3)
SU(6)
S(U(3)×U(3))
E6
SU(6)Sp(1)
H SU(6)Sp(3)
SO(12)
U(6)
E7
SO(12)Sp(1)
O E6F4
E7
E6×U(1)
E8
E7Sp(1)
Let MS(K,K′) denote the corresponding symmetric space and G(K,K′) its un-
derlying isotropy group, with a Lie algebra g(K,K′). The isotropy representation
is denoted V (K,K′).
Abstract index notation, including the conventions introduced in Remark 1,
is assumed. Moreover, for given K and K′, the following symbols are defined:
κ = dimK, N =
 dimMS(K,C) = 3κ+ 2 for K
′ = C
1
2 dimMS(K,H) = 3κ+ 3 for K
′ = H
1
2 dimMS(K,O) = 6κ+ 8 for K
′ = O
and χ = κ+2√
κ+3
for K′ = O.
The following statements are reformulations or simple corollaries of: Corol-
lary 3, Proposition 4, Lemmas 18, 19, 23, 25, and Corollaries 4, 5.
2.1.1 First family
Set K′ = C and choose K. Let V1(K) be a real vector space of dimension N
equipped with a positive definite scalar product g identifying V1(K) ' V1(K)∗.
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There exists a tensor Υ ∈ S3V1(K) reducing the group GL(N) to G(K,C)
acting on V1(K) in the isotropy representation of MS(K,C), with g as the pre-
served scalar product.
This tensor moreover satisfies the following identities:
Υimm = 0
ΥimnΥjmn = gij
ΥirpΥjpqΥkqr =
−3κ
6κ+ 8
Υijk
Υ(ijmΥkl)m =
10
3κ+ 4
g(ijgkl).
The latter shows that, up to rescaling, Υ is the same tensor as the one used by
Nurowski in [1].
An operator
DΥ : Λ2V1(K)→ Λ2V1(K)
DΥ(E)ij = EpqΥiqmΥjpm
acts as
DΥ = −12prg +
3
3κ+ 4
pr⊥
where prg and pr⊥ are projections corresponding to the orthogonal decomposi-
tion
Λ2V1(K) = g(K,C)⊕⊥,
with
g(K,C) ⊂ so(V1(K), g) ' Λ2V1(K)
being the isotropy algebra of Υ.
2.1.2 Second family
Set K′ = H and choose K. Let V2(K) be a complex vector space of (complex)
dimension N equipped with a hermitian inner product h, giving rise to a positive
definite real scalar product g on (the realification of) V2(K).
Let Sp,q and Λp,q denote the spaces of p-linear q-antilinear, respectively
symmetric and antisymmetric, complex-valued forms on V2(K).
There exists a real tensor Ξ ∈ ReS3,3 reducing the group O(V2(K), g) to
a subgroup whose connected component is G(K,H), acting on V2(K) in the
isotropy representation of MS(K,H), with g as the preserved scalar product.
Recall that h gives rise to an identification
u(V2(K), h) ' ReΛ1,1 = θR⊕ su(V2(K), h),
where θab = ihα¯β − ihβ¯α. In particular, the orthogonal isotropy algebra of Ξ is
a subalgebra in u(V2(K), h).
There moreover exists a tensor Λ ∈ S3,0 such that Ξ = Λ · Λ¯, satisfying the
following identities:
ΛαµνΛ¯β¯
µν = hβ¯α
ΛαµνΛ¯β¯
νρΛγρσΛ¯δ¯
σµ =
1
2κ+ 4
(hβ¯αhδ¯γ + hδ¯αhβ¯γ)
− κ
2κ+ 4
ΛαγµΛ¯β¯δ¯
µ.
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The algebra g(K,H) is a direct sum
g(K,H) = G′2(K)⊕ u(1)
of the orthogonal stabilizer algebra of Λ and a u(1) spanned by multiplication
by i. The latter is the centre of g(K,H).
There is a G(K,H)-invariant operator
DΛ : Λ1,1 → Λ1,1
DΛ(B)ab = bµ¯νΛµ¯ρ¯βΛ¯ν ρ¯α¯ − bµ¯νΛµ¯ρ¯αΛ¯ν ρ¯β¯
for Bab = bα¯β − bβ¯α, acting as
DΛ = pr0 −
1
2
prG′ +
1
κ+ 2
pr⊥,
where pr0, prG′ and pr⊥ are projections corresponding to the orthogonal decom-
position into G(K,H)-invariant spaces:
Λ1,1 = C⊗ u(1) ⊕ C⊗ G′2(K) ⊕ ⊥.
2.1.3 Third family
Set K′ = O and choose K. Let V3(K) be a real vector space of dimension 2N
equipped with a positive definite scalar product g and a quaternion-hermitian
structure, i.e. three hermitian structures I, J,K subject to
I2 = J2 = K2 = IJK = −id.
There exists a tensor f ∈ S8V3(K) reducing the group O(V3(K), g) to a sub-
group whose connected component is G(K,O), acting on V3(K) in the isotropy
representation of MS(K,O), with g as the preserved scalar product.
Consider now V3(K) as a complex vector space of dimension N, with one of
the three hermitian structures, for concreteness I, as the complex structure. Let
Sp,q and Λp,q denote the spaces of p-linear q-antilinear, respectively symmetric
and antisymmetric, complex-valued forms. By polarisation, the scalar product g
gives rise to a hermitian inner product h ∈ S1,1. Moreover, by the identification
so(V3(K, g)) ' Λ2V3(K, g) = Re(Λ2,0 ⊕ Λ1,1 ⊕ Λ0,2),
one has a symplectic form ωαβ ∈ Λ2,0ab such that
J ∈ Re(Λ2,0 ⊕ Λ0,2), Jab = ωα¯β + ω¯αβ¯ .
In this context, f ∈ ReS4,4. There moreover exists a tensor q ∈ S4,0 such
that the projection of f ∈ S4,4 onto S4,0 ⊗ S0,4 is
(f|S4,0⊗S0,4)αβγδ¯φ¯κ¯λ¯ =
256
70
δ
[µ
(αω¯
ξ]
(¯δ
[ν
β ω¯
η]
φ¯δ
[ρ
γ ω¯
ζ]
κ¯δ
[σ
δ) ω¯
τ ]
λ¯) qµνρσqξηζτ ,
where barred and unbarred indices are symmetrized separately. Following iden-
tities are satisfied:
qαβµν ω¯
µν = 0 (2.1)
qαµνρq¯
βµνρ =
N + 1
2
δαβ (2.2)
qαβµν q¯
γδµν =
1
2
[δγαδ
δ
β + δ
δ
αδ
γ
β ] + χ qαβµν ω¯
µγω¯νδ (2.3)
qµνρσω¯
µαω¯νβω¯ργω¯σδ = q¯αβγδ. (2.4)
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Let Sp(V3(K), ω) denote the symplectic group preserving the quaternionic
structure, and Sp(1) the group generated by I, J,K. Let sp(V3(K), ω) and sp(1)
be the corresponding Lie algebras. From the complex viewpoint, with I the
distinguished complex structure, one has
sp(V3(K), ω) ⊂ u(V3(K), h) ' ReΛ1,1.
Moreover, ω gives rise to an identification
Λ1,1 ⊃ C⊗ sp(V3(K), ω) ' S2,0
via
Λ1,1ab 3 bα¯β − bβ¯α 7→ bµαωβµ ∈ Λ1,0a ⊗ Λ1,0b .
The orthogonal isotropy algebra of f can be decomposed as
g(K,O) = G′3(K)⊕ sp(1)
where G′3(K) is the orthogonal stabilizer of q.
An operator
Dq : S2,0 → S2,0
Dq(b)αβ = bµν q¯µνρσωραωσβ
acts as
Dq = −
√
κ+ 3 prg +
√
1
κ+ 3
pr⊥,
where prg and pr⊥ are projections corresponding to the decomposition
S2,0 ' C⊗ G′3(K)⊕⊥.
2.2 G−structures and intrinsic torsion
G-structures provide a covariant description of additional structure introduced
on a manifold (be it Riemannian, complex, CR etc.). While they are defined
as reductions of the frame bundle, or simply principal bundles equipped with a
soldering form, related objects are pulled back to the mainfold and its tangent
bundle by means of local sections, i.e. adapted frames.
One can also introduce somewhat weaker structure directly on the tangent
bundle, specifying endomorphisms of the latter corresponding to the Lie algebra
g of the original structure group G. Under certain technical assumption, the
latter can be then reconstructed up to connected components, so that in general
one ends up, locally, with several associated G−structures (although these may
fail to be globally defined on a manifold which is not simply connected).
Finally, we shall discuss structures defined in terms of invariant tensors.
However, the groups G(K,K′) we are interested in are in general defined only
as identity components of the isotropy groups. Selecting a G(K,K′)−structure
requires thus an extra choice of a frame in a single point of each connected
component of the manifold, and may fail due to global problems even if the
tensor is globally defined.
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2.2.1 G−structures and the intrinsic torsion
Recall, that a G−structure Q on an m−dimensional Riemannian manifold
(M, g), for G being a subgroup of O(m), is a reduction
i : Q ↪→ P
of the orthonormal frame bundle pi : P → M to a subbundle Q with structure
group G, acting on Q by restriction of the action of O(m) on P. Its local sections
will be called adapted frames.
A connection on the bundle P is said to be compatible with Q iff the asso-
ciated horizontal distribution Hor ⊂ TP is tangent to Q :
Horq ⊂ TqQ for each q ∈ Q.
In terms of a connection form ω ∈ Ω1(P ) ⊗ so(m), the compatibility condition
reads simply1
i∗ω ∈ Ω1(Q)⊗ g,
where g ⊂ so(m) is the Lie algebra of G. If it is satisfied, i∗ω becomes a con-
nection on Q (since G acts on Q by restriction of its action on P ).
Definition 2. A G−structure is said to be integrable iff it admits a torsion-free
compatible connection.
Following Agricola [13], we consider the Levi-Civita connection ωLC ∈
Ω1(P )⊗ so(m) and decompose its restriction to Q orthogonally:
so(m) = g⊕ t, [g, t] ⊂ t
i∗ωLC = ωg − αt (2.5)
so that ωg ∈ Ω1(Q)⊗ g and αt ∈ Ω1(Q)⊗ t.
Lemma 28 (cf. [13]).
1. ωg is a connection on Q.
2. αt is a horizontal one-form of type Ad on Q.
The usual name for the αt is the intrinsic torsion of Q (in fact, this notion
can be defined also for a general G−structure, not necessarily Riemannian,
although it becomes less explicit [34]).
The form ωg can be extended by covariance to a connection on entire P,
with values in the orthogonal orbit of g :
ω˜g ∈ Ω1(P )⊗AdO(m)g.
Let D˜g be the associated covariant derivative:
D˜g : Ωphor(P )⊗H → Ωp+1hor (P )⊗H
1 Indeed, consider a vector X ∈ TqQ ⊂ TqP. Then X−ω̂(X)q is horizontal, where Aˆ ∈ X (P )
denotes the vertical vector field associated to A ∈ so(m) by the structure group action.
Demanding Horq ⊂ TqQ implies ω̂(X)q ∈ TqQ, so that ω(X) ∈ g.
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D˜gφ = dφ+ ω˜g ∧ φ
for any O(m)-module H. Recall that a point p in the frame bundle P is an
orthogonal isomorphism p : Rm → Tpi(p)M, where Rm is equipped with some
fixed positive definite scalar product. Introducing the soldering form
θ ∈ Ω1(P )⊗ Rm, θp = p−1 ◦ Tppi for each p ∈ P,
we have the torsion of ωg :
Θg = D˜gθ = dθ + ω˜g ∧ θ ∈ Ω2(P )⊗ Rm.
Recalling that the Levi-Civita connection is torsion-free and using (2.5), one
finds
i∗Θg = i∗dθ + ωg ∧ i∗θ
= i∗(dθ + ωLC ∧ θ) + αt ∧ i∗θ
= αt ∧ i∗θ.
It then follows that
Θg(X,Y ) = αt(X)(θ(Y ))− αt(Y )(θ(X))
for X,Y ∈ TqQ. Conversely, it turns out that Θg determines the horizontal form
αt (it needn’t be true in the non-Riemannian case, cf. [13]):
2〈 αt(X)(θ(Y )), θ(Z) 〉 = 〈 Θg(X,Y ), θ(Z) 〉
− 〈 Θg(Y,Z), θ(X) 〉
+ 〈 Θg(Z,X), θ(Y ) 〉
for X,Y, Z ∈ TqQ, where 〈·, ·〉 denotes the scalar product on Rm.
Note that a Q−compatible connection is necessarily metric. Thus a torsion-
free Q−compatible connection, provided it exists, necessarily coincides with the
Levi-Civita one. This leads us to the following obvious
Proposition 5 (cf. [13, 34]). Let Q be a G−structure on an m−dimensional
Riemannian manifold (M, g), with G ⊂ O(m) The following are equivalent:
1. Q is integrable.
2. The intrinsic torsion of Q is trivial.
3. The Levi-Civita connection on M is compatible with Q.
Each of these implies reduction of the Riemannian holonomy group Hol(g) to a
subgroup of G.
Particular examples one should have in mind are the almost-hermitian
and almost-quaternion-hermitian structures, with structure groups U(m2 ) and
Sp(m4 )Sp(1) respectively (their integrable cases being featured in the celebrated
theorem of Berger). The geometries modelled on the second and third family of
symmetric spaces described so far fall into these categories.
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2.2.2 Tangent bundle view
Choosing a local section e : M ⊃ U → Q, i.e. an adapted frame, one can pull ωg
and αt back to M, so that ωg gives rise to a connection in the tangent bundle,
and αt becomes a well-defined tensorial one-form.
It is however instructive to consider the structure which appears on the
tangent bundle independently of any section. In what follows, we use g to
identify TM ' T ∗M. Observe first that, having fixed a point x ∈M, the image
of g ⊂ Λ2Rm under (the extension of) q : Rm → TxM, where q ∈ Q and
pi(q) = x, does not depend on the choice of q from the fibre of Q over x. Indeed,
for every two frames q, q′ ∈ pi|−1Q (x) there exists g ∈ G such that q′ = q ◦ g; on
the other hand, Adg(g) = g, so that q(g) = q′(g). We shall denote this subspace
as gM (x) ⊂ Λ2TxM.
It thus follows, that a G−structure equips M with an orthogonal splitting
Λ2TM = gM ⊕ tM (2.6)
into subbundles such that at each point x ∈M the subspace
gM (x) ⊂ Λ2TxM ' so(TxM, gx)
is a Lie subalgebra isomorphic to g.
A natural question is to what extent can one reconstruct the original
G−structure from the data given by (2.6). In what follows we shall assume
that:
1. G is connected
2. t contains no one-dimensional G−invariant subspace
(these are true for G(K,K′), as one can check in Section 2.6. Point 2 is needed
in particular for the following result to hold:
Lemma 29. The set of all orthonormal frames mapping g to gM forms a prin-
cipal bundle with a structure group whose identity component is G.
Proof. Consider an orthonormal frame ex : Rm → TxM at a fixed point x ∈M,
such that ex(g) = gM (x). Every other frame at x is of the form e′x = ex ◦ a for
some a ∈ O(m), so that e′x maps g to gM (x) iff Ada(g) = g. It thus follows that
all such frames at x form a fibre of a principal bundle with structure group
G˜ = {a ∈ O(m) | Ada(g) = g}.
The corresponding Lie algebra is
g˜ = {A ∈ so(m) | [A, g] ⊂ g}.
Now, every A ∈ so(m) is of the form A1 + A2 with A1 ∈ g and A2 ∈ t, so that
[A, g] = [A1, g] + [A2, g], where automatically [A1, g] ⊂ g and [A2, g] ⊂ t, since
[g, t] ⊂ t. Thus [A, g] ⊂ g iff [A2, g] = 0. Then the assumption we have made on
t implies that every such A2 is zero, so that finally g˜ = g, and G˜ has G as its
component of identity.
One moreover obtains a characterization of compatible connections:
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Lemma 30. A metric connection ∇ in the tangent bundle, lifted to a connection
on the frame bundle, is compatible with the G−structure iff it preserves the
splitting (2.6):
f ∈ Ω0(M, gM ) =⇒ ∇f ∈ Ω1(M, gM ).
Proof. Choose (locally) an adapted frame, i.e. a (local) section e : M → Q.
A compatibility condition for a connection form ω on the frame bundle P is
i∗ω ∈ Ω1(Q) ⊗ g. Consider now the corresponding connection ∇ω in the frame
bundle, whose local connection form in the adapted frame e is
Γω ∈ Ω1(M,Λ2TM), Γω(X) = ex(e∗ω(X)) for X ∈ TxM.
Then the compatibility condition is equivalent to Γω ∈ Ω1(M, gM ).
On the other hand, ∇ω preserves gM iff for each X ∈ TxM
[Γω(X), gM (x)] ⊂ gM (x).
From the assumption on t, via an argument given in the proof of Lemma 29, it
follows that ∇ω preserves gM iff Γω ∈ Ω1(M, gM ). Hence the lemma.
Corollary 7. The G−structure is integrable iff the Levi-Civita derivative of
each section of gM is gM−valued.
Recall now, that a difference of two connections in the tangent bundle is a
well-defined tensor2:
∇XY −∇′XY = A(X)(Y ), A ∈ Ω1(M,End TM),
where in particular A ∈ Ω1(M,Λ2M) for metric connections. We have the
following
Lemma 31. There exists a unique metric connection ∇g preserving gM
such that the difference tensor of ∇g and the Levi-Civita connection ∇LC is
tM−valued, i.e.
∃At ∈ Ω1(M, tM ) ∀X,Y ∈ X (M) : ∇gXY −∇LCX Y = At(X)(Y ).
Proof. Choose (locally) an adapted frame e. Then the local connection form of
∇LC is uniquely decomposed with respect to
Λ2TM = gM ⊕ tM
ΓLC = Γg −At,
where Γg ∈ Ω1(M, gM ) and At ∈ Ω1(M, tM ). One easily checks that Γg trans-
forms as a connection form corresponding to some connection ∇g in the tangent
bundle, while At is a well defined tensor. It further follows that, irrespectively
of the frame,
∇gXY − ΓLCX Y = At(X)(Y ).
2 By A(X)(Y ) we mean the element of EndTM, obtained by evaluation of A on X, acting
on Y .
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It is not difficult to check, that At ∈ Ω1(M, tM ) coincides with a pull-back
by an arbitrary section e : M → Q of the intrinsic torsion αt introduced in the
previous subsection:
At(X) = ex(e∗αt(X)) for X ∈ TxM
As the reader may expect, At is equivalent to the torsion T g of ∇g :
T g(X,Y ) = At(X)(Y )−At(Y )(X),
2g(At(X)(Y ), Z) = g(T g(X,Y ), Z)− g(T g(Y, Z), X) + g(T g(Z,X), Y ).
2.2.3 Invariant tensors
Finally, we consider the following structure: let G˜ ⊂ O(m) be the orthogonal
stabilizer group of a tensor Y ∈ ⊗pRm, with G its identity component and g the
Lie algebra. Then a G˜−structure on an m−dimensional manifold (M, g) can be
defined by a tensor
YM ∈ ⊗pTM
such that at each point x ∈ M there exists an orthonormal frame ex : Rm →
TxM such that ex(Y) = YM (x). Clearly, the set of all such frames at x forms a
fibre of a principal bundle with structure group G˜, a reduction i˜ : Q˜→ P of the
orthonormal frame bundle.
In a typical situation, we will however be interested in having a G−structure
Q, where G is the identity component of possibly not connected G˜. A reduction
of Q˜ to Q is always possible locally (i.e. on pi−1(U) for U a neighbourhood of
a point on M), by choosing a single point q ∈ Q˜, declaring it to be a member
of Q and identifying the latter by continuity. It may however fail to yield a
G−structure over entire M , even if YM , and thus Q˜, are globally defined. Such
a situation is illustrated by the following:
Example 1. A simple flat geometry related locally to the symmetric space
Sp(3)/U(3). Consider first the (real) space M0 = C6 whose tangent spaces
carry a natural complex structure and a fixed complex-linear identification with
V2(R) ' C6, so that they become equipped with a metric gM0 and a paral-
lel tensor ΞM0 being a real section of S
3,3TM0. The latter defines a trivial
G˜−structure on M0, and restricting to holomorphic frames gives a reduction to
a trivial G−structure, G = U(3).
Introduce now the natural complex coordinates z1, . . . , z6 : C6 → C, such
that gM0 =
∑6
i=1 dz
idz¯i, and consider a (real) manifold M obtained by identi-
fying points subject to the equivalence relation
(z1, z2, . . . , z6) ∼ (z¯1 + 2pi, z¯2, . . . , z¯6).
Considering the projection p : M0 → M one finds that M inherits a metric
and orientation (complex conjugation on a space of even complex dimension
has determinant one). The tensor ΞM0 is also uniquely pushed forward to ΞM
on M, since Ξ¯ = Ξ.
We thus have a G˜− structure on M , where G˜ is the full orthogonal isotropy
group of Ξ, with U(3) as its identity component. However, as we have just noted,
G˜ also contains an antiunitary component, in particular the complex conjugation
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map, C : C6 → C6. A local U(3)−structure can be defined by picking a frame
at a single point, say the one obtained by projecting the natural holomorphic
frame at the origin of M0 = C6 to
ep(0) : C6 → Tp(0)M.
However, parallel transporting ep(0) along a closed loop, given by the projection
of a curve joining (0, . . . , 0) with (2pi, . . . , 0) in M0, one ends with ep(0) ◦ C,
which clearly belongs to a different connected component of the fibre than the
original frame. One thus fails to define a global U(3) structure (which is already
implied by the fact that the complex structure of M0 does not descend to M).
Note that this problem is not resolved by fixing an orientation.
Nevertheless, ignoring global questions and considering any of the local
G−structures defined by YM , we can recover most of the local information about
the former from geometric data given by the latter (i.e. YM and its Levi-Civita
derivatives). Note first, that in an adapted frame e we have e−1x YM (x) = Y, a
constant ⊗pRm−valued function, so that
∇XYM = Γ(X)(YM )
for a connection ∇ with local connection form Γ ∈ Ω1(M,Λ2TM). This leads
to the following
Lemma 32. A connection ∇ in the tangent bundle is compatible with a local
G−structure defined by YM iff ∇YM = 0.
Proof. Choose an adapted frame e. Then for X ∈ TxM
∇XYM = Γ(X)(YM ) = 0 ⇐⇒ Γ(X) ∈ gM .
The latter is the compatibility condition for ∇.
Corollary 8. A local G−structure defined by YM is integrable iff ∇LCYM = 0.
While YM being parallel implies vanishing of the intrinsic torsion, it turns
out that entire At can be reconstructed from ∇LCYM . Since t is the complement
of the isotropy algebra of Y, we have the following obvious
Lemma 33. The kernel of
t 3 E 7→ E(Y) ∈ ⊗pRm
is trivial.
Corollary 9. There exists a G-equivariant map ϕ : ⊗pRm → t such that,
independently of the choice of an adapted frame e,
At(X) = −(ex ◦ ϕ ◦ e−1x )∇LCX YM for each X ∈ TxM.
Proof. Set ϕ to be the left inverse of E 7→ E(Y), which exists due to the Lemma.
Then, in an adapted frame e, we have
(ex ◦ ϕ ◦ e−1x )∇LCX YM = (ex ◦ ϕ)[(e−1x ◦At(X) ◦ ex)(Y)]
= ex(e−1x ◦At(X) ◦ ex)
= At(X).
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Remark 2. We can derive a more direct result for a symmetric tensor
Y ∈ Sp(Rm), p ≥ 3,
assuming Rm to be G-irreducible. Since Y is G−invariant, irreducibility implies
Yim2...mpYjm2...mp = λ0 gij
for some λ0 ∈ R, where gijXiY j = 〈X,Y 〉. Similarily, the map
DY : Λ2Rm → Λ2Rm
DY(E)ij = EklYkjm3...mpYlim3...mp
restricted to t is given by
DY |t = λ1prt1 + · · ·+ λrprtr
for some λ1, . . . , λr ∈ R, where prt1 , . . . ,prtr are projections onto G−irreducible
subspaces of t :
t = t1 ⊕ · · · ⊕ tr.
We finally introduce the map
Yt : t→ t
Yt(E)ij = E(Y)im2...mpYjm2...mp
and, performing the contractions, easily find that Yt = λ0 id + (p− 1)DY .
If we thus calculate λ0, λ1, . . . , λr and check that λ0 + (p − 1)λk 6= 0 for
k = 1, . . . , r, we can express the intrinsic torsion as in Corollary 9 with
ϕ(t)ij =
r∑
k=1
1
λ0 + (p− 1)λk (prtk)
kl
ij tkm2...mpYlm2...mp (2.7)
for t ∈ SpRm. As one can find in Section 2.6, the space t in case of
G(K,K′)−structures decomposes into at most two subspaces. Thus the pro-
jections prtk with k = 1, 2 can be expressed as combinations of DY and the
identity map (provided λ1 6= λ2). This will provide us with explicit expressions
for At in terms of YM and ∇LCYM .
2.3 g(K,K′)-geometries and their torsion
We will now finally define the geometries we are to investigate. Our choice
is to consider Riemannian manifolds equipped with the sole invariant tensor,
disregarding global existence of a G(K,K′)-structure and its local choice. When
referring to a local G(K,K′)-structure associated with the g(K,K′)-geometry, we
mean any of the possible ones (i.e. any connected component of the full bundle
of frames defined on some region of the manifold and preserving the special form
of the tensor).3
Recall the conventions summarized at the beginning of this chapter. In
particular, K is any of R,C,H,O, and K′ is set to C,H,O in, respectively, first,
second and third family. We have defined κ = dimK. To avoid index clutter,
we abandon the convention of writing YM in favour of Y, provided M is clear
from context.
3 In particular, the tensor gives global G(K,K′)-structures on a simply connected manifold.
This can be seen noting, that every loop lifted to the full bundle of adapted frames (i.e. the
one whose structure group is the full isotropy group of the tensor) must necessarily start and
end in the same connected component of a fibre.
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2.3.1 First family
The following definition essentially coincides with that of the geometries studied
by Nurowski [1]:
Definition 3. A g(K,C)-geometry is a (3κ+2)−dimensional Riemannian man-
ifold M equipped with a tensor
Υ ∈ Ω0(M,S3TM)
such that at each x ∈M there exists an orthonormal frame ex : V1(K)→ TxM
such that Υ = ex(Υ).
Let thus M be a g(K,C)-geometry. Since in the first family the groups
G(K,C) are the precise isotropy groups of Υ, it follows that the global principal
bundle of all frames mapping Υ to Υ has G(K,C) as its structure group:
Proposition 6. A g(K,C)-geometry possesses a natural global G(K,C)-
structure.
In what follows, we shall use i, j, . . . to index TM ' T ∗M, when referring
to tensors and tensor-valued forms, so that we have e.g.
Υijk ∈ Ω0(M, (S3TM)ijk)
(At)ij ∈ Ω1(M, (Λ2TM)ij)
(∇LCΥM )ijk ∈ Ω1(M, (S3TM)ijk).
Proposition 7. The intrinsic torsion of the G(K,C)-structure associated with
a g(K,C)-geometry (M,Υ) is given by
(At)ij =
3κ+ 4
3κ+ 10
(∇LCΥ)imnΥjmn.
Proof. The proof is by application of the procedure described in Remark 2. The
decompositions of Λ2V1(K) given in Section 2.6 show that t = g(K,C)⊥ is always
irreducible; one has
DΥ|t = 33κ+ 4 ,
according to the summary presented in the first section of this chapter. One thus
uses the formula (2.7) with λ0 = 1, λ1 = 33κ+4 and p = 3, while the projection
is simply identity. Having the map ϕ : S3V1(K) → t expressed using Υ, the
Proposition follows from Corollary 9.
2.3.2 Second family
Definition 4. A g(K,H)-geometry is a (6κ+6)−dimensional Riemannian man-
ifold M equipped with a tensor
Ξ ∈ Ω0(M,S6TM)
such that at each x ∈M there exists an orthonormal frame ex : V2(K)→ TxM
such that Ξ = ex(Ξ), where V2(K) is considered as a real vector space.
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Let thus M be a g(K,H)-geometry. As it has been demonstrated in Example
1, there may be in general no globally defined G(K,H)-structure associated to
Ξ. However, one has a global split
Λ2TM = gM ⊕ tM
with gM (x) ' g(K,H) as a Lie subalgebra of Λ2TxM ' so(V2(K)). Recall that
the algebra g(K,H) has a one-dimensional centre spanned by the hermitian
complex structure of V2(K). The same is true of each gM (x), so that defining a
bundle
u(1)M ⊂ gM , u(1)M (x) = Z(gM (x)),
with Z defining the centre, we have the following
Proposition 8. A g(K,H)-geometry (M,Ξ) is naturally equipped with a one-
dimensional subbundle u(1)M ⊂ Λ2TM spanned locally by an almost hermitian
structure.
Each fibre u(1)M (x) contains exactly two complex structures on TxM (sin-
gled out by normalization), and there is a priori no way to distinguish between
these. A particular choice of one complex structure at a single point of M can
be extended by continuity to a neighbourhood, but may fail to yield a globally
defined almost hermitian structure on M (cf. Example 1).
Before we proceed, an algebraic consideration is necessary:
Lemma 34. Reintroducing N = 3κ+ 3, we have:
1. ΞadefklΞbdefkl = N40δ
a
b .
2. Let us introduce a map
DΞ : Λ2V2(K)→ Λ2V2(K)
DΞ(E)ab = EcdΞadefklΞcbefkl.
Then, with respect to the decomposition
Λ2V2(K) = u(1)⊕ G′2(K)⊕ (t ∩ Λ1,1)⊕ Re(Λ2,0 ⊕ Λ0,2)
the map DΞ is given by
200 DΞ|u(1) = 2N + 3
200 DΞ|G′2(K) = −N
200 DΞ|t∩Λ1,1 = 2N
κ+ 2
200 DΞ|Re(Λ2,0⊕Λ0,2) = 3.
The proof is given in Section 2.8. We are now ready to express the intrinsic
torsion in terms of Ξ and its derivative. In the following we use a, b, . . . to index
TM ' T ∗M :
Proposition 9. The intrinsic torsion of a local G(K,H)-structure associated
with a g(K,H)-geometry (M,Ξ) is given by
(At)ab =
40
3κ2 + 15κ+ 12
[
κ2 + 6κ+ 6
κ+ 2
δcaδ
d
b −
200
3
Ξa
defklΞb
cefkl
]
× (∇LCΞ)cmnrstΞdmnrst.
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Proof. The proof is by application of the procedure described in Remark 2.
The decompositions of Λ2V2(K) given in Section 2.6 show that t = g(K,C)⊥
decomposes into two irreducible subspaces:
t = (t ∩ Λ1,1)⊕ Re(Λ2,0 ⊕ Λ0,2).
The map DΥ|t and the contraction ΞadefklΞbdefkl is found in Lemma 34, so that
one uses the formula (2.7) with λ0 = N40 , λ1 =
1
100
N
κ+2 , λ2 =
3
200 and p = 6,
while the projections are (having checked that λ1 6= λ2 for κ = 1, 2, 4, 8)
prt∩Λ1,1 = −
κ+ 2
κ
id +
κ+ 2
3κ
200 DΞ
prRe(Λ2,0⊕Λ0,2) =
2κ+ 2
κ
id− κ+ 2
3κ
200 DΞ. (2.8)
Having the map ϕ : S6V2(K) → t expressed using Ξ, the Proposition follows
from Corollary 9.
Recall that, by Proposition 8, normalized local sections of u(1)M give local
almost hermitian structures on M . These are integrable iff u(1)M is parallel,
i.e. iff
f ∈ Ω0(M, u(1)M ) =⇒ ∇LCf ∈ Ω1(M, u(1)M ).
Since ∇g has this property, it follows that in this case the intrinsic torsion must
satisfy
[At(X), u(1)M (x)] ⊂ u(1)M (x)
for each X ∈ TxM. Expressed in an adapted frame ex : V2(K) → TxM, the
condition reads
At(X) ∈ ex(ReΛ1,1)
i.e. the antiunitary component, obtained by projecting onto Re(Λ2,0 ⊕ Λ0,2),
must vanish. Applying the projection (2.8) to the intrinsic torsion expressed in
Proposition 9 the following formula is readily proved:
Proposition 10. A g(K,H)-geometry (M,Ξ) possesses a natural local Ka¨hler
structure, given by a unit local section of u(1)M , iff[
Ξa
defklΞb
cefkl − 3
100
κ+ 1
κ+ 2
δcaδ
d
b
]
(∇LCΞ)cmnrstΞdmnrst = 0.
2.3.3 Third family
Definition 5. A g(K,O)-geometry is a (12κ + 16)−dimensional Riemannian
manifold M equipped with a tensor
f ∈ Ω0(M,S8TM)
such that at each x ∈M there exists an orthonormal frame ex : V3(K)→ TxM
such that f = ex(f).
Let thus M be a g(K,O)-geometry. There exists a global split
Λ2TM = gM ⊕ tM
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such that gM (x) ' g(K,O) at each x ∈ M. Recall that g(K,O) decomposes
under its adjoint representation into two a direct sum
g(K,O) = G′3(K)⊕ sp(1)
with sp(1) generated by a quaternionic structure on V3(K). The same is true of
each gM (x), so that defining a bundle
sp(1)M ⊂ gM , [gM , sp(1)M ] = sp(1)M , dim sp(1)M (x) = 3
we have the following
Proposition 11. A g(K,O)-geometry (M,f) is naturally equipped with a three-
dimensional subbundle sp(1)M ⊂ Λ2TM spanned locally by three almost hermi-
tian structures subject to the algebra of imaginary quaternions.
Note that the full orthogonal isotropy group of f necessarily preserves the
structure constants of sp(1) ⊂ g(K,O), and thus an orientation on this space,
so that it acts on it as SO(3) ' AutH. This in turn implies that the images of
I, J,K ∈ Λ2V3(K) under different adapted frames are related by automorphisms
of the unique quaternionic structure. Hence the following4
Corollary 10. A g(K,O)-geometry (M,f) is naturally equipped with a unique
global almost quaternion-hermitian structure defined by
Ω ∈ Ω4(M), Ω(x) = ex(I ∧ I + J ∧ J +K ∧K)
in an arbitrary adapted frame ex : V3(K)→ TxM.
Once again some algebra is needed before we can express the intrinsic torsion:
Lemma 35. Reintroducing N = 3κ+ 4, we have:
1. fam2...m8fbm2...m8 = 6435
N+1
2 [25(N − 1) + 12χ2] δab
2. Let us introduce a map
Df : Λ2V3(K)→ Λ2V3(K)
Df(E)ab = Ecdfadm3...m8fcbm3...m8 .
Then, with respect to the decomposition
Λ2V3(K) = sp(1)⊕ G′3(K)⊕ [t ∩ sp(V3(K, ω))]⊕⊥,
the map Df is given by
Df|sp(1) = 32245
(
30N2 − 9N − 21− 636χ2)
Df|G′3(K) =
32
245
(
51N2 + 13N − 83− 18χ2 −√κ+ 3)
Df|t∩sp(V3(K),ω) =
32
245
(
51N2 + 13N − 83− 18χ2 + 1√
κ+ 3
)
Df|⊥ = 32245(15N
2 + 53N + 47− 386χ2).
4 There are many equivalent ways of introducing (almost) quaternion-hermitian structures
on a manifold – e.g. by means of a 4-form, or a 2-sphere bundle in EndTM . For reference,
see [34,35,36].
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The proof can be found in Section 2.8. We are now able to read the intrinsic
torsion from f and its derivative:
Proposition 12. The intrinsic torsion of a local G(K,O)-structure associated
with a g(K,O)-geometry (M,f) is given by
(At)ab = γ−1[α fadm3...m8f
c
bm3...m8 + β δ
c
aδ
d
b ]
× (∇LCf)cn2...n8fdkn2...n8
where
α =
1
λ0 + 7λ1
− 1
λ0 + 7λ2
β = − λ2
λ0 + 7λ1
+
λ1
λ0 + 7λ2
γ =
32
245
(
36N2 + 40N − 130 + 368χ2 + 1√
κ+ 3
)
λ0 =
64
35
N + 1
2
[25(N − 1) + 12χ2]
λ1 =
32
245
(
51N2 + 13N − 83− 18χ2 + 1√
κ+ 3
)
λ2 =
32
245
(15N2 + 53N + 47− 386χ2).
Before we give the proof, we must sadly admit that even after N , χ and κ
have been substituted by numbers for given K, the constants remain unreason-
ably complicated.
Proof. The proof is by application of the procedure described in Remark 2.
The decompositions of Λ2V3(K) given in Section 2.6 show that t = g(K,O)⊥
decomposes into two irreducible subspaces:
t = [t ∩ sp(V3, ω)]⊕ [sp(V3, ω) + sp(1)]⊥.
The map Df|t and the contraction fam2...m8fbm2···8 is found in Lemma 35, so
that one uses the formula (2.7) with
λ0 =
64
35
N + 1
2
[25(N − 1) + 12χ2]
λ1 =
32
245
(
51N2 + 13N − 83− 18χ2 + 1√
κ+ 3
)
λ2 =
32
245
(15N2 + 53N + 47− 386χ2).
and p = 8, while the projections are (having checked that λ1 6= λ2 for κ =
1, 2, 4, 8)
prt∩sp(V3(K),ω) =
1
λ1 − λ2 (Df − λ2id)
pr[sp(V3(K),ω)+sp(1)]⊥ =
1
λ2 − λ1 (Df − λ1id). (2.9)
Having the map ϕ : S8V3(K) → t expressed using f, the Proposition follows
from Corollary 9.
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The condition for integrability of the almost-quaternion-hermitian structure
described in Corollary 10 is that the Levi-Civita parallel transport preserve a
bundle of unit 2-spheres in sp(1)M :
S ⊂ sp(1)M , Sx = {E ∈ sp(1)M (x) |E2 = −id},
which under this condition becomes the natural twistor bundle of the
quaternion-Ka¨hler structure (cf. [34]). It is equivalent to
f ∈ Ω0(M, sp(1)M ) =⇒ ∇LCf ∈ Ω1(M, sp(1)M ).
Since ∇g has this property, it follows that in this case the intrinsic torsion must
satisfy
[At(X), sp(1)M (x)] ⊂ sp(1)M (x)
for each X ∈ TxM. Expressed in an adapted frame ex : V3(K) → TxM, the
condition reads
At(X) ∈ ex(sp(V3(K), ω))
i.e. the component in sp(V3(K), ω)⊥ must vanish. Applying the projection
(2.9) to the intrinsic torsion expressed in Proposition 12 the following formula
is readily proved:
Proposition 13. A g(K,O)-geometry (M,f) possesses a natural quaternion-
Ka¨hler structure, given by the 2-sphere bundle
S ⊂ sp(1)M , Sx = {E ∈ sp(1)M (x) |E2 = −id},
iff
[fadm3...m8f
c
bm3...m8 − λ1 δcaδdb ](∇LCf)cn2...n8fdn2...n8 = 0
where
λ1 =
32
245
(
51N2 + 13N − 83− 18χ2 + 1√
κ+ 3
)
.
2.4 G-structures with characteristic torsion
In the previous section we have at last defined the geometries modelled after
the Magic Square symmetric spaces, and expressed their intrinsic torsion in
terms of geometric data, i.e. the defining tensorial invariant and its Levi-Civita
derivative. It is of course natural to investigate at first the integrable case,
that is, manifolds with parallel Υ, Ξ or f. However, we immediately have the
following
Proposition 14 (Corollary of Berger’s theorem). Let (M, g,YM ) be a g(K,K′)-
geometry, whose underlying local G(K,K′)-structures are integrable. Then
(M, g) is either a locally symmetric space or a product of Riemannian mani-
folds of lower dimension, with the product metric tensor.
Proof (sketch). Integrability implies that the connected holonomy group
Hol0(g), considered via some adapted frame as a subgroup of GL(Vn(K)), must
be contained in G(K,K′). Simple dimension count shows that none of the ir-
reducible Riemannian holonomy groups listed in Berger’s theorem meet this
requirement. Thus, (M, g) cannot be irreducible and not locally symmetric.
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A larger variety of geometries is available once one relaxes the integrability
condition to some extent. While integrability is equivalent to existence of a
compatible connection with trivial torsion, we can consider a milder condition
of vanishing all but one of the torsion’s irreducible components. The torsion
tensor of a connection on a Riemannian manifold (M, g) is a section of the
bundle Λ2TM ⊗ TM, which decomposes under the action of the orthogonal
group into three (for dimM > 3) irreducible components:
Λ2TM ⊗ TM ' Λ3TM ⊕ TM ⊕ T .
Particularily interesting classes of connections are those with completely
skew (Λ3TM) and vectorial (TM) torsion, where the associated projections
act on Tijk ∈ (Λ2TM)ij ⊗ (TM)k as:
(prskewT )ijk = T[ijk], (prvecT )ijk =
1
dimM
T[i
mmgj]k.
In what follows, we shall restrict our attention to the skew case (information
about the vectorial one can be found e.g. in [37]), mostly following the exposition
given in [13]. A geometric characterisation of this class is given by the following
Proposition 15 (cf. [13]). A metric connection ∇ in the tangent bundle of a
Riemannian manifold (M, g) has completely skew torsion iff its unparametrised
geodesics conincide with those of the Levi-Civita connection on M.
Let us first introduce a simple
Lemma 36. Let ∇ be a metric connection in the tangent bundle of a Rie-
mannian manifold (M, g) and A ∈ Ω1(M,Λ2TM) its difference tensor with the
Levi-Civita connection:
A(X)(Y ) = ∇XY −∇LCX Y.
Then ∇ has completely skew torsion T iff A is completely skew, i.e.
A(X)(Y ) = −A(Y )(X).
Moreover, in such case A = 12T as a section of Λ
3TM.
Proof. The torsion of ∇ is
T (X,Y ) = ∇XY −∇YX − [X,Y ]
= ∇LCX Y −∇LCY − [X,Y ] +A(X)(Y )−A(Y )(X)
= A(X)(Y )−A(Y )(X)
and
g(T (X,Y ), Z) + g(T (X,Z), Y ) = g(A(X)(Y ), Z)− g(A(Y )(X), Z)
+ g(A(X)(Z), Y )− g(A(Z)(X), Y )
= g(A(Y )(Z), X) + g(A(Z)(Y ), X).
Vanishing of l.h.s. is equivalent to complete antisymmetry of T, while vanishing
of r.h.s. is equivalent to complete antisymmetry of A.
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Proof of Proposition 15. Let γ :] − , [→ M be a curve in M and X a vector
field defined on some neighbourhood of γ such that X ◦ γ is tangent to γ. Then
γ is (unparametrised) geodesic of ∇ iff
(∇XX) ◦ γ = (∇LCX X +A(X)(X)) ◦ γ = fX ◦ γ
for some function f. The latter is equivalent to γ being a Levi-Civita geodesic
iff A(X)(X) is a multiple of X. However, since A(X) is skew, A(X,X) must be
simply zero. Demanding it for every curve γ is equivalent to A(X)(X) = 0 for
each X ∈ TM, i.e. A completely skew. This in turn, via the previous Lemma,
is equivalent to complete antisymmetry of the torsion of ∇.
2.4.1 G-structures with skew torsion
Let us now consider a general G-structure Q on an m-dimensional Rieman-
nian manifold (M, g) as described in subsection 2.2.1. The basic result is the
following:
Proposition 16 (cf. [13]). A G-structure Q on M admits a compatible connec-
tion with completely skew torsion iff there exists a function H ∈ Ω0(Q)⊗Λ3Rm
(of the natural type) such that for each X ∈ TQ
αt(X) = prt H(θ(X))
where αt is the intrinsic torsion of Q, and θ the soldering form.
We first give a simple
Lemma 37. A connection ω compatible with a G-structure Q has skew torsion
iff
[ω(X)− ωLC(X)](θ(Y )) = −[ω(Y )− ωLC(Y )](θ(X)).
Proof. The torsion of ω is
Θ = dθ + ω ∧ θ
= (dθ + ωLC ∧ θ) + (ω − ωLC) ∧ θ
= α ∧ θ,
where we introduced α = ω − ωLC , so that α|Q ∈ Ω1(Q) ⊗ g is horizontal of
type Ad. We now have
〈Θ(X,Y ), θ(Z)〉+ 〈Θ(X,Z), θ(Y )〉 = α(X)(θ(Y ), θ(Z)− α(Y )(θ(X), θ(Z))
+ α(X)(θ(Z), θ(Y )− α(Z)(θ(X), θ(Y ))
= α(Y )(θ(Z), θ(X)) + α(Z)(θ(Y ), θ(X)),
where vanishing of l.h.s is equivalent to complete antisymmetry of the torsion.
Proof of Proposition 16. Assume that indeed αt satisfies this condition for some
H. Then
ωLC |Q = ωg − αt = ωg|Q −H(θ(·)) + β
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where β ∈ Ω1hor(Q)⊗g. One easily checks that ωs = ωg +β defines a connection
on Q. Now, we have ωs−ωLC |Q = H(θ(·)), and by Lemma 37 the torsion of ωs
is skew.
Conversely, the same lemma implies that the difference of a connection ωs
with skew torsion and the Levi-Civita connection is a completely skew tensor,
and the function H is simply given by
Hq(θ(X), θ(Y ), θ(Z)) = 〈(ω(X)− ωLC(X))θ(Y ), θ(Z)〉
for X,Y, Z ∈ TqQ. We have
αt(X) = H(θ(X)) + ωg(X)− ωs(X),
and projecting on t proves the Proposition.
Having stated a condition for existence of a compatible connection with
skew torsion, it is natural to ask how many such connections can be found. A
particularily interesting case occurs when the connection is unique. There is a
well known, purely algebraic condition:
Proposition 17 (cf. [13]). A compatible connection with skew torsion on a
G-structure Q is unique, provided it exists, iff
(Rm ⊗ g) ∩ Λ3Rm = 0. (2.10)
Proof. Assume ωs and $s are two such connections. Then, by Lemma 37, the
function C ∈ Ω0(Q)⊗ (Rm ⊗ g) defined by
Cq(θ(X), θ(Y ), θ(Z)) = 〈(ωs(X)−$s(X))θ(Y ), θ(Z)〉
= 〈(ωs(X)− ωLC(X))θ(Y ), θ(Z)〉
− 〈($s(X)− ωLC(X))θ(Y ), θ(Z)〉)
for X,Y, Z ∈ TqQ is completely skew. Thus, if the intersection of Rm ⊗ g and
Λ3Rm is trivial, one has ωs = $s.
Conversely, let ωs be the unique compatible connection with skew torsion
and C ∈ Ω0(Q)⊗ [(Rm ⊗ g) ∩ Λ3Rm] a function of the natural type. Then
$s(X) = ωs(X)− C(θ(X))
for X ∈ TQ defines a connection on Q and by Lemma 37 its torsion is skew.
Now, if the intersection of Rm ⊗ g and Λ3Rm was nontrivial, $s(X) 6= ωs(X)
and there would exist different compatible connections with skew torsion. As it
contradicts the uniqueness of ωs, the intersection must be trivial.
If such a connection is indeed unique, it is called the characteristic connection
of the G-structure, and its torsion tensor – the characteristric torsion. It is not
very difficult to check the intersections (2.10) for classical irreducible holonomy
groups, and the result is that a skew-torsion connection is unique in all those
cases [13]. Moreover, there is a recent important result of Nagy, which solves
the problem of computing the l.h.s. of (2.10) completely:
Proposition 18 (Nagy [5]). Let g ⊂ so(m) be proper and act irreducibly on Rm.
Then the intersection (2.10) is trivial, unless g compact simple and Rm ' g as a
g-module. In the latter case, it is one dimensional and spanned by the structure
constants of g.
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Considering the case with nontrivial intersection (i.e. no characteristic con-
nection), we have:
Corollary 11. Let G be simple, with g proper in so(m) and Rm ' g as a
G-module. Then a G-structure on M admits either no compatible connections
with skew torsion, or precisely a one-parameter family thereof. In the latter
case, the torsion tensors of connections in this family differ by a section of a
one-dimensional invariant subbundle T0 ⊂ Λ3TM . Choosing an adapted frame
e, an intertwiner ψ : g→ Rm, and defining f = e ◦ ψ, we have a fibre of T0:
T0(x) = Span{C}, C(X,Y, Z) = 〈e−1x X,ψ[f−1x Y, f−1x Z]〉
for X,Y, Z ∈ TxM .
Proof. Let Q be the G-structure. Every connection ω ∈ Ω1(Q) ⊗ g on Q with
skew torsion Θ ∈ Ω2(Q)⊗Rm is uniquely defined by the latter, since (cf. Lemma
36)
[ω(X)− ωLC(X)](θ(Y ), θ(Z)) = 1
2
〈Θ(X,Y ), θ(Z)〉.
We can introduce a function Hω ∈ Ω0(Q)⊗ Λ3Rm such that
〈Θ(X,Y ), θ(Z)〉 = Hω(q)(θ(X), θ(Y ), θ(Z))
for each X,Y, Z ∈ TqQ.
On the other hand, two such connections ω,$ differ by a horizontal one-form
of type Ad:
ω −$ ∈ Ω1(Q)⊗ g,
so that
Hω(q)(θ(X))−H$(q)(θ(X)) ∈ g
for each X ∈ TqQ, and thus
Hω(q)−H$(q) ∈ Λ3Rm ∩ (Rm ⊗ g).
Assume now that there exists a skew-torsion connection ω0 on Q. It thus
follows, that if we identify each skew-torsion connection ω on Q with the corre-
sponding function Hω, the space of all such connections at a point q ∈ Q is the
affine space
Hω0(q) + [Λ3Rm ∩ (Rm ⊗ g)].
We can now apply Proposition 18 to find that the intersection is spanned by the
map
c : Λ3Rm → R, c(X,Y, Z) = 〈X,ψ[ψ−1Y, ψ−1Z]〉,
for X,Y, Z ∈ Rm, where ψ : Rm → g is an intertwiner. Pulling everything back
to M via some adapted frame, i.e. a (local) section e : M → Q, we arrive at the
Corollary.
We shall refer to such a family as the one-parameter family of skew-torsion
connections. Their torsion can be considered to be ‘characteristic modulo T0’.
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2.4.2 Invariant tensors and nearly-integrability
We shall finally focus on structures defined on a Riemannian manifold (M, g) by
a symmetric tensor Y ∈ Ω0(M,SpTM), as in Subsection 2.2.3. The first impor-
tant fact is a necessary condition for the existence of a compatible connection
with skew torsion, first discussed by Nurowski [1]:
Proposition 19. Let a local G−structure defined by a symmetric tensor Y
admit a compatible connection with skew torsion. Then the symmetrized Levi-
Civita derivative of Y vanishes:
(∇LCX Y)(X, . . . ,X) = 0 for each X ∈ TM. (2.11)
Proof. Let ∇ be such a connection. Clearly, ∇Y = 0. Then, recalling Lemma
36,
∇LCX Y = ∇XY −
1
2
T (X)(Y) = −1
2
T (X)(Y)
where T is the torsion of ∇, a section of Λ3TM ⊂ TM ⊗ Λ2TM. Indexing
TM ' T ∗M with i, j, k, . . . , we have
∇LC(i Yj1...jp) =
p
2
T(i
m
j1Yj2...jp)m = 0
due to the antisymmetry of T.
The next natural step is to ask when is (2.11) sufficient. After [1], we give
an algebraic condition on the tensor Y, mapped to Y in adapted frames:
Lemma 38. Let us introduce a map
Y ′ : Rm ⊗ Λ2Rm → Sp+1Rm
Y ′(A)i0i1...ip = A(i0mi1Yi2...ip)m.
Then (2.11) implies existence of a compatible connection with skew torsion iff
kerY ′ = Rm ⊗ g + Λ3Rm.
Proof. Choose locally an adapted frame e. We have, at each x ∈M,[
e−1x (∇LCY)(x)
]
(i0...ip)
=
[
e−1x Γ
LC(x)
]
(i0
m
i1Yi2...ip)m
= Y ′(e−1x ΓLC(x))i0...ip .
Thus, (∇LCX Y)(X, . . . ,X) = 0 for each X ∈ TM iff e−1x ΓLC(x) ∈ kerY ′ for each
x ∈M.
Now, if (2.11) implies exsistence of a compatible connection with skew tor-
sion, then kerY ′ must be contained in Rm ⊗ g + Λ3Rm, as the Levi-Civita
connection can be expressed as a sum of the compatible connection and half of
its torsion. However, Proposition 19 implies that Rm⊗g+Λ3Rm ⊂ kerY ′. Thus
these must be equal.
Conversely, if the kernel of Y ′ is Rm ⊗ g + Λ3Rm, then (2.11) implies that
ΓLC can be decomposed (not necessarily in a unique way) into a g-valued local
connection form and a skew difference tensor. Lemma (36) completes the proof.
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The condition (2.11) will be referred to as nearly-integrability of the geomet-
ric structure defined by Y (or of the tensor itself). There exists an interesting
geometric interpretation:
Lemma 39. A G-structure defined by Y is nearly-integrably iff for each
parametrised geodesic γ : R ⊃ I → M the value of Y evaluated on γ˙ is con-
stant along the geodesic.
Proof. Let γ be such a geodesic, ∇LCγ˙ γ˙ = 0. We have
d
dt
Y(γ˙(t), . . . , γ˙(t)) = ∇LCγ˙ [Y(γ˙, . . . , γ˙)](t) = (∇LCγ˙ Y)(γ˙, . . . , γ˙)(t).
Now, Y is nearly integrable iff the latter expression vanishes for every
parametrised geodesic, at every point. This in turn is equivalent to the evalua-
tion of Y on γ˙ being constant.
It follows that for a nearly-integrable G-structure there is a well-defined
notion of geodesics which are null with respect to the tensor. The spaces of
such geodesics seem to be interesting in their own right.
2.5 g(K,K′)−geometries with characteristic tor-
sion
We return now to the g(K,K′)-geometries defined in Section 2.3, and collect
results on skew-torsion connections compatible with related G(K,K′)-structures.
The problem of uniqueness of a skew-torsion connection for the first family
has been already investigated by Nurowski [1], while uniqueness for the other
two families can be readily estabilished once on knows an analogous result for
almost-Ka¨hler and almost-quaternion-Ka¨hler structures. Currently however, we
can present it as a simple corollary of Nagy’s general result:
Proposition 20 (Corollary of Proposition 18). Let (M, g,Y) be a g(K,K′)-
geometry admitting a skew-torsion compatible connection. The such a connec-
tion is unique, unless K = C and K′ = C. In the latter case, there is a one-
parameter family of such connections, whose torsion differ by a section of a
one-dimensional G(C,C)-invariant section of Λ3TM .
Proof (sketch). We apply Proposition 18 to g(K,K′) as subalgebras of
EndV (K,K′). These algebras are clearly proper and act irreducibly. The only
case when V (K,K′) ' g(K,K′) is the geometry modelled after SU(3)×SU(3)SU(3) , i.e.
K = C and K′ = C (it suffices to notice that there is a single 8-dimensional
irreducible representation of SU(3), and thus both the isotropy and adjoint rep-
resentations are equivalent). The, we apply Corollary 11 and the Proposition
follows.
As we have mentioned, such unique connection is called the characteristic
connection, and its torsion tensor – the characteristic torsion. Indeed, one may
consider the latter as characterising the geometry in a manner more convenient
than the intrinsic torsion (however the two can be clearly obtained from each
other).
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Of course, these notions make sense only if the connection exists. Bobienski
and Nurowski [2] proposed nearly integrability as a candidate for an existence
condition, and checked that it is one indeed for the geometry they considered
– i.e. the one modelled after SU(3)/SO(3). It then turned out [1] that it also
works for the next two geometries in the first column, failing however in case of
the last one, i.e. E6/F4:
Proposition 21 (Nurowski [1]). Let (M, g,Υ) be a g(K,C)-geometry with
K 6= O. Then M admits a skew-torsion compatible connection iff Υ is nearly-
integrable.
In the following, we extend the equivalence between nearly-integrability and
existence of a characteristic connection onto the second family.
Theorem 1. Let (M, g,Ξ) be a g(K,H)-geometry. Then M admits a charac-
teristic connection iff Ξ is nearly-integrable.
Proof. That nearly-integrability is implied by existence of the characteristic con-
nection follows immediately from Proposition 19. To prove the converse, we will
apply Lemma 38 to the map
Ξ′ : V2(K)⊗ Λ2V2(K)→ S7V2(K)
Ξ′(A)a0a1...a6 = A(a0
m
a1Ξa2...a6)m.
It is clear that its kernel contains V2(K)⊗ g(K,H) + Λ3V2(K). In order to check
that these are actually equal, we extend Ξ′ by complex linearity and consider a
decomposition of a generic element A ∈ V2(K)⊗ Λ2V2(K) :
A = O +B + C + O¯ + B¯ + C¯
O ∈ Λ1,0 ⊗ Λ2,0, B ∈ Λ0,1 ⊗ Λ2,0, C ∈ Λ1,0 ⊗ Λ1,1
where Cabc = cαβ¯γ − cαγ¯β . The action of extended Ξ′ gives then
Ξ′(O) ∈ S5,2, Ξ′(B + C) ∈ S4,3
Ξ′(O¯) ∈ S2,5, Ξ′(B¯ + C¯) ∈ S3,4
and Ξ′(A) = 0 iff each of these vanishes separately. Applying the isomorphisms
(1.15), we find Ξ′(O) = 0 and Ξ′(B + C) = 0 to be equivalent to
Λ(αβγOδµ¯)Λ¯φ¯κ¯µ¯ = 0
Λ¯(µ¯φ¯κ¯B¯)
µ¯
(αΛβγδ) + Λµ(αβcγµδ) − Λ(αβγcδ)(¯µ¯Λ¯φ¯κ¯)µ¯ = 0.
Contracting the first equation with Λφκν and the second one with Λ¯αβγ , we
obtain
Λ(αβγOδν¯ ) = 0 (2.12)
Xδ
µ¯
(¯Λ¯φ¯κ¯)µ¯ + ξδΛ¯¯φ¯κ¯ = 0 (2.13)
where
ξδ =
1
N + 3
[cδµµ + cµµδ + 2cαµβΛ¯αβγΛγµδ]
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Xδµ¯ = B¯µδ − cδ¯µ.
Equation (2.12) gives simply O(αµ¯β) = 0, so that O ∈ Λ3,0. Writing X in the
form
Xδµν¯ = −ξδhν¯µ +X ′δµν¯
equation (2.13) simplifies to X ′δ(Λ¯) = 0, so that
X ′δµν¯ −X ′δνµ¯ ∈ Λ1,0δ ⊗ G′2(K)mn.
and thus
Xδµν¯ −Xδνµ¯ ∈ Λ1,0δ ⊗ g(K,H)mn.
Now, using X and B to eliminate c, we get
Aabc = Oαβγ +Bα¯βγ +Bβ¯γα +Bγ¯αβ +Xαβγ¯ −Xαγβ¯
+ O¯α¯β¯γ¯ + B¯αβ¯γ¯ + B¯βγ¯α¯ + B¯γα¯β¯ + X¯α¯β¯γ − X¯α¯γ¯β ,
where the terms involving B, due to Bγ¯αβ = −Bγ¯βα, give an element of Λ2,1 ⊕
Λ1,2. We thus finally obtain
A ∈ Re[Λ3,0 ⊕ Λ2,1 ⊕ Λ1,2 ⊕ Λ0,3 ⊕ Λ1,0 ⊗ g(K,H)⊕ Λ0,1 ⊗ g(K,H)],
so that ker Ξ′ = V2(K)⊗g(K,H)+Λ3V2(K), and the theorem follows by Lemma
38.
It is instructive to note that the latter proof relies on the complex structure
of V2(K) : indeed, in spite of complete symmetrization in the definition of Ξ′,
using the projections (1.15) splits linear and antilinear indices and allows for
separate contraction. That did not occur in the first family, and thus Nurowski
had to resort to explicit calculations using computer algebra. Unfortunately,
this method fails also for the third family, since none of the complex structures
is invariant. The question whether nearly-integrability guarantees existence of
a characteristic connection for g(K,O)-geometries remains open.
2.6 Decompositions of two- and three-forms
In order to classify possible g(K,K′)-geometries with skew torsion, we need to
decompose the space of three-forms into G(K,K′)−irreducibles. This is easily
done using the computer algebra package LiE by Marc van Leeuwen et al. [38].
One needs to note that we are ultimately interested in real representations,
while the package we use operates on complex ones. Thus in the first and
third family, where the representations are respectively real and quaternionic,
we consider complexifications of V1(K) and V3(K), and, after decomposing, take
the real section (recalling that Re(Vn ⊕ V¯n), with Vn being some complex irrep,
does not decompose). On the other hand, the representations in the second
column are already unitary, and can be dealt with directly.
We only provide here the dimensions of the irreducible subspaces. The in-
variants can be used to construct suitable projection operators.
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2.6.1 First family
The following was already done by Nurowski [1].
Proposition 22. With Wn denoting an n−dimensional real representation, we
have the following decompositions into:
1. SO(3) irreps:
Λ2V1(R) ' so(3)⊕W7
Λ3V1(R) ' so(3)⊕W7
2. SU(3) irreps:
Λ2V1(C) ' su(3)⊕W20
Λ3V1(C) ' su(3)⊕W20 ⊕W27 ⊕ R.
3. Sp(3) irreps:
Λ2V1(H) ' sp(3)⊕W70
Λ3V1(H) ' sp(3)⊕W70 ⊕W84 ⊕W189.
4. F4 irreps:
Λ2V1(O) ' f4 ⊕W273
Λ3V1(O) ' W273 ⊕W1274 ⊕W1053.
The SU(3) case is special, since the isotropy representation is equivalent to
the adjoint one, V1(C) ' su(3). In particular, there exists an invariant three-
form (spanning the R ⊂ Λ3V1(C) subspace) corresponding to the structure
constants of su(3).
2.6.2 Second family
Recall first, that the spaces of two- and three-forms on the second family spaces
decompose under U(V2(K)) into
Λ2V2(K) ' ReΛ1,1 ⊕ Re(Λ2,0 ⊕ Λ0,2)
= [R⊕ su(V2(K))]⊕ u⊥(V2(K)),
Λ3V3(K) ' Re(Λ2,1 ⊕ Λ1,2)⊕ Re(Λ3,0 ⊕ Λ0,3)
= [U3 + U4](V2(K))⊕ U1(V2(K)),
where U1, U3 and U4 are completely skew analogues of the usual spaces intro-
duced in the Gray-Hervella classification of almost-Hermitian structures [39].
These are further decomposed when the unitary group is reduced to one of our
gropus G(K,H).
Proposition 23. With Vn denoting (a realification of) an n−dimensional com-
plex representation, we have the following decompositions into:
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1. U(3) irreps:
su(V2(R)) ' su(3)⊕ V27
u⊥(V2(R)) ' V15
U1(V2(R)) ' V10 ⊕ V¯10
U3(V2(R)) ' V3 ⊕ V15 ⊕ V24 ⊕ V42
2. S(U(3)× U(3)) irreps:
su(V2(C)) ' {su(3)⊕ su(3)} ⊕ V64
u⊥(V2(C)) ' {V18 ⊕ V18}
U1(V2(C)) ' {V10 ⊕ V10} ⊕ V64
U3(V2(C)) ' V2(C)⊕ {V18 ⊕ V18} ⊕ {V45 ⊕ V45} ⊕ {V90 ⊕ V90},
where in {Vn⊕Vn} the first (resp. second) copy of Vn, being a SU(3) irrep,
is affected only by the first (resp. second) SU(3) in SU(3)× SU(3).
3. U(6) irreps:
su(V2(H)) ' su(6)⊕ V189
u⊥(V2(H)) ' V105
U1(V2(H)) ' V175 ⊕ V280
U3(V2(H)) ' V21 ⊕ V¯105 ⊕ V384 ⊕ V1050
4. E6 · U(1) irreps:
su(V2(O)) ' e6 ⊕ V650
u⊥(V2(O)) ' V351
U1(V2(O)) ' V2925
U3(V2(O)) ' V¯351 ⊕ V1728 ⊕ V7371
The space U4(V2(K)) = V2(K) ∧ θ, where θab = ihα¯β − ihβ¯α, is already
isomorphic to V2(K) and thus irreducible as a G(K,H)-module.
2.6.3 Third family
Proposition 24. With Wn denoting an n−dimensional real representation, we
have the following decompositions into:
1. Sp(3)Sp(1) irreps:
Λ2V3(R) ' sp(3)⊕ sp(1)⊕W84 ⊕W270
Λ3V3(R) ' V3(R)⊕W56 ⊕W128 ⊕W432 ⊕W1232 ⊕W1400
2. SU(6)Sp(1) irreps:
Λ2V3(C) ' su(6)⊕ sp(1)⊕W175 ⊕W576
Λ3V3(C) ' V3(C)⊕W80 ⊕W280 ⊕W1080 ⊕W3920 ⊕W4480
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3. SO(12)Sp(1) irreps:
Λ2V3(H) ' so(12)⊕ sp(1)⊕W462 ⊕W1485
Λ3V3(H) ' V3(H)⊕W128 ⊕W704 ⊕W3456 ⊕W17600 ⊕W19712
4. E7Sp(1) irreps:
Λ2V3(O) ' e7 ⊕ sp(1)⊕W1463 ⊕W4617
Λ3V3(O) ' V3(O)⊕W224 ⊕W1824 ⊕W12960 ⊕W102144 ⊕W110656
Note that one always has V3(K) ⊂ Λ3V3(K) with the intertwiner given by
the natural Sp(V3(K))Sp(1)-invariant 4-form I ∧ I + J ∧ J +K ∧K.
2.6.4 A classification
Let M be a g(K,K′)-geometry. Then the decomposition of Λ3Vn(K) into
G(K,K′)-irreducibles
Λ3Vn(K) =
s⊕
r=1
W (r)
(where n = 1, 2, 3 for K′ being, respectively, C,H,O) gives rise to a decomposi-
tion of the bundle of three-forms
Λ3TM =
s⊕
r=1
T (r)
into subbundles such that in an adapted frame ex : Vn(K) → TxM one has
ex(W (r)) = T (r)x . As the spaces W (r) are G(K,K′)-invariant, the latter decom-
position does not depend on the choice of a frame.
Assume now that M admits a characteristic connection, with a character-
istic torsion T c ∈ Ω0(M,Λ3TM). It follows that M falls into one of 2s classes,
numbered by
t(M) =
s∑
r=1
2r−1tr(M), tr(M) =
{
0 prT (r)T c = 0
1 otherwise
This way we obtain:
• 4 classes of g(R,C)-geometries with characteristic torsion.
• 16 classes of g(H,C)-geometries with characteristic torsion.
• 8 classes of g(O,C)-geometries with characteristic torsion.
• 128 classes of g(K,H)-geometries with characteristic torsion, where K =
R,C,H.
• 32 classes of g(O,H)-geometries with characteristic torsion.
• 64 classes of g(K,O)-geometries with characteristic torsion.
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A connection with skew torsion is not unique for a g(C,C)-geometry, due
to the one-dimensional subspace R ⊂ Λ3V1(C) which is also contained in
V1(C) ⊗ g(C,C). There is thus no genuine characteristic torsion – instead, one
has a one-parameter family of connections whose torsion differs by a section of
the one-dimensional G(C,C)−invariant subbundle T (4) ⊂ Λ3TM. (Nurowski [1]
introduces the notion of restricted nearly-integrability to rule this subbundle
out). Anyway, we can still perform analogous classification, projecting the skew
torsion of any compatible connection onto the complement of T (4). We thus
have in addition:
• 8 classes of g(C,C)-geometries admitting a skew-torsion compatible con-
nection.
2.7 Locally reductive g(K,K′)-geometries
While symmetric spaces provide integrable models for g(K,K′)-geometries, it is
the reductive spaces that give homogeneous examples with nontrivial character-
istic torsion (cf. [40,41],). We will first show how certain locally reductive spaces
become equipped with a G(K,K′)-structure, and how such reductive spaces can
be obtained from the symmetric models. Then, we shall perform a construction
of such spaces at the Lie-algebraic level, having previously shown how to extend
results derived for a single pair (K,K′) onto all the ‘larger’ cases.
2.7.1 The existence theorem
In what follows, we construct a manifold equipped with a G-structure from
adequate Lie-algebraic data.
Lemma 40. Let G be a subgroup of O(m) with g ⊂ so(m) its Lie algebra. Let
k be a Lie algebra admitting a reductive, non-symmetric decomposition
k = h⊕ l
[h, h] ⊂ h, [h, l] ⊂ l, prl[l, l] 6= 0
such that l possesses a k-invariant scalar product. Let there moreover exist a Lie
algebra monomorphism ϕ : h → g and an orthogonal isomorphism ψ : l → Rm
satisfying
ϕ(A) ◦ ψ = ψ ◦ adA
for each A ∈ h.
Then there exists an m-dimensional manifold equipped with a G-structure
admitting a compatible connection with nontrivial skew torsion.
Proof. Let K be a Lie group with Lie alebra k (for example the simply-connected
one). While one is tempted to produce a subgroup from h ⊂ k and form a
reductive homogeneous space by taking a quotient, it is not trivial to guarantee
that the subgroup is closed. Instead, we shall perform a local construction.
Let hL ⊂ TK be the left-invariant distribution such that hL(g) = (TeLg)h
for each g ∈ K. Since h is a subalgebra in k, it follows that hL is integrable and
there exists a neighbourhood Q0 ⊂ K of identity, such that hL gives rise to a
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foliation of Q0, together with a projection pi0 : Q0 → M onto the space M of
leaves, a (smooth) manifold.
Possibly choosing smaller Q0, consider a global section σ0 : M → Q0 ⊂ K,
i.e. a map satisfying pi0 ◦σ0 = idM . The Maurer-Cartan form ϑMC ∈ Ω1(K)⊗ k
pulls back to
ϑ = σ∗0ϑMC ∈ Ω1(M)⊗ k,
and the latter is further decomposed into
θ ∈ Ω1(M)⊗ Rm, ω ∈ Ω1(M)⊗ g
θ = ψ ◦ prlϑ, ω = ϕ ◦ prhϑ.
Moreover θ(pi0(e)) : Tpi0(e)M → Rm is an isomorphism and extends to a
coframe on entire M . The structure equation dϑMC + 12 [ϑMC , ϑMC ] = 0 pulls
back to
Ω(X,Y ) = −(ϕ ◦ prh)[ψ−1θ(X), ψ−1θ(Y )]
Θ(X,Y ) = −(ψ ◦ prl)[ψ−1θ(X), ψ−1θ(Y )]
for X,Y ∈ TxM , where Ω = dω+ω∧ω and Θ = dθ+ω∧θ. Since ψ is orthogonal,
it follows that
〈Θ(X,Y ), Z〉 = −〈Θ(X,Z), Y 〉. (2.14)
Considering θ as an adapted orthogonal coframe on M , we equip the latter
with a compatible metric, and a G-structure pi : Q → M . The fibre over x of
the latter consists of all frames ex : Rm → TxM such that there exists g ∈ G
such that e−1x (gθ(X)) = X for all X ∈ TxM.
The frame dual to θ is a section σ : M → Q with σ∗θ = θ, where θ is the
soldering form on Q. Considering
Γω ∈ Ω1(M, gM ), Γω(X) = σx(ω(X)) for X ∈ TxM
as a connection form relative to the frame σ, we obtain a Q-compatible connec-
tion ∇ω in the tangent bundle, whose torsion tensor
Tω ∈ Ω2(M,TM), Tω(X,Y ) = σx(Θ(X,Y )) for X,Y ∈ TxM
is completely skew due to (2.14). Moreover, it is nontrivial, since prl[l, l] 6= 0.
The latter lemma reduces the problem of producing locally reductive
g(K,K′)-geometries with characteristic torsion to an algebraic one. This in
turn can be first dealt with on a Lie-algebraic level. Recall first the nota-
tion introduced when decomposing the Magic Square algebras into symmet-
ric pairs, Subsection 1.1.5 of the previous Chapter. The idea is, being given
an original symmetric decomposition M(K,K′) = g(K,K′) ⊕ V (K,K′), to pro-
duce a reductive pair by reducing g(K,K′) to a subalgebra h and twisting the
[V (K,K′), V (K,K′)] bracket.
The following proposition performs such a construction whenever the de-
composition of V (K,K′) into h-irreducibles includes h itself.
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Lemma 41. Let M = g⊕V be a symmetric pair, with M semisimple. Let h be
a subalgebra of g such that there exists an orthogonal (with respect to the Killing
form) map
B : h→ V
equivariant under the adjoint action of h.
Let us equip the space k = h⊕ V with the following bracket:
[A,A′]k = [A,A′]
[A,X]k = [A,X]
[X,Y ]k = prh[X,Y ]
+ B(prh[X,Y ]) + [B
∗(X), Y ]− [B∗(Y ), X]
− B([B∗(X), B∗(Y )])
for A,A′ ∈ h and X,Y ∈ V, where the commutators on the r.h.s are those in M
and B∗ is the adjoint of B with respect to the Killing form.
Then k becomes a Lie algebra, and the decomposition k = h⊕ V is reductive
pair. Moreover, k posesses an invariant nondegenerate quadratic form which,
restricted to V, coincides with the Killing form of M.
The proof is by an explicit verification of the Jacobi identities, and can be
found in Section 2.8. We finally arrive at the following result, which we shall
use in the next section.
Theorem 2. Let h ⊂ g(K,K′) be a simple subalgebra and W ⊂ V (K,K′) a
h-submodule equivalent to h. Let moreover the action of h on the orthogonal
complement of W be nontrivial.
Then there exists a g(K,K′)-geometry admitting a compatible connection with
nonvanishing skew torsion.
Proof. We first apply Lemma 41 to the symmetric decomposition M(K,K′) =
g(K,K′)⊕V (K,K′) and the subalgebra h with the map B being the intertwiner
between h and W (due to semisimplicity both h and W are irreducible, and thus
B is automatically orthogonal).
This way we obtained a reductive pair h⊕V (K,K′) = k such that the action
on h on V (K,K′) in k is the same as in M(K,K′). Moreover, for X,Y ∈ W⊥
(the orthogonal complement of W ), we have
prV (K,K′)[X,Y ]k = (B ◦ prh)[X,Y ].
Then, since the action on h on W⊥ is nontrivial, there exist such X,Y ∈ W⊥
that prV (K,K′)[X,Y ]k 6= 0. It thus follows that the reductive pair we have ob-
tained is not symmetric.
We can finally apply Lemma 40 to obtain a Riemannian manifold (M, g)
equipped with a G(K,K′)-structure admitting a compatible connection with
nontrivial skew torsion. Then, choosing an adapted frame e, we can equip M
wich a corresponding tensor Y(x) = ex(Y), where Y is one of Υ,Ξ,f, depending
on K′. Clearly, Y does not depend on the choice of a frame.
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2.7.2 A generalizing proposition
We are now going to give several examples of subalgebras h ⊂ g(K,K′) satisfying
the conditions of Theorem 2. While we tried to keep previous sections of the
present chapter possibly independent of the Jordan-algebraic constructions, here
we will need the structures introduced in Sections 1.1 and 1.2 of the previous
chapter.
It useful to note that an example for a pair (K,K′) gives rise to examples
for all ‘further’ such pairs, with the ordering given by inclusions:
Proposition 25. Let K˜ ⊃ K and K˜′ ⊃ K′ where K, K˜ are chosen from
R,C,H,O and K′, K˜′ from C,H,O. Assume there is a subalgebra h ⊂ g(K,K′)
and a subspace W ⊂ V (K,K′) satisfying the conditions of Theorem 2.
Then there exist natural inclusions h ↪→ g(K˜, K˜′) and W ↪→ V (K,K′) such
that their images satisfy the conditions of Theorem 2 for g(K˜, K˜′)-geometries.
We need the following Lemma, deriving form the properties of the Magic
Square:
Lemma 42.
1. Let K, K˜ and K′ be as in Proposition 25. Then there exist natural
monomorphisms (of Lie algebras and of vector spaces):
ig : g(K,K′)→ g(K˜,K′)
iV : V (K,K′)→ V (K˜,K′)
such that
[ig(E), iV (X)] = iV [E,X]
for E ∈ g(K,K′) and X ∈ V (K,K′), with the l.h.s bracket taken in
M(K,K′) and the r.h.s. one in M(K˜,K′).
2. Let K˜ and K′, K˜′ be as in Proposition 25. Then there exist natural
monomorphisms (of Lie algebras and of vector spaces):
jg : g(K˜,K′)→ g(K˜, K˜′)
jV : V (K˜,K′)→ V (K˜, K˜′)
such that
[jg(E), jV (X)] = jV [E,X]
for E ∈ g(K˜,K′) and X ∈ V (K˜,K′), with the l.h.s bracket taken in
M(K˜,K′) and the r.h.s. one in M(K˜, K˜′).
Proof.
1. Recall that
g(K,K′) = der h3K ⊕ der0 K′ ⊕K′0 ⊗ sh3K
V (K,K′) = der1 K′ ⊕K′1 ⊗ sh3K,
while
g(K˜,K′) = der h3K˜ ⊕ der0 K′ ⊕K′0 ⊗ sh3K˜
V (K˜,K′) = der1 K′ ⊕K′1 ⊗ sh3K˜.
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One easily checks that the inclusion K ↪→ K˜ induces a Jordan algebra
monomorphism
µ : h3K ↪→ h3K˜.
Recalling that the derivations of h3K are defined as an image of the
der h3K−equivariant map D defined in Lemma 4:
der h3K = {DX,Y | X,Y ∈ sh3K},
we see that µ induces a map
der h3K 3 DX,Y 7→ Dµ(X),µ(Y ) ∈ der h3K˜ (2.15)
such that
Dµ(X),µ(Y )(µ(Z)) = µ(DX,Y (Z)) (2.16)
for X,Y ∈ sh3K and Z ∈ h3K. Due to equivariance of D, the map (2.15)
gives a monomorphism of Lie algebras,
γ : der h3K→ der h3K˜,
and (2.16) translates to γ(D)(µ(X)) = µ(D(X)) for D ∈ der h3K and
X ∈ sh3K.
It then follows that the maps
ig = γ ⊕ id⊕ id⊗ µ|sh3K
iV = id⊕ id⊗ µ|sh3K
are such as claimed by the Lemma.
2. Recalling Proposition 3, we have the following identifications:
V (K˜,C) ' V1(K˜) = sh3K˜
V (K˜,H) ' V2(K˜) = C⊗ h3K˜
V (K˜,O) ' V3(K˜) ' (R⊕ h3K˜)⊗ C2
and the algebras g(K˜,K′) seen as endomorphisms of the latter spaces are
g(K˜,C) = der h3K˜
g(K˜,H) = der h3K˜⊕ iLh3K˜
g(K˜,O) = H0(der h3K˜⊕ ih3K˜)
⊕ H1(1⊗ h3K˜⊕ i⊗ h3K˜)⊕ sp(1),
where H1 and H2 are the maps defined in Lemma 12 and extended by
complex linearity, and sp(1) denotes the additional algebra related to a
quaternion-hermitian structure, as described in Proposition 3. In g(K˜,H)
we have included the additional u(1) as spanned by iL1 ∈ iLh3K˜.
Let us now consider monomorphisms
V1(K˜) µ−−−−→ V2(K˜) ν−−−−→ V3(K˜)
g(K˜,C) α−−−−→ g(K˜,H) β−−−−→ g(K˜,O)
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given by
µ(X) = 1⊗X, ν(z ⊗ Y ) = (0, Y )⊗ (z, 0)
for X ∈ sh3K˜, Y ∈ h3K˜ and z ∈ C, and
α(D) = D, β(D + iLX) = H0(D + iX)
for D ∈ der h3K˜ and X ∈ h3K˜.
It is then readily checked that α(D)(µ(X)) = µ(D(X)) for D ∈ der h3K˜
and X ∈ sh3K˜. Comparing with the formula for H0 given in Lemma
12, one also easily verifies β(E)(ν(Z)) = ν(E(Z)) for E ∈ g(K˜,H) and
Z ∈ V2(K˜).
Finally, the map jg is given by either id, α, β or β ◦ α (depending on
K′ and K˜′), while jV is respectively id, µ, ν or ν ◦ µ. It follows from the
previous paragraph, that jg and jV are such as claimed by the Lemma.
By composing mg = jg ◦ ig and mv = jV ◦ iV we have the obvious
Corollary 12. Let K, K˜,K′, K˜′ be as in Proposition 25. Then there exist natural
monomorphisms (of Lie algebras and of vector spaces):
mg : g(K,K′)→ g(K˜, K˜′)
mV : V (K,K′)→ V (K˜, K˜′)
such that
[mg(E),mV (X)] = mV [E,X] (2.17)
for E ∈ g(K,K′) and X ∈ V (K,K′), with the l.h.s bracket taken in M(K,K′)
and the r.h.s. one in M(K˜, K˜′).
This finally leads us to a proof of the Proposition:
Proof of Proposition 25. The inclusions are simply the restrictions mg|h and
mV |W of the maps described by Corollary 12. That mV (W ) ' mg(h) as a
mg(h)-module is guaranteed by the intertwining property (2.17) of mV . Finally,
mg(h) acts nontrivially at least on mV (W⊥) ⊂ mV (W )⊥.
2.7.3 Examples
We will now give a couple of examples of subalgebras satisfying the condi-
tions of Theorem 2. As the examples of g(K,C)-geometries have been given
by Nurowski in [1], we concentrate on constructions applicable to g(K,H)- and
g(K,O)-geometries.
Example 2 (Subalgebra of type su(2)). Set
g = g(R,H) = der h3R⊕ iLh3R, V = V (R,H) = C⊗ h3R.
Define X,Y ∈ h3R :
X =
0 1 01 0 0
0 0 0
 , Y =
−1 0 00 1 0
0 0 0

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and Z = X2 = Y 2. We have:
Z ◦X = X, Z ◦ Y = Y, X ◦ Y = 0.
Let
h = Span{D, iLX ,−iLY } ⊂ g,
where D = [LX , LY ]. One easily checks that h is a subalgebra of g isomorphic
to su(2). Let
W = Span{1⊗X, 1⊗ Y, i⊗ Z} ⊂ V.
One easily checks that h preserves W (and W⊥) and that the map
B : h→W, B(ixLX − iyLY + zD) = xY + yX + izZ
satisfies B([A′, A]) = A′(B(A)) for A,A′ ∈ h. The action of h on W⊥ is evidently
nontrivial.
Theorem 2 for h and W , extended by Proposition 25 yields an example
of a g(K,K′)-geometry with characteristic torsion for all K = R,C,H,O and
K′ = H,O.
Example 3 (Subalgebra of type su(3)). Set
g = g(C,H) = der h3C⊕ iLh3C, V = V (C,H) = C⊗ h3C.
Let
h = der h3C ⊂ g,
being of course isomorphic to su(3). Let
W = 1⊗ sh3C ⊂ V.
One easily checks, that h preserves W (and W⊥) and the map
B : h→W, B([LX , LY ]) = 1⊗ i(XY − Y X)
is bijective and satisfies B([A′, A]) = A′(B(A)) for A,A′ ∈ h. The action of h
on W⊥ is evidently nontrivial.
Theorem 2 for h and W , extended by Proposition 25 yields an example of a
g(K,K′)-geometry with characteristic torsion for all K = C,H,O and K′ = H,O.
Example 4 (Subalgebra of type so(8)). Set
g = g(O,O) ' e7 ⊕ sp(1), V = V (O,O) = C⊗F(h3O).
The compact algebra e7 has su(8) among its maximal subalgebras, and one
can check (e.g. using LiE [38]) that the complex 56-dimensional module V
decomposes under the action of su(8) ⊂ e7 into
V ' Λ2C8 ⊕ Λ2C8,
where C8 is the defining representation of su(8).
Regarding now the usual inclusion so(8) ⊂ su(8) (given by some generic
nondegenerate quadratic form on C8), we find that V decomposes under so(8) ⊂
e7 into two copies of the complexified adjoint representation:5
V ' so(8,C)⊕ so(8,C)
5 Since so(8,C) ' Λ2C8 ' Λ2C8 as so(8)-modules.
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The explicit form of the intertwiner is rather complicated [42]. Nevertheless,
taking
h = so(8) ⊂ su(8) ⊂ e7 ⊂ g
and
W = so(8) ⊂ so(8,C) ⊂ V,
the real part of one of the two copies of so(8,C), we can apply Theorem 2 to
obtain an example of a g(O,O)-geometry with characteristic torsion.
2.8 Proofs of Lemmas 34, 35 & 41
Proof of Lemma 34. To find correct combinatorial factors, note that
Ξabcdef =
1
20
(ΛαβγΛ¯¯φ¯κ¯ + ΛβγΛ¯α¯φ¯κ¯ + . . . )
with
(
6
3
)
= 20 terms on the r.h.s., so that we have
202 ΞαdefklΞβdefkl = 10 ΛαδΛ¯φ¯κ¯λ¯Λ
φ¯κ¯λ¯Λ¯βδ
= 10 Nδβα,
so that ΞadefklΞbdefkl = N40δ
b
a. Moreover,
202 ΞαδefklΞγβefkl = 6 Λα¯φ¯Λ¯δκλΛβκλΛ¯γ ¯φ¯
= 6 δγαδ
δ
β
202 Ξαδ¯efklΞγβ¯efkl = 4 Λα
δ¯¯Λ¯φκλΛφκλΛ¯γβ¯¯
= 4 NΛαδ¯¯Λ¯γβ¯¯
202 ΞαδefklΞγ¯ β¯efkl = 6 Λα
¯φ¯Λ¯δκλΛγ¯κλΛ¯β¯¯φ¯
= 6 hβ¯αh
δγ¯
Ξαδ¯efklΞγ¯βefkl = 0,
so that
DΞ|Re(Λ2,0⊕Λ0,2) = 3200
DΞ|ReΛ1,1 = N100DΛ +
3
200
pr0,
where pr0 is the orthonormal projection onto u(1). The Lemma is then proved
recalling the formula for DΛ given at the beginning of the present chapter.
Proof of Lemma 35. Note first that the map Df, being by construction
G(K,O)-equivariant, is given by a multiple of identity when restricted to each
of the irreducible subspaces of Λ2V3(K), namely:
Λ2V3(K) = sp(1)⊕ G′3(K)⊕ [t ∩ sp(V3(K, ω))]⊕⊥.
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Distinguishing as usually one of the complex structures of sp(1), by convention
I, to consider V3(K) as a complex vector space, one notes that each of the
former subspaces has a nonzero intersection with Λ1,1 ' u(V3(K)). It is therefore
sufficient to check the eigenvalue of Df on each of the following:
ReΛ1,1 = u(1)⊕ G′3(K)⊕ [t ∩ sp(V3(K), ω)]⊕ sp⊥0 (V3(K), ω),
where u(1) is generated by the distinguished complex structure and
sp⊥0 (V3(K), ω) is the complement of sp(V3(K), ω) in su(V3(K)).
Recall now the formula for the orthorgonal projection of f ∈ S4,4 onto
S4,0 ⊗ S0,4 :
fµ1...µ4µ¯5...µ¯8 =
256
70
P44(q ⊗ q)µ1...µ4σ1...σ4 ω¯σ1 µ¯5 · · · ω¯σ4 µ¯4 ,
where the operator P44 : S4,0 ⊗ S4,0 → S4,0 ⊗ S4,0 is such that the image in
S4,0µ1...µ4 ⊗ S4,0ν1...ν4 of a tensor tτ1...τ1σ1...σ4 ∈ S4,0τ1...τ4 × S4,0σ1...σ4 is:
P44(t)µ1...µ4ν1...ν4 = δ
[τ1
(µ1
δ
σ1]
(ν1
δ[τ2µ2 δ
σ2]
ν2 δ
[τ3
µ3 δ
σ3]
ν3 δ
[τ4
µ4)
δ
σ4]
ν4)
tτ1...τ4σ1...σ4 ,
where the index sets µ1 . . . µ4 and ν1 . . . ν4 are symmetrized separately. Note
that, introducing c = 25670 to avoid clutter,
c−1fm1...m8 = P44(q ⊗ q)µ1µ2µ3µ4σ1σ2σ3σ4 ω¯σ1 µ¯5 ω¯σ2 µ¯6 ω¯σ3 µ¯7 ω¯σ4 µ¯8
+ P44(q ⊗ q)µ2µ3µ5σ1σ2σ3σ4 ω¯σ1 µ¯1 ω¯σ2 µ¯6 ω¯σ3 µ¯7 ω¯σ4 µ¯8
+ . . .
with
(
8
4
)
= 70 terms on the r.h.s., so that we have
c−2fαm2...m8fβm2...m8 = 35 P44(q ⊗ q)αµ2...µ8P44(q¯ ⊗ q¯)βµ2...µ8 .
Moreover,
c−2 fαδ¯m3...m8f
γ¯βm3...m8 = 20 P44(q ⊗ q)αµνρξηζσP44(q¯ ⊗ q¯)βµνρξηζτ ω¯σδ¯ωτ γ¯
c−2 fαδm3...m8fγβm3...m8 = 15 P44(q ⊗ q)αδµνρξηζP44(q¯ ⊗ q¯)γβµνρξηζ
Using computer algebra to keep track of the combinatorial factors, we expand
the symmetrizers and find that:
162P44(q ⊗ q)αµ1µ2µ3ν1...ν4P44(q¯ ⊗ q¯)βµ1µ2µ3ν1...ν4
= −2(K0)βα + 12(K1)βα − 72(K2)βα + 62(K3)βα
162P44(q ⊗ q)αβµ1µ2ν1...ν4P44(q¯ ⊗ q¯)γδµ1µ2ν1...ν4
= 4(H5)αβγδ + 4(H¯5)γδαβ − 4(H3)βαγδ − 4(H¯3)δγαβ
+ 32(H1)αβγδ − 32(H7)αβγδ + 2(H6)αβγδ − 24(H4)αβγδ + 22(H2)αβγδ
162P44(q ⊗ q)αµ1µ2µ3ν1ν2ν3βP44(q¯ ⊗ q¯)γµ1µ2µ3ν1ν2ν4δ
= 29(H1)αβγδ + 21(H7)βαγδ + 9(H2)αβγδ
− 31
2
(H1)βαγδ − 692 (H7)αβ
γδ − 9(H4)αβγδ
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where the contractions of q, q, q¯, q¯ are:
(K0)βα = qαφκqλµνρq¯
βµνρq¯φκλ =
(
N + 1
2
)2
δβα
(K1)βα = qαξφqκλµν q¯
βξµν q¯φκλ = (1 + χ2)
N + 1
2
δβα
(K2)βα = qαξηqφκλµq¯
βξηµq¯φκλ =
(
N + 1
2
)2
δβα
(K3)βα = qαξηζqφκλq¯
βξηζ q¯φκλ = N
(
N + 1
2
)2
δβα
(H1)αβγδ = qαµνρqβξηζ q¯γµνρq¯δξηζ = N+12 δ
γ
αδ
δ
β
(H2)αβγδ = qαβµνqρξηζ q¯γδµν q¯ρξηζ
=
N(N + 1)
2
[
1
2
(δγαδ
δ
β + δ
δ
αδ
γ
β) + χqαβ
γδ
]
(H3)αβγδ = qαµνρqβξηζ q¯γδµν q¯ρξηζ
=
N + 1
2
[
1
2
(δγαδ
δ
β + δ
δ
αδ
γ
β) + χqαβ
γδ
]
(H4)αβγδ = qαβµνqφκλρq¯γδµρq¯φκλν
=
N + 1
2
[
1
2
(δγαδ
δ
β + δ
δ
αδ
γ
β) + χqαβ
γδ
]
(H5)αβγδ = qαµνρqβξηζ q¯γδζµq¯νρξη
= (1 + χ2)
[
1
2
(δγαδ
δ
β + δ
δ
αδ
γ
β) + χqαβ
γδ
]
− χ
2
qαβ
γδ
(H6)αβγδ = qαβµνqφκλq¯γδφq¯κλµν
= (1 + χ2)
[
1
2
(δγαδ
δ
β + δ
δ
αδ
γ
β) + χqαβ
γδ
]
+ χqαβγδ
(H7)αβγδ = qαµνρqβξηζ q¯γζµν q¯δρξη
=
N + 2
4
δγαδ
δ
β +
1 + 2χ2
4
δδαδ
γ
β −
χ2
2
ωαβω¯
γδ + χ(1− χ2)qαβγδ
and by slight abuse of notation qαβγδ := qαβµν ω¯µγω¯νδ. Collecting terms yields
162P44(q ⊗ q)αµ1µ2µ3ν1...ν4P44(q¯ ⊗ q¯)βµ1µ2µ3ν1...ν4
=
N + 1
2
[25(N − 1) + 12χ2] δβα
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and
162P44(q ⊗ q)αβµ1µ2ν1...ν4P44(q¯ ⊗ q¯)γδµ1µ2ν1...ν4
=
11N(N + 1)− 6 + 10χ2
2
δγαδ
δ
β
+
N(11N − 5)− 22(1 + χ2)
2
δδαδ
γ
β
+ 16χ2 ωαβω¯γδ +
[
N(11N − 5)− 40 + 42χ2] χqαβγδ
and
162P44(q ⊗ q)αµ1µ2µ3ν1ν2ν3βP44(q¯ ⊗ q¯)γµ1µ2µ3ν1ν2ν4δ
=
N(18N + 47) + 2 + 84χ2
8
δγαδ
δ
β
+
2N(9N − 10)− 65 + 138χ2
8
δδαδ
γ
β
+
111χ2
4
ωαβω¯
γδ +
9
2
[
N2 − 4 + 3χ2] χqαβγδ.
Thus applying fadm3...m8fcbm3...m8 to ReΛ
1,1
ab 3 Fab = fαβ¯ + f¯α¯β , with f¯α¯β =
−fβα¯, we have Df(F )ab = f ′αβ¯ + f¯ ′α¯β where
f ′αβ¯ = fα
δ¯m3...m8fγβ¯m3...m8fγδ¯ + fα
δm3...m8fγ¯ β¯m3...m8 f¯γ¯δ
=
(
fαδ¯m3...m8fγβ¯m3...m8 − fαγm3...m8fδ¯ β¯m3...m8
)
fγδ¯
=
c2
162
fγδ¯
{
15
[
11N(N + 1)− 6 + 10χ2
2
δγαδ
δ¯
β¯
+
N(11N − 5)− 22(1 + χ2)
2
hβ¯αh
γδ¯
+16χ2ωαδ¯ω¯γβ¯ + (N(11N − 5)− 40 + 42χ2)χqαβ¯γδ¯
]
−20
[
N(18N + 47) + 2 + 84χ2
8
hβ¯αh
γδ¯
−2N(9N − 10)− 65 + 138χ
2
8
ωα
δ¯ω¯γβ¯
+
111χ2
4
δγαδ
δ¯
β¯ −
9
2
(N2 − 4 + 3χ2)χqαβ¯γδ¯
]}
.
Again by abuse of notation we have introduced qαβ¯γδ¯ := qαµν δ¯ω¯µβ¯ω¯νγ . Recol-
lecting terms we finally have
2
5
162c−2Df|u(V3(K)) = 3(11N2 + 1N − 6− 84χ2) id
+ (15N2 − 62N − 68− 150χ2) pr0
+ (18N2 − 20N − 65 + 234χ2) σ
+ 6(17N2 − 5N − 64 + 60χ2)Dq
where Dq is trivially extended to the unitary complement of sp(V3(K), ω) and
σ(E) = J−1EJ, so that it is 1 on sp(V3(K)) and −1 on its unitary complement.
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Recalling the eigenvalues of Dq on G′3(K) and its symplectic complement, the
result is
Df|u(1) = 5c
2
512
(
30N2 − 9N − 21− 636χ2)
Df|G′3(K) =
5c2
512
(
51N2 + 13N − 83− 18χ2 −√κ+ 3)
Df|t∩sp(V3(K),ω) =
5c2
512
(
51N2 + 13N − 83− 18χ2 + 1√
κ+ 3
)
Df|sp⊥0 (V3(K),ω) =
5c2
512
(15N2 + 53N + 47− 386χ2).
We also have
Dam2...m8Dbm2...m8 =
35c2
256
N + 1
2
[25(N − 1) + 12χ2] δba.
Substituting c = 25670 , and using equivariance of Df and irreducibility of the
subspaces the Lemma refers to, the proof is complete.
Proof of Lemma 41. We use the Killing form m : M→M∗ to identify M with
M∗ in what follows. We will moreover, independently of the previous indexing
conventions, use a, b, c, . . . to index g, i, j, k, . . . to index V and α, β γ, . . . to
index h in such a way that greek letters denote subalgebras of the algebras
indexed by corresponding latin ones:
hα ⊂ ga, hβ ⊂ gβ , . . .
Let the symbols  and ρ express the bracket on M:
[E,F ]c = abcEaF b
[E,X]j = ρaijEaXi
[X,Y ]a = −ρaijXiY j
for E,F ∈ g and X,Y ∈ V. The bracket on k is then given by:
[E,F ]γ = αβγEαEβ
[E,X]j = ραijEαXi
[X,Y ]α = cαijXiY j
[X,Y ]k = cijkXiY j
where ραij denotes the restriction of ρaij ∈ ga ⊗ (Λ2V )ij to hα ⊗ (Λ2V )ij and
cαij = ραij
cijk = 3Bα[iρ
α
jk] − αβγBαi Bβj Bγk
and B(E)i = Bαi E
α satisfies
BαmB
β
m = m
αβ
αβγB
γ
i − ραmiBβm = 0.
We now investigate the Jacobi identities for k :
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1. [[h, h], h] : δ [αβδγ]ε = 0, satisfied since h is a subalgebra in g.
2. [[h, h], V ] : αβγρ
γ
ik + 2ρ
α
m[iρ
β
k]m = 0, satisfied since ρ is equivariant.
3. [[V, V ], h]:
cβijβαγ + 2ρ
α
m[ic
γ
j]m = 0 i.e. c
α
ij equivariant
cm[ijρ
α
k]m = 0 i.e. cijk equivariant
4. [[V, V ], V ]:
cm[ijc
α
k]m = 0
cm[ijck]lm − cα[ijραk]l = 0.
Equivariance of B, ρ and  automatically ensures satisfaction of all the
equations except for the last one, namely:
cm[ijc
m
k]l = ρα[ijρ
α
k]l.
We shall compute the first term. In the following formulas the indices ijk are
implicitly antisymmetrized (the parentheses have been supressed for the sake of
readability):
cmijcmkl = (Bαmρ
α
ij + 2B
α
i ρ
α
jm − αβγBαmBβi Bγj )
× (Bλmρλkl +Bλkρλlm −Bλl ρλkm − λµνBλmBµkBνl ).
Calculating each term (using the antisymmetry in ijk) yields:
BαmB
β
mρ
α
ijρ
λ
kl = ρ
α
ijρ
α
kl,
2Bαi B
λ
kρ
α
jmρ
λ
lm =
= Bαi B
λ
kρ
α
jmρ
λ
lm −BλkBαi ρλjmραlm =
= −2Bαi Bλkραm[jρλl]m = αλγBαi Bλkργjl,
−2Bαi Bλl ραjmρλkm = 2Bαi Bλl ραm[jρλk]m = −αλγBαi Bλl ργjk,
2Bαi ρ
α
jmB
λ
mρ
λ
kl = −2αλγBγj Bαi ρλkl = −2αλγBαi Bλkργjl,
Bλkρ
λ
lmB
α
mρ
α
ij = −λαγBγl Bλkραij = αλγBαi Bλl ργjk,
−Bλl ρλkmBαmραij = λαγBγkBλl ραij = αλγBαi Bλl ργjk,
−αβγBαmBβi Bγj Bλmρλkl = −αβγBβi Bγj ραkl = αλγBαi Bλkργjl,
−λµνBλmBµkBνl Bαmραij = −λµνBµkBνl ρλij = −αλγBαi Bλl ργjk,
−2Bαi λµνραjmBλmBµkBνl = 2Bαi λ[αγλµ]νBγj BµkBνl = 0,
−Bλk αβγρλlmBαmBβi Bγj = −Bλk α[βγαλ]δBδl Bβi Bγj = 0,
Bλl αβγρ
λ
kmB
α
mB
β
i B
γ
j = −Bλl α[βγαδ]λBδkBβi Bγj = 0,
αβγλµνB
α
mB
λ
mB
β
i B
γ
j B
µ
kB
ν
l = 
α
[βγ
α
µ]νB
β
i B
γ
j B
µ
kB
ν
l = 0.
Summing the expressions on the r.h.s. we obtain ρα[ijρ
α
k]l.
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Thus the Jacobi equations are all satisfied and k is a Lie algebra. Then h⊕V
is a reductive pair by construction. Finally we note that the following quadratic
form k is invariant:
k(A,B) = −m(A,B), k(A,X) = 0, k(X,Y ) = m(X,Y )
for A,B ∈ h and X,Y ∈ V. It clearly coincides with m on V.
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