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ABSTRACT 
This thesis utilizes the methods of statistical physics and computer simulation to study the 
thermodynamic and dynamic behavior of liquid water at supercooled temperatures. 
The behavior of water deviates from that of a simple liquid in a number of remarkable 
ways, many of which become more apparent as the liquid is supercooled below its equilibrium 
freez ing temperature. Yet , due to nucleation to the crystalline state, a large region of t he 
phase diagram of the supercooled liquid remains unexplored. 
We make use of a simple model for liquid water to shed light on t he behavior of real water 
in the experimentally inaccessible region. The model predicts a line of phase transitions 
in the pressure- temperature plane, between high- and low- density forms of liquid water, 
ending in a liquid- liquid critical point (LLCP). Such a LLCP provides a thermodynamic 
origin for one of liquid water's anomalies- the rapid rise, and extrapolated divergence, of 
t hermodynamic response functions upon cooling. 
We find one such response function, the isobaric specific heat, Cp, displays two distinct 
maxima as a function of temperature T in the supercooled region. One maximum is a 
consequence of the directional nature of hydrogen (H) bonding among molecules; the other 
is a consequence of the cooperative nature of H bonding. With pressurization, these two 
maxima move closer in T , finally coinciding at the LLCP. This suggests that measurement 
of Cp far from any LLCP could provide evidence for the existence of water's LLCP. 
R ecent experiments find that the T - dependence of the characteristic time for H bond 
vi 
rearrangement displays three distinct regimes. Our observed behavior of Cp, combined 
with Adam- Gibbs theory, allows for a thermodynamic interpretation of this feature of 
water's dynamics. The dynamics of the model are also measured directly by a Monte Carlo 
.. 
procedure, and are found in agreement with experiment. 
Further, the model allows the directional and cooperative components of the H bond 
interaction to be varied independently. By varying only these two energy scales, the low- T 
phase diagram changes dramatically, exhibiting one of several previously proposed thermo-
dynamic scenarios. Our results link each of these scenarios, by recognizing the energetics 
of the H bond as the underlying physical mechanism responsible for each. 
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Chapter 1 
·Introduction 
1.1 Liquid Water Is Important 
Water has long been regarded as the archetypical liquid, considered one of the classic ele-
ments in many civilizations. Indeed, "water" and "liquid" are synonomous to many people. 
We must seek it out several times a day, and can only live several days without it. Humans 
are composed of 75% water as a child and 60% as an adult, by weight. We drink it, cook 
with it , clean with it, fish in it, and use it as a large source of recreation. It effects society in 
a great number of ways, from public health, to travel, to the climate, with draughts, floods , 
and tsunamis being a major concern. Large infrastructures are developed to manage water, 
and it is used by nearly all industries . The movement of water has been a large source of 
inspiration for poetry, music, and the visual arts. 
Water is the only naturally occuring inorganic liquid, and the only substance to occur 
naturally in solid, liquid, and gaseous phases. It is the most abundant liquid on the surface 
of Earth, covering over 70%. Chemically, water is the most common solvent, an important 
reactant , and an end product of the acid- base reaction. It is central to all of biology, as life, 
as currently understood, cannot function without it. The search for life outside Earth, one 
of humanity's most exciting scientific endeavors, currently equates to the search for signs 
of water on other planets or moons. 
The water molecule is the second most abundant m the universe, after H2 . Water 
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detected in diffuse clouds in the interstellar medium is important as it helps us to understand 
the connection between water in interstellar space and planetary water. Light extinction 
due to water both in space and Earth's atmosphere is a large problem for astronomers, 
particluarly in the infrared, where water is highly absorbant. The science of meteorology 
is largely based on tracking and predicting the movement of water, and the freezing and 
melting of polar ice caps is of huge importance to understanding the current global warming. 
Water and geology are intimately linked. An understanding of geology is needed to un-
derstand the movement of water through the ground and into rivers and streams. Likewise, 
water is a principle source of erosion, and the effect of the flow of water through cracks in 
rock is important to a number of lines of research. On this scale, the study of the micro-
scopic properties of water becomes especially relevant. The recent fields of microfluidics and 
nanofluidics are flourishing, and may lead to many practical applications. Water confined 
in such small geometries is a flourishing topic of research. 
1.2 Liquid Water is Interesting 
Although liquid water is so common and so important in our lives, it has a large number 
of anomalous properties which differentiate it from other liquids [1]. In fact, water may 
be important biologically because of it's anomalous properties. Probably the most well-
known of water's anomalies is the fact that, for a wide range of pressures, the crystal 
phase is less dense than the liquid. Ordinarily, the disordered nature of the liquid phase 
leads to molecules having fewer nearest neighbors than in the ordered crystal. In the 
locally tetrahedral structure of hexagonal ice, however, each molecule has only four nearest 
neighbors, fewer than found in the liquid. Neighbors are expelled during crystallization, 
leading to the decrease in density. 
Closely related is the density anomaly - liquid water displays a maximum density 
at finite T , which occurs at 4°C at 1 atm. Ordinarily in liquids, as thermal fluctuations 
decrease upon cooling, the shape of the intermolecular potential leads to a decrease in 
the average molecular separation. In water, however, there is a competing effect, as the 
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local structure also becomes more ice-like upon cooling, decreasing the average coordination 
number. These effects balance each other at the Temperature of Maximum Density (TMD), 
below which the liquid expands upon cooling, i.e. oV / EJT < 0, where V is the volume [2]. 
Hence t he isobaric thermal expansivitty, o.p = oln VjoT = 0 at the TMD , and increases 
in magnitude upon cooling below the TMD. Cross- fluctuations between entropy S and 
volume, (L}.SL}. V) are related to o.p through the relation 
(L}.SL}. V) = VkBTo.p , (1.1) 
where kB is the Boltzmann constant, which also increase in magnitude upon cooling. In a 
simple liquid, all fluctuations are expected to decrease with cooling. 
Two other thermodynamic response functions, the isobaric specific heat, Cp , and the 
isothermal compressibility, Kr also exhibit minima as a function ofT, at 35°C and 46°C 
respectively, for 1 atm [2 , 3]. These quantities are related to entropy and volume fluctuations 
through t he relations 
((L}.S) 2 ) = NkBTCp 
((L}. V) 2 ) = VkBTKr. 
(1.2) 
(1.3) 
These fluctuations also increase upon cooling for a wide range of pressures and temperatures. 
The fact that water is a liquid at ambient conditions is itself unexpected. By extrapo-
lating the boiling points of the heavier Group 6A hydrides, i.e. H2Se, H2Te, etc., one would 
expect water to boil at approximately 200 K [4]. A similar extrapolation would put water's 
melting point at approximately 180 K. 
Energy transport is anomalous in liquid water, which has the highest thermal conduc-
tivity of any known liquid, apart from liquid metals [5] . At stable conditions, this value 
increases upon heating, where one might expect the increased disorder upon heating to 
instead hinder transfer of energy. 
Water also exhibits anomalous behavior in its dynamics. In a simple liquid, an increase 
in P will cause a decrease in diffusivity, as molecules become more constrained, making 
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rearrangement becomes more difficult. The opposite is true for liquid water, for a large 
part of the phase diagram [6]. Pressurization destroys the locally ice-like structure, allowing 
for an increased likelihood of the molecular rearrangements needed for diffusion. Further, 
this change in local structure upon pressurization leads to an increase in disorder, whereas 
applying pressure to a simple liquid will decrease the amount of disorder. 
1. 3 The Hydrogen Bond 
Many of water's unique properties are a consequence of its ability to form hydrogen bonds, in 
which a hydrogen atom from one molecule is strongly attracted to the oxygen of a nearby 
molecule. Such bonds are very strong, with a strength of ~23.3 kJ /mol (approximately 
eight times the strength of thermal fluctuations at 25°C) [4]. This contributes to the high 
cohesion of liquid water. 
The chemical bonds between the oxygen and hydrogen atoms within a water molecule 
are approximately i ionic and ~ covalent. Hydrogen bonds between neighboring atoms 
also have a covalent component [7], and such bonds are highly directional. In order for a 
hydrogen atom to participate in a bond, it must be correctly situated between two oxygen 
atoms. The electronic orbitals which bond the hydrogen atoms to the oxygen in water are 
in an sp2 hybridized state. The two hydrogen atoms are situated approximately 104.5° 
apart in the gas phase [8], close to the tetrahedral angle of 109.5°. Hence a water molecule 
in its ground state may be viewed as an approximate tetrahedron, with an oxygen at the 
center and a hydrogen at two corners. The two remaining corners are free to be occupied 
by hydrogen atoms from neighboring molecules, bonding with the central oxygen. This 
perfectly tetrahedral arrangement satisfies the valency requirements of the molecues, and is 
the crystal structure of ice I. 
In the liquid state, one hydrogen atom is often found to bond simultaneously with two 
neighboring oxygens (or vice versa), in a bifurcated hydrogen bond. The combined energy 
of two such bonds is only slightly less than the energy of one strong (non-bifurcated) bond. 
Such bonds provide a low energy path to the breaking of strong bonds, facilitating molecular 
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rearrangements in the liquid state, as the direct breaking of a bond is a formidable energy 
barrier [9] . 
Hydrogen bonds are cooperative in nature. Formation of a single bond leads to further 
polarization of the atoms involved [10]. As a result, successive bonds have a lower energy, 
and form more readily. The effect of this phenomenon on the phase behavior of water is a 
major topic of this dissertation. 
1.4 Supercooled Water 
1.4.1 The Homogeneous Nucleation Temperature 
Pure liquid water may be supercooled down to -25°C (at 1 atm) without difficulty. As 
water is cooled, the local structure becomes more tetrahedral, and clusters consisting of 
14 tetrahedrally arranged water molecules form. For freezing, such clusters must arrange 
themselves in a regular pattern. However, 20 such clusters may also arrange themselves 
icosahedrally. The presence of this relative minima in the free energy of such tetrahedral 
clusters hinders freezing, allowing water to remain supercooled [11] . 
With care, water may be cooled to -38°C at 1 atm, with certain experiments reporting 
supercooling down to -42°C using micrometer-scale droplets [12]. These conditions occur 
naturally in cirrus clouds, where liquid water has been observed at - 40°C. However, below 
this temperature, the free energy barrier to nucleation of the crystal is reduced to the scale 
of thermal fluctuations in the liquid. As such fluctuations will occur throughout the entire 
system, this is named the temperature of homogenous nucleation, Th. Below Th, the liquid 
only persists for times of the order of nanoseconds before crystallizing. Hence, experiments 
so far have not been able to study the liquid below Th. 
1.4.2 Glassy Water 
Crystallization may be avoiding by rapid cooling to temperatures below the glass transition 
temperature, Tg . Here, although the free energy barrier between the liquid and solid is 
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negligible, the kinetics are greatly suppressed. Molecules are unable to rearrange into the 
crystalline pattern over reasonable time scales, remaining stuck in a liquid- like arrangement. 
There are three ways in which glassy water has been produced in a laboratory: (i) vapor 
deposition onto a sufficiently cold substrate, (ii) immersion of small droplets in a sufficiently 
cold liquid, and (iii) compression of ice, followed by decompression, at a sufficiently cold 
temperature [12]. Each of these yields a material indistinguishable from each other upon 
annealing, now known as low density amorphous ice (LDA). Locally, LDA is quite similar 
to hexagonal ice Ih (the crystal which forms upon freezing at atmospheric pressure), but · 
only over several molecular lengths, having itself no regular crystalline structure. 
LDA may be put under pressure. When this is done, an apparent first- order phase 
transition occurs at approximately 6.0 ± 0.5 kbar, for 77°C [13]. The resulting phase is 
approximately 30% more dense, and is known as high- density amorphous ice (HDA). The 
transition between LDA and HDA is reversible, with some small hysteresis observed. 
The local structure of HDA differs from that of LDA, being closer to that of liquid water 
at ambient conditions, as characterized by Raman scattering, X-ray diffraction, and Fourier 
transform infrared spectroscopy. Compression of ice Ih at ambient P close to the freezing 
point results in HDA, implying that the structure of the metastable liquid at such T and 
P is similar to HDA. This is interesting, as deep rapid cooling from liquid water at such 
conditions results in LDA, not HDA, thus the structure of the glass changes at some T 
below freezing, yet above Tg. Experimental evidence of the pressure-induced transition at 
low T gives credibility to such an argument. 
The value of Tg for water is much debated, but at 1 atm lies between 135 K and 165 
K. Heating glassy water above Tg results in an increase in mobility, which facilitates the 
rearrangements necessary for crystallization. The range of temperatures between Tg and Th 
is often referred to as the no man's land, as the liquid state is inaccessible on experimental 
time scales. The phase diagram in this region may hold the key to understanding many of 
water's anomalous behaviors. 
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1.4.3 Supercooled Dynamics 
At ambient and supercooled temperatures, water is observed to be a fragile liquid, i.e. the 
characteristic time of molecular rearrangements, T, is not exponential in 1/T, but follows a 
Vogel-Fulcher-Tamman form, 
B 
T CX: eT-Tc, (1.4) 
where B and Tc are fitting parameters. Close to Tg, however, water is observed to be a 
strong liquid, i.e. the relaxation time is Arrhenius, showing an exponential dependence in 
1/T, 
§..a_ 
TCX:eT, (1.5) 
where Ea is a T - independent activation energy. Evidence of a crossover between the two 
behaviors has been seen experimentally for confined water [14] The physical origin of such 
observed behavior remains unclear. 
1.5 Four Scenarios for the Low Temperature Phase Diagram 
It has been shown that the magnitudes of Cp, Kr , and ap all show minima as a function 
ofT in the liquid phase. At the freezing point, all three of these functions increase upon 
cooling, and this behavior continues into the supercooled region, down to Th. The data 
is well- fit by a power law, with an apparent divergence below Th, at -45°C at 1 atm [15]. 
This would suggest a thermodynamic singularity, at a point in the phase diagram which 
lies outside experimental accessibility. 
As a result, there has been much speculation regarding the phase behavior of the liquid 
below Th. Specifically, four thermodynamically plausible scenarios have been put forth for 
the liquid phase diagram below Th, each in keeping with the known properties of the liquid 
at higher temperatures. Although each of these has been proposed independently, one major 
result of this thesis is that these scenarios are in fact related, and each may be seen as a 
special case of a more general scheme. We will show that each of the qualitatively different 
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phase diagrams predicted by these scenarios may be recovered by a only quantitative change 
in H bond energy in a simple model for water. 
1.5.1 Singularity-Free Scenario 
Water 's line of TMD exhibits a negative slope when traced out in the (T, P) plane. Sastry 
et al. [16] demonstrate that a thermodynamic consequence of this is that Kr must increase 
upon cooling at the TMD. This is done without reference to other thermodynamic behaviors, 
such as singular points, phase transitions, etc., in the phase diagram. Using a lattice model, 
they demonstrate that it is possible for a system to exhibit water- like anomalies while the 
liquid phase remains free of singularities. Response functions increase upon cooling at the 
TMD, reaching a finite maximum at finite T < TTMD· This is called the singularity free 
(SF) scenario. 
1.5.2 Liquid- Liquid Critical Point Scenario 
In the Liquid- Liquid Critical Point (LLCP) Scenario [17], the divergences of Cp, Kr, and 
ap are due to the increasing fluctuations upon approaching a met astable critical point 
located below Th. This critical point ends a line of first- order phase transitions between a 
high- density liquid (HDL) phase and a low- density liquid (LDL) phase of water. Such a line 
of transitions would be the liquid-state continuation of the observed LDA- HDA transition, 
with LDL and HDL the corresponding non- arrested states. Like the TMD , the liquid-
liquid phase tranition has negative slope in the (T, P) plane. From the Clausius- Clapeyron 
relation, 
dP !:::..S 
dT !:::..V ' (1.6) 
where dP / dT is the slope of the coexistence line, and !:::..S and !:::.. V are t he change in 
entropy and volume upon phase transformation, we see that the state with higher order 
(lower entropy) corresponds to larger volume. 
In this scenario, the phase of water present at ambient conditions is separate from the 
phase of water near the glass transition. There is no longer need to question, for example, 
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why water behaves as a strong liquid at one set of conditions and as a fragile liquid at 
another. 
Evidence of such a critical point was first suggested by molecular dynamics simulations 
using the ST2 potential for liquid water [17]. Since then, several other models have also 
been shown to exhibit a LLCP [18-20]. Although most estimates place the location of a 
LLCP in water at positive P, simulation results also predict a LLCP at negative P [21]. 
Another piece of evidence in support of a liquid- liquid phase transition is the shape of 
the melting curve of the metastable ice IV, which changes slope in the (T, P) plane [22]. 
Because the structure of ice IV shows no change here, the change in slope must be due to a 
change in structure of the liquid into which it melts. The observed P and T of the change 
in slope are consistent with approximations of the HDL- LDL transition. 
Although the possibility of a material exhibiting two fluid- fluid transitions was not 
seriously considered for some time, a liquid-liquid transition has now been experimentally 
confirmed in phosphorous [23], and very likely exists in silica as well [24]. The latter 
is particaularly relevant to the case of water, as both liquids have a locally tetrahedral 
structure. These materials give further plausability to the LLCP picture. 
1.5.3 Critical Point Free Scenario 
Although liquid water may not be observed below TH, glassy water may be formed by 
rapidly cooling the liquid from T > TH to below T < Tg. For most liquids, freezing out of 
many degrees of freedom upon cooling below Tg manifests in a large drop in Cp, but this is 
not so for water. Such behavior is unexpected, since water has such a large Cp at ambient, 
and especially supercooled, temperatures. A proposal to reconcile these facts is the critical 
point free (CPF) scenario [25], which posits an "order- disorder" transition, between two 
distinct forms of liquid water, below TH. Included are transitions which are first-order 
in nature. Hence, the phase of water which has a high Cp at supercooled temperatures is 
distinct from that which is observed at Tg. Those degrees of freedom which would otherwise 
be frozen- out at the glass transition are instead lost at the order- disorder transition. This 
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transition would also explain the crossover in waters dynamics, from the strong to fragile 
behaviors. 
1.5.4 Stability-Limit Scenario 
The implications of the apparent divergence of several of water's response functions have 
been realized for some time. Upon recognizing this divergence, Speedy and Angell [15] put 
forth that it may be due to approaching either: (i) a line of lambda-transitions, or (ii) the 
limit of mechanical stability of the liquid phase. They argue that the second is more likely 
for the case of water. 
The van der Waals theory of associating fluids predicts, for a range ofT, non-monotonic 
behavior of isotherms plotted in the (P, V) plane. Such isotherms display minima and 
maxima, i.e. there are points at which ( av I 8P)r 2: 0. Beyond these points, the system is 
unstable - an increase in P would cause the system to expand. Such state points must 
be inaccessible to the system. The locus of points at which ( av I 8P)r = 0 is called the 
spinodal, and represents the limit of mechanical stability of the nearby phase. In a van der 
Waals fluid, Kr diverges at the spinodal. 
In the case of superheated water, it is observed that the limit of superheating lies close 
to the limit of stability of the liquid phase with respect to the gas phase. Moreover, each 
limit traces a similar curve in the (T, P) plane. Angell and Speedy argue that it is likely 
for the same behavior to manifest near the liquid- solid transition. It is then natural to 
associate the extrapolated divergence of water's response functions with water's spinodal, 
as the divergence occurs only slightly below the limit of supercooling. 
Speedy [26] then argues that water's high-T and low-T spinodals should meet, forming 
one continuous range of stability for the liquid phase. The resulting spinodal therefore 
retraces in the (T, P) plane. This is consistent with the presence of a line of TMD in water, 
as thermodynamic consistency requires the slope of the spinodal in the (T, P) plane to 
change upon intersection of the TMD [12]. 
Each of the proposed scenarios provides a thermodynamic explanation of the apparent 
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divergence of water's response functions at supercooled T, as well as for the discrepancy 
between the structures of water at ambient conditions and near its glass transition. The 
microscopic origin of each scenario, however, as well as the relationships among the scenar-
ios, remain unclear. Further, each was developed to be consistent with all available data, 
and the experimental limits on supercooling have prevented data at a wider range of state 
points from being collected, hence which best describes water remains an open question . 
1. 6 Overview of Thesis 
In this chapter, we have outlined the importance of water to a wide range of human en-
deavors as well as its importance to a wide range of fields of study. We have also seen how 
water is interesting in its own right , as it displays a number of counter- intuitive behaviors, 
many due to its ability to from hydrogen bonds. Although the complete phase behavior of 
liquid water is unknown, the current proposed scenarios for the metastable phase diagram 
have been outlined. Much of this dissertation explores this region of water's phase space. 
Chapter 2 introduces a simple cell model built upon the microscopic properties of water 
molecules. The macroscopic behavior of the model may be determined by an analytic 
mean-field (MF) technique or by Monte Carlo (MC) simulations, and each is detailed here. 
In Chapter 3, the thermodynamic behavior of the model is given and the phase diagram 
is revealed. It is seen that the model displays a liquid- gas transition, as well as a first- order 
liquid- liquid transition at lower T, which ends in a critical point. By using experimen-
tal data and ab initio calculations to estimate numerical values of model parameters, we 
estimate the location of this LLCP would manifest in the phase diagram of real water. 
Chapter 4 explores the relation between thermodynamics and dynamics. Using theory 
due to Adam and Gibbs, we translate an analyis of the specific heat of the cell model 
into predictions for water's dynamics at low T . A dynamical quantity is also exctracted 
directly from MC simulations. This compares well to relevant experiments on water which 
is confined to the surface of a protein. We find that Cp has two peaks at low T , and that 
t he characteristic relaxation time of molecular rearrangements shows two crossovers in its 
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T -dependence at the temperatures of these maxima. 
In Chapter 5, we explore the effect of varying the parameters in the cell model which 
govern the H bond energetics. Doing this, we are able to produce phase diagrams consis-
tent with each of the four scenarios proposed for the experimentally unexplored region of 
liquid water's phase diagram. These scenarios change continuously into each other upon 
continuous change of H bond energies, and may be mapped in the space of the energies of 
the components of the H bond interaction. Hence it is shown that one physical mechanism 
may be responsible for any of the proposed behaviors. 
Finally, in Chapter 6 we return to the dynamics of water at low-T. We present results 
of molecular dynamics (MD) simulations using TIP5P, a realistic classical force- field for 
water. The dynamics of many supercooled liquids has been found to be heterogeneous, and 
we identify and characterize such heterogeneities in simulated water. By following the t ime 
evolution of several dynamic and structural quantities, we are able to present insights into 
the growth of such heterogeneous behavior. 
Chapter 2 
A cell model for water 
2.1 Ad vantages 
Because freezing is unaviodable in bulk water below Th, experiments are not able to perform 
measurements on bulk water below this temperature. Though advances have been made 
in hampering freezing by confining water in nanoscale geometries, specifically in silicon 
pores [27] or on the surface of globular proteins [28- 30], the relationship between confined 
water and bulk water is unclear and hotly debated. In light of these facts , one may turn to 
models to provide access to the underlying mechanics of physical systems. 
The study of a model system has one major advantage over a physical system - the 
ability to vary the quantities involved. Whereas in experiment one in limited to studying 
the masses, charges, distances, etc., which nature has provided, such parameters are easily 
modified in a model. By studying the range of behaviors exhibited while making such 
changes, insight into the precise role of that parameter may be gleaned. This, in turn, helps 
one understand the processes which give rise to the behavior of the physical system. 
One method utilized in recent years to study water and other liquids is that of molecular 
dynamics (MD) simulations. Starting with molecular positions and velocities, generated 
from the appropriate ensemble, molecular forces are calulated according to an assumed 
force-field. Positions and velocites at some small time later then follow from Newton 's 
laws, which may be solved numerically to good approximation. By repeating this process, 
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entire phase--space trajectories may be built up. Typical timesteps are of the order of 
femtoseconds, in order to keep within small errors over nanosecond long trajectories. 
MD simulations are a computationally expensive process. For classical force- fields, 
typical simulations follow 500 - 1000 molecules for nanoseconds. This rules out low- T 
simulations, where equilibration times can be much longer. Quantum mechanical force-
fields are much more expensive, and generally can only follow a few molecules, which is 
insufficient for determining liquid properties. 
The classical approximation is justified by results which match qualitatively with real 
water, with quantitative accuracy available for select properties. However, the results of MD 
simulations are highly dependent upon the chosen force--field [31]. Two popular classical 
force- fields for water, TIP3P and TIP5P, display a 95 °C difference in the T of the TMD. By 
reparameterizing only the 0-H distance and partial charges of another popular potential, 
TIP4P, the TMD shifts by 25 °C. Even using the same force--field will yield results which 
differ from experiment by an amount dependent upon the state point investigated. Force-
fields are parameterized to reproduce one or few experimentally measurable quantities (i.e. 
density) over a small range of state points, and may fail to accurately predict these quantities 
at other state points. Hence, for water, even if a force--field produces results which agree 
well with experiment at accessible temperatures, there is no guarantee it will accurately 
predict behavior below Th. 
MD simulations, despite their uncertainty, are still a useful tool for studying experi-
mentally inaccessible properties, or at experimentally inaccessible conditions. They are still 
limited, however, by computational power. 
Often, one wishes to study basic principles, where precise details are unimportant. In 
such cases, simple models are very useful. When forming a model system, one may start 
from a blank slate, building in only those properties and interactions of a real system chosen 
for investigation. In this way it is relatively easy to single out the effects of those properties 
and interactions included. Further, there is a direct tie between the parameters of the model 
and the physical processes one desires to study. As an example, in investigating water, one 
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may begin by treating molecules as spheres with a hard repulsion, and find that this model 
is not very accurate in reproducing water's density as a function of temperature . This 
simplistic model could then be emended to include known properties of water, such as the 
tendency to arrange tetrahedrally, the ability to form hydrogen bonds among neighbors, 
or certain general characteristics of the molecular electrostatic potential. By comparing 
the results of including such properties, individually or in combination, with experimental 
results , one may understand the role each property plays in governing the behavior of water. 
Also, simple models may allow for some degree of analytical solvability. This allows 
further insight into the role of the physical effects included in the model. When analytical 
methods are not available to fully solve a given model, simple models may often be solved 
approximately, especially with the use of mean-field (MF) techniques . 
One method of simplifying a physical system is to discretize spacial dimensions, con-
straining molecules to reside on a lattice. Where lattice models are not solvable analytically, 
their phase space may be explored with Monte Carlo (MC) methods, which are generally 
less computationally expensive than MD simulations. For models with discrete states, near 
critical points, where sampling of the pahse space may be slow and expensive, methods such 
as Wolff 's algorithm [32] may be used to speed up computation. This allows a large number 
of state points to be sampled, in turn allowing for a more accurate characterization of the 
behavior. 
For supercooled liquids, there is one major advantage to utilizing a lattice model-
crystalline phases are not present. The lattice provides a topology to the system, but the 
individual positions of each molecule may be discarded, hence the ability to spontaneously 
generate long- range order is not possible. Though crystallization and ice phases are no 
longer available for study, the entire supercooled phase diagram is, unlike the case for real 
water. This allows for the study of liquid properties at all temperatures down to absolute 
zero, without complications due to nucleation of a solid phase .. 
The aim of this thesis is to explore the possible phenomenologies of liquid water at 
very low temperatures. To achieve this, we develop a model which is able to represent , 
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microscopically, the essential features of the interaction among water molecules, while being 
able to qualitatively understand the importance of each of these features. This will hopefully 
lead to predictions for the behavior of water at low temperatures, insight into the physical 
processes responsible for this behavior, and insight into why water is anomalous at high 
temperatures. 
2. 2 Formulation 
In order to qualitatively understand the importance of each essential feature of the inter-
action among water molecules on the liquid's behavior, this interaction is split into four 
distinct components: (i) the short-range repulsion between electron clouds, (ii) the effect of 
all isotropic attractive interactions, such as the instantaneous induced dipole-dipole (Lon-
don) interactions between the electron clouds of different molecules and the isotropic part 
of the hydrogen bond, (iii) the directional component of the hydrogen bond [33], and (iv) 
the cooperative interaction among hydrogen bonds [10]. 
The first step in formulating the model is to discretize space, dividing the fluid into N 
cells i. This is done on a length scale such that each cell contains at most one molecule, hence 
each cell is assigned volume vo ~ 102 A 3, the exclusion volume of one water molecule [34], 
in accordance with (i) above. Each cell is assigned number density ni = 1 if a molecule is 
present, and ni = 0 otherwise. A representative picture is give in Fig. 2.1. 
Interactions between the permanent and induced dipoles of separate water molecules, as 
well as an isotropic component of the H bond interaction, will cause the molecules to attract. 
This attraction is short range, and is restricted here to nearest neighbor (NN) molecules. 
The interaction is realized in the model as a decrease in the local potential energy for each 
pair of NN molecules, represented by the Hamiltonian 
Jf6 = - E L ninj, 
(ij) 
(2.1) 
where E > 0 is the strength of the isotropic attraction, and the sum is over all NN pairs 
(ij). 
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Figure 2.1: A representative diagram of the system, here shown in two dimensions, divided 
into N = 132 cells, each containing one or zero water molecules. 
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Figure 2.2: A close-up of two neighboring cells, each containing an idealized water molecule. 
Each molecule has four bonding arms, one for each neighboring cell. The state of each cell 
is fully described by its occupancy variable ni and the four bonding arm variables CTij. A 
bond is formed when two facing bonding arms are in the same Potts state. 
The covalent component of the hydrogen bond interaction is highly directional [33] ; to 
form a bond, a hydrogen atom of one molecule must be properly aligned with the elec-
tronegative oxygen of a neighboring molecule. In the model, the orientation of cell i with 
respect to cell j is represented by a variable CTij = 1, 2, ... , q, which may be viewed as a 
bonding arm reaching out from cell i to cell j (Fig. 2.2). 
The water molecule has an approximately tetrahedral geometry. and liquid water ap-
proaches four molecules in its first coordination shell as T is lowered. Hence we will be 
interested in cell geometries with coordination number four, giving each molecule q4 possi-
ble orientational states. Selecting 30° as the maximum deviation from a linear bond leads 
to q = 6 [35]. Neighboring cells form a bond if their adjacent bonding arms are in the same 
state, i.e. CTij = CTji· The total number of bonds in the system is given by 
NB = L ninjOa;j,aji, 
(ij) 
(2.2) 
where Oa ,b is the Kronecker function of integers a and b. Formation of a bond leads a 
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decrease in the local potential energy, hence the Hamiltonian in Eq. (2.1) is emended by 
~ =-JNB, (2.3) 
where J > 0 is the energy decrease for a satisfied bond. 
Formation of a hydrogen bond in liquid water also leads to an increase in the local 
volume [36]. Hence the total volume of the system depends not only on N, but also NB , 
and is given by 
V = Nvo + NBVB, (2.4) 
where VB is the volume increase due to bond formation . Experiments show that VB = vo/2 
is a reasonable choice [37] . 
The hydrogen bond is a more- than- two-body interaction, as formation of one bond 
alters the electronic structure of the molecules involved [33, 38-40]. Specifically, molecules 
become further polarized upon bonding, resulting in an increased favorability of further 
bonding with neighbors, implying a cooperative behavior among bonds. Experimental 
evidence for such an effect is seen in the decreased deviation from the average 0-0-0 angle 
upon increasing P [41]. The effect is incorporated into the model through an intramolecular 
interaction which tends to align the variables O"ij belonging to the same molecule, which may 
be viewed as aligning the hydrogen bonds of this molecule into the orientation preferred by 
the many-body interaction. For each pair of O"ij, belonging to the same molecule i, which 
are in the same orientational state, the local potential energy is decreased; the Hamiltonian 
in Eqs. (2.1) and (2.3) is further emended by 
£coop = -Ja 2..::: ni 2..::: 60'ik,O'i£. 
(k,l)i 
(2.5) 
where la > 0 is the energy decrease due to cooperativity among bond arms, and the sum is 
over all pairs of bonding arms (k, £) on molecule i. The total Hamiltonian is then given by 
(2.6) 
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Figure 2.3: A close-up of the system demonstrating the MF solution of the model. A 
partition is drawn around facing bonding arms CTij and CTji, inside which the system is 
solved exactly, assuming that each bonding arm interacts with MF h created by the other 
arms on molecules i and j. 
2.3 Mean-Field Solution 
The model may be solved using a cavity approximation. Here, a partition is drawn around 
two adjacent bonding arms CTij and CTji on n.n. molecules (Fig. 2.3). Inside this cavity 
the system is treated exactly, while the interaction with the system outside the cavity is 
mediated through a mean field h, coupled to each of the CTij inside the cavity. This field is 
proportional to both the intramolecular energy and the number of arms creating the field, 
i.e. h <X 3lu. 
The ground state of the model is given by each cell occupied (ni = 1 for all i), and 
each bonding arm in the same orientational state (CJij the same for all i,j). At low T a 
macroscopic fraction of the CTij will remain in this preferred state, and the form of the field 
h may be written as 
(2.7) 
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where 0 < s < 1 is an order parameter associated with the number of bonding arms in the 
preferred state. This functional form of h is the simplest such that for s = 0 (no order), 
h = 3]0.jq, as expected from a fully disordered system, while for s = 1 (full order), h = 310 , 
its physically maximum value. The Hamiltonian of the system inside the cavity is given by 
(2 .8) 
where state 0 labels the preferred orientational state. The volume of the cavity is given by 
(2.9) 
i.e. zero for no bond, and VB if a bond is formed. 
The probability that the two bonding arms inside the cavity form a bond, p0 , is calcu-
lated directly from the partition function at constant T and P, 
Pa(s, T , P) = (6a;i,ai;)h = _i_,J ________ _ L e-,6(.Ytfcav+PVcav) (2.10) 
i ,j 
Here (3 = 1/ T, with the Boltzmann constant set to unity. In a completely disordered 
system, the probability that two adjacent arms form a bond is i, hence for consistency the 
condition is imposed that Pa 2: i. We now have a MF expression for the probability that 
two bonding arms which are able to bond actually do form a bond. 
Continuing in the MF spirit, the system is considered homogenous, with the fraction of 
occupied cells given by n = Jr L ni· The proability that interacting bonding arms (whether 
i 
inter- or intra- molecular) occupy the same state is assumed to be given by Pa(s, T, P). 
With these assumptions, Eqs. (2.4) and (2.6) may be rewritten in a MF way, using the 
replacements 
2:= ninj ------+ 2Nn2 , 
(ij) 
2:= ninj8uii ,rrii ------+ 2Nn2pu, 
(ij) 
2:= ni 2:= ------+ 6N npu. 
(k,e)i 
The mean field expression for the entropy Sn of the N variables n i is given by 
In a random mixing limit , the probability of bond formation is given by 
2 (1- nu )2 
Prr = nu + 1 ' q-
where 
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(2.11) 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
is the fraction of bonding arms in the preferred orientational state. Equating Eq. (2 .10) 
with Eq. (2.15) allows solution for nu(s , T , P). The mean field expression for the entropy 
Su of the 4N n variables CTij is then given by 
(2 .17) 
In a sum over all sets { ni} and { CTij} at constant N, £, V, and the number of molecules 
Nn naturally vary. Alternately, for the system held at constant Nn, with N allowed to 
fluctuate , only £ and V will vary in a sum over states. The appropriate free energy in 
this latter case is the Gibbs potential, G = £ + PV- TS, where S = Sn + Su is the total 
entropy, which is easily written for the MF case. Dividing through by Nn gives the Gibbs 
free energy per particle, 
G 1 
g = N n = N n (£ + PV - T S) ' (2.18) 
which is independent of N. 
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The free energy g may be minimized numerically with respect to the free variables n 
and s, to obtain the equilibrium values neq(T, P) and seq(T, P). Substituting neq and seq 
into Eq. (2.4) yields V(T, P), the full equation of state. 
2.4 Monte Carlo Technique 
Due to the discrete nature of its states, the cell model lends itself well to MC techniques. 
Simulations are carried out on a two- dimensional square lattice, for N =2500 and N = 10000 
cells, at constant P and T. Preliminary results show that simulations in 3 dimensions, 
keeping coordination number four , show no qualitative differences from the two- dimensional 
results. 
In order to reduce the computational cost of simulating a large number of cells, a slightly 
modified model is used in all simulations, which allows for continuous volume fluctuations. 
The system is assumed homogeneous, with all cell variables set to ni = 1. Density changes 
not associated with hydrogen bonding are instead incorporated into the cell volume, which 
is no longer constant, but given by 
(2.19) 
where VMc is a continuous variable allowed to fluctuate during the simulations. The hard-
core restriction and the isotropic term in the Hamiltonian (Eq. 2.1) are replaced by a 
Lennard- Janes potential, 
if r ::::; r0 , (2.20) 
if r > ro . 
where the minimum distance between NN cells is ro = (vo) 11d, the distance between two NN 
molecules is (V/N) 11d, and the distance r between two generic molecules is the Cartesian 
distance between the center of the cells in which they are included. These assumptions 
reduce the number of states by a factor of 2N- 1, and computation of the van der Waals 
energy by a factor of N operations, while the physics captured by the model remains the 
same. The resulting behavior is qualitatively similar to MF calculations, and experiments. 
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In the MC procedure, the phase space is sampled using the Metropolis algorithm [42], 
in which either VMc or a spin CTi j is randomly selected and varied. To evenly sample the 
phase space, 4N spin flips are performed for each variation of VMC· Spin flips are accepted 
with probability 
Paccept = { 
1 
e-f3b..H 
~H<O 
(2.21) 
~H>O, 
where ~H is the change in entropy during a trial flip, and the Boltzmann constant has 
been set to unity. Small volume variations are chosen such that ~r/ro E [-.01 , .01], and 
each variation is accepted with probability 
Paccept = 
{
1 
e-(b..ELJ-Tb..SLJ)/T 
(~ELJ - T~SLJ) < 0 
(~ELJ- T~SLJ) > 0, 
(2 .22) 
where ~ELJ is the change in Lennard- Jones energy (Eq. 2.20) and ~SLJ = -Nlog(Vf/Vi) is 
the change in entropy during the trial flip, Vf and Vi being the final and initial volumes. This 
procedure ensures that the phase space is sampled in a way consistent with the Boltzmann 
factors, e-H/T, where His the enthalpy. 
Starting from a random initial configuration, the procedure is performed until average 
thermodynamic quantities remain constant over many successive MC steps, and the system 
is considered in equilibrium. The system is sampled in equilibrium until thermodynamic 
quantities may be calculated to within reasonable uncertainty. The final configuration may 
be used as the initial state for running at a neaby T or P value. 
At low T , the single spin flip Metropolis algorithm becomes computationally intensive, 
as a significant number of trial variations are not accepted . The system becomes trapped 
in local minima of the free energy landscape, and the total phase space is explored only 
very slowly. For thermodynamic measurements, Wolff 's method [32] may be employed to 
overcome this difficulty. 
Wolff's algorithm is based on the definition of a cluster of variables chosen in such 
a way as to be thermodynamically correlated. To define the Wolff's cluster, a bonding 
variable (arm) CTij of a molecule is randomly selected to be the initial element of a stack. 
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The cluster is grown by first checking the remaining arms of the same initial molecule: 
if they are in the same Potts state, then they are added to the stack with probability 
Psame =min [1 , 1- e-Ju!T]. This choice for the probability Psame depends on the interaction 
energy la between two arms on the same molecule and guarantees that the connected arms 
are thermodynamically correlated [43, 44]. Next, the arm of a new molecule, facing the 
initially chosen arm, is considered. To guarantee that connected facing arms correspond to 
thermodynamically correlated variables, it is necessary to link them with the probability 
Pfacing = min [ 1, 1- e-J' IT] where J' = J- PvB is the ? - dependent effective coupling 
between two facing arms appropriate in the considered ensemble. It is important to note 
that J' can be positive or negative depending on P. If J' > 0 and the two facing arms are 
in the same state, then the new arm is added to the stack with probability Pfacing; if J' < 0 
and the two facing arms are in different states, then the new arm is added with probability 
Pfacing · 
After every possible direction of growth has been considered, the values of all arms 
in the cluster are changed in a stochastic way. Again, we need consider two cases: (i) if 
J' > 0, all arms are set to the same new, and different, value, and (ii) if J' < 0, the state 
of every single arm is changed (rotated) by a random value between 1 and q - 1. This 
procedure guarantees that the system is sampled according to the equilibrium probability 
distribution [32 , 45], which is done until sufficient statistics have been generated. 
Chapter 3 
A Liquid-Liquid Critical Point 
3.1 Thermodynamic Properties 
It is expected that condensation of liquid water out of the vapor is driven by isotropic 
interactions, as opposed to the directional component of the H bond. In terms of the 
model, this leads to J < E, and we choose J = t:/2 as a convenient starting point. It is 
also expected that the further polarization of a water molecule upon forming a H bond is 
small compared to its original polarization, hence la = J / 10 = t:/20 is a reasonable choice. 
The volume increase due to formation of a hydrogen bond may be estimated from water's 
oxygen- oxygen radial distribution function [36], from which it is seen that VB = v0 j2 works 
well. Without loss of generality, we set E = 1 and vo = 1, which set only absolute scales for 
temperature, T , and pressure, P . We describe in this section the behavior of the model for 
this set of parameters, obtained from MF calculations. All energies and temperatures are 
given in units of E, and all pressures in units of t:/vo. 
3.1.1 The Order Parameters 
Numerical minimization of Eq. 2.18 yields the average cell occupancy neq(T, P) and bond 
order parameter seq(T, P). Fig. 3.1 shows neq(T, P) as a function ofT for 0 < P < 0.3. For 
all P > 0, neq decreases monotonically upon heating, and this behavior is discontinuous for 
0 < P < Pc , with Pc ,....., 0.215. These discontinuities correspond to a first- order liquid-gas 
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Figure 3.1: The fraction of cells occupied by a water molecule, neq, as a function of tem-
perature T. Left-most curve is for P = 0.0, right- most curve P = 0.3, and intermediate 
curves are separated by b.P = 0.02. At lower P, the curves are discontinuous, signifying a 
first-order transition between liquid and gas. For P > Pc ;2: 0.215, the curves are smooth 
( super- critical region). 
transition, with positive slope in the (T, P) plane, which ends at critical point C. For P < 0, 
neq = 0 for all T. 
Fig. 3.2 shows seq(T, P) as a function ofT. For P < Pmax = 1.3, seq decreases mono-
tonically with T, with this decrease happening at lower T for increasing P , approaching 
T = 0 for P = Pmax· For P > Pmax, seq = 0. 
The value of Pmax may be understood from an evaluation of the MF expression of the 
free energy (Eq. 2.18). At T = 0, the Gibbs free energy per molecule is equivalent to the 
enthalpy per molecule, given in the mean field approximation by 
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Figure 3.2: The equilibrium tetrahedral order parameter, seq, as a function of temperature 
T. Left- most curve is for P = 1.0, right- most for P = 0.2, and intermediate curves are 
separated by b.P = 0.1. AsP increases, the Tat which seq transitions from 0 to 1 becomes 
lower, and the transition itself sharper. For P > Pc' '"'"' this transition is discontinuous, 
signifying a first-order transition between two liquid phases of differing density. 
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H Pvo ( 
-=--2m- 2(J- PvB)npu(s,P)- 6JuPu s,P). 
Nn n 
(3.1) 
The equilibrium state of the system is given by a minimization of H / N n over 0 ::; n ::; 1 
and 0 ::; s ::; 1. At P > 0, this minimum lies at n = 1, and the system is in a liquid state. 
For 0 < P < Pmax the system will prefer to maximize Pu(s), while for P > Pmax the system 
will prefer to minimize Pu(s). Solving for Pmax gives 
(3.2) 
For P < Pmax, it is seen that seq ----t 1 forT ----t 0, and seq ----t 0 at T ----too. However, the 
manner in which s varies from its high-T limit to its low- T limit depends on P. Fig. 3.3 
shows contour maps of g as a function of order parameters n and s. For all P and T shown, 
the minimum of g lies at or very close to n = 1. For P < Pc' (Fig. 3.3a), the minimum 
shifts continuously from s = 0.4 to s = 0 upon increasing T. For P = Pc' (Fig. 3.3b ), the 
minimum becomes degenerate at T = 0.625. For P > Pc' (Fig. 3.3c), the minimum jumps 
discontinuously upon increasing T, while a metastable minimum is still present. As s is a 
measure of the number of bonds in the system, hence the system volume, discontinuities 
in seq correspond to discontinuities in V. From this we deduce that the model displays a 
low-T critical point C', which ends a first-order phase transition between two liquid states, 
with negative slope in the P-T plane. 
In the above data, the minimum of g(n, s) lies at, or close to, n = 1, hence it is 
illuminating to look at g(n = 1, s). Fig. 3.4 shows g(n = 1, s) as a function of s for various 
T. The minimum, corresponding to seq, is traced by the thick dark line. For P < Pc' , seq 
is continuous with T (Fig. 3.4a). For P = Pc', seq is continuous with T, though aseq/aT 
shows a discontinuity at T = 0.625 ::::J TC' (Fig. 3.4b). For Pc' < P < Pmax, seq shows a 
discontinuity (Fig. 3.4c). 
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P < Pct 
T • 0 .076 T .. 0.0 77 
0.2 
P > Pct 
o .• 
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0 .2 
Figure 3.3: Contour maps showing contours of the molar Gibbs free energy gas a function of 
t he order parameters nand s , at state points surrounding the LLCP. The minimum is given 
by the shaded (red) area on the right of each plot. (a) P = 0.7 < Pet . (b) P = 0.82,....., Pet, 
with T = 0.062 < Tct, T = 0.0625"" Tet , and T = 0.063 > T0 t. (c) P = 0.9 > Pet. 
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P=0.7 
0.2 0.4 0.6 0.8 0.2 0.4 0 .6 0.8 
Tetrahedral Order Parameter Tetrahedral Order Paramter 
0.2 0.4 0.6 0.8 
Tetrahedral Order Paramter 
Figure 3.4: The molar Gibbs free energy for all cells occupied, g(n = 1, s), as a function of 
tetrahedral order parameter s , for various T (as labeled). The thick black line traces the 
minimum of g, which defines the value of sin equilibrium (see Fig. 3.2) . (a) P = 0.7 < Pc,, 
in which seq varies continuously. (b) P = 0.82 "" Pc', in which seq varies continuously, with 
discontinuous derivative w.r.t. T. (c) P = 0.9 > Pc,, in which s eq varies discontinuously. 
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~p = 0.1 
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p = 1.1 
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Figure 3.5: The the probability that two NN cells occupied and bonded as a function ofT, 
for P = 0.1, 0.2, ... , 1.0. 
3.1.2 Hydrogen Bonding and Density 
With the MF replacements Eq. 2.13, we may derive MF expressions for the number of bonds 
NB, and the density p = NnjV, 
n p - -------,:---
- vo + 2n2puVB · 
(3.3) 
(3.4) 
Fig. 3.5 shows the probability that two NN molecules form a bond, NB/2N , as a function 
ofT, where it is seen that the number of bonds always increases upon cooling and decreases 
upon pressurization, while the system remains in the liquid state. 
The formation of bonds upon cooling tends to decrease the density, while t he increasing 
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Figure 3.6: Density pas a function ofT, for P = 0.1, 0.2, ... , 1.3. At lower P, the sharp 
decrease in p corresponds to the liquid- gas transition. At intermediate T, p reaches a 
maximum. At higher P and lower T , the sharp increase in p corresponds to the liquid-
liquid tranition. 
cell occupancy tends to increase the density. These competing effects lead to a maximum 
density at finite T. 
Fig. 3.6 shows p as a function of T. At high T, discontinuous jumps correspond to 
the liquid-gas transition. At low T, discontinuous jumps correspond to the liquid-liquid 
transition. This transition occurs at lower T for higher P. For P < Pma:x, p ----7 0.5 as 
T ----7 0, corresponding to all cells occupied and bonded. For P > Pma:x, p ----7 1 as T ----7 0, 
corresponding to all cells occupied and unbonded. 
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Temperature 
Figure 3.7: Cp as a function ofT, for P = 0.2. Two maxima are present, at T = 0.124 and 
T = 1.07. 
3.1.3 Response Functions 
Response functions Cp, Ky, and ap may be calculated. Fig 3.7 shows Cp at P = 0.2 for a 
wide range ofT. The two main features are the maximum at high T , due to the presense 
of the liquid-gas transition, and the maximum at low T, with a minimum at T = 0.765. 
The anomalous increase upon cooling below this minimum accurately reflects the qualitative 
behavior of real water. At lower P, two low-T maxima may be discerned - this phenomena 
is explored in Chapter 4. Ky and ap exhibit behavior similar to Cp . 
Figs. 3.8 and 3.9 shows the effect of pressure on the maxima in Cp at high and low 
T, respectively. At high T and low P, Cp is discontinuous at the liquid- gas transition. 
For P > Pc , Cp remains continuous, but sharply peaked. The peak decreases in height 
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Figure 3.8: The effect of P on Cp near the liquid-gas transition. Cp is discontinuous for 
P < Pc ""0.215, and continuous for P > Pc. 
as P moves further from Pc. The locus of these maxima traces a line in the (T , P) plane 
which may be viewed as an extension of the liquid-gas phase transition into the one-phase 
region . In the region surrounding a critical point, all response functions are expected to 
be proportional to a characteristic correlation length, ~ [46], hence each response function 
displays a maximum at the same T. The locus of maxima of~ has been given the name 
"Widom line", and is well-approximated by the locus of maxima of any response function. 
At P further removed from the critical point, the locus of maxima of each separate response 
function will tend to spread out . 
F igs. 3.10 and 3.11 show the behavior of Kr and lap l at low T , which show similar 
behavior to Cp. At T below the TMD , each rises anomalously upon cooling, as in real 
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Figure 3.9: The effect of P on Cp near the liquid- liquid transition. As P increases, the 
maximum moves to lower T and becomes more pronounced, diverging at P = Pc' r-.J 0.82. 
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Figure 3.10: Isothermal compressibility, Kr, as a function ofT for various P (labeled) near 
the liquid- liquid transition. Kr given in units of vo/ f.. 
water. The liquid- liquid Widom line may be observed from the maxima in Cp, Kr and 
3.1.4 The Phase Diagram 
Finally, we present the pahse diagram in the (T, P) plane. 
At high T and low P lies the liquid- gas transition, ending in critical point C , from 
which emanates the Widom line. At intermediate T, the liquid phase displays a TMD line, 
with negative slope, similar to real water. At low T the liquid-liquid transition also has 
negative slope. This ends in LLCP C', from which emanates the liquid-liquid Widom line. 
The linearity of the liquid-liquid transition is a consequence of the MF technique. In 
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F igure 3.11 : The magnitude of the isobaric thermal expansivitty, lap!, as a function ofT 
for various P (labeled) near the liquid-liquid transition. lap! given in units of 1/ E. 
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Figure 3.12: Phase diagram of the cell model in the (P, T) plane. Shown are liquid-
gas (L- G) coexistence (thick curve) which ends in critical point C, from which emanates 
the Widom line (double-dot- dashed curve), shown here as the locus of Cp maximum. 
The TMD (dashed curve) exhibits negative slope. At low T is the liquid- liquid (L-L) 
coexistence, which ends in critical point C', from which emanats the liquid-liquid Widom 
line (dot-dashed curve), again shown as the locus of C p maxima. 
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deriving the MF expression for Pu (Eq. 2.10) , the variables J and P occur only in the 
combination J- P vB. Similarly, in the MF expression of the Gibbs energy per molecule 
(Eq. 2.18), for all terms which depend on s, i.e. all terms which determine the liquid state 
behavior, this holds as well. Hence, for constant n, the behavior of the system at one P is 
equivalent to that at a higher P , with reduced H bond coupling. This is relevant at low T, 
where n ~ 1, hence the liquid-liquid transition is linear in the (T, P) plane. 
3.2 Connecting to Water 
The above phase diagram represents the prediction of the model for the phase diagram 
of water . It correctly predicts the liquid-gas transition, and the existence of the TMD 
line, along with its slope in the (T, P) plane. Further , it demonstrates the rise in response 
functions upon cooling below the TMD. At very low T , data for real water exists only for 
glassy states. Here the model may be used to predict water's equilibrium behavior. 
The most interesting prediction of the model is the existence of the liquid- liquid tran-
sition and it 's associated LLCP. A natural question to ask would be the T and P at which 
real water might display such a LLCP. This can be estimated, by first using experiments to 
estimate the values of model parameters corresponding to real water , and then matching 
points in the model's phase diagram with the corresponding points for water. 
An estimate of the van der Waals component of the isotropic energy is EvctW = 5.6 kJ /mol, 
given by Henry [47], who considered molecules which are isoelctronic to water, yet do not 
form directional H bonds. The directional component of the H bond interaction may be de-
duced by comparing the strength of a linear H bond to a pair of bifurcated bonds, in which 
a H atom or lone pair electron participates in two H bonds, each at sub-optimal geometry. 
In this case, the difference in energy is 8.3 kJ/mol [48, 49]. In terms of the model, assuming 
that two bifurcated bonds satisfy the isotropic H bond component , but not t he directional 
component , while a linear bond satisfies both, we may write (J + EB) - 2EB = 8.3 kJ j mol, 
where EB is the isotropic component of the H bond, withE= EvctW + EB· The bond strength 
of a water dimer is measured to be J + EB = 22.6 kJ/ mol [50]. Combining the above leads 
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to EB = 7.1 kJ/mol, E = 12.7 kJ/mol, and J = 15.5 kJ/mol. Similarly, the cooperative 
component of the H bond interaction may be deduced from comparing the bond strength 
of a dimer (23.3 kJ/mol) to that of a bond in a fully bonded network, 28 kJ/mol [51]. 
Attributing this to three completed Jcr interactions in the model leads to Jcr = 1.8 kJ /mol. 
From water's radial distribution function, one may obtain oxygen-oxygen distances of 
2.9 A for unbonded and 3.3 A for bonded molecules [52]. These values lead to vo = 18.8A3 
and VB= 3.0A3 . 
With these parameter values, the model predicts a LLCP at 270 K and 3.4 GPa. In 
T, this is close to previous estimates of water's LLCP place it from "' 150- 210 K and "' 
50- 350 MPa [53- 55]. However, it is still above TH. In P, the prediction is much higher 
than previous estimates, and high than the P of the observed first- order transition between 
glassy states, which occurs at rv600 Mpa. 
The phase diagrams of the cell model and of real water are not expected to overlap. 
In fact , the phase diagram presented above, which results from the MF solution, is only 
an approximation to the actual phase diagram of the model. Still, care has been made 
to accurately represent water's energetics. That a simple model gives physically realistic 
numerical predictions for water's LLCP lends credibility to the LLCP hypothesis. 
Chapter 4 
Relationship Between Thermodynamics 
and Dynamics 
4.1 The Specific Heat 
Experimentally, water's isobaric specific heat, Cp, is seen to rise dramatically upon cooling 
in the supercooled region of the phase diagram, with a possible divergence below the ho-
mogenous nucleation temperature Th. Several scenarios for water's low-T phase diagram 
propose that Cp does in fact diverge, relating this divergence to a thermodynamic singular-
ity. Alternately, in the SF scenario, Cp does not diverge, but only reaches a smooth local 
maximum. 
In glass- forming liquids, Cp generally exhibits a large increase upon heating past the 
glass transition, as previously frozen-out degrees of freedom become available to the system. 
In water, however, Cp only increases by about 2% at the most widely accepted Tg, though 
its Cp is quite large at ambient conditions . The behavior of bulk water's Cp between these 
two T-regions is unknown. 
A careful study of Cp in the cell model, which may be studied at all T, would be useful. 
This chapter explores the behavior of Cp in the supercooled region for the cell model. We 
relate these findings to the dynamics of water, especially to experimental results on confined 
water at these temperatures. 
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Figure 4.1: Cp vs. T for P = 0.02, which exhibits two distinct maxima. At all T shown, 
the system is in a liquid state. 
4.1.1 Zero pressure 
The cell model predicts novel behavior of Cp in the experimentally inaccsesible region of 
water's phase diagram. Fig. 4.1 shows the behavior of Cp at low T for P = 0.02. At low 
P, two distinct maxima in Cp are observed in the liquid state. Of these maxima, one is 
rather broad, and occurs at higher T. The other maximum, at lower T, is sharply peaked, 
yet finite. 
This unexpected behavior may be elucidated by observing Cp for a slightly modified 
model, specifically by setting lu = 0. Such a choice is equivalent to turning off the coop-
erativity among H bonds. In this case, the model is exactly solvable, and it is found that 
Cp shows only one maximum at low T [16]. Fig. 4.2 shows Cp at low T and low P for 
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Figure 4.2: Cp vs . T for P = 0.02, for both Ju = 0 and Ju = 0.05. Turning off the 
cooperative interaction among bonds (Ju = 0) removes the sharper maximum. 
the model with Ju = 0, along with Cp for the case Ju = 0.05 for comparison. Here, the 
broad maximum remains, at the same T as observed for the case Ju = 0.05. The sharp 
maximum at lower T has disappeared completely. We propose that the Cp maximum at 
high T is due to the directional H bond interaction, while the maximum at lower T is due 
to the cooperative interaction among H bonds. 
This may be explored further in MC simulations, where the effects of the directional 
and cooperative H bond interactions may be separated without the need to alter the model. 
While the evolution of the system is governed by the full Hamiltonian, the enthalpy due 
to each term may be separately calculated. We consider that the enthalpy is a sum of 
contributions due to hydrogen bond formation, as well as the cooperative interaction among 
bonds, writing the enthalpy as H = HB + Hcoop, with 
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(4.1) 
(4.2) 
where HB contains all terms proportional to NB, and H coop is the enthalpy of the coopera-
tive interaction, as well as the van der Waals interaction (the contribution to H of the Uw 
term is negligible in the range ofT of interest here). We then consider that fluctuations in 
each of these terms will contribute to Cp, i.e. we define 
c~oop = (a Hcoop I 8T) p ' 
(4.3) 
(4.4) 
with Cp = C'j! + C~oop. Fig. 4.3 shows C~ and C~oop in the liquid regime. Here, C~ 
captures the Cp maximum at higher T, while C~oop captures the Cp maximum at lower 
T, supporting the proposition that separate interactions are responsible for each of the Cp 
maxima. 
To show that C~ captures the enthalpy fluctuations due to the H bond formation , we 
calculate I d:ra IP· Further, we calculate I d~~op IP, where Ncoop is the number of molecules 
with perfect local order of their bonding variables, i.e. the number of molecules i for which 
CTij = CTik = CTim = CTin, for NN j, k , m, n. Fig. 4.4 shows that I dJ'/ IP displays a maximum 
at the same T as C~, while the maximum in ld~~op IP coincides in T with the maximum in 
C
coop 
p . 
A physical picture emerges from the above results. As the liquid cools, the trade-off 
between entropy and energy leads to the formation of H bonds. The rate of this process 
reaches a maximum at the T at which approximately half of all possible bonds are formed. 
Above this T , the decrease in energy from to bond only offsets slightly the entropic cost, yet 
there are many unbonded neighbors, while below this T the situation is reversed. The broad 
maximum in Cp at higher T reflects the large entropy fluctuations at this balance point. The 
rate of bond formation upon cooling below this T decreases due to saturation of the number 
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Figure 4.3: The Cp of the cell model, from MC simulations, decomposed into terms arising 
from the formation of H bonds and the cooperative interaction among H bonds, at P "'0. 
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Figure 4.4: The T- derivative of the number of H bonds, I d~y,or IP, and the number of 
locally ordered molecules, I d~y,or IP, as a function ofT, from MC simulations, at P "" 0. 
Each quantity displays a maximum which corresponds to one of the maxima in Cp. 
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of bonds. At the T- scale of the cooperative interaction, it becomes energetically favorable 
for formed bonds to rearrange into a tetrahedral geometry. This molecular reorientation is 
behind the lower-T maximum in C p. 
This picture is supported by examining the probability of bond formation, Pu, in the 
MF theory; for n = 1, it may be shown that Cp ex Pu· Fig. 4.5 shows the probability 
of bond formation for three cases: zero tetrahedral order, full tetrahedral order, and the 
equilibrium tetrahedral order. For the model with lu = 0, there is no ordering; the system 
is constantly in the s = 0 state. In this case, the system will exhibit a maximum in Cp 
where 0Pu / 8Tis=O is largest. With the cooperative interaction turned on ( lu > 0,) Pu will 
show a large increase upon cooling at a lower T , as the system switches from the disordered 
to ordered state. With this increase in Pu comes the second, larger, maximum in Cp. 
4.1.2 Pressure effects 
The separation of the Cp maxima in T depends on two relevant enthalpy scales - the 
directional bond enthalpy scale J- PvB and the cooperative bond energy scale lu. As the 
former depends on P , while the latter does not, one expects that the qualitative behavior 
of Cp changes upon pressurization. 
Fig. 4.6 plots Cp as a function ofT in the liquid state, obtained from MF calculations, 
for several P < Pet, showing the behavior of the maxima change with P . Both Cp maxima 
move to lower T as P increases, though the broader maximum at higher T has a more 
pronounced ? - dependence. The two maxima are distinct only well below Pet; above P ~ 
0.3, both peaks have merged into a single maximum. This would correspond, in Fig. 4.5, 
to the equilibrium curve rising from the disordered to ordered states at approximately the 
same T as the disordered state exhibits a maximum slope. The maximum of Cp increases 
on approaching Pet. Fig. 4.7 shows the behavior of Cp at P > Pet, with Cp exhibiting 
only one maximum, marking the LL phase transition line. 
Figs. 4.8 and 4.9 show the effect of P on Cp in MC simulations. AsP is raised toward 
Pet, the lower T maximum remains relatively constant in T, while the higher- T maximum 
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Figure 4.5: The MF probability that two NN molecules form a bond, Pa, as a function ofT 
for P = 0.02. The dashed curve represents the system in equilibrium, thile the solid curves 
represent a fully ordered or disordered system (s=O,l ). 
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Figure 4.6: Cp as a function ofT, from MF calculations, for P < Pc'. As P increases, the 
maxima move closer in T. 
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Figure 4.7: Cp as a function ofT, from MF calculations, for P 2.: Pc'· Cp shows one 
maxima, at the T of the LL phase transition. 
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moves to lower T. For P ~Pet, the two maxima have merged, occurring at approximately 
the same T. The value of the sharp maximum at lower-T slowly increases with increasing P, 
reaching the largest values at Pc. We associate the sharp maximum with the liquid- liquid 
Widom line. 
For P > Pet the sharp maximum at lower- T occurs at the temperature of the first-
order liquid- liquid (LL) phase transition. As P increases far above Pet, the two maxima 
again separate in T. The sharp maximum decreases in value, and moves to lower T with 
increasing P , following the LL phase transition. Cp for the broader maximum at higher T 
becomes independent of P. Hence as P continues to increase, the maxima become further 
separated in T. This higher- T maximum at P > Pet is not seen in the MF treatment of 
the model, as the likelihood of bond variables to satisfy the directional bond or cooperative 
bond interaction are not independent. 
Our Cp results from MC simulations may be summarized in Fig. 4.10 , an enlargement 
of the phase diagram at low T, where we trace the locus of maxima of Cp, jdN8 jdTjp, and 
jdNcoop/dTjp. It is important to note the different behavior of the Cp maxima above and 
below Pc. The two maxima in Cp are well separated in T far from the LLCP, and coincide 
at the LLCP. At P < Pc, the maxima in Cp move closer in T with increasing P, while 
at P > Pc, they separate in T with increasing P. These results suggest an experimental 
test for the location of a LLCP in water, without need to directly access the LLCP, by 
measuring the Cp maxima at several P far from the LLCP. 
4.2 Relation to dynamics 
Water's dynamics are interesting from several perspectives. Dynamical anomalies exist, 
such as the increase of diffusivity upon increasing P [6]. Na!vely, one might expect increased 
pressure to jam molecules into close configurations, decreasing mobility. Water also exhibits 
a breakdown of the Stokes- Einstein relation, which proposes that a liquid's diffusivity is 
inversely proportional to its viscosity, at supercooled T [56]. 
In the following, we investigate the implications of the above findings on water's Cp 
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Figure 4.8: Cp as a function ofT, from MC simulations, for P > Pc'· As P increases, the 
maxima move closer in T. 
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Figure 4.10: Low T phase diagram from MC simulations. The maxima of C~ and C~oop 
move closer in T upon approaching the LLCP, merging at C'. 
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on water's dynamics . We also study the dynamics of water directly, at supercooled T , to 
explore the relationship between thermodynamics and dynamics. 
4.2.1 Adam-Gibbs Theory 
A theory due to Adam and Gibbs [57] provides a way to relate Cp of a liquid to its 
dynamical behavior. They begin by imagining a region of a liquid which may rearrange into 
another molecular configuration independently of its environment, a so called cooperatively 
rearranging region (CRR) . The general idea behind the derivation is that the size of the 
smallest such region must depend on the number of configurations available to the region, 
which in t urn depends on the temperature of the system. Defining a CRR by the number 
of molecules z encompased, the system may be viewed as an ensemble of such regions, 
independent and in thermal and mechanical equilibrium. The part ition function of the 
system may be written as 
.6. = ~ D(z, E , V)e -.B(E+PV) (4.5) 
E,V 
where D(z, E, V) is the number of configurations with energy E and volume V, at inverse 
temperature {3. The appropriate free energy is the Gibbs free energy, 
G = E + PV- TS = Zf..L (4.6) 
where f..L is the chemical potential. Of all configurations with z molecules at T and P , only 
a fraction f of them will be able to transition into a new state, such states labeled with 
primes. Adam and Gibbs define a partition function which sums only over these states, 
.6.' = ~ n'(z, E , V) e- .B(E+PV) . 
(E,V)' 
The fraction f is then given by 
.6.' .6.' f = ~ = e- .B(G' - G) = ~ = e-.Bzf:>.J.L , 
(4.7) 
(4.8) 
where the last equality makes use of t he relation S = k log n, and .6.J.L = J.L1 - J.L The 
probability of a rearrangement occuring must depend linearly on f , and may be written 
(4 .9) 
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where A contains information on the frequency of transitions. Any T dependence in A may 
be considered negligible compared to the exponential in Eq. 4.9. 
To determine the average probability over all sizes of regions, one must calculate 
(4.10) 
from smallest cluster size Zi to largest z f. The smallest cluster which may undergo recon-
figuration must be greater than unity, and could be larger depending on the system, and 
will be denoted Z* . Letting ZJ -t oo, one finds 
( 4.11) 
The exponential in the denominator of Eq. 4.11 is small, and the denominator may be 
absorbed into a new pre- factor A. 
Eq. 4.11 shows that the average probability of a molecular rearrangement over all cluster 
sizes depends most strongly on the probability of a transition in the smallest cluster which 
may undergo a transition at all, which is of size Z*. Adam and Gibbs give a derivation of 
Z* in terms of the configurational entropy of the system, beginning with the assumption 
that such a quantity is well- defined, i.e. that the potential energy U may be factored out 
of the total energy. Then the configurational entropy Sc of the system is given by 
Sc = k log Dc(U, V) , (4.12) 
where Dc(U, V) is the configurational analog of the multiplicity, the number of states with 
U and V. The same may be written for the configurational entropy of the CRR, writing 
Sc = k log Dc(z, U, V) , (4.13) 
where the multiplicity now depends on size z . By the definition of a CRR as an independent 
region, it must hold that 
(4.14) 
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where Nmot is the number of molecules in the system, hence ~Nmot is the number of CRR's 
which comprise the system. Setting z = z* , one finds 
(4.15) 
where s~ corresponds to the configurational entropy of a region of size z* . With this, Eq. 4.11 
may be written as 
(W(T)) = Ae-f3 6 §:c. (4.16) 
The quantity tt:..J-LSc is a material parameter with units of energy. 
The characteristic time T for a molecular reorientation is reciprocally related to the 
average reorientation probability (W(T)), hence depends on Sc. This is a key result, linking 
the relaxation time of a liquid to its configurational entropy. 
4.2 .2 Simulations 
The dynamics of the cell model may be studied in MC simulations, using the single-spin 
flip method corresponding to Model A in the classification of Hohenberg and Halperin [58]. 
Time is measured in internal units, with one unit of time corresponding to 4N attempted 
flips of the variables CTij and one attempted change of VMC· We study the autocorrelation 
function 
C ( ) = _2._ ~ (Mi(to + t)Mi(to))- (Mi) 2 
M t - N £-i' (Mi(to) 2 ) - (Mi) 2 ( 4.17) 
where Jvfi = ~ l:j CTij quantifies the bond order of molecule i. Relaxation time TMC is defined 
by the relation CM(TMc) = 1/e. This is a measure of how many attempted slin flips an 
average molecule survives in the same orientational state before a successful flip. 
Data is calculated for various T. Fig. 4.11 shows TMC as a function ofT, which displays 
three distinct regimes, with crossovers at T = 181 K and T = 252 K. Here, T values are 
assigned according to the model parameters described above in Section 3.3, with a shift 
of 134.5 K to match with experiments on confined water at similar state points (described 
below) . To obtain TMC in seconds, times are rescaled according to log(TMc[s]) = -31.3 + 
1.74log(TMc[MCsteps]). This form is consistent with the logarithmic collapse oftimescales 
-7 . 
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Figure 4.11 : H bond relaxation time TMC as a function ofT, showing three distinct functional 
regimes. Data shown as circles, VFT fits as solid and dotted curves, Arrhenius fit as dashed 
curve. Units have been scaled to match with experiment (see text). 
for supercooled water, and the constants are chosen such that the values of TMC at the 
crossovers match with experiment. 
For T > 252 K, TMC is well- fit by a Vogel- Fulched- Tamman (VFT) form , 
c 
T(T) = ToeT-To , ( 4.18) 
where To = 1.61 x 10-8s, C = 5.2 kJ /mol, and To = 181.2 K are fitting parameters. 
Empirically, the T - dependence of the relaxation times of many glass- forming liquids has 
been found to obey such a VFT equation. For 181 K < T < 252 K, TMc follows another 
VFT form, characterized by To = 7.5 x 10-10s, C = 15.9 kJ /mol, and To = 95.2 K. For 
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T < 181 K, T exhibits an Arrhenius behavior, following 
!!A T(T) =Toe T , (4.19) 
with fitting parameters To = 3.3 x 10-4 s, and EA = 13.7 kJ /mol. This is the form 
expected for a system with energy barrier EA hindering molecular rearrangements, EA 
being independent of T. 
The crossover temperatures, found here from measurements on dynamics, match well 
with the observed maxima in Cp, an equilibrium property. The Adam-Gibbs theory, specif-
ically Eq. 4.16, provides insight into this connection. In the formulation of the cell model, 
the Hamiltonian (Eq. 2.6) contains only terms related to potential energy of the molecules, 
hence the entropy and configurational entropy are identical, and Eq. 4.16 holds for the total 
entropy. Entropy is related to Cp by 
1bc S(b) = S(a) + a ; dT, ( 4.20) 
where a and bare any two state points. Hence where Cp shows a maxima with T, Swill 
show an inflection. This leads to a crossover in the T-dependence ofT, by Eq. 4.16. 
The behavior of Cp was shown to depend on the number of bonds in the system NB, 
as well as the number of bonding arms in the tetrahedral state, Ncoop· At low T, the 
system becomes fully bonded, and each of these values saturates to its maximum (Fig. 
4.4). Further cooling does not alter the local environment seen by each molecule, hence the 
enregy needed for molecular reorientation is constant in T, leading to the low- T Arrhenius 
behavior. At high T where Cp is monotonic, (NB) and (Ncoop) increase for decreasing 
T. The average local environment of a molecule becomes more bonded, implying a non-
Arrhenius behavior for TMC at high T. At intermediate T, between the two maxima of Cp, 
ld(NB) /dTip decreases with cooling, while ld(Ncoop) /dTip increases, giving rise to another 
non-Arrhenius behavior. This persists down to the T of the maximum ld(Ncoop) /dTip, and 
the crossover to Arrhenius behavior. 
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4.2.3 Experiment 
The dynamics of water at supercooled temperatures is of great importance to a number 
of biological processes. Nearly all biological things are found surrounded by water in their 
natural environment. Confinement on biological substrate inhibits freezing, as molecules are 
unable to form t he necessary long range order, hence knowledge of the liquid's properties 
at all temperatures are desired. 
To quantify the dynamics of water, we perform dielectric relaxation spectroscopy mea-
surements on a monolayer of water adsorbed to the surface of the protein lysizyme, at 
hydration 0.3 g H20 per g protein, at a range of temperatures. In this method, a sam-
ple is placed between the plates of a capacitor, to which an oscillating voltage is applied, 
creating an oscillating electric field within the sample. The admittance of the sample is 
t hen measured, from which may be calculated the imaginary component of the complex 
permitivitty E. This is in turn relat ed to the energy absorbed by the sample. By scanning 
through frequencies, one may look for resonances, corresponding to t he natural frequencies 
of energy- dissipating processes in the sample. 
Experiments measure the complex admittance Y(w) as a function of angular frequency 
w, related to t he complex permitivitty E by 
I • 11 h ( ) 
E = E + u = -:---AY w, 
'tWEQ 
(4.21) 
where i = A, Eo is the premitivitty of free space, and h and A are the sample depth 
and cross- sectional- area relative to the applied field, respectively. Great care must be 
taken to extract the true sample permitivitty from the data. A thin coating (thickness 
h/40) of Teflon is applied to the electrodes to block de conductivity across the sample. 
An iterative fitting procedure is performed on the calculated E, with terms accounting for 
the electrode capacity and polarization, interfacial dispersion (Maxwell-Wagner effect), the 
sample conductivity, and the separate relaxation processes of the sample itself. Three such 
sample relaxations are found to give the best fit. 
Fig. 4.12 plots the real (E') and imaginary (E") components of the complex permitivitty, 
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Figure 4 .12: Real (E') and imaginary (E") components of the sample complex perimitivitty 
as a function of angular frequency w, at T=215 K. Data is shown as circles (E') and triangles 
( E"), with fits through each. E11 is decomposed into three separate relaxation processes, main 
relaxation (blue dashed curve) at high w, side chain relaxation (green dotted curve), and 
proton relaxation (solid black curve). 
63 
at T = 215K, obtained from experiment. We focus here on E11 The low frequency tail is 
due to sample conductivity. The high freqency process has a relaxation time with absolute 
values, and T- dependence, identical to previous studies on hydrated lysozyme, where it 
has been given the label "main relaxation", and attributed to a local relaxation of t he 
hydration water [59]. The broad peak in E11 is well fit by two separate relaxation processes. 
Using only one process, the fitting procedure yeilds much higher errors, while three or 
more processes yields unphysical results [60]. In addition, one of these processes has a 
relaxation time with absolute values, and T- dependence, similar to previous experiments 
on hydrated lysozyme [59] . The two processes also show markedly different T - dependence 
and h- dependence. Further, one is symmetric in w, the other highly asymmetric. For these 
reasons we are confident t hat the broad peak results from two different processes. 
Of these two relaxation processes observed in the middle of the spectrum, the one which 
has previously been detected has been attributed to the motion of the side chains of the 
protein, and is here labeled "side-chain relaxation". This relaxation is greatly diminished 
at low h, as expected for a process which relies on such a large structure as the side-chain 
of a protein. We label the remaining process as "proton relaxation", and attribute it to 
the water- assisted diffusion of a proton or charge-defect along the protein surface. This 
assignment has been tested by deuteration of the sample [61 , 62], and its quantum character 
checked by deep inelastic neutron scattering [62, 63]. Fig. 4.13 plots the characteristic time 
T of t he proton relaxation as a function of 1/T. 
The diffusion of a proton along the surface of the protein relies upon both t he diffusion 
and rotational dynamics of the adsorbed water molecules, the latter being a much faster 
process. Hence, the proton-relaxation time measured here correlates with the reorientation 
t ime T'MC as measured in simulations of the cell model. 
The behavior ofT is qualitatively identical to that found for T'MC· The T dependence ofT 
shows three distinct regimes, with crossovers at T = 252 KandT= 181 K. ForT > 252 K, 
Tis well fit by a VFT form (eq. 1.4) , with To= 7.8 x 10-12s, C = 9.4 kJ/mol, and To= 180 
K. For 181 K < T < 252 K, T is well fit by a second VFT form, with To = 6.5 x 10- 8s , 
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C = 6.2 kJ /mol, and To = 140 K. Finally, for T < 181 K, T is well fit by an Arrhenius form 
(Eq. 1.5), with To= 1.1 x 10-7s and EA = 25.2 kJ/mol. This value of EA is consistent with 
the energy needed to break an H bond in a locally ordered environment, suggesting that 
the dynamics is dominated by the breaking and formation of a single bond in this regime. 
The crossover at high T is more pronounced in experiment than in MC simulations. 
Whereas experiments are performed at constant h, MC data is collected at constant P. 
In the experiment, decreasing T , while keeping h constant, leads to an decrease in the 
effective P, as the adsorbed water remains in equilibrium with with the vapor. For such 
a path in the (T, P) plane in the MC simulations, decreasing T would correspond to an 
even larger barrier to molecular reorientation, as the enthalpy of bond formation, J - PvB, 
would increase. Simulations, as well as the MF calculations, show that the qualitative 
behavior of Cp remains as shown in Fig. 4.3 for any path in the (T, P ) plane which does 
not cross t he LLCP or LLPT. Hence simulations carried out along along a path as done 
in the experiments would show a more dramatic increase in TMC upon decreasing T. Also, 
certain quantum effects are neglected in formulation of the model, such as t he delocalization 
of a proton bewteen two neighboring waters. This effect has been shown to be maximum 
at approximately 250 K [62] , precicely where experiments display a stronger cusp in T as a 
function of T than do simulations. 
4.2.4 Conclusions 
Both the model and experiments on confined water exhibit two crossovers in the T de-
pendence of a characteristic relaxation t ime. The relaxation time calculated for the model 
is characteristic to the breaking and forming of H bonds, which is analogous to the pro-
ton relaxation measured by dielectric spectroscopy. By examining the cell model, these 
two crossovers may be fully understood as the effects of two structural changes of the HB 
network. These two structural reorganizations are marked by two maxima in Cp, one at 
higher T , associated with t he maximum fluctuations of the formation and breaking of the 
HBs, and one at lower T, associated with the maximum fluctuation of the ordering of the 
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local arrangement of the HBs. Though Cp for hydrated lysozyme may be measured, it is 
difficult to separate the contribution of lysozyme and water, making calculation of water's 
Cp unfeasible. We argue that the model provides an interpretation for our experimental 
findings . 
Chapter 5 
The Role of H Bond Cooperativity in the 
Phase Behavior of Water 
5.1 Coincidence of the LLCP and SF scenarios 
5.1.1 Phase Behavior With No Cooperativity 
The cooperative effect of hydrogen bonds may be removed from the model by setting Ja = 0. 
In this case, the model coincides with that presented by Sastry et al. in [16], giving rise 
to a low T SF phase diagram. Below the TMD, Cp, Kr, and ap increase upon cooling 
(Figs. 5.1-5.3), reaching finite maxima at finite T. 
Because each possible bond forms independently of all others, Sastry et al. are able 
to map the model onto the traditional lattice gas model, allowing for analytic solution. 
However, their model is still solvable by our MF approach, and both results are in agreement. 
This phase diagram is presented in Fig. 5.4. 
5.1.2 The Limit of Low Cooperativity 
The relationship between the SF scenario (realized for Ja = 0) and the LLCP scenario 
(realized for Ju > 0) is illuminated by studying the behavior of the phase diagram as 
Jaf J ----+ 0. We here study this limit, keeping J and all other model paramters fixed, and 
letting Ja ----+ 0. We first focus on the liquid- liquid transition. 
Fig. 5.5 shows t he liquid-liquid transition, along with the LLCP and associated Widom 
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Figure 5.1: SINGULARITY FREE: Isobaric specific Heat Cp as a function ofT for P = 
0.1, 0.5 , 0.9 , showing only one maximum at low T. The maximum shifts to lower T with 
increasing P , its height remaining constant in P. 
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Figure 5.2: SINGULARITY FREE: Isothermal compressibility Kr as a function ofT for 
P = 0.1 , 0.5, 0.9, showing only one maximum at low T. The maximum shifts to lower T 
with increasing P , its height increasing with increasing P. 
,,., ...... -------- ............ 
, ............... 
,,' ----........ _ 
0.05 0.1 0.15 
Temperature T 
0.2 
P=O.l 
P=O.S 
P=0.9 
0.25 
70 
Figure 5.3: SINGULARITY FREE: Isobaric thermal expansivitty ap as a function ofT 
for P = 0.1, 0.5, 0.9 , showing only one maximum at low T. The maximum shifts to lower T 
with increasing P , its height increasing with increasing P . 
-....... , 
L-L Widom Line 
' 
' 
' \ 
\ TMD 
\ 
\ 
\ 
\ 
\ 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
L-G Widom Line .. / 
/ 
/ 
~ c ,.· •' 
Otl_~~~-=~==~~~=~~L--!J-__ ~~LL G __ C~o-e_xi_~L'e-nc_e~I---L __ J_~ 
0 0.5 1 1.5 
Temperature T 
71 
Figure 5.4: SINGULARITY FREE: Phase diagram in the (T, P) plane, showing the liquid-
gas transition, ending in critical point C, and associated locus of Cp maxima in the one-
phase region (Widom line), the line of TMD, and the low- T locus of Cp maxima (liquid-
liquid Widom line). 
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Figure 5.5: SINGULARITY FREE: Liquid- liquid transition (thick solid line), LLCP, and 
Widom line (dashed curve) obtained for la = 0.04, 0.03 , 0.02, 0.01, 0.005. Decreasing the 
cooperativity among bonds shortens the transition, while the LLCP moves to T = 0. 
line, for various values of lain the (T, P) plane. For decreasing la , the length of the liquid-
liquid t ransition decreases, and the LLCP approaches zero temperature. This behavior is 
linear, i. e. Tc' ex rtla , with Tf ~ 1.4. 
5.1.3 A Zero Temperature Singularity 
Fig. 5.5 also shows the Widom line for each value of la, the line along which the response 
functions are maximal. These response functions diverge at C' as IT- Tc~ i- I, as expected 
for the MF universality class. 
The Widom line exists even for the SF scenario (Ja = 0) , with response function maxima 
remaining finite for all T > 0. However, Figs. 5.6 and 5.7 show that Kr and a.p still 
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Figure 5.6 : SINGULARITY FREE: The maximum of the isothermal compressibility K;pax. 
as a function ofT for P -t 0, in the SF scenario (Ja = 0), which diverges as T-1 . 
diverge as IT- Tc~l- 1 on approach to T = 0. This exponent is expected from a MF 
treatment. Further, we find that (88/0T)rpax. also diverges as IT-Tc~l-1 (Fig. 5.8). Hence, 
Cp = T(8Sj 8T)p diverges as IT- Tc~l- 1 for Ja > 0, yet remains constant for the case 
Ja = 0. 
We conclude that the SF scenario is indistiguishable from the LLCP scenario, with 
Tc' -t 0. The SF scenario is seen as a limiting case of t he LLCP scenario, in which the 
cooperativity among hydrogen bonds becomes negligible. 
In light of this finding, it is interesting to examine the behavior of the system at T = 0. 
For P < Pmax., the Gibbs energy is a minimum for Pa = 1, which corresponds to s = 1, a fully 
ordered state. For P > Pmax, the Gibbs energy is minimized at Pa = l, corresponding to q 
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Figure 5.7: SINGULARITY FREE: The maximum of the isobaric expansivitty a?ax as a 
function ofT for P---+ 0, in the SF scenario (Ja = 0), which diverges as r - 1 . 
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Figure 5.8: SINGULARITY FREE: The maximum of the T- derivative of the entropy, 
(~~)?ax, as a function ofT for P --t 0, in the SF scenario (Ju = 0), which diverges as r-1 . 
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s = 0, a fully disordered state. Hence, in equilibrium, the probability of H bond formation , 
and therefore the volume, show a discontinuity upon crossing Pmax along the line T = 0. 
For lu = 0, Pmax = 1. This is the location of the apparent critical point in the SF scenario. 
5.2 Coincidence of the LLCP, CPF, and SL scenanos 
5.2.1 Negative Pressure Critical Point 
We now look at the effect of increasing the cooperativity among bonds relative to the bond 
strength. We do this by increasing l u, keeping J and all other model parameters fixed. 
The effect of increasing lu is complimentary to that of decreasing the cooperativity. For 
increasing lu , the length of the LL transition in the (T, P) plane increases, with C' moving 
to higher T and lower P. For lu / J 2:; 0.25, C' is found at P < 0. From Fig. 3.12, we 
see that the liquid-gas transition is approximately flat along the line P = 0 in the (T , P) 
plane at low T. An analysis of the free energy surface reveals that the liquid phase is still 
well-defined for a large region at P < 0, with the liquid-liquid tranition continuing into this 
metastable region. Such a negative pressure critical point has been previously proposed, on 
the basis of MD simulations [64] . 
Fig 5.9 shows the phase diagram for lu = 0.35, for which Pc' < 0. The liquid-liquid 
Widom line emanates from LLCP C', and continues until intersecting the liquid- gas spin-
odal, beyond which the liquid state is not defined. 
5.2.2 The Limit of High Cooperativity 
As lu further increases, C' approaches, and finally intersects the liquid- gas spinodal. For 
lu ---> a+ bJ (with a = 0.30 ± 001 and b = 0.36 ± 0.01) , C' lies beyond the region of 
liquid states. Fig. 5.10 shows the phase diagram for lu = 0.5, which displays a liquid-liquid 
transition extending from T = 0 all the way to the liquid- gas spinodal. In this instance, 
the low T phase diagram is left with no critical point , which is exactly the CPF scenario. 
We conclude that the CPF scenario is indistinguishable from the LLCP scenario in which 
Tc' > > 1 and lies outside the region of accessible liquid states. The CPF scenario may be 
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Figure 5.9: NEGATIVE PRESSURE CRITICAL POINT: Phase diagram, obtained from 
MF calculat ions with J = 0.5 and la- = 0.35. Shown are liquid- gas coexistence, which 
ends in critic~;tl point C, from which emanates the liquid-gas Widom line. Also shown are 
the liquid- liquid coexistence, LLCP C', and liquid-liquid Widom line. The liquid- liquid 
transition crosses the liquid-gas transition, into a region of (T, P) at which both liquid 
phases are metastable with respect to the gas. 
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Figure 5.10: CRITICAL POINT FREE: Phase diagram obtained from MF calculations 
with J = 0.5 and la = 0.5. Shown are liquid- gas coexistence, which ends in critical 
point C, from which emanates the liquid-gas Widom line. Also shown are the liquid- liquid 
coexistence, LLCP C', and liquid- liquid Widom line. The liquid- liquid transition extends 
into the metastable region at P < 0, and continues to the limit of stability of the liquid 
phase (liquid- gas spinodal) . 
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seen as a limiting case of the LLCP scenario, in which the cooperativity among hydrogen 
bonds is very stong. 
5.2.3 The Stability Limit of Liquid Water 
The spinodals of both the liquid- gas and liquid- liquid phase transitions may be located from 
a numerical analysis of the MF free energy. As the parameters of the model are varied, this 
free energy surface may change qualitatively, e.g. as shown above where the phase diagram 
changed from exhibiting the LLCP to the CPF scenario. In the latter case, the liquid-gas 
and liquid- liquid spinodals intersect, and one continuous limit of stability of the HDL phase 
may be traced out in the (T, P) plane. Here HDL is the phase of water found at ambient 
conditions, and is not thermodynamically continuous with LDL, hence becomes unstable 
upon either cooling, heating, or depressurization. This is the idea proposed by Speedy [26] , 
in which liquid water has a limit of stability which retraces in the (T, P) plane. We conclude 
that the CPF and SL scenarios are one and the same. 
5.3 A Unifying Picture 
5.3.1 The H Bond Energy Parameter Space 
In the above, the directional H bond energy J was kept fixed, while varying the cooperative 
hydrogen bond energy Ja. The parameter space of the model may also be explored by 
varying J , keeping Ja fixed, or by varying both at once. 
In these cases it is illuminating to consider the effect of each energy scale in the model. 
The T of the liquid- gas transition is primarily governed by E, as we observe that varying J 
or Ja has minimal effect on the liquid-gas transition. The TMD results from the competing 
effects of cell occupancy and hydrogen bonding. While both phenomena are energetically 
favorable at lower T, occupancy leads to increased density, bonding to decreased density. 
The T scale of the TMD is determined by J, and we find that liquid- liquid behavior always 
occurs at T < TTMD· 
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Figure 5.11: CRJTICAL POINT FREE: Close up at negative P of the phase diagram 
obtained from MF calculations with J = 0.5 and Ja = 0.5. The liquid-liquid coexistence 
extends to the liquid- gas spinodal. The HDL-LDL and LDL-HDL spinodals associated 
with the liquid-liquid transition also intersect the liquid-gas spinodal, the HDL- gas and 
HDL- liquid spinodals forming one continuous locus of stability which retraces in the (T, P) 
plane. 
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At any given P , we may identify TLL(P) at which the liquid state response functions 
reach a maximum. This may take the form of a jump discontinuity, divergence, or smooth 
maximum, corresponding to a phase transition, critical point , or the Widom line, respec-
tively. As described in Chapter 3, the liquid-liquid transition is linear in the (T, P) plane, 
and intersects the T = 0 axis at Pmax = (J + 3Ju)/vB. It is found that the slope of the 
liquid- liquid transition is not effected by change of either J or Ju (see Fig. 5.5). Moreover, 
the Widom line is found to have the same slope as the phase transition line. The linearity of 
the coexistence and Widom lines, combined with the expression for Pmax , imply that TLL is 
linear in both J and Ju. The type of maxima, hence the phenomena exhibited, however, is 
determined by the relationship between J and Ju- for J- PvB ~ Ja, response functions 
exhibit a smooth maximum, while for J- PvB ;S Ja response functions show a jump. At any 
P, J and Ja together set the overall T scale of liquid- liquid phenomena, while the relation 
of Ja to J determines whether it is the SF, LLCP, or CPF scenario which manifests. 
The above may be organized in the (J, Ju) parameter space, presented in Fig. 5.12. The 
curve separating the LLCP with Pc' > 0 and LLCP with Pc' < 0 scenarios is linear. This 
may be understood by recognizing that at C' there is a percolation transition among the 
bonding arms CYij. Chang and Odagaki [65] perform simulations of site-bond percolation 
on a square lattice. At the percolation transition, they find the empirical result 
(Psite- A)(Pbond +B)= b., (5.1) 
where Psite and Pbond are the probabilities of a site or bond being present , and A, B , and 
b. are empirically determined constants. In the context of the cell model, 
P . - 1 ef3Ju s1te- - , (5.2) 
Pbond = 1- ef3(J-PvB). (5.3) 
Eqs. (5.1)-(5.3) may be combined to give 
(5.4) 
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Figure 5.12: Possible scenarios for water for different values of H bond energy components 
J and lu , plotted in the (J, lu) plane: (i) for lu = 0, the phase diagram is SF, (ii) for 
0 < lu ;S 1/ 2, the model shows a LLCP at P > 0, (iii) for J /2 ;S lu ;S 0.30 + 0.361 the 
model shows a LLCP at P < 0, and (iv) for la ;:::, 0.30 + 0.361 the phase diagram is CPF. 
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Since we find f3et la = 1/rJ is a constant, Eq. (5.4) predicts a linear relationship between Pet 
and Tet. Setting Tet = 0 gives the location of the zero-T critical point in the SF scenario, 
in agreement with Eq. 3.2. Setting Pet = 0, which defines the boundary between the LLCP 
scenario with Pet > 0 and Pet > 0, and again using Tet = ryla, one finds 
(5.5) 
predicting the linear boundary between these scenarios . 
A similar treatment of the line separating the LLCP and CPF scenarios is not possible, 
due to the lack of an analytic formula for the shape of the liquid-gas spinodal in the (T, P) 
plane. 
5.3.2 Comparison with Other Models and Systems 
To show that our analysis offers a general framework within which to analyze the supercooled 
water phase diagram in terms of the interplay between the strengths of the directional 
contribution to the H bond interaction and its cooperative part, we compare our results 
with those from other thermodynamic models that can reproduce more than one scenario 
by tuning appropriate parameters [66- 68]. 
One free energy model with cooperative interactions is the one introduced by Tanaka 
[67]. He shows that, as in the SF scenario, water's anomalies are the effect of the excitation 
of locally favored structures upon cooling, which have lower energy and larger volume than 
normal-liquid structures. As in our model, in Tanaka's model increasing the cooperativity 
among excitations of locally favored structures leads to the LLCP scenario. 
We next consider the free energy model introduced by Poole et al. [66], in which a van 
der Waals free energy is augmented to include the effect of H bond formation. The H bond 
interaction is characterized by two free parameters: the strength of the H bond, and a 
geometrical constraint on H bond formation. The fraction of molecules that form H bonds 
with decreased energy and entropy is determined by a distribution over molar volumes, the 
width of which is ~. Poole et al. show that, by keeping ~ fixed, their model displays a 
84 
SL scenariq for weak H bond energy, and a LLCP at positive pressure for strong H bond 
energy. This corresponds in our model to increasing the H bond coupling J, while keeping 
Ju fixed. 
We study the effect of varying the other H bond parameter in the Poole et al. model, 
the width 6.. Keeping the H bond energy fixed, we produce the LLCP phase behavior at 
large 6. and the SL phase behavior at small 6.. Hence a decrease of 6. has the same effect 
on the phase diagram as an increase in the H bond cooperativity in our model. 
This result is consistent with that of Borick et al. [68] for their Hamiltonian model that 
incorporates the cooperativity of H bonds trough the same mechanism used by Poole et 
al., i.e. by adopting a distribution with width 6. that makes the H bond strength density 
dependent. By decreasing 6. (increasing the cooperativity), Borick et al. find that the 
LLCP moves to lower P and higher T. This behavior makes sense physically, as a more 
aU-or-nothing distribution of H bonds (smalltl) implies a more cooperative process of bond 
formation. It also implies that the models of Poole et al. and Borick et al. give rise to the 
SF scenario only in the limiting case of infinite 6.. 
We conclude that all four models give a consistent physical picture. This suggests that 
our result, expressed in terms of strength of the directional and cooperative components of 
the H bond, as summarized in Fig. 5.12, is general. 
Further, nature provides a number of tetrahedrally coordinated liquids, with varying 
amounts of cooperativity [69]. From least to most cooperative, they are Si02, BeF2, H20, 
and Si. The bulky oxygen atoms· in Si02 destroy cooperativity among bonds, while the 
small H atoms in water make the H bonds more cooperative, with pure Si more cooperative 
still. In the case of Si, experiments show evidence of a liquid-liquid transition at slightly 
supercooled T [70] , and this is backed up with simulations [71]. For less-cooperative water, 
one may expect a liquid- liquid transition at deeply supercooled T, as must be the case, as 
experiments rule out such a transition at moderately supercooled T. 
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5.3.3 A Unifying Picture 
Four scenarios have been proposed for the low T phase diagram of liquid water, each de-
signed in agreement with the available data at experimentally accessible temperatures. We 
see here that the thermodynamics of each of these scenarios may be reproduced by a simple 
model which includes only the thermodynamic properties of the hydrogen bond. Specif-
ically, formation of a bond leads to an increased local volume, decreased local entropy, 
and decreased local energy, with the value of the latter depending on the number of bonds 
which a molecule participates in, being greater for greater number of bonds. Hence the 
same physical mechanism underlies each of the scenarios proposed. The qualitative differ-
ence between scenarios may be reduced to a quantitative difference in the parameters which 
govern this physical mechanism. The view of the situation may be shifted from one in 
which four independent possibilities exist for waters low T phase diagram, to one in which 
one physical mechanism may manifest in four different ways, each related by a common 
source. The problem of determining which scenario is realized for water need not depend 
on direct measurement of its salient thermodynamic signature, but may be reduced to fully 
measuring the energies of the separate components of the H bond interaction. 
Chapter 6 
Growth of Dynamic Heterogeneities in 
Simulated VVater 
One of the more important and intersting questions in physics today is understanding the 
transition of a fluid into an amorphous, glassy state. For some material, a glass transition 
temperature, Tg, is generally defined dynamically as that at which the characteristic time for 
molecular relaxation reaches 100 seconds. Clearly this choice is arbitrary, and even depends 
on the experiment used to probe such a time. Yet Tg defined in such a way agrees with Tg 
defined thermodynamically as the Tat which a large decrease in Cp is seen upon cooling, as 
previously available modes of relaxation are frozen out below Tg. The connection betewen 
thermodynamics and dynamics here is not well understood, as the material is structurally 
similar on either side of the transition. A current line of pursuit is to identify a length-scale 
or time- scale which would diverge at Tg, in analogy with a correlation length which diverges 
at a critical point. 
For many glass-forming liquids, including water, Tg lies in the supercooled regime. For 
water, this is also where the anomalous dynamics are found, e.g. the increase in diffusion 
with increasing pressure. In fact, the dynamics of many liquids at supercooled temperatures 
display departures from the dynamics at stable temperatures, such as breakdown of the 
Stokes- Einstein relation, and heterogeneous dynamics. It is possible that such study of 
such heterogeneity could provide length- or time-scales useful for understanding the nature 
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of the glass transition. 
With this in mind, in this chapter we study the heterogeneous dynamics of water at 
supercooled temperatures. 
6.1 The TIP 5P Model 
Whereas simple models may give insights by isolating certain physical mechanisms found in 
real systems, realistic models utilize a different approach, attempting to study the behavior 
of a system of particles by representing the individual particles as accurately as possible. 
Such models lend themselves well to molecular dynamics (MD) simulations. Though the 
model need only focus on the properties of a single molecule, simulation results can give a 
wealth of macroscopic and microscopic quantities, such as correlation functions, diffusion 
constants, and response functions. A tradeoff, as compared to simple models, is that atom-
istic models are computationally expensive. At each timestep, one need solve Newton's 
equations for each of N molecules, with forces arsising from interactions with the remaining 
N - 1 molecules, each of these interactions involving several computations. 
For simulations of the liquid state, in which a large number of molecules is necessary, the 
computational cost of highly detailed interactions currently limits computation to classical 
approximations of molecules. Since the time scale of dissociation of water molecules will 
be very long compared to our simulation time, the treatment of molecules as static is a 
good choice. Typical intermolecular distances are rv 3A, over which quantum effects are 
present, yet small compared to classically determined behavior. We will not be interested 
in intramolecular vibrations, which are strongly determined by the quantum nature of the 
molecules. Finally, the classical approximation is justified by quantitative agreement of 
such models with a wide range of experimentally measureable variables. 
In the case of water, many such classical models have been developed. A first such 
attempt modeled water as a hard sphere with three charge centers, a negative charge center 
representing the oxygen atom, and two positive centers representing the hydrogen atoms, 
each offset by a fixed distance and separated by a fixed angle, with charge centers from 
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neighboring molecules interacting via a square-well potential [72]. In more sophisticated 
models, oxygen atoms interact via a Lennard- Janes potential (see Eq. 2.20), with a range 
such that Lennard- Janes interactions between hydrogen atoms are not necessary. Each 
pair of point charges belonging to different molecules interact via a Coulomb potential. 
One such model that is widely used is SPC/E, which provides acceptable estimates for the 
structure, internal energy, density, dielectric coefficient, and diffusivity of water at ambient 
conditions [73]. 
A next step towards a more accurate realization of water is to recognize that the negative 
charge associated with the oxygen atom will not center on the nucleus. In a four-point 
model, the partial charge of the oxygen is moved off the center of the oxygen, usually 
symmetric with respect to the hydrogen atoms. A five-point model introduces two new 
point charges in a similar fashion, each representing a valence electron. Further refinements 
include polarizable, flexible, and dissociable models, in which the partial charges or their 
positions are not fixed, but may fluctuate. However, such inclusions dramatically increase 
the computational cost, and have not offered significant quantitative improvements over 
simpler models. 
It is known from experiment that water exhibits a locally tetrahedral ordering of molecules. 
One may take advantage of this by forming a five-point model such that the point charges 
representing the hydrogen and oxygen charge densities are arranged approximately tetra-
hedrally around a central oxygen nucleus. The most popular such model is TIP5P [74]. 
In the TIP5P model, molecules interact via a Lennard- Janes potential (Eq. 2.20) pa-
rameterized by cr0 = 3.12A and Eo= 0.16 kcal/mol. The 0 - H bond length and H-0- H 
angle are set to their experimental gas phase values, 0.9572 A and 104.52° repectively. The 
lone-pair electrons are separated by the tetrahedral angle, 109.47°. The partial charge 
magnitudes and the oxygen-lone-pair distance are parameterized to reproduce the water's 
density from -37.5 °C to 62.5 °C at 1 atm, and are 0.241e and 0.7 A. This leads to a dipole 
moment of 2.29 D , close to water 's value of 1.86 D. 
TIP5P shows an average error of only 0.006 g/cm-3 over this range, and shows good 
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accuracy under pressurization as well. TIP5P also reproduces qualitatively the dynamics of 
supercooled water, including the diffusion anomaly, as well as the presence of heterogeneous 
dynamics, which other models do not. Experiments show that water displays heterogeneous 
dynamics even at ambient conditions, in which the diffusion of some molecules is orders of 
magnitude faster than others. At low T, TIP5P exhibits a LLCP at 217 K and 340 MPa, 
consistent with experimental data on water in the glassy or supercooled states. 
A negative consequence of treating the oxygen-lone-pair electrons as sitting at the 
tetrahedral arrangement is that the liquid is somewhat more structured than is found in 
experiment, as evidienced by a sharper peak in the 0-0 radial distribution function. 
Also , TIP5P is unable to reproduce quantitatively the points in the (T, P) plane at which 
the specific heat and compressibility are maximum. However, its computability, ability to 
reproduce water's dynamics, and the large body of previously published material on the 
model make it a good choice for this study. 
6.2 Molecular Dynamics Procedure 
Simulations are performed with 512 waterlike molecules, at constant P = 0.01 MPa, and 
constant 235 K< T < 300 K. Periodic boundary conditions are implemented, with sides 
of the near- cubic system approximately 2.5 nm. Starting from an initial configuration, 
the system is evolved until the average potential energy remains constant in time, and the 
system is considered in equilibrium. 
Starting at time to, configurations are saved at times tm = to + 2m fs , for integer 
0 < m < log2 (tcycie), allowing even sampling of log2 (tm- to). The process is repeated for 
to = ntcycle, for integer 0 < n < nmax · Parameters tcycle and nmax vary with T and P, chosen 
to balance accumulation of statistics with computation time. Typical values are tcycle = 213 
fs and nmax = 1600. Dynamic quantities are calculated from the saved configurations. 
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6.3 Dynamic Heterogeneities 
Experiments on supercooled liquids reveal a non-expoential decay of system- averaged 
correlation functions , which may instead be expressed as a stretched exponential form, 
C ex e( - t/tr )'Y . Such correlation functions are expected to decay exponentially for a system 
of particles undergoing Brownian motion. It has been noted that a system in which each 
molecule follows an exponential decay C ex e-t/tr of its correlation function, yet with a broad 
distribution of values of tr among molecules, would lead to stretched exponential behavior. 
In such a system, molecules is not identical, and the dynamics are non- homogeneous. Such 
hetergeneous dynamics have been found in simulations of mixtures of particles interacting 
through Lennard- Janes potentials [75]. These simulations find spatial correlations among 
molecules with similar dynamics, implying that the difference among molecules results from 
differing local environments. 
Water exhibits interesting dynamics at supercooled T. For a wide range ofT and P, 
diffusion increases with increasing P. Water also shows a breakdown of the Stokes- Einstein 
relation [56], which predicts that the diffusivity of a substance is inversely proportional to 
its viscosity, and holds true for simple liquids. 
In this section we analyze our simulated trajectories of TIP5P water molecules, identi-
fying and quantifying spatial correlations of the heterogeneous dynamics. 
6.3.1 Molecular Mobility 
The motion of molecules in the system as a whole may be characterized by the mean 
squared- displacement (MSD). Fig. 6.1 plots the MSD for various T and both P. As ex-
pected, the MSD of molecules is ballistic at very short times, as molecules act like free 
particles before coming in contact with neighbors, and diffusive at very long times, as the 
system has had enough time to sample its entire phase space. For intermediate times, a 
plateau is found, indiCating a time during which molecules are inable to sample a larger 
region of physical space-they are effectively caged in by neighboring regions of the liquid. 
The time ofthe crossover from caged to diffusive behavior is called the time of cage-breaking, 
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Figure 6.1: Mean squared- displacement of water molecules over timet, for various 240 K 
< T < 320 K. Water behaves ballistically at very short times, and diffusively at long times. 
At intermediate times, the system is sub-diffusive. The timescale at which diffusive behavior 
sets in grows with decreasing T. 
and is here seen to grow upon cooling. 
To identify the presence of dynamic heterogeneities (DH), we study the distribution of 
molecular mobilities, where the mobility of a molecule, ~r(t) is defined as the average of 
the absolute value of the molecule's displacement over time t. For molecules undergoing 
Brownian diffusion, the distribution of ~r(t) is expected to follow a gaussian form. The 
non-gaussian parameter, a2(t), measures deviation from a guassian distribution, and is 
given by 
(6.1) 
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where () denotes a system average. For a guassian distribution, a2(t) = 0, with a 2(t) 
increasing for a flatter distribution of .6.r(t). Hence a2(t) provides a measure of the mag-
nitude of the DH, i.e. the difference in mobility between the more-mobile and less- mobile 
molecules. 
Fig. 6.2 shows a 2(t) as a function oft calculated from simulation data. Molecules display 
a gaussian distribution of mobility at very short and very long times. At intermediate 
times, a2(t) is non- zero. As Tis decreased, the maximum of a2(t) grows, quite rapidly at 
the lowest T values investigated, showing that the DH are most prevalent at these lowest 
temperatures. Here there is the largest difference in mobility between the most- and least-
mobile molecules. The time over which a2(t) is significantly greater than zero also increases 
for decreasing T, showing that the DH persist longer at lower T. Finally, the time, t~~ility, 
at which a2(t) is maximum also grows with cooling. Previous studies have studied the 
mobility of molecules in the presence of DH, finding that a2(t) is large at the time of cage 
breaking. Hence our data suggests that molecules remain caged for longer times at lower 
T. 
6.3.2 Size of Mobile Clusters 
In order to investigate the spatial correlations between mobile molecules, we identify clusters 
formed by the 7% most mobile molecules over time t. Two molecules i and j are defined 
as belonging to the same cluster if molecule j lies within the first coordination shell of 
molecule i. Preliminary results show that the qualitative behavior observed does not change 
by looking at the 6%, 9%, 11%, etc. most- mobile molecules. 
Because the molecules which are most mobile change with t, the structure of the mobile 
clusters also changes with t. If each cluster i is comprised of ni(t) molecules, we define the 
weight size of clusters as: 
(n2 (t)) 
(n(t))w = (n(t)) (6.2) 
where the brackets denote an average over all clusters. Since the number of fast molecules 
which comprise the clusters is constant, (n(t))w is unity if each highly mobile molecule forms 
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Time [fs] 
Figure 6.2: Non- gaussian parameter a2(t) calculated for the distribution of mobilities .6.r(t) 
over time t , for various 240 K < T < 300 K. At each T, there is a range oft over which 
the distribution of .6.r(t) is non-gaussian, the degree of which and the t ime-scale of which 
increase with cooling. 
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Figure 6.3: Weight-size of clusters of the 7% most mobile molecules over timet. Both the 
cluster size and the time at which the cluster size is largest increase with cooling. 
its own cluster and large if all mobile molecules belong to only one cluster, and is therefore 
a measure of the length scale of DH. 
Fig. 6.3 shows that (n(t))w displays a maximum in time which grows upon cooling. 
The time t~~~ at which (n(t))w displays a maximum increases upon decreasing T, being 
weakly dependent on T at high temperatures and exhibit ing strong dependence on T in the 
supercooled regime. This is consistent with the increased persistence of caging at lower T, as 
molecules unrestricted by caging effects are able to diffuse freely with other such molecules. 
The short and long time limits of this plot are as expected from a random selection of 
molecules, implying a lack of spatial heterogeneity over such t imes. 
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6.3.3 Orientational Order 
We next study the correlation between structural order and the DH. To quantify the struc-
tural order of water, we use the local tetrahedral order parameter Q [76], since the energetics 
of water favor a locally tetrahedral structure. Tetrahedral order Qk for water molecule k is 
defined according to 
3 3 4 1 
Qk = 1- 8 L L [cos(~ikj) + 3]2, 
i j=i+l 
(6.3) 
where ~ikj is the angle formed by molecule k with nearest neighbors i and j, and the sum 
is over all pairs of the four nearest neighbors to k. Qk = 0 for a random arrangement of 
molecules, while Qk = 1 for a tetrahedral arrangement . Fig. 6.4 plots the distribution of Q 
found for T = 240 K, in which a large number of molecules exhibit a high degree of order. 
As T increases the peak in this distributions shifts to lower Q. 
To study the correlation between structure and dynamics, we calculate 
1 Nrast 
QnH(t) = y:r- L Qk 
fast k=l 
(6.4) 
where the sum is over the Nfast = 0.07 N molecules which are most mobile over time t. 
Fig. 6.5 plots QnH as a function of t. 
We find that for all T, QnH(t) takes on the average system value (Q) for short and very 
long times . QnH(t) is less than (Q) for intermediate times, i.e. the most mobile molecules 
have less-than-average orientational order for intermediate time scales. The length of this 
phenomenon, as well as the time t~~er at which the minimum is reached, increases with 
decreasing T . 
It would be useful to further study the effect of orientational order on a molecule's 
subsequent motion. For a molecule with Qo = Q(t = 0), we calculate its mobility f:lr(t) 
and the time--average of its orientational order (Q(t))t, and average this over all molecules 
with initial order Qo. Fig. 6.6 and Fig. 6.7 show these quantities as a function of Q0 for 
T = 240 K. 
From Fig. 6.6 we note that ordering appears to prohibit mobility. Fig. 6.7 shows that the 
molecules with low initial order take a short time before their average over time t reaches 
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Figure 6.4: Equilibrium distribution of Q values for molecules at T = 240 K. The large 
number of molecules at high Q indicate a highly ordered system. 
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Figure 6.5: Average orientational order parameter Q of the 7% most mobile molecules over 
t ime t, which exhibits a minimum. The time scale of this minimum increases with cooling. 
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Figure 6.6: Average mobility b.r(t) of molecules with initial orientational order parameter 
value Qo , at various times t. Orientational order negatively correlates with mobility. Data 
forT= 240 K. 
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Figure 6.7: The average value of the orientational order parameter , (Q)t, of molecules which 
had initial orientational order Q0 , after various times t. Data for T = 240 K. 
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Figure 6.8: Times at which a2(t) and (n(t))w show a maximum, and at which QDH shows 
a minimum, for various Tat P = 0.01 Mpa. 
the system average, while molecules with high initial order maintain this order parameter 
value for longer. This again implies that more structured molecules are less mobile. 
6.4 Physical Picture 
At all T investigated, three important t ime scales always appear in specific order, namely 
t order tsize tmobility p· 6 8 l t th th t. . t T min < max < max . 1g. . p o s ese ree 1mes agams . 
From this, we propose the following picture. Thermal fluctuations lead to some molecules 
having less than average orientational order. These molecules are less restricted by their 
neghbors, hence will have greater mobility. However, those molecules which are able to stay 
mobile for longer periods of time are those whose neighbors are also mobile. The resulting 
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heterogeneities create a natural distinction between 'fast' and 'slow' molecules, leading to 
a distribution of displacements which broadens with time. This continues until the time of 
cage- breaking, after which even the 'slow ' molecules have had enough time to break free of 
their environment , allowing the system to appear homogeneous over longer time scales. The 
increased ordering upon decreasing T increases the time-scales involved, as a non-mobile 
molecules must wait longer to be free from caging effects. 
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