Positive solutions of a kind of equations related to the Laplacian and -Laplacian on a bounded domain in R with ⩾ 1 are studied by using variational method. A sufficient condition of the existence of positive solutions is characterized by the eigenvalues of linear and another nonlinear eigenvalue problems.
Introduction
In this paper, we study the equation 
exist uniformly for ∈ Ω.
The asymptotic behaviors of near zero and infinity lead us to define 1/2 and ‖ ‖ = (∫ Ω |∇ | ) 1/ , respectively. Then it is well known that 1 is the first eigenvalue of the nonlinear eigenvalue problem
Moreover 1 is a simple eigenvalue of (4), the associated eigenfunction 1 can be chosen as positive in Ω, and any eigenfunction corresponding to an eigenvalue larger than 1 must change sign. The reader is referred to [1] [2] [3] for details. By a solution of (1), we mean that solves (1) in the weak sense; that is, satisfies
Moreover, by a positive solution of (1), we mean that is a weak solution of (1), ̸ = 0 and ( ) ⩾ 0 for ∈ Ω. Our main result is the following theorem. 
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Assume that = + ℎ. Equation (1) can be viewed as combination of the following equations:
In the last decade or so, there was an extensive effort in studying the existence of solutions of (6); see [4] [5] [6] [7] [8] .
Before concluding this section, we recall a theorem from [9] , which will be used to prove our main theorem in this paper. 
with ] (0) = 0, ] ∈ , nonnegative and either
If for every ] ∈ the set Γ ] is nonempty and
then for almost every ] ∈ there exists a sequence { ] } ⊂ such that
Throughout this paper, we denote by the Sobolev space 1, 0 (Ω) with the norm ‖ ‖ = ‖ ‖ , by * the duality space of , by ⇀ the weak convergence in , and by ⟨⋅, ⋅⟩ the duality pairing between * and . The letters 1 , 2 , . . . will denote various positive constants whose exact values are not essential to the analysis of the problem. Let = { ∈ : ( ) ⩾ 0, a.e.
∈ Ω} and
Proof of Theorem 1
In this section, we always assume (f 1 ) and (f 2 ) hold with 0 < 1 and ∞ > 1 . Hence, there exist 1 > 0,
where ( , ) = ∫ 0 ( , ) . In the following, we utilize Theorem 2 to complete the proof of Theorem 1. In the setting of Theorem 2 we have = , = [ , 1] with 1 /( 1 + 1 ) < < 1, and
It is easy to verify that
Firstly, we show that ] satisfies the conditions of Theorem 2 by proving several lemmas.
Proof. Let 1 > 0 be a 1 -eigenfunction. For > 0, we have by (10) that
where 2 = ( 1 + 1 ) − 1 . Noting that 2 > 0, we can choose 0 > 0 large enough so that ] ( 0 1 ) < 0, where 0 is independent of ] ∈ . The proof is completed.
Lemma 4. There exists a constant
Proof. For any ∈ , it follows from (11) that
By Sobolev's embedding theorem, we conclude that there exist > 0 and > 0 such that ] ( ) > 0 for ‖ ‖ ∈ (0, ] and
Fix ] ∈ and ∈ Γ ] . By the definition of Γ ] , we have that ‖ (1)‖ > . Hence, there exists ∈ (0, 1) such that ‖ ( )‖ = . So
The proof is completed.
Lemma 5.
For any ] ∈ , if { } is bounded and ] ( ) → 0 in * as → ∞, then { } admits a convergent subsequence.
Proof. Given ] ∈ , assume that { } is bounded, ] ( ) → 0 in * as → ∞. By extracting a subsequence, we may suppose that there exists ∈ such that as → ∞
It follows from (f 1 ) and (f 2 ) that there exist 1 , 2 > 0 such that
Hence, by Hölder's inequality and Sobolev's embedding theorem, we have
Similarly, we have
Noting that
and the inequality deduced from an inequality in Appendix of [3] ,
it follows from (20) and (21) that
where we have used the fact that
Hence → in . The proof is completed. 
Lemma 6. There exists a sequence {] } ⊂ with
Proof. By (f 1 ), (f 2 ), for every > 0, there is a constant > 0 such that
For ∈ \ {0}, letting = /‖ ‖ , by Hölder's inequality and Sobolev's embedding theorem, we have
where 5 is independent of . The proof is completed. 
Since { } is bounded in , we may assume that ⇀ 0 ∈ ⊂ , → 0 in (Ω) and ( ) → 0 ( ) a.e. on Ω as → ∞. Letting V = − 0 in (31) and → ∞, we get
It follows from [5, Theorem 10 ] that → 0 in as → ∞. Passing to limit → ∞ in (31), we obtain by Lemma 7 that
From (33) and the fact that ‖ 0 ‖ = 1, we know that ∞ = 1 , which contradicts the assumption ∞ > 1 . Since ] → 1 − , we can show that
In fact, for any V ∈ , it follows from (19), Hölder's inequality, and Sobolev's embedding theorem that
Furthermore, (30) implies that
Hence, 1 ( ] ) → 0 in * as → ∞. By Lemma 5, { ] } has a convergent subsequence. Without loss of generality, we may assume that ] → as → ∞. According to Lemma 4, (30) and
we have
The standard process shows that is a positive solution to (1) . The proof is completed.
