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We establish a long time soliton asymptotics for a nonlinear system of wave equation
coupled to a charged particle. The coupled system has a six-dimensional manifold of
soliton solutions. We show that in the large time approximation, any solution, with an
initial state close to the solitary manifold, is a sum of a soliton and a dispersive wave
which is a solution to the free wave equation. It is assumed that the charge density satisﬁes
Wiener condition which is a version of Fermi Golden Rule, and that the momenta of the
charge distribution vanish up to the fourth order. The proof is based on a development
of the general strategy introduced by Buslaev and Perelman: symplectic projection in
Hilbert space onto the solitary manifold, modulation equations for the parameters of the
projection, and decay of the transversal component.
© 2011 Elsevier Inc.
1. Introduction
Our paper concerns an old mathematical problem of nonlinear ﬁeld-particle interaction. A charged particle radiates
a ﬁeld which acts on the particle, etc. This self-action is probably responsible for some crucial features of the process:
asymptotically uniform motion of the particle, increment of the particle’s mass, etc. (see [41], Part I). The problem has
many different appearances: for a classical particle coupled to a scalar or Maxwell ﬁeld, for coupled Maxwell–Schrödinger
or Maxwell–Dirac equations, for the corresponding second-quantized equations, etc.
One of the main goals of mathematical investigation of this problem is studying soliton-type long time asymptotics
and asymptotic stability of soliton solutions. The ﬁrst results in this direction have been discovered for KdV equation and
other complete integrable equations. For KdV equation, any solution with suﬃciently smooth and rapidly decaying initial data
converges to a ﬁnite sum of solitons moving to the right, and a dispersive wave moving to the left. A complete survey and
proofs can be found in [12,14].
For non-integrable equations, the long time convergence of the solution to a soliton part and dispersive wave was
obtained ﬁrst by Soffer and Weinstein in the context of U (1)-invariant Schrödinger equation with potential, [36–38]. The
extension to translation invariant equations was obtained by Buslaev and Perelman [4–7] for 1D Schrödinger equation,
and by Miller, Pego and Weinstein for 1D modiﬁed KdV and RLW equations, [31–33]. Later the results were developed by
Bambusi and Cuccagna [2,8–10], Martel and Merle [30], and by Kirr, Mizrak and Zarnescu [21–23].
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tion: for any ﬁnite-energy solution ψ(x, t) with initial data close to a soliton ψv0 (x− v0t−a0)eiω0t , the following asymptotics
hold:
ψ(x, t) = ψv±(x− v±t − a±)eiω±t + W0(t)ψ± + r±(x, t), t → ±∞. (1.1)
Here the ﬁrst term of the right hand side is a soliton with parameters v± , a± , ω± close to v0, a0, ω0, the function W0(t)ψ±
is a dispersive wave which is a solution to the free Schrödinger equation, and the remainder r±(x, t) converges to zero in
the global L2-norm.
In the present paper we consider a scalar real-valued wave ﬁeld ψ(x) in R3, coupled to a relativistic particle with
position q and momentum p, governed by
ψ˙(x, t) = π(x, t), π˙ (x, t) = ψ(x, t)− ρ(x− q(t)), x ∈ R3,
q˙(t) = p(t)/
√
1+ p2, p˙(t) =
∫
ψ(x, t)∇ρ(x− q(t))dx. (1.2)
This is a Hamilton system with the Hamilton functional
H(ψ,π,q, p) = 1
2
∫ (∣∣π(x)∣∣2 + ∣∣∇ψ(x)∣∣2)dx+ ∫ ψ(x)ρ(x− q)dx+√1+ p2. (1.3)
The ﬁrst two equations for the ﬁelds are equivalent to the wave equation with the source ρ(x − q). We have set the
mechanical mass of the particle and the speed of wave propagation equal to one. The case of the point particle corresponds
to ρ(x) = δ(x) and then the interaction term in the Hamiltonian is simply ψ(q). However, in this case the Hamiltonian
is unbounded from below which leads to the ill-posedness of the problem, that is also known as ultraviolet divergence.
Therefore we smooth the coupling by the function ρ(x) following the “extended electron” strategy proposed by M. Abraham
for the Maxwell ﬁeld. In analogy to the Maxwell–Lorentz equations we call ρ the “charge distribution”. Finally, the form of
the last two equations in (1.2) is determined by the choice of the relativistic kinetic energy
√
1+ p2 in (1.3).
Let us write the system (1.2) as
Y˙ (t) = F (Y (t)), t ∈ R, (1.4)
where Y (t) := (ψ(x, t),π(x, t),q(t), p(t)). The system (1.2) is translation-invariant and admits soliton solutions
Ya,v(t) =
(
ψv(x− vt − a),πv(x− vt − a), vt + a, pv
)
, pv = v/
√
1− v2 (1.5)
for all a, v ∈ R3 with |v| < 1 (see (2.8) to (2.11) below). The states Sa,v := Ya,v(0) form the solitary manifold
S := {Sa,v : a, v ∈ R3, |v| < 1}. (1.6)
Our main result (announced in [20]) is the soliton asymptotics of type (1.1),(
ψ(x, t),π(x, t)
)∼ (ψv±(x− v±t − a±),πv±(x− v±t − a±))+ W0(t)Ψ ±, t → ±∞, (1.7)
for solutions to (1.2) with initial data close to the solitary manifold S . Here W0(t) is the dynamical group of the free wave
equation, Ψ ± are the corresponding asymptotic scattering states, and the remainder converges to zero in the global energy
norm, i.e. in the norm of the Sobolev space H˙1(R3)⊕ L2(R3), see Section 2. For the particle’s trajectory we prove that
q˙(t) → v±, q(t) ∼ v±t + a±, t → ±∞. (1.8)
The results are established under the following conditions on the charge distribution: ρ is a real-valued function of the
Sobolev class H2(R3), compactly supported, and spherically symmetric, i.e.
ρ,∇ρ,∇∇ρ ∈ L2(R3), ρ(x) = 0 for |x| Rρ, ρ(x) = ρ1(|x|). (1.9)
We require that all “nonzero modes” of the wave ﬁeld are coupled to the particle. This is formalized by the Wiener condition
ρˆ(k) = (2π)−3/2
∫
eikxρ(x)dx 	= 0 for all k ∈ R3 \ {0}. (1.10)
It is the nonlinear Fermi Golden Rule for our model: the coupling term ρ(x − q) is not orthogonal to the eigenfunctions
eikx of the continuous spectrum of the linear part of the equation (cf. [2,6,10,11,35,40]). Note that the Wiener condition is
close to the linear version of the FGR [34, pp. 67–68]. As we will see, the Wiener condition (1.10) is very essential for our
asymptotic analysis. Generic examples of the coupling function ρ satisfying (1.9) and (1.10) are given in [25]. In particular,
the Wiener condition allows us to identify the discrete spectral subspace corresponding to the spectral point λ = 0 of the
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that ρˆ(k) has a ﬁfth order zero at the point k = 0, i.e.
ρˆ(α)(0) = 0 for all multiindices α with |α| 4. (1.11)
Equivalently, the following momenta vanish:∫
xαρ(x)dx = 0, |α| 4, (1.12)
in particular, the total charge of the particle is zero (neutrality condition). It is easy to obtain an example of ρ satisfying
both (1.10) and (1.11). Indeed, take a ρ2 satisfying the Wiener condition (1.10). Then ρ = 3ρ2 satisﬁes both (1.10) and
(1.11).
We suppose that our results are true also for a long-range interaction function ρ(x), i.e. ρ(x) could be not compactly
supported but have a certain decay as |x| → ∞. This question needs a thorough investigation. In the present paper, we use
that ρ is compactly supported in the proof of Lemma 7.4 below.
The system (1.2) describes the charged particle interacting with its “own” scalar ﬁeld. The asymptotics (1.7)–(1.8) mean
asymptotic stability of uniform motion, i.e. “the law of inertia”. The stability is caused by “radiative damping”, i.e. radiation
of energy to inﬁnity appearing analytically as a local energy decay for solutions to the linearized equation provided by
the Wiener condition (1.9). The radiative damping was suggested ﬁrst by M. Abraham in 1905 in the context of Classical
Electrodynamics, [1]. However, the asymptotics (1.7)–(1.8) are not proved yet for the Maxwell–Lorentz equations though
close results are established in [27] and [28].
One could also expect asymptotics (1.7) for small perturbations of the solitons for the relativistic nonlinear wave equa-
tions and for the coupled nonlinear Maxwell–Dirac equations whose solitons were constructed in [3] and [13] respectively.
Our result is a model of this situation though the relativistic case is still open problem.
Let us brieﬂy comment on earlier results. In the case of weak coupling, i.e. ‖ρ‖L2  1, scattering behavior of type (1.7)
for the system (1.2) is established in [17] for all ﬁnite energy solutions. In [15,16,18] the result was extended to the cases of
Klein–Gordon ﬁeld, Maxwell ﬁeld, and spinning charge subject to Maxwell ﬁeld respectively. The results under the Wiener
condition are not established yet.
The system (1.2) under the Wiener condition was considered in [25,26,24]. In [25] the convergence to stationary states is
proved for ﬁnite energy solutions with a certain decay of initial data as x→ ∞: in particular, the relaxation of accelleration
q¨ → 0 as t → 0 holds. In [26] the soliton-type asymptotics for the ﬁelds is established for all ﬁnite energy solutions. In
[24] the effective dynamics under the slowly varying potential is constructed for solutions suﬃciently close to the solitary
manifold. However, the asymptotics (1.7) and (1.8) are not established in [25,26,24].
A long time asymptotics of type (1.7) appears also in nonlinear wave equations, like the KDV [12,14] and the U (1)-
invariant nonlinear Schrödinger equation [4–7,32,33,36–38]. In these equations there are no particle degrees of freedom and
the solitons (1.5) correspond to the solitary wave solutions traveling at constant velocity.
Our approach relies on and further develops the general strategy introduced in the cited papers in the context of the
U (1)-invariant Schrödinger equation. The approach uses i) symplectic projection of the dynamics in the Hilbert phase space
onto the symplectic orthogonal directions to the solitary manifold to kill the runaway secular solutions, ii) the modulation
equations for the motion along the solitary manifold, and iii) freezing of the dynamics in the non-autonomous linearized
equation. The corresponding decay estimates are made in weighed Sobolev norms used also by Weder in [43]. See more
details in Introduction [19] where the general strategy has been developed for the case of the Klein–Gordon equation.
The case of wave equation (1.2) differs signiﬁcantly from the Klein–Gordon case because of i) slow Coulombic decay of
the solitons, and ii) presence of the embedded eigenvalue in the continuous spectrum of the linearized equation (see the
comments below).
Developing the general strategy for Eqs. (1.2), we obtain our main result in Sections 3–6 and 11–15 of the paper. The
main novelty in our case is thorough establishing the appropriate decay of the linearized dynamics in Sections 7–10 and
Appendices A, B:
I. We do not postulate any spectral properties of the linearized equation, calculating all the properties from the Wiener
condition (1.10). Namely, we show that i) the full zero spectral space of the linearized equation is spanned by the tangent
vectors, and moreover, ii) there are no others (nonzero) discrete eigenvalues (see Lemmas 9.5, 9.6 and Proposition 8.1).
II. Using these spectral properties, we prove that the linearized equation is stable in the symplectic orthogonal complement
to the tangent space TS spanned by the tangent vectors ∂a j Sa,v and ∂v j Sa,v , j = 1,2,3. We exactly calculate in Lemma 9.6
the corresponding symplectic orthogonality conditions for initial data of the linearized dynamics.
III. One of main peculiarities of the wave equations (1.2) is the presence of embedded eigenvalue λ = 0 in the continuous
spectrum σc = R of the linearized equation. This situation never happens in all previous works on the asymptotic stability of
the solitary waves for nonlinear Schrödinger and Klein–Gordon equations (for linear nD Schrödinger equation, the case was
considered by Soffer and Weinstein in [39]). Thus, the symplectic orthogonality condition is imposed now at the interior
point of the continuous spectrum in contrast to all previous works in the ﬁeld. Respectively, the integrand at this point
in the spectral representation of the solution is not smooth even if the symplectic orthogonality condition holds. Hence,
the integration by parts in this spectral representation as in the case of the Schrödinger and Klein–Gordon equation, is
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Propositions 9.2 and 9.4, and develop new more subtle technique of convolutions.
Our paper is organized as follows. In Section 2, we formulate the main result. In Section 3, we introduce the sym-
plectic projection onto the solitary manifold. The linearized equation is deﬁned and studied in Sections 4–5. In Section 6,
we split the dynamics in two components: along the solitary manifold, and in transversal directions, and we justify the
slow motion of the longitudinal component. Sections 7–10 concern the time decay of the transversal component in the lin-
earized dynamics. The time decay of the transversal component in the nonlinear dynamics is established in Sections 11–14.
In Section 15 we prove the main result. In Appendices A, B we collect routine calculations.
2. Main results
2.1. Existence of dynamics
To formulate our results precisely, we need some deﬁnitions. We introduce a suitable phase space for the Cauchy problem
corresponding to (1.2). Let L2 be the real Hilbert space L2(R3) with the scalar product 〈·,·〉 and the corresponding norm
| · | , and let H˙1 be the completion of the real space C∞0 (R3) with the norm |∇ψ(x)| . Equivalently, using Sobolev embedding
theorem, H˙1 = {ψ(x) ∈ L6(R3): |∇ψ(x)| ∈ L2}. Let us introduce the weighted Sobolev spaces L2α and H1α with the norms|ψ |α = |(1+ |x|)αψ | and ‖ψ‖1,α = |ψ |α + |∇ψ |α respectively.
Deﬁnition 2.1.
i) E is the Hilbert space H˙1 ⊕ L2 ⊕ R3 ⊕ R3 with the ﬁnite norm
‖Y‖E = |∇ψ | + |π | + |q| + |p| for Y = (ψ,π,q, p).
ii) Eα is the space H1α ⊕ L2α+1 ⊕ R3 ⊕ R3 with the norm
‖Y‖α = ‖Y‖Eα = ‖ψ‖1,α + |π |α+1 + |q| + |p|. (2.1)
iii) F is the space H˙1 ⊕ L2 of ﬁelds F = (ψ,π) with the ﬁnite norm
‖F‖F = |∇ψ | + |π |. (2.2)
iv) Fα is the space H1α ⊕ L2α+1 with the norm
‖F‖α = ‖F‖Fα = ‖ψ‖1,α + |π |α+1. (2.3)
Note that H˙1 is not contained in L2 and for instance |ψv | = ∞ if the neutrality condition is not imposed, see (2.11)
below. However, E is the space of ﬁnite energy states (i.e. H(Y ) < ∞ for Y ∈ E ) due to the following estimates which are
valid for an arbitrary smooth ψ(x) vanishing at inﬁnity
− 1
8π
∫ ∫
ρ(x)ρ(y)
|x− y| dxdy =
1
2
〈
ρ,−1ρ
〉
 1
2
|∇ψ |2 + 〈ψ(x),ρ(x− q)〉 |∇ψ |2 − 1
2
〈
ρ,−1ρ
〉
. (2.4)
The Hamilton functional H is continuous in the space E , and the lower bound in (2.4) implies that the energy (1.3) is
bounded from below. Note that the latter is not true if ρ is delta-function.
We consider the Cauchy problem for the Hamilton system (1.2) which we write as
Y˙ (t) = F (Y (t)), t ∈ R; Y (0) = Y0. (2.5)
Here Y (t) = (ψ(t),π(t),q(t), p(t)), Y0 = (ψ0,π0,q0, p0), and all derivatives are understood in the sense of distributions.
Proposition 2.2. (See [25].) Let (1.9) hold. Then
(i) For every Y0 ∈ E , the Cauchy problem (2.5) has a unique solution Y (t) ∈ C(R,E).
(ii) For every t ∈ R, the map U (t) : Y0 → Y (t) is continuous in E .
(iii) The energy is conserved, i.e.
H(Y (t))= H(Y0), t ∈ R, (2.6)
and the velocity is bounded:∣∣q˙(t)∣∣ v < 1, t ∈ R, (2.7)
with some v which depends on Y0 .
V. Imaykin et al. / J. Math. Anal. Appl. 389 (2012) 713–740 7172.2. Solitary manifold and main result
Let us compute the solitons (1.5). The substitution to (1.2) gives the following stationary equations,
−v · ∇ψv(y) = πv(y), −v · ∇πv(y) = ψv(y)− ρ(y),
v = pv√
1+ p2v
, 0= −
∫
∇ψv(y)ρ(y)dy. (2.8)
Then the ﬁrst two equations imply
Λvψv(y) :=
(−+ (v · ∇)2)ψv(y) = −ρ(y), y ∈ R3. (2.9)
For |v| < 1 Eq. (2.9) deﬁnes a unique function ψv ∈ H˙1(R3). If v is given and |v| < 1, then pv can be found from the third
equation of (2.8). Further, functions ρ and ψv are even due to (1.9). Thus, ∇ψv is odd and the last equation of (2.8) holds.
Hence, the soliton solution (1.5) exists and is deﬁned uniquely for any couple (a, v) with |v| < 1.
The soliton can be computed by the Fourier transform ψˆ(k) := (2π)−3/2 ∫ eikxψ(x)dx:
ψˆv(k) = − ρˆ(k)
k2 − (kv)2 , πˆv(k) = −
ikvρˆ(k)
k2 − (kv)2 . (2.10)
In the coordinate space
ψv(x) = − 1
4π
∫
ρ(y)d3 y
|γ (y − x)‖ + (y − x)⊥| , πv(x) = −v · ∇ψv(x), pv = γ v. (2.11)
Here we set γ = 1/√1− v2 and x= x‖ + x⊥ , where x‖‖v and x⊥⊥v for x ∈ R3. From the condition (1.12) it follows that
ψv(y) ∼ |y|−6, πv(y) ∼ |y|−7 as |y| → ∞
and thus,
ψv ∈ H1α, α < 9/2; πv ∈ L2α, α < 11/2. (2.12)
Deﬁnition 2.3. A soliton state is S(σ ) := (ψv(x− b),πv (x− b),b, pv ), where σ := (b, v) with b ∈ R3 and |v| < 1.
By (2.12) for the soliton states we have
S(σ ) ∈ Eα, α < 9
2
. (2.13)
Obviously, the soliton solution (1.5) admits the representation Ya,v(t) = S(σ (t)), where
σ(t) = (b(t), v(t))= (vt + a, v). (2.14)
Deﬁnition 2.4. The solitary manifold is the set S := {S(σ ): b ∈ R3, |v| < 1}.
The main result of our paper is the following theorem.
Theorem 2.5. Let (1.9), the Wiener condition (1.10), and the condition (1.11) hold. Let 0 < δ < 1/2, set β := 4 + δ. Consider the
solution Y (t) to the Cauchy problem (2.5) with the initial state Y0 which is suﬃciently close to the solitary manifold:
Y0 = S(σ0)+ Z0, dβ := ‖Z0‖β  1. (2.15)
Then the asymptotics hold for t → ±∞,
q˙(t) = v± + O
(|t|−1−δ), q(t) = v±t + a± + O(|t|−2δ), (2.16)(
ψ(x, t),π(x, t)
)= (ψv±(x− v±t − a±),πv±(x− v±t − a±))+ W0(t)Ψ ± + r±(x, t) (2.17)
with ∥∥r±(t)∥∥F = O(|t|−δ). (2.18)
It suﬃces to prove the asymptotics (2.16), (2.17) for t → +∞ since the system (1.2) is time reversible.
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3.1. Symplectic structure and Hamilton form
The system (1.2) reads as the Hamilton system
Y˙ = JDH(Y ), J :=
⎛
⎜⎜⎝
0 1 0 0
−1 0 0 0
0 0 0 I3
0 0 −I3 0
⎞
⎟⎟⎠ , Y = (ψ,π,q, p) ∈ E, (3.1)
where DH is the Fréchet derivative of the Hamilton functional (1.3), I3 is the 3 × 3 identity matrix. Let us identify the
tangent space to E , at every point, with E . Consider the bilinear form Ω deﬁned on E by Ω = ∫ dψ(x)∧dπ(x)dx+dq∧dp,
i.e.
Ω(Y1, Y2) = 〈Y1, J Y2〉, Y1, Y2 ∈ E, (3.2)
where
〈Y1, Y2〉 := 〈ψ1,ψ2〉 + 〈π1,π2〉 + q1q2 + p1p2
and 〈ψ1,ψ2〉 stands for the scalar product
∫
ψ1(x)ψ2(x)dx or its different extensions.
Deﬁnition 3.1.
i) Y1  Y2 means that Y1 is symplectic orthogonal to Y2, i.e. Ω(Y1, Y2) = 0.
ii) A projection operator P : E → E is called symplectic orthogonal if Y1  Y2 for Y1 ∈ Ker P and Y2 ∈ Im P .
3.2. Symplectic projection onto solitary manifold
From now on we suppose that the condition (1.11) is satisﬁed. Let us consider the tangent space TS(σ )S to the manifold
S at a point S(σ ), where σ = (b, v). The vectors τ j := ∂σ j S(σ ), where ∂σ j := ∂b j and ∂σ3+ j := ∂v j with j = 1,2,3, form a
basis in TσS . In detail,
τ j = τ j(v) := ∂b j S(σ ) =
(−∂ jψv(y),−∂ jπv(y), e j,0),
τ3+ j = τ3+ j(v) := ∂v j S(σ ) =
(
∂v jψv(y), ∂v jπv(y),0, ∂v j pv
)
∣∣∣∣∣ j = 1,2,3, (3.3)
where y := x− b is the “coordinate in the moving frame”, e1 = (1,0,0), etc.
By (2.12) for the tangent vectors we have
τ j(v) ∈ Eα, α < 92 ; j = 1, . . . ,6. (3.4)
Lemma 3.2. The matrix with the elements Ω(τl(v), τ j(v)) is non-degenerate for |v| < 1.
The proof is made by a straightforward computation, see [19], Lemma 3.2 for the case m = 0 (note that the left hand
side of the identity [19, (A.8)] is well deﬁned by the condition (1.11)).
Now we show that in a small neighborhood of the soliton manifold S a “symplectic orthogonal projection” onto S is
well deﬁned. Let us introduce the translations Ta : (ψ(x),π(x),q, p) → (ψ(x − a),π(x − a),q + a, p), a ∈ R3. Note that the
manifold S is invariant with respect to the translations.
Deﬁnition 3.3. Let us denote by v(Y ) := p/√1+ p2 where p ∈ R3 is the last component of the vector Y .
Lemma 3.4. Let (1.9) hold, α > −9/2 and v < 1. Then
i) there exists a neighborhood Oα(S) of S in Eα and a map Π : Oα(S) → S such that Π is uniformly continuous on Oα(S) ∩
{Y ∈ Eα: v(Y ) v} in the metric of Eα ,
ΠY = Y for Y ∈ S, and Y − S  TSS, where S = ΠY . (3.5)
ii) Oα(S) is invariant with respect to the translations Ta, and
ΠTaY = TaΠY , for Y ∈ Oα(S) and a ∈ R3. (3.6)
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iv) For any v˜ < 1 there exists an rα(v˜) > 0 s.t. S(σ )+ Z ∈ Oα(S) if |v(S(σ ))| < v˜ and ‖Z‖α < rα(v˜).
The proof is similar to that of [19, Lemma 3.4].
We will call Π the symplectic orthogonal projection onto S .
Corollary 3.5. (See [19, Corollary 3.5].) The condition (2.15) implies that Y0 = S˜ + Z˜0 where S˜ = ΠY0 , and
‖ Z˜0‖β  1. (3.7)
4. Linearization on the solitary manifold
Let us consider a solution to the system (1.2), and split it as the sum
Y (t) = S(σ(t))+ Z(t), (4.1)
where σ(t) = (b(t), v(t)) ∈ R3 × {|v| < 1} is an arbitrary smooth function of t ∈ R. In detail, denote Y = (ψ,π,q, p) and
Z = (Ψ,Π, Q , P ). Then (4.1) means that
ψ(x, t) = ψv(t)
(
x− b(t))+Ψ (x− b(t), t), q(t) = b(t)+ Q (t),
π(x, t) = πv(t)
(
x− b(t))+Π(x− b(t), t), p(t) = pv(t) + P (t)
∣∣∣∣∣ . (4.2)
Let us substitute (4.2) to (1.2), and linearize the equations in Z . Later we will choose S(σ (t)) = ΠY (t), i.e. Z(t) is symplectic
orthogonal to TS(σ (t))S . However, this orthogonality condition is not needed for the formal process of linearization. The
orthogonality condition will be important in Section 6, where we derive “modulation equations” for the parameters σ(t).
Let us proceed to linearization. Setting y = x− b(t) which is the coordinate in the moving frame, we obtain from (4.2) and
(1.2) that
ψ˙ = v˙ · ∇vψv(t)(y)− b˙ · ∇ψv(t)(y)+ Ψ˙ (y, t)− b˙ · ∇Ψ (y, t) = πv(t)(y)+Π(y, t),
π˙ = v˙ · ∇vπv(t)(y)− b˙ · ∇πv(t)(y)+ Π˙(y, t)− b˙ · ∇Π(y, t)
= ψv(t)(y)+Ψ (y, t)− ρ(y − Q ),
q˙ = b˙ + Q˙ = pv + P√
1+ (pv + P )2
,
p˙ = v˙ · ∇v pv(t) + P˙ = −
〈∇(ψv(t)(y)+Ψ (y, t)),ρ(y − Q )〉
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (4.3)
The equations are linear in Ψ and Π , hence it remains to extract linear terms in Q and P . Within this section, we estimate
the remainders in the norms of the space Eα with an arbitrary α > 0.
First note that ρ(y − Q ) = ρ(y)− Q · ∇ρ(y)− N2(Q ), where −N2(Q ) = ρ(y − Q )− ρ(y)+ Q · ∇ρ(y); for N2(Q ) the
bound holds,∣∣N2(Q )∣∣α  C(Q )Q 2 (4.4)
uniformly in |Q | Q for any ﬁxed Q . Second, the Taylor expansion gives
pv + P√
1+ (pv + P )2
= v + ν(P − v(v · P ))+ N3(v, P ),
where ν = νv := (1+ p2v)−1/2 =
√
1− v2, and∣∣N3(v, P )∣∣ C(v˜)P2 (4.5)
uniformly in v with |v| v˜ < 1. Using Eqs. (2.8), we obtain from (4.3) the following equations for the components of the
vector Z(t):
Ψ˙ (y, t) = Π(y, t)+ b˙ · ∇Ψ (y, t)+ (b˙ − v) · ∇ψv(y)− v˙ · ∇vψv(y),
Π˙(y, t) = Ψ (y, t)+ b˙ · ∇Π(y, t)+ Q · ∇ρ(y)+ (b˙ − v) · ∇πv(y)− v˙ · ∇vπv(y)+ N2,
Q˙ (t) = νv(I3 − v ⊗ v)P + (v − b˙)+ N3,
P˙ (t) = 〈Ψ (y, t),∇ρ(y)〉+ 〈∇ψv(y), Q · ∇ρ(y)〉− v˙ · ∇v pv + N4(v, Z)
∣∣∣∣∣∣∣∣∣∣∣
(4.6)
where N4(v, Z) = 〈∇ψv ,N2(Q )〉 + 〈∇Ψ, Q · ∇ρ〉 + 〈∇Ψ,N2(Q )〉. Clearly, N4(v, Z) satisﬁes the following estimate
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uniformly in v, Q with |v| v˜ and |Q | Q . We can write Eqs. (4.6) as
Z˙(t) = A(t)Z(t)+ T (t)+ N(t), t ∈ R. (4.8)
Here the operator A(t) depends on σ(t) = (b(t), v(t)). We will use the parameters v = v(t) and w := b˙(t). Then A(t) can
be written in the form
A(t)
⎛
⎜⎜⎝
Ψ
Π
Q
P
⎞
⎟⎟⎠= Av,w
⎛
⎜⎜⎝
Ψ
Π
Q
P
⎞
⎟⎟⎠ :=
⎛
⎜⎜⎜⎝
w · ∇ 1 0 0
 w · ∇ ∇ρ· 0
0 0 0 Bv
〈·,∇ρ〉 0 〈∇ψv , ·∇ρ〉 0
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎝
Ψ
Π
Q
P
⎞
⎟⎟⎠ , (4.9)
where Bv = νv(I3 − v ⊗ v). Furthermore, T (t) and N(t) in (4.8) stand for
T (t) = Tv,w =
⎛
⎜⎜⎜⎝
(w − v) · ∇ψv − v˙ · ∇vψv
(w − v) · ∇πv − v˙ · ∇vπv
v − w
−v˙ · ∇v pv
⎞
⎟⎟⎟⎠ , N(t) = N(σ , Z) =
⎛
⎜⎜⎜⎝
0
N2(Z)
N3(v, Z)
N4(v, Z)
⎞
⎟⎟⎟⎠ , (4.10)
where v = v(t), w = w(t), σ = σ(t) = (b(t), v(t)), and Z = Z(t). Since |Q |  ‖Z‖−α for any α, the estimates (4.4) with
Q = r−α(v˜), (4.5) and (4.7) imply the following
Lemma 4.1. For any α > 0∥∥N(σ , Z)∥∥
α
 C(v˜)‖Z‖2−α (4.11)
uniformly in σ , Z with ‖Z‖−α  r−α(v˜) and |v| < v˜ .
Remarks 4.2. i) The term A(t)Z(t) in the right hand side of Eq. (4.8) is linear in Z(t), and N(t) is a high order term in Z(t).
On the other hand, T (t) is a zero order term which does not vanish at Z(t) = 0 since S(σ (t)) generally is not a soliton
solution if (2.14) does not hold (though S(σ (t)) belongs to the solitary manifold).
ii) Formulas (3.3) and (4.10) imply:
T (t) = −
3∑
l=1
[
(w − v)lτl + v˙lτl+3
]
(4.12)
and hence T (t) ∈ TS(σ (t))S , t ∈ R. This fact suggests an unstable character of the nonlinear dynamics along the solitary
manifold.
5. The linearized equation
Here we collect some Hamiltonian and spectral properties of the operator (4.9). The statements of the section are par-
ticular cases of those in [19], Section 5 for m = 0. First, we consider the linear equation
X˙(t) = Av,w X(t), t ∈ R, (5.1)
with an arbitrary ﬁxed v such that |v| < 1, and w ∈ R3. Let us deﬁne the space
E+ = H2(R3)⊕ H1(R3)⊕ R3 ⊕ R3.
Lemma 5.1.
i) For any v, |v| < 1 and w ∈ R3 Eq. (5.1) formally can be written as the Hamilton system (cf. (3.1)),
X˙(t) = J DHv,w
(
X(t)
)
, t ∈ R, (5.2)
where DHv,w is the Fréchet derivative of the Hamilton functional
Hv,w(X) = 1
2
∫ [|Π |2 + |∇Ψ |2]dy + ∫ Πw · ∇Ψ dy + ∫ ρ(y)Q · ∇Ψ dy
+ 1
2
P · Bv P − 1
2
〈
Q · ∇ψv(y), Q · ∇ρ(y)
〉
, X = (Ψ,Π, Q , P ) ∈ E . (5.3)
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Hv,w
(
X(t)
)= const, t ∈ R. (5.4)
iii) The skew-symmetry relation holds,
Ω(Av,w X1, X2) = −Ω(X1, Av,w X2), X1 ∈ E, X2 ∈ E+. (5.5)
Lemma 5.2. The operator Av,w acts on the tangent vectors τ j(v) to the solitary manifold as follows,
Av,w
[
τ j(v)
]= (w − v) · ∇τ j(v), Av,w[τ j+3(v)]= (w − v) · ∇τ j+3(v)+ τ j(v), j = 1,2,3. (5.6)
We will apply Lemmas 5.1 and 5.2 mainly to the operator Av,v corresponding to w = v . In that case (5.6) reads
Av,v
[
τ j(v)
]= 0, Av,v[τ j+3(v)]= τ j(v), j = 1,2,3. (5.7)
Moreover, the linearized equation acquires the additional essential feature.
Lemma 5.3. Let us assume that w = v and |v| < 1. Then the Hamilton functional (5.3) reads, see [19, (5.14)]
Hv,v(X) = 1
2
∫ (|Π + v · ∇Ψ |2 + ∣∣Λ1/2v Ψ −Λ−1/2v Q · ∇ρ∣∣2)dx+ 12 P · Bv P  0. (5.8)
Here Λv is the operator deﬁned by (2.9).
Remark 5.4. Lemma 5.3 together with energy conservation (5.4) imply the analyticity of the resolvent (Av,v − λ)−1 for
Reλ > 0, see below.
Remark 5.5. For a soliton solution of the system (1.2) we have b˙ = v , v˙ = 0, and hence T (t) ≡ 0. Thus, Eq. (5.1) is the
linearization of the system (1.2) on a soliton solution. In fact, we do not linearize (1.2) on a soliton solution, but on a
trajectory S(σ (t)) with σ(t) being nonlinear in t . We will show later that T (t) is quadratic in Z(t) if we choose S(σ (t)) to
be the symplectic orthogonal projection of Y (t). Then (5.1) is again the linearization of (1.2).
6. Symplectic decomposition of the dynamics
Here we decompose the dynamics in two components: along the manifold S and in transversal directions. Eq. (4.8) is
obtained without any assumption on σ(t) in (4.1). We are going to choose S(σ (t)) := ΠY (t), but then we need to know
that
Y (t) ∈ Oα(S), t ∈ R, (6.1)
with some Oα(S) deﬁned in Lemma 3.4. It is true for t = 0 and α  β := 4 + δ by (3.7), if dβ > 0 in (2.15) is suﬃciently
small. Then S(σ (0)) = ΠY (0) and Z(0) = Y (0)− S(σ (0)) are well deﬁned.
We set α = −β and will prove below that (6.1) holds if dβ is suﬃciently small. First, the a priori estimate (2.7) together
with Lemma 3.4 iii) imply that ΠY (t) = S(σ (t)) with σ(t) = (b(t), v(t)), and∣∣v(t)∣∣ v˜ < 1, t ∈ R, (6.2)
if Y (t) ∈ Oα(S). Denote by rα(v˜) the positive number from Lemma 3.4 iv) which corresponds to the chosen α = −β . Then
S(σ )+ Z ∈ Oα(S) if σ = (b, v) with |v| < v˜ and ‖Z‖α < rα(v˜). Note that (3.7) implies ‖Z(0)‖α < rα(v˜) if dβ is suﬃciently
small. Therefore, S(σ (t)) = ΠY (t) and Z(t) = Y (t) − S(σ (t)) are well deﬁned for t  0 so small that ‖Z(t)‖α < rα(v˜). This
is formalized by the following standard deﬁnition.
Deﬁnition 6.1. t∗ is the “exit time”,
t∗ = sup
{
t > 0:
∥∥Z(s)∥∥−β < r−β(v˜), 0 s t}, Z(s) = Y (s)− S(σ(s)). (6.3)
One of our main goals is to prove that t∗ = ∞ if dβ is suﬃciently small. This would follow if we show that∥∥Z(t)∥∥−β < r−β(v˜)/2, 0 t < t∗. (6.4)
Now N(t) in (4.8) satisﬁes, by (4.11) with α = β , the following estimate:∥∥N(t)∥∥
β
 C(v˜)
∥∥Z(t)∥∥2−β, 0 t < t∗. (6.5)
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From now on we ﬁx the decomposition Y (t) = S(σ (t))+ Z(t) for 0< t < t∗ by setting S(σ (t)) = ΠY (t) which is equiva-
lent to the symplectic orthogonality condition of type (3.5),
Z(t)  TS(σ (t))S, 0 t < t∗. (6.6)
This allows us to simplify drastically the asymptotic analysis of the dynamical equations (4.8) for the transversal compo-
nent Z(t). As the ﬁrst step, we derive the longitudinal dynamics, i.e. the modulation equations for the parameters σ(t). Let
us derive a system of ordinary differential equations for the vector σ(t). For this purpose, let us write (6.6) in the form
Ω
(
Z(t), τ j(t)
)= 0, j = 1, . . . ,6, 0 t < t∗, (6.7)
where the vectors τ j(t) = τ j(σ (t)) span the tangent space TS(σ (t))S . Note that σ(t) = (b(t), v(t)), where∣∣v(t)∣∣ v˜ < 1, 0 t < t∗, (6.8)
by Lemma 3.4 iii). It would be convenient for us to use some other parameters (c, v) instead of σ = (b, v), where c(t) =
b(t)− ∫ t0 v(τ )dτ and
c˙(t) = b˙(t)− v(t) = w(t)− v(t), 0 t < t∗. (6.9)
We do not need an explicit form of the equations for (c, v) but the following statement.
Lemma 6.2. Let Y (t) be a solution to the Cauchy problem (2.5), and (1.11), (4.1), (6.7) hold. Then (c(t), v(t)) satisﬁes the equation(
c˙(t)
v˙(t)
)
= N (σ(t), Z(t)), 0 t < t∗, (6.10)
where
N (σ , Z) = O(‖Z‖2−β) (6.11)
uniformly in σ ∈ {(b, v): |v| v˜}.
Proof. We differentiate (6.7) in t and take Eq. (4.8) into account. Then (see details of computation in [19], Lemma 6.2)
we obtain, in the vector form [19, (6.18)]:
0= Ω(v)
(
c˙
v˙
)
+ M0(σ , Z)
(
c˙
v˙
)
+ N0(σ , Z), N0 j(σ , Z) = Ω(N, τ j). (6.12)
Here the matrix Ω(v) has the matrix elements Ω(τl, τ j) and hence is invertible by Lemma 3.2. The 6× 6 matrix M0(σ , Z)
has the matrix elements ∼ ‖Z‖−β and hence we can resolve Eq. (6.12) with respect to (c˙, v˙). Then (6.11) follows from
Lemma 4.1 with α = β , since N0 = O(‖Z‖2−β). 
6.2. Decay for the transversal dynamics
In Section 15 we will show that our main Theorem 2.5 can be derived from the following time decay of the transversal
component Z(t):
Proposition 6.3. Let all conditions of Theorem 2.5 hold. Then t∗ = ∞, and∥∥Z(t)∥∥−β  C(ρ, v,dβ)(1+ t)1+δ , t  0. (6.13)
We will derive (6.13) in Sections 8–14 from our Eq. (4.8) for the transversal component Z(t). This equation can be
speciﬁed using Lemma 6.2. Namely, by (4.12) and (6.9)
T (t) = −
3∑
l=1
[c˙lτl + v˙lτl+3].
Note that the norm ‖T (t)‖β is well deﬁned by (3.4). Then Lemma 6.2 implies∥∥T (t)∥∥  C(v˜)∥∥Z(t)∥∥2 , 0 t < t∗. (6.14)β −β
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Z˙(t) = A(t)Z(t)+ N˜(t), 0 t < t∗, (6.15)
where A(t) = Av(t),w(t) , and N˜(t) := T (t)+ N(t). From (6.14) and (6.5) we obtain that∥∥N˜(t)∥∥
β
 C(v˜)
∥∥Z(t)∥∥2−β, 0 t < t∗. (6.16)
In the remaining part of our paper we will analyze mainly the basic equation (6.15) to establish the decay (6.13). We are
going to derive the decay using the bound (6.16) and the orthogonality condition (6.6).
Let us comment on two main diﬃculties in proving (6.13). The diﬃculties are common for the problems studied in [5,8].
First, the linear part of the equation is non-autonomous, hence we cannot apply directly known methods of scattering
theory. Similarly to the approach of [5,8], we reduce the problem to the analysis of the frozen linear equation,
X˙(t) = A1X(t), t ∈ R, (6.17)
where A1 is the operator Av1,v1 deﬁned in (4.9) with v1 = v(t1) and a ﬁxed t1 ∈ [0, t∗). Then we estimate the error by
the method of majorants. Let us note that recently some methods of freezing were developed by Cuccagna and Mizumachi,
[10,11]. Also, in the recent papers [21,22] by Kirr, Mizrak, and Zarnescu the advanced methods of obtaining decay estimates
both for linearized non-autonomous system and nonlinear part are developed, in the context of 2D and 3D Schrödinger
equations.
Second, even for the frozen equation (6.17), the decay of type (6.13) for all solutions does not hold without the orthogo-
nality condition of type (6.6). Namely, by (5.7) Eq. (6.17) admits the secular solutions
X(t) =
3∑
1
C jτ j(v1)+
3∑
1
D j
[
τ j(v1)t + τ j+3(v1)
]
(6.18)
which arise also by differentiation of the soliton (1.5) in the parameters a and v1 in the moving coordinate y = x − v1t .
Hence, we have to take into account the orthogonality condition (6.6) in order to avoid the secular solutions. For this
purpose we will apply the corresponding symplectic orthogonal projection which kills the “runaway solutions” (6.18).
Remark 6.4. The solution (6.18) lies in the tangent space TS(σ1)S with σ1 = (b1, v1) (for an arbitrary b1 ∈ R) that suggests
an unstable character of the nonlinear dynamics along the solitary manifold (cf. Remark 4.2 ii)).
Deﬁnition 6.5.
i) Denote by Πv , |v| < 1, the symplectic orthogonal projection of E onto the tangent space TS(σ )S , and P v = I− Πv .
ii) Denote by Zv = P vE the space symplectic orthogonal to TS(σ )S with σ = (b, v) (for an arbitrary b ∈ R).
Note that by the linearity,
Πv Z =
∑
Π jl(v)τ j(v)Ω
(
τl(v), Z
)
, Z ∈ E, (6.19)
with some smooth coeﬃcients Π jl(v). Hence, the projector Πv , in the variable y = x − b, does not depend on b, and this
explains the choice of the subindex in Πv and P v . Now we have the symplectic orthogonal decomposition
E = TS(σ )S + Zv , σ = (b, v), (6.20)
and the symplectic orthogonality (6.6) can be written in the following equivalent forms,
Πv(t) Z(t) = 0, P v(t) Z(t) = Z(t), 0 t < t∗. (6.21)
Remark 6.6. The tangent space TS(σ )S is invariant under the operator Av,v by Lemma 5.2, hence the space Zv is also
invariant by (5.5): Av,v Z ∈ Zv for suﬃciently smooth Z ∈ Zv .
The following proposition is one of main ingredients for proving (6.13). Let us consider the Cauchy problem for Eq. (6.17)
with A = Av,v for a ﬁxed v , |v| < 1. Recall that the β = 4+ δ, 0< δ < 1/2.
Proposition 6.7. Let (1.9), the Wiener condition (1.10), and the condition (1.11) hold, |v1| v˜ < 1, and X0 ∈ E . Then
i) Eq. (6.17), with A1 = Av1,v1 , admits the unique solution eA1t X0 := X(t) ∈ Cb(R,E) with the initial condition X(0) = X0 .
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Part i) follows by standard arguments using the positivity (5.8) of the Hamilton functional. Part ii) will be proved in Sec-
tions 7–10 developing general strategy [19,20]. Namely, Eq. (6.17) is a system of four equations involving ﬁeld components,
Ψ and Π as well as vector components, Q and P . We apply Fourier–Laplace transform, and express the ﬁeld components
in terms of the vector components. Then we obtain a closed system for the vector components alone and prove their decay.
Finally, for the ﬁeld components we come to a wave equation with a right hand side which has the established decay. This
implies the corresponding decay for the ﬁeld components.
7. Solving the linearized equation
Here we start the proof of Proposition 6.7 solving the linearized equations (6.17). Let us apply the Laplace transform
ΛX = X˜(λ) =
∞∫
0
e−λt X(t)dt, Reλ > 0 (7.1)
to (6.17). The integral converges in E , since ‖X(t)‖E is bounded by Proposition 6.7, i). The analyticity of X˜(λ) and Paley–
Wiener arguments should provide the existence of an E-valued distribution X(t) = (Ψ (t),Π(t), Q (t), P (t)), t ∈ R, with a
support in [0,∞). Formally,
Λ−1 X˜ = X(t) = 1
2π
∫
R
eiωt X˜(iω+ 0)dω, t ∈ R. (7.2)
To prove the decay (6.22), we have to study the smoothness of X˜(iω + 0) at ω ∈ R. After the Laplace transform equa-
tion (6.17) becomes
λ X˜(λ) = A1 X˜(λ)+ X0, Reλ > 0.
In detail (for simplicity we write v instead of v1 in this section),
Π˜(y)+ v · ∇Ψ˜ (y)− λΨ˜ (y) = −Ψ˜0(y),
Ψ˜ (y)+ v · ∇Π˜(y)+ Q˜ · ∇ρ(y)− λΠ˜(y) = −Π0(y),
Bv P˜ − λQ˜ = −Q 0,
−〈∇Ψ˜ (y),ρ(y)〉+ 〈∇ψv(y), Q˜ · ∇ρ(y)〉− λ P˜ = −P0
∣∣∣∣∣∣∣∣∣∣∣
y ∈ R3. (7.3)
Let us consider the ﬁrst two equations. In Fourier space they become
Πˆ(k)− ivkΨˆ (k)− λΨˆ (k) = −Ψˆ0(k),
−k2Ψˆ (k)− (ivk + λ)Πˆ(k) = −Πˆ0(k)+ i Q˜ kρˆ(k)
∣∣∣∣∣ k ∈ R3. (7.4)
This implies
Ψˆ = 1
Dˆ
(
(ikv + λ)Ψˆ0 + Πˆ0 − ikQ˜ ρˆ
)
, (7.5)
Πˆ = 1
Dˆ
(−k2Ψˆ0 + (ikv + λ)Πˆ0 − i(ikv + λ)kQ˜ ρˆ), (7.6)
where
Dˆ = Dˆ(λ) = k2 + (ikv + λ)2. (7.7)
From now on we use the system of coordinates in x-space in which v = (|v|,0,0), hence vk = |v|k1. Substitute (7.5) to the
4-th equation of (7.3) and obtain∫
ik
Dˆ
(
(ikv + λ)Ψˆ0 +Π0 − ikQ˜ ρˆ
)
ρˆ dk +
∫
kψˆvkQ˜ ρˆ dk − λ P˜ = −P0.
Since ψˆv = −ρˆ/(k2 − (kv)2), we come to(
K − H(λ))Q˜ + λ P˜ = P0 +Φ(λ).
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Φ(λ) = Φ(Ψ0,Π0)(λ) := i
∫
k
Dˆ
(
(ikv + λ)Ψˆ0 + Πˆ0
)
ρˆ dk = i
〈
(ikv + λ)Ψˆ0 + Πˆ0
Dˆ
,kρˆ
〉
, (7.8)
and K , H(λ) are 3× 3-matrices with the matrix elements
Kij =
∫
kik j|ρˆ(k)|2 dk
k2 − (|v|k1)2 , Hij(λ) =
∫
kik j |ρˆ(k)|2 dk
k2 + (i|v|k1 + λ)2 . (7.9)
The matrix K is diagonal and positive deﬁnite since ρˆ(k) is spherically symmetric and not identically zero by (1.10). The
matrix H is well deﬁned for Reλ > 0 since the denominator does not vanish. The matrix H is diagonal similarly to K .
Indeed, if i 	= j, then at least one of these indexes is not equal to one, and the integrand in (7.9) is odd with respect to the
corresponding variable by (1.9). Finally the 3-rd and the 4-th equations of (7.3) become
M(λ)
(
Q˜
P˜
)
=
(
Q 0
P0 +Φ(λ)
)
, where M(λ) =
(
λI3 −Bv
−F (λ) λI3
)
, F (λ) := H(λ)− K . (7.10)
Remark 7.1. Note that
Φ(λ) = Φ(Ψ0,Π0)(λ) = Λ
〈
W 1(t)(Ψ0,Π0),∇ρ
〉
, (7.11)
where W 1(t) is the ﬁrst component of the dynamical group W (t) deﬁned below by (10.5) and Λ is the Laplace trans-
form (7.1).
Let us proceed to x-representation. We invert the matrix of the system (7.4) and obtain(−(ivk + λ) 1
−k2 −(ivk + λ)
)−1
= [(ivk + λ)2 + k2]−1
(−(ivk + λ) −1
k2 −(ivk + λ)
)
.
Taking the inverse Fourier transform, we obtain the corresponding fundamental solution
Gλ(y) =
(
v · ∇ − λ −1
− v · ∇ − λ
)
gλ(y), (7.12)
where gλ(y) is the unique tempered fundamental solution of the determinant
D = D(λ) = −+ (−v · ∇ + λ)2. (7.13)
Thus,
gλ(y) = F−1k→y
1
k2 + (ivk + λ)2 = F
−1
k→y
1
k2 + (i|v|k1 + λ)2 , y ∈ R
3. (7.14)
Note that the denominator does not vanish for Reλ > 0. This implies
Lemma 7.2. The operator Gλ with the integral kernel Gλ(y − y′) is continuous operator H1(R3)⊕ L2(R3) → H2(R3)⊕ H1(R3) for
Reλ > 0.
From (7.5) and (7.6) we obtain the convolution representation
Ψ = −(v · ∇ − λ)gλ ∗Ψ0 + gλ ∗Π0 + (gλ ∗ ∇ρ) · Q ,
Π = gλ ∗Ψ0 − (v · ∇ − λ)gλ ∗Π0 − (v · ∇ − λ)(gλ ∗ ∇ρ) · Q
∣∣∣∣∣ . (7.15)
Let us compute gλ(y) explicitly. First consider the case v = 0. The fundamental solution of the operator −+ λ2 is
gλ(y) = e
−λ|y|
4π |y| . (7.16)
Thus, in the case v = 0 we have
Gλ
(
y − y′)= ( −λ −1− −λ
)
e−λ|y−y′|
4π |y − y′| .
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Dˆ(k) = k2 + (i|v|k1 + λ)2 = (1− v2)k21 + k22 + k23 + 2i|v|k1λ+ λ2
= (1− v2)(k1 + i|v|λ
1− v2
)2
+ k22 + k23 + 2, (7.17)
where
2 = v
2λ2
1− v2 + λ
2 = λ
2
1− v2 . (7.18)
Therefore, setting γ := 1/√1− v2, we have
 = γ λ. (7.19)
Return to x-space:
D = − 1
γ 2
(∇1 + γ 1)2 − ∇22 − ∇23 + 2, 1 := γ |v|λ. (7.20)
Deﬁne y˜1 := γ y1 and ∇˜1 := ∂/∂ y˜1. Then
D = −(∇˜1 + 1)2 − ∇22 − ∇23 + 2. (7.21)
Thus, its fundamental solution is
gλ(y) = e
−| y˜|−1 y˜1
4π | y˜| , y˜ := (γ y1, y2, y3). (7.22)
By (7.19), (7.20) we obtain
0< Re1 < Re, Reλ > 0. (7.23)
Let us state the result which we have got above.
Lemma 7.3.
i) The operator D = D(λ) is invertible in L2(R3) for Reλ > 0 and its fundamental solution (7.22) decays exponentially in y.
ii) The formulas (7.22) and (7.19), (7.20) imply that the distribution gλ(·) admits an analytic continuation in the parameter λ from
the domain Reλ > 0 to the entire complex plane C.
Lemma 7.4. The matrix function M(λ) (respectively, M−1(λ)) admits an analytic (respectively meromorphic) continuation from the
domain Reλ > 0 to the entire complex plane C.
Proof. From the ﬁrst equation of (7.15) and the last equation of (7.3) it follows that
H jj(λ) = 〈gλ ∗ ∂ jρ,∂ jρ〉 (7.24)
and thus, by (7.22),
∣∣H jj(λ)∣∣= ∣∣〈gλ ∗ ∂ jρ,∂ jρ〉∣∣
∫
C
|x− y|∂ jρ(x)∂ jρ(y)dxdy < ∞.
By (7.9), (7.10) this implies
sup
Reλ0
∣∣F (λ)∣∣< ∞. (7.25)
The analytic continuation of M(λ) exists by the expressions (7.24) and Lemma 7.3 ii), since the function ρ(x) is compactly
supported by (1.9). The inverse matrix is then meromorphic since it exists for large Reλ. The latter follows from (7.10) since
H(λ) → 0, Reλ → ∞, by (7.9). 
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Proposition 8.1. The matrix M−1(iω) is analytic in ω ∈ R \ {0}.
Proof. It suﬃces to prove that the limit matrix M(iω) := M(iω + 0) is invertible for ω 	= 0, ω ∈ R if ρ satisﬁes the Wiener
condition (1.10), and |v| < 1. Let |ω| > 0. One has
detM(iω) = det
(
iωI3 −Bv
−F (iω) iωI3
)
= −(ω2 + ν3 f1)(ω2 + ν f )2, ω ∈ R, (8.1)
where F (iω) := F (iω + 0), f1 := F11(iω), and f := F22(iω) = F33(iω). The invertibility of M(iω) follows from (8.1) by the
following lemma, whose proof is based on the Sokhotsky–Plemelj formula, see [42, Chapter VII, formula (58)].
Lemma 8.2. If (1.10) holds, then for ω ∈ R the imaginary part of the matrix ω|ω| F (iω) is negative deﬁnite, i.e. ω|ω| Im F jj(iω) < 0,
j = 1,2,3.
Proof. Since F (iω) = H(iω + 0) − K , where the matrix K is real, we will consider only the matrix H(iω + 0). For ε > 0
we have
H jj(iω + ε) =
∫ k2j |ρˆ(k)|2 dk
k2 − (|v|k1 +ω− iε)2 , j = 1,2,3. (8.2)
Consider the denominator
Dˆ(iω+ ε,k) = k2 − (|v|k1 +ω− iε)2.
Dˆ(iω,k) = 0 on the ellipsoid Tω if |ω| > 0, where
Tω =
{
k:
(
νk1 − |v|ω
ν
)2
+ k22 + k23 =
ω2
ν2
}
,
here ν = √1− v2. From the Sokhotsky–Plemelj formula for C1-functions it follows that
Im H jj(iω+ 0) = − ω|ω|π
∫
Tω
k2j |ρˆ(k)|2
|∇ Dˆ(iω,k)| dS, (8.3)
where dS is the element of the surface area. This immediately implies the statement of the lemma since the integrand
in (8.3) is positive by the Wiener condition (1.10). This completes the proofs of the lemma and Proposition 8.1. 
Remark 8.3. The proof of Lemma 8.2 is the unique point in the paper where the Wiener condition is indispensable.
9. Time decay of the vector components
Here we prove the decay (6.22) for the vector components Q (t) and P (t) of the solution eA1t X0. Formula (7.10) expresses
the Laplace transforms Q˜ (λ), P˜ (λ). Hence, the components are given by the integral(
Q (t)
P (t)
)
= 1
2π
∫
eiωtM−1(iω)
(
Q 0
P0 +Φ(iω)
)
dω. (9.1)
Let us recall that in Proposition 6.7 ii) we assume that
X0 ∈ Zv ∩ Eβ, β = 4+ δ, 0< δ < 1/2. (9.2)
Theorem 9.1. The functions Q (t), P (t) are continuous for t  0, and
∣∣Q (t)∣∣+ ∣∣P (t)∣∣ C(ρ, v˜)
(1+ |t|)1+δ ‖X0‖β, t  0. (9.3)
Proof. Note that Proposition 8.1 alone is not suﬃcient for the proof of the convergence and decay of the integral (9.1).
We need an additional information about the regularity of the matrix M−1(iω) at its singular point ω = 0, and some
bounds at |ω| → ∞.
728 V. Imaykin et al. / J. Math. Anal. Appl. 389 (2012) 713–740Let us split the integral (9.1) in two terms using the partition of unity ζ1(ω)+ ζ2(ω) = 1, ω ∈ R:(
Q (t)
P (t)
)
= 1
2π
∫
eiωt
(
ζ1(ω)+ ζ2(ω)
)( Q˜ (iω)
P˜ (iω)
)
dω =
(
Q 1(t)
P1(t)
)
+
(
Q 2(t)
P2(t)
)
, (9.4)
where the functions ζk(ω) ∈ C∞(R) are supported by
supp ζ1 ⊂
{
ω ∈ R: |ω| < r + 1}, supp ζ2 ⊂ {ω ∈ R: |ω| > r}, (9.5)
where r is introduced below in Lemma 9.3. We prove the decay (9.3) for (Q 1, P1) and (Q 2, P2) in Propositions 9.4 and 9.2
respectively.
Proposition 9.2. The functions Q 2(t), P2(t) are continuous for t  0, and
∣∣Q 2(t)∣∣+ ∣∣P2(t)∣∣ C(ρ, v˜)
(1+ |t|)3+δ ‖X0‖β . (9.6)
Proof. First we study the asymptotic behavior of M−1(λ) at inﬁnity. Let us recall that M−1(λ) was originally deﬁned for
Reλ > 0, but it admits a meromorphic continuation to C (see Lemma 7.4).
Lemma 9.3. There exist a matrix R0 and a matrix-function R1(ω), such that
M−1(iω) = R0
ω
+ R1(ω), |ω| > r > 0, ω ∈ R, (9.7)
where, for every k = 0,1,2, . . . ,
∣∣∂kωR1(ω)∣∣ Ck|ω|2 , |ω| > r > 0, ω ∈ R, (9.8)
r is suﬃciently large.
Proof. The statement follows from the explicit formulas (A.4) to (A.8) for the inverse matrix M−1(iω) and from the bound
(7.25). 
Further, (9.1) implies that(
Q 2(t)
P2(t)
)
= 1
2π
∫
eiωtζ2(ω)M
−1(iω)
[(
Q 0
P0
)
+
(
0
Φ(iω)
)]
dω = s(t)
(
Q 0
P0
)
+ s ∗
(
0
f
)
(t), (9.9)
where (see (7.2))
s(t) := Λ−1[ζ2(ω)M−1(iω)]
and
f (t) := Λ−1Φ(iω) = 〈W 1(t)(Ψ0,Π0),∇ρ〉, (9.10)
since Φ is given by (7.8) and (7.11). Note that s(t) is continuous for t  0, and∣∣s(t)∣∣= O(t−N), t → ∞, ∀N > 0, (9.11)
by (9.7)–(9.8). On the other hand, recall that, under the conditions of Proposition 6.7 and Theorem 2.5, (Ψ0,Π0) ∈ Fβ with
β = 4+ δ where δ > 0. Then we obtain that
∣∣ f (t)∣∣ C(ρ, v˜)
(1+ |t|)3+δ ‖X0‖β (9.12)
by Lemma 10.2 below with α = β . Hence, (9.6) follows from (9.9) by (9.11) and (9.12). 
Now let us prove the decay for Q 1(t) and P1(t). In this case the proof will rely substantially on the symplectic orthogo-
nality conditions. Namely, (9.2) implies that
Ω(X0, τ j) = 0, j = 1, . . . ,6. (9.13)
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(1+ t)1+δ , t  0. (9.14)
Proof. First, we obtain the formulas for the Fourier transforms Q˜ (iω) and P˜ (iω).
Lemma 9.5. The matrix M−1(iω) can be represented as follows,
L(ω) := M−1(ω) =
(
1
ωL11 1ω2 L12
L21 1ωL22
)
, (9.15)
where Li j(ω), i, j = 1,2 are smooth diagonal 3× 3-matrices, Li j(ω) ∈ C∞(−r − 1; r + 1), and
L11 = iL12B−1v . (9.16)
For proof see Appendix A. Now (7.10) implies that the vector components are given by
Q˜ (iω) = 1
ω
L11(ω)Q 0 + 1
ω2
L12(ω)
(
P0 +Φ(iω)
)
, (9.17)
P˜ (iω) = L21(ω)Q 0 + 1
ω
L22(ω)
(
P0 +Φ(iω)
)
. (9.18)
Next we calculate the symplectic orthogonality conditions (9.13).
Lemma 9.6. The symplectic orthogonality conditions (9.13) read
P0 +Φ(0) = 0 and B−1v Q 0 +Φ ′(0) = 0. (9.19)
For proof see Appendix B.
Now we can prove Proposition 9.4.
Step i). Let us prove (9.14) for P1(t) relying on the representation (9.18). Namely, (9.4) and (9.18) imply
P1(t) = Λ−1ζ1(ω)L21(ω)Q 0 +Λ−1ζ1(ω)L22(ω) P0 +Φ(iω)
ω
= P ′1(t)+ P ′′1(t).
The ﬁrst term P ′1(t) decays like Ct−∞‖X0‖β by Lemma 9.5. The second term admits the convolution representation P ′′1(t) =
Λ−1ζ1L22 ∗ g(t), where
g(t) := Λ−1 P0 +Φ(iω)
ω
.
Now we use the symplectic orthogonality conditions (9.19) and obtain
g(t) = Λ−1Φ(iω)−Φ(0)
ω
= i
t∫
∞
f (s)ds. (9.20)
Therefore, P ′′1(t) decays like Ct−(2+δ)‖X0‖β for t  0, since by (9.12)∣∣g(t)∣∣ C(ρ, v˜)(1+ t)−(2+δ)‖X0‖β, t  0. (9.21)
Step ii). Now let us prove (9.14) for Q 1(t). By (9.17), (9.16), and the symplectic orthogonality conditions (9.19),
Q˜ (iω) = L12
ω
(
iB−1v Q 0 +
P0 +Φ(iω)
ω
)
= L12
ω
(
iB−1v Q 0 +
Φ(iω)−Φ(0)
ω
)
= L12
ω
(
iB−1v Q 0 + g˜(ω)
)= L12 iB−1v Q 0 + g˜(0)+ g˜(iω)− g˜(0)
ω
= L12 g˜(iω)− g˜(0)
ω
,
since iB−1v Q 0 + g˜(0) = 0 by the symplectic orthogonality conditions (9.19), because g˜(0) = iΦ ′(0). Thus, Q 1(t) =
Λ−1ζ1(ω)L12 ∗ h(t) by (9.4), where
h(t) := Λ−1 g˜(iω)− g˜(0)
ω
= i
t∫
∞
g(s)ds,
similarly to (9.20). This integral decays like Ct−1−δ‖X0‖β for t  0 by (9.21), hence (9.14) for Q 1(t) is proved. The proof of
Proposition 9.4 and Theorem 9.1 is complete. 
730 V. Imaykin et al. / J. Math. Anal. Appl. 389 (2012) 713–74010. Time decay of ﬁelds
Here we construct the ﬁeld components Ψ (x, t),Π(x, t) of the solution X(t) and prove their decay corresponding
to (6.22). Let us denote F (t) = (Ψ (·, t),Π(·, t)). We will construct the ﬁelds solving the ﬁrst two equations of (6.17), where
A is given by (4.9). These two equations have the form
F˙ (t) =
(
v · ∇ 1
 v · ∇
)
F +
(
0
∇ρ · Q (t)
)
. (10.1)
By Theorem 9.1 we know that Q (t) is continuous and
∣∣Q (t)∣∣ C(ρ, v˜)‖X0‖β
(1+ t)1+δ , t  0. (10.2)
Hence, Proposition 6.7 is reduced now to the following
Proposition 10.1.
i) Let a function Q (t) ∈ C([0,∞);R3), and F0 ∈ F . Then Eq. (10.1) admits a unique solution F (t) ∈ C[0,∞;F) with the initial
condition F (0) = F0 .
ii) If X0 = (F0; Q 0, P0) ∈ Eβ and the decay (10.2) holds, the corresponding ﬁelds also decay uniformly in v:
∥∥F (t)∥∥−2−δ  C(ρ, v˜)‖X0‖β(1+ t)1+δ , t  0, (10.3)
for |v| v˜ with any v˜ ∈ (0;1).
Proof. The statement i) follows from the Duhamel representation
F (t) = W (t)F0 +
⎡
⎣ t∫
0
W (t − s)
(
0
∇ρ · Q (s)
)
ds
⎤
⎦ , t  0, (10.4)
where W (t) is the dynamical group of the modiﬁed wave equation
F˙ (t) =
(
v · ∇ 1
 v · ∇
)
F (t). (10.5)
The group W (t) can be expressed through the group W0(t) of the wave equation
Φ˙(t) =
(
0 1
 0
)
Φ(t). (10.6)
Namely, the problem (10.6) corresponds to (10.5), when v = 0, and it is easy to see that[
W (t)F (0)
]
(x) = [W0(t)F (0)](x+ vt), x ∈ R3, t ∈ R. (10.7)
The identity (10.7) implies the energy conservation law for the group W (t): for (Ψ (·, t),Π(·, t)) = W (t)F (0) we have∫ (∣∣Π(x, t)− v · ∇Ψ (x, t)∣∣2 + ∣∣∇Ψ (x, t)∣∣2)dx= const, t ∈ R.
In particular, this gives by (2.2)∥∥W (t)F0∥∥F  C(v˜)‖F0‖F , t ∈ R. (10.8)
This estimate and (10.4) imply the statement i).
Let us proceed to the statement ii).
Lemma 10.2. For v˜ < 1 and F0 ∈ Fα , α > 1, the following decay holds,
∥∥W (t)F0∥∥−α  C(α, v˜)(1+ t)α−1 ‖F0‖α, t  0, (10.9)
for the dynamical group W (t) corresponding to the modiﬁed wave equation (10.5) with |v| < v˜ .
V. Imaykin et al. / J. Math. Anal. Appl. 389 (2012) 713–740 731Proof. For the case v = 0 the proof is provided in [29]. For a nonzero v with |v| < v˜ the proof is similar, we provide it for
convenience.
We should estimate ‖W (t)F0‖−α for large t > 0. Set ε = (1 − v˜)/2. For an arbitrary suﬃciently large t  1 let us split
the initial function F0 in two terms, F0 = F ′0,t + F ′′0,t such that∥∥F ′0,t∥∥α + ∥∥F ′′0,t∥∥α  C‖F0‖α, t  1, (10.10)
where C does not depend on t , and
F ′0,t(x) = 0, |x| > εt, F ′′0,t(x) = 0, |x| < εt − 1. (10.11)
For an arbitrary f ∈ H˙1 and α > 1 one has | f |−α  C‖ f ‖H˙1 , see [29], formula (2.9). Now the estimate for W (t)F ′′0,t follows
by (10.8), (10.11) and (10.10):∥∥W (t)F ′′0,t∥∥−α  C∥∥W (t)F ′′0,t∥∥F  C∥∥F ′′0,t∥∥F  C1(v˜)∥∥F ′′0,t∥∥α(1+ |t|)−α  C2(v˜)‖F0‖α(1+ |t|)−α, t  1.
(10.12)
It remains to estimate W (t)F ′0,t . First note that
W0(t)F
′
0,t(x) = 0 for |x| < (1− ε)t (10.13)
by the strong Huygen’s principle for the group W0(t). The principle reads
W0(x− y, t) = 0, |x− y| 	= t, (10.14)
where W0(z, t) is the integral (distribution) matrix kernel of the operator W0(t). Further, from (10.13) it follows that[
W (t)F ′0,t
]
(x) = 0 for |x| < εt
by (10.7) and since |v| < v˜ = 1− 2ε.
For an arbitrary f ∈ H˙1 such that f (x) = 0 in the region {|x| < εt}, one has | f |−α  C(v˜)t−α+1‖ f ‖H˙1 , see [29], the proof
of Proposition 2.1. Applying to f = W (t)F ′0,t we obtain by (10.8) that,∥∥W (t)F ′0,t∥∥−α  C(v˜)t−α+1∥∥W (t)F ′0,t∥∥F  Ct−α+1∥∥F ′0,t∥∥F  Ct−α+1∥∥F ′0,t∥∥Fα  Ct−α+1‖F0‖Fα .
The proof is complete. 
Now the statement ii) of Proposition 10.1 follows from Lemma 10.2 and the Duhamel representation (10.4). Indeed,∥∥W (t)F0∥∥−2−δ  Ct−1−δ‖F0‖2+δ  Ct−1−δ‖X0‖2+δ  Ct−1−δ‖X0‖β
by Lemma 10.2 with α = 2+ δ. Further,∥∥∥∥∥
t∫
0
W (t − s)
(
0
∇ρ · Q (s)
)
ds
∥∥∥∥∥−2−δ  C
t∫
0
‖(0,∇ρ · Q (s))‖2+δ ds
(1+ (t − s))1+δ  C
′
t∫
0
|Q (s)|ds
(1+ (t − s))1+δ
 C ′′‖X0‖β
t∫
0
ds
(1+ (t − s))1+δ(1+ s)1+δ
by Lemma 10.2 with α = 2 + δ, regularity properties of ρ , and (10.2). The last integral decays like (1 + t)−1−δ by a well-
known result on decay of a convolution. 
The proof of Proposition 6.7 is complete. 
11. Frozen form of transversal dynamics
In next four sections we will prove the transversal decay (6.13) relying on Proposition 6.7. First, let us ﬁx an arbitrary
t1 ∈ [0, t∗), and rewrite Eq. (6.15) in a “frozen form”
Z˙(t) = A1 Z(t)+
(
A(t)− A1
)
Z(t)+ N˜(t), 0 t < t∗, (11.1)
where A1 = Av(t1),v(t1) and
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⎛
⎜⎜⎝
[w(t)− v(t1)] · ∇ 0 0 0
0 [w(t)− v(t1)] · ∇ 0 0
0 0 0 Bv(t) − Bv(t1)
0 0 〈∇(ψv(t) −ψv(t1)), ·∇ρ〉 0
⎞
⎟⎟⎠ .
The next trick is important since it allows us to kill the “bad terms” [w(t)− v(t1)] · ∇ in the operator A(t)− A1.
Deﬁnition 11.1. Let us change the variables (y, t) → (y1, t) = (y + d1(t), t) where
d1(t) :=
t∫
t1
(
w(s)− v(t1)
)
ds, 0 t  t1. (11.2)
Next deﬁne
Z1(t) =
(
Ψ1(y1, t),Π1(y1, t), Q (t), P (t)
) := (Ψ (y, t),Π(y, t), Q (t), P (t))
= (Ψ (y1 − d1(t), t),Π(y1 − d1(t), t), Q (t), P (t)). (11.3)
Then we obtain the ﬁnal form of the “frozen equation” for the transversal dynamics
Z˙1(t) = A1 Z1(t)+ B1(t)Z1(t)+ N1(t), 0 t  t1, (11.4)
where N1(t) = N˜(t) from the basic equation (6.15) expressed in terms of y = y1 − d1(t), and
B1(t) =
⎛
⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 0 Bv(t) − Bv(t1)
0 0 〈∇(ψv(t) −ψv(t1)), ·∇ρ〉 0
⎞
⎟⎟⎠ .
At the end of this section, we will derive appropriate bounds for the “remainder terms” B1(t)Z1(t) and N1(t) in (11.4). First,
note that we have by Lemma 6.2,
|Bv(t) − Bv(t1)|
∣∣∣∣∣
t∫
t1
v˙(s) · ∇v Bv(s) ds
∣∣∣∣∣ C
t1∫
t
∥∥Z(s)∥∥2−β ds. (11.5)
Similarly,
∣∣〈∇(ψv(t) −ψv(t1)), ·∇ρ〉∣∣ C
t1∫
t
∥∥Z(s)∥∥2−β ds. (11.6)
Let us recall the following well-known inequality: for any α ∈ R(
1+ |y + x|)α  (1+ |y|)α(1+ |x|)|α|, x, y ∈ R3. (11.7)
Lemma 11.2. (See [19, Lemma 7.2].) For (Ψ,Π, Q , P ) ∈ Eα with any α ∈ R the following estimate holds:∥∥(Ψ (y1 − d1),Π(y1 − d1), Q , P)∥∥α  ∥∥(Ψ,Π, Q , P )∥∥α(1+ |d1|)|α|, d1 ∈ R3. (11.8)
Corollary 11.3. The following bound holds∥∥N1(t)∥∥β  ∥∥Z1(t)∥∥2−β(1+ ∣∣d1(t)∣∣)3β, 0 t  t1. (11.9)
Indeed, applying the previous lemma twice, once for α = β and once for α = −β , we obtain from (6.16) that∥∥N1(t)∥∥β  (1+ ∣∣d1(t)∣∣)β∥∥N˜(t, Z(t))∥∥β  (1+ ∣∣d1(t)∣∣)β‖Z‖2−β  (1+ ∣∣d1(t)∣∣)3β∥∥Z1(t)∥∥2−β .
Corollary 11.4. The following bound holds
∥∥B1(t)Z1(t)∥∥β  C∥∥Z1(t)∥∥−β
t1∫
t
(
1+ ∣∣d1(τ )∣∣)2β∥∥Z1(τ )∥∥2−β dτ , 0 t  t1. (11.10)
For proof we apply Lemma 11.2 with α = −β to (11.5) and (11.6) and use the fact that B1(t)Z1(t) depends only on the
ﬁnite-dimensional components of Z1(t).
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Recall that 0< δ < 1/2. Eq. (11.4) can be written in the integral form:
Z1(t) = eA1t Z1(0)+
t∫
0
eA1(t−s)
[
B1 Z1(s)+ N1(s)
]
ds, 0 t  t1. (12.1)
We apply the symplectic orthogonal projection P 1 := P v(t1) to both sides, and get
P 1 Z1(t) = eA1t P 1 Z1(0)+
t∫
0
eA1(t−s)P 1
[
B1 Z1(s)+ N1(s)
]
ds.
We have used here that P 1 commutes with the group eA1t since the space Z1 := P 1E is invariant with respect to eA1t , see
Remark 6.6. Applying (6.22) we obtain that
∥∥P 1 Z1(t)∥∥−2−δ  C(1+ t)1+δ
∥∥Z1(0)∥∥β + C
t∫
0
1
(1+ |t − s|)1+δ
∥∥B1 Z1(s)+ N1(s)∥∥β ds, (12.2)
since the operator P 1 is continuous in Eβ . Hence, from (12.2) and (11.9), (11.10) we obtain that
∥∥P 1 Z1(t)∥∥−2−δ  C(1+ t)1+δ
∥∥Z1(0)∥∥β + C(d1)
t∫
0
1
(1+ |t − s|)1+δ
×
[∥∥Z1(s)∥∥−β
t1∫
s
∥∥Z1(τ )∥∥2−β dτ + ∥∥Z1(s)∥∥2−β
]
ds, 0 t  t1, (12.3)
where d1 := sup0tt1 |d1(t)|. Since ‖Z1(t)‖±β  C(d1)‖Z(t)‖±β by Lemma 11.2, we can rewrite (12.3) as
∥∥P 1 Z1(t)∥∥−2−δ  C(d1)(1+ t)1+δ
∥∥Z(0)∥∥
β
+ C(d1)
t∫
0
1
(1+ |t − s|)1+δ
[∥∥Z(s)∥∥−β
t1∫
s
∥∥Z(τ )∥∥2−β dτ + ∥∥Z(s)∥∥2−β
]
ds, 0 t  t1. (12.4)
Let us introduce the majorant
m(t) := sup
s∈[0,t]
(1+ s)1+δ∥∥Z(s)∥∥−β, t ∈ [0, t∗). (12.5)
To estimate d1(t) by m(t1) we note that
w(s)− v(t1) = w(s)− v(s)+ v(s)− v(t1) = c˙(s)+
t1∫
s
v˙(τ )dτ (12.6)
by (6.9). Hence, (11.2), Lemma 6.2 and the deﬁnition (12.5) imply
∣∣d1(t)∣∣=
∣∣∣∣∣
t∫
t1
(
w(s)− v(t1)
)
ds
∣∣∣∣∣
t1∫
t
(∣∣c˙(s)∣∣+
t1∫
s
∣∣v˙(τ )∣∣dτ
)
ds
 Cm2(t1)
t1∫
t
(
1
(1+ s)2+2δ +
t1∫
s
dτ
(1+ τ )2+2δ
)
ds Cm2(t1), 0 t  t1. (12.7)
We can replace in (12.4) the constants C(d1) by C if m(t1) is bounded for t1  0. In order to do this replacement, we reduce
the exit time. Let us denote by ε a ﬁxed positive number which we will specify below.
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t′∗ = sup
{
t ∈ [0, t∗): m(s) ε, 0 s t
}
. (12.8)
Now (12.4) and (12.7) imply that for t1 < t′∗
∥∥P 1 Z1(t)∥∥−2−δ  C(1+ t)1+δ
∥∥Z(0)∥∥
β
+ C
t∫
0
1
(1+ |t − s|)1+δ
[∥∥Z(s)∥∥−β
t1∫
s
∥∥Z(τ )∥∥2−β dτ + ∥∥Z(s)∥∥2−β
]
ds, 0 t  t1. (12.9)
13. Symplectic orthogonality
Finally, we are going to change P 1 Z1(t) by Z(t) in the left hand side of (12.9). We will prove that it is possible using
again that dβ  1 in (2.15) and due to the following important bound:
Lemma 13.1. For suﬃciently small ε > 0, we have for t1 < t′∗:∥∥Z(t)∥∥−2−δ  C∥∥P 1 Z1(t)∥∥−2−δ, 0 t  t1, (13.1)
where C depends only on ρ and v˜.
Proof. The proof is based on the symplectic orthogonality (6.21), i.e.
Πv(t) Z(t) = 0, t ∈ [0, t1], (13.2)
and on the fact that all the spaces Z(t) := P v(t)E are almost parallel for all t .
Namely, we ﬁrst note that ‖Z(t)‖−2−δ  C(ε)‖Z1(t)‖−2−δ by Lemma 11.2, since |d1(t)|  Cε2 for t  t1 < t′∗ by (12.7).
Therefore, it suﬃces to prove that∥∥Z1(t)∥∥−2−δ  2∥∥P 1 Z1(t)∥∥−2−δ, 0 t  t1. (13.3)
This estimate will follow from
∥∥Πv1 Z1(t)∥∥−2−δ  12
∥∥Z1(t)∥∥−2−δ, 0 t  t1, (13.4)
since P 1 Z1(t) = Z1(t)− Πv1 Z1(t), where v1 = v(t1). To prove (13.4), we write (13.2) as
Πv(t),1 Z1(t) = 0, t ∈ [0, t1], (13.5)
where Πv(t),1 Z1(t) is Πv(t) Z(t) expressed in terms of the variable y1 = y + d1(t). Hence, (13.4) follows from (13.5) if the
difference Πv1 − Πv(t),1 is small uniformly in t , i.e.
∥∥(Πv1 − Πv(t),1)Z1(t)∥∥−2−δ < 12
∥∥Z1(t)∥∥−2−δ, 0 t  t1. (13.6)
It remains to justify (13.6) for a suﬃciently small ε > 0. In order to prove the bound (13.6), we will need the formula (6.19)
and the following relation which follows from (6.19):
Πv(t),1 Z1(t) =
∑
Π jl
(
v(t)
)
τ j,1
(
v(t)
)
Ω
(
τl,1
(
v(t)
)
, Z1(t)
)
, (13.7)
where τ j,1(v(t)) are the vectors τ j(v(t)) expressed in the variables y1. In detail (cf. (3.3)),
τ j,1(v) :=
(−∂ jψv(y1 − d1(t)),−∂ jπv(y1 − d1(t)), e j,0),
τ j+3,1(v) :=
(
∂v jψv
(
y1 − d1(t)
)
, ∂v jπv
(
y1 − d1(t)
)
,0, ∂v j pv
)
∣∣∣∣∣ j = 1,2,3, (13.8)
where v = v(t). Thus, we have to estimate the difference of
Πv1 Z1(t) =
∑
Π jl(v1)τ j(v1, y1)Ω
(
τl(v1, y1), Z1(t, y1)
)
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Πv(t),1 Z1(t) =
∑
Π jl
(
v(t)
)
τ j
(
v(t), y1 − d1(t)
)
Ω
(
τl
(
v(t), y1 − d1(t)
)
, Z1(t, y1)
)
.
The estimate is based on the following bounds. First,
∣∣Π jl(v(t))− Π jl(v(t1))∣∣=
∣∣∣∣∣
t1∫
t
v˙(s) · ∇vΠ jl
(
v(s)
)
ds
∣∣∣∣∣ C
t1∫
t
∣∣v˙(s)∣∣ds, 0 t  t1, (13.9)
since |∇vΠ jl(v(s))| is uniformly bounded by (6.8). Second,∣∣Ω(τl(v1, y1)− τl(v(t), y1 − d1(t)), Z1(t, y1))∣∣ ∥∥τl(v1, y1)− τl(v(t), y1 − d1(t))∥∥2+δ∥∥Z1(t, y1)∥∥−2−δ.
Further, since |d1(t)| Cε2 and ∇τ j are smooth and suﬃciently fast decaying at inﬁnity functions, Lemma 11.2 implies∥∥τ j,1(v(t))− τ j(v(t))∥∥2+δ  C ∣∣d1(t)∣∣ Cε2, 0 t  t1 (13.10)
for all j = 1,2, . . . ,6, where C depends only on δ and v˜ . Finally,
τ j
(
v(t)
)− τ j(v(t1))=
t1∫
t
v˙(s) · ∇vτ j
(
v(s)
)
ds,
and therefore
∥∥τ j(v(t))− τ j(v(t1))∥∥2+δ  C
t1∫
t
∣∣v˙(s)∣∣ds, 0 t  t1. (13.11)
At last, the bounds (13.6) will follow from (6.19), (13.7) and (13.10)–(13.9) if we establish that the integral in the right hand
side of (13.11) and (13.9) can be made as small as we please by choosing ε > 0 suﬃciently small. Indeed,
t1∫
t
∣∣v˙(s)∣∣ds Cm2(t1)
t1∫
t
ds
(1+ s)2+2δ  Cε
2, 0 t  t1. (13.12)
The proof is complete. 
14. Decay of transversal component
Here we complete the proof of Proposition 6.3.
Step i). We ﬁx an ε, 0 < ε  r−β(v˜) and t′∗ = t′∗(ε) for which Lemma 13.1 holds. Then the bound of type (12.9) holds
with ‖P 1 Z1(t)‖−2−δ in the left hand side replaced by ‖Z(t)‖−β :
∥∥Z(t)∥∥−β  ∥∥Z(t)∥∥−2−δ  C∥∥P 1 Z1(t)∥∥−2−δ  C(1+ t)1+δ
∥∥Z(0)∥∥
β
+ C
t∫
0
1
(1+ |t − s|)1+δ
[∥∥Z(s)∥∥−β
t1∫
s
∥∥Z(τ )∥∥2−β dτ + ∥∥Z(s)∥∥2−β
]
ds, 0 t  t1 (14.1)
for t1 < t′∗ . This implies an integral inequality for the majorant m(t) introduced by (12.5). Namely, multiplying both sides
of (14.1) by (1+ t)1+δ , and taking the supremum in t ∈ [0, t1], we get
m(t1) C
∥∥Z(0)∥∥
β
+ C sup
t∈[0,t1]
t∫
0
(1+ t)1+δ
(1+ |t − s|)1+δ
[
m(s)
(1+ s)1+δ
t1∫
s
m2(τ )dτ
(1+ τ )2+2δ +
m2(s)
(1+ s)2+2δ
]
ds
for t1  t′∗ . Taking into account that m(t) is a monotone increasing function, we get
m(t1) C
∥∥Z(0)∥∥
β
+ C[m3(t1)+m2(t1)]I(t1), t1  t′∗, (14.2)
where
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t∈[0,t1]
t∫
0
(1+ t)1+δ
(1+ |t − s|)1+δ
[
1
(1+ s)1+δ
t1∫
s
dτ
(1+ τ )2+2δ +
1
(1+ s)2+2δ
]
ds I < ∞, t1  0.
Therefore, (14.2) becomes
m(t1) C
∥∥Z(0)∥∥
β
+ C I[m3(t1)+m2(t1)], t1 < t′∗. (14.3)
This inequality implies that m(t1) is bounded for t1 < t′∗ , and moreover,
m(t1) C1
∥∥Z(0)∥∥
β
, t1 < t
′∗ , (14.4)
since m(0) = ‖Z(0)‖β is suﬃciently small by (3.7).
Step ii). The constant C1 in the estimate (14.4) does not depend on t∗ and t′∗ by Lemma 13.1. We choose dβ in (2.15) so
small that ‖Z(0)‖β < ε/(2C1). It is possible due to (3.7). Then the estimate (14.4) implies that t′∗ = t∗ and therefore (14.4)
holds for all t1 < t∗ . Then the bound (12.7) holds for all t < t∗ . Therefore, (6.4) also holds for all t < t∗ . Finally, this implies
that t∗ = ∞, hence also t′∗ = ∞ and (14.4) holds for all t1 > 0 if dβ is small enough.
The transversal decay (6.13) is proved. 
15. Soliton asymptotics
Here we prove our main Theorem 2.5 relying on the transversal decay (6.13). First we will prove the asymptotics (2.16)
for the vector components, and afterwards the asymptotics (2.17) for the ﬁelds.
15.1. Asymptotics for the vector components
From (4.3) we have q˙ = b˙ + Q˙ , and from (6.15), (6.16) with β = 4+ δ, and (4.9) it follows that Q˙ = Bv(t)P + O(‖Z‖2−β).
Thus,
q˙ = b˙ + Q˙ = v(t)+ c˙(t)+ Bv(t)P (t)+ O
(‖Z‖2−β). (15.1)
Eq. (6.10) and the estimates (6.11), (6.13) imply
∣∣c˙(t)∣∣+ ∣∣v˙(t)∣∣ C1(ρ, v,dβ)
(1+ t)2+2δ , t  0. (15.2)
Therefore, c(t) = c+ + O(t−(1+2δ)) and v(t) = v+ + O(t−(1+2δ)), t → ∞. Since |P | ‖Z‖−β , the estimate (6.13), and (15.2),
(15.1) imply that
q˙(t) = v+ + O
(
t−1−δ
)
. (15.3)
Similarly,
b(t)= c(t)+
t∫
0
v(s)ds = v+t + a+ + O
(
t−2δ
)
, (15.4)
hence the second part of (2.16) follows:
q(t) = b(t)+ Q (t) = v+t + a+ + O
(
t−2δ
)
, (15.5)
since Q (t) = O(t−1−δ) by (6.13).
15.2. Asymptotics for the ﬁelds
We apply the approach developed in [17], see also [15,16,18,24]. For the ﬁeld part of the solution, F (t) = (ψ(x, t),π(x, t))
let us deﬁne the accompanying soliton ﬁeld as
Fv(t)(t) =
(
ψv(t)
(
x− q(t)),πv(t)(x− q(t))),
where we deﬁne now v(t) = q˙(t), cf. (15.1). Then for the difference Z(t) = F (t)− Fv(t)(t) we obtain easily the equation [24],
Eq. (2.5),
Z˙(t) = AZ(t)− v˙ · ∇vFv(t)(t), A(ψ,π) = (π,ψ).
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Z(t) = W0(t)Z(0)−
t∫
0
W0(t − s)
[
v˙(s) · ∇vFv(s)(s)
]
ds. (15.6)
Since ‖(ψv+ ,πv+ )(x− v+t − a+) − Fv(t)(t)‖F = O(t−2δ) by (15.3) and (15.5), to obtain the asymptotics (2.17) it suﬃces to
prove that Z(t) = W0(t)Ψ+ + r+(t) with some Ψ+ ∈ F and ‖r+(t)‖F = O(t−δ). This is equivalent to
W0(−t)Z(t) = Ψ + + r′+(t), (15.7)
where ‖r′+(t)‖F = O(t−δ) since W0(t) is a unitary group in the Sobolev space F by the energy conservation for the free
wave equation. Finally, (15.7) holds since (15.6) implies that
W0(−t)Z(t) = Z(0)+
t∫
0
W0(−s)R(s)ds, R(s) = v˙(s) · ∇vFv(s)(s), (15.8)
where the integral in the right hand side of (15.8) converges in the Hilbert space F with the rate O(t−δ). The latter
holds since ‖W0(−s)R(s)‖F = O(s−1−δ) by the unitarity of W0(−s) and the decay rate ‖R(s)‖F = O(s−1−δ). Let us prove
this rate of decay. It suﬃces to prove that |v˙(s)| = O(s−1−δ), or equivalently |p˙(s)| = O(s−1−δ). Substitute (4.2) to the last
equation of (1.2) and obtain
p˙(t) =
∫ [
ψv(t)
(
x− b(t))+Ψ (x− b(t), t)]∇ρ(x− b(t)− Q (t))dx
=
∫
ψv(t)(y)∇ρ(y)dy +
∫
ψv(t)(y)
[∇ρ(y − Q (t))− ∇ρ(y)]dy + ∫ Ψ (y, t)∇ρ(y − Q (t))dy. (15.9)
The ﬁrst integral in the right hand side is zero by the stationary equations (2.8). The second integral is O(t−1−δ), since
Q (t) = O(t−1−δ), and by the conditions (1.9) on ρ . Finally, the third integral is O(t−1−δ) by the estimate (6.13). The proof
is complete. 
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Appendix A. Structure of the matrix M−1(iω)
We prove Lemmas 9.3 and 9.5. Recall that for ω ∈ R
M(iω) =
(
iωI3 −Bv
−F (iω) iωI3
)
,
where
Bv =
⎛
⎝ ν3 0 00 ν 0
0 0 ν
⎞
⎠ , F (iω) =
⎛
⎝ f1(ω) 0 00 f (ω) 0
0 0 f (ω)
⎞
⎠ .
Here f1(ω) = F11(iω + 0), f (ω) = F22(iω + 0) = F33(iω + 0) with
F jj(λ) =
∫
dk
|ρˆ|2k2j
k2 + (λ+ ik1v)2 −
∫
dk
|ρˆ|2k2j
k2 − (k1v)2 . (A.1)
F jj(λ) are analytic functions in C by Lemma 7.4. Thus,
F jj(λ) = F jj(0)+ F ′j j(0)λ+
F ′′j j(0)
2
λ2 + · · · .
Here F jj(0) = 0 by (A.1). Further, by (A.1)
F ′j j(λ) = −2
∫
dkk2j |ρˆ|2
λ+ ivk1
(k2 + (λ+ ivk1)2)2 (A.2)
and
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∫
dkk2j |ρˆ|2
k1
(k2 − (vk1)2)2 = 0,
since the integrand function is odd in k1. Hence, we obtain F jj(λ) = λ2r j(λ), where r j(λ) is analytic in C. Note that r j(0) =
F ′′j j(0)/2. By (A.2) we have
F ′′j j(λ) = −2
∫
dkk2j |ρˆ|2
k2 − 3(λ+ ivk1)2
(k2 + (λ+ ivk1)2)3
and ﬁnally,
F jj(iω) = −ω2r j(ω), r j(0) = −
∫
dkk2j |ρˆ|2
k2 + 3(vk1)2
(k2 − (vk1)2)3 . (A.3)
Let us denote r(ω) = r2(ω) = r3(ω). Then
L(ω) := M−1(iω) =
(
L11(ω) L12(ω)
L21(ω) L22(ω)
)
, (A.4)
where
L11(ω) =
⎛
⎜⎜⎝
−iω
ω2+ν3 f1(ω) 0 0
0 −iω
ω2+ν f (ω) 0
0 0 −iω
ω2+ν f (ω)
⎞
⎟⎟⎠= 1ω
⎛
⎜⎝
−i
1−ν3r1(ω) 0 0
0 −i1−νr(ω) 0
0 0 −i1−νr(ω)
⎞
⎟⎠ (A.5)
by (A.3); we denote the last matrix L11(ω). Similarly,
L12(ω) =
⎛
⎜⎜⎝
−ν3
ω2+ν3 f1(ω) 0 0
0 −ν
ω2+ν f (ω) 0
0 0 −ν
ω2+ν f (ω)
⎞
⎟⎟⎠= 1ω2
⎛
⎜⎝
−ν3
1−ν3r1(ω) 0 0
0 −ν1−νr(ω) 0
0 0 −ν1−νr(ω)
⎞
⎟⎠ , (A.6)
we denote the last matrix L12(ω). Note that
L11(ω) = iL12(ω)B−1v .
Further,
L21 =
⎛
⎜⎜⎝
− f1(ω)
ω2+ν3 f1(ω) 0 0
0 − f (ω)
ω2+ν f (ω) 0
0 0 − f (ω)
ω2+ν f (ω)
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
r1(ω)
1−ν3r1(ω) 0 0
0 r(ω)1−νr(ω) 0
0 0 r(ω)1−νr(ω)
⎞
⎟⎟⎠ , (A.7)
so we put L21 = L21. Finally,
L22(ω) = L11(ω) = 1
ω
L11(ω), (A.8)
and thus, L22(ω) = L11(ω). Note that the denominators of the matrix elements of each matrix L11 to L22 are nonzero
at ω = 0, since r1(0) < 0 and r(0) < 0 by (A.3). For ω 	= 0 the denominators are nonzero by Lemma 8.2. This completes
the proof of Lemma 9.5. Finally, (A.4) to (A.8) imply Lemma 9.3, since r j(ω) = −F jj(iω)/ω2, where F jj(iω) are bounded
functions by (7.25).
Appendix B. Symplectic orthogonality conditions
Let us check that the symplectic orthogonality conditions (9.13) with j = 1,2,3 read the ﬁrst equation of (9.19). By (7.8),
Φ(Ψ0,Π0)(0) = i
〈
ikvΨˆ0 + Πˆ0, kρˆ
Dˆ(0)
〉
, Dˆ(0) = k2 − (kv)2.
On the other hand, by (9.13) with j = 1,2,3, and (3.3), (2.10), we have
0= Ω(X0, τ j) = −〈Ψ0, ∂ jπv〉 + 〈Π0, ∂ jψv〉 − P0 · e j =
〈
Ψˆ0,
k jkvρˆ
Dˆ(0)
〉
+
〈
Πˆ0,
ik jρˆ
Dˆ(0)
〉
− P0 · e j
=
〈
kvΨˆ0,
k jρˆ
ˆ
〉
− i
〈
Πˆ0,
k jρˆ
ˆ
〉
− (P0) j = −Φ j(Ψ0,Π0)(0)− (P0) j .D(0) D(0)
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Φ ′(0) = i
〈
Ψˆ0
Dˆ(0)
,kρˆ
〉
− i
〈
2ikv
ikvΨˆ0 + Πˆ0
Dˆ2(0)
,kρˆ
〉
=
〈
(k2 + (kv)2)iΨˆ0 + 2kvΠ0
(k2 − (kv)2)2 ,kρˆ
〉
,
where the integral converges by the condition (1.11). On the other hand, by (9.13) with j = 4,5,6, and (3.3), (2.10), we have
for j = 1,2,3
0= Ω(X0, τ3+ j) = 〈Ψˆ0, ∂v jπv〉 − 〈Πˆ0, ∂v jψv〉 + Q 0 · ∂v j pv
=
〈
Ψˆ0,−ik j k
2 + (kv)2
Dˆ2(0)
ρˆ
〉
+
〈
Πˆ0,2k j
kvρˆ
Dˆ2(0)
〉
+ Q 0 · ∂v j pv = Φ ′j(0)+
(
B−1v Q 0
)
j,
since Q 0 · ∂v j pv = Q 0 · B−1v e j = B−1v Q 0 · e j .
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