We present a model to explain how the neurosecretory system of aquatic mollusks generates their diversity of shell structures and pigmentation patterns. The anatomical and physiological basis of this model sets it apart from other models for shape and pattern. The model reproduces most known shell shapes and patterns, and accurately predicts how the pattern alters in response to environmental disruption and subsequent repair. Finally, we connect the model to a larger class of neural models, including Bayesian models for cortical activity.
Introduction
Sea shells display a remarkable variety of ornate pigmentation patterns. Accumulating evidence now indicates clearly that shell growth and patterning are under neural control, and that shell growth and pigmentation is a neurosecretory phenomenon. Most of this evidence has been gained by detailed studies of the mantle, a tongue like protrusion of the mollusk that wraps around the edge of the shell and deposits new shell material and pigment at the growing edge [4, 5] (see Figure 1A ,B). The shell itself is comprised of crystal structures of calcium carbonate interspersed with associated proteins and other organic compounds, some of which are pigmented and arrayed in intricate patterns [7, 8] . This hard shell is covered by a thin organic layer of proteinaceous secretions, believed to function in regulating calcium crystallization [10] . Early EM studies of the mantle recorded an extensive distribution of nerve fibers amongst the secretory cells [4, 11, 12] . These were later shown to have active synapses with secretory gland cells, and synaptic inputs from other sensory organs in the mantle. From this evidence, it was proposed that neural stimulated secretion controls shell growth [8, 12] . The original evidence from gastropods has been extended to other mollusk taxa, including bivalves [14] and cephalopods, where improved experimental methods confirm clearly the role of neural control [16, 17] . Neural recordings and neural cell ablation experiments have further verified the role of neural control in shell growth and repair [11, 18, 19] .
In 1985, building on the evidence of Campbell [20] Ermentrout et al. proposed a simple neural model to explore this hypothesis, although at the time there were scant data to support it [21] . The new experimental data on mollusk shell construction and pigmentation allow us to revisit this hypothesis, formulate a new neural network model, and develop a unified explanation for the generation of shell shapes and patterns.
Unlike the purely geometric representations proposed earlier to model shell shape [22] [23] [24] [25] [26] [27] , our model links shape generation directly to the dynamics of the underlying neural network. Recent experimental work describes how differential growth patterns can lead to shell like structures [28] [29] [30] , but does not explain the biological origin or mechanism of these growth patterns. The NEURAL ORIGINS OF SHELL STRUCTURE AND PATTERN 2/16 neural model presented here closes this gap by explaining how the mantle neural net can encode the appropriate information required for shell growth as well as pigment deposition. This model also provides a framework for addressing the evolutionary relationships between different mollusk species, by connecting differences in pattern to differences in cellular physiology. The former is easily observable on a broad scale, while the latter is observable only with laborious experimentation. We will see that some remarkably different patterns emerge in some cases from very slight changes in the underlying neural physiology. This helps us understand the tremendous diversity of patterns among very similar species like those of the genus Conus. Finally, we show that the same neural model can reproduce patterns found on cephalopods such as cuttlefish. The neural origins of this tremendous variability also illustrate many of the intricate patterns that can be generated by even simple neural networks.
Our exposition proceeds as follows. First we describe the neural net model as applied to the construction of the shell shape. Our description will be qualitative and heuristic; the full mathematical derivation of the model is given in the Supplemental material. Then we proceed to define the most important classes of shell patterns and show how the model reproduces them. We also describe how the shell patterns respond to perturbations, such as injuries. We then show that the same model, operating on a much faster time scale, can reproduce a wide class of patterns observed on the mantle of cuttlefish. In the Discussion we show how the neural model differs from other models for shell patterns, in particular, the diffusion-reaction models of Hans Meinhardt. These models have succeeded in reproducing almost all the patterns quite accurately, and we can hardly do better here. Our goal, however, is not to merely reproduce the patterns, but to show how a single neural network model, based directly on the mantle anatomy, can capture all of the pattern complexity, as well as constructing the shell shape, and to relate the model to a broader class of experimentally observed neural network behavior.
A neurosecretory model for shell patterning
Since we are interested only in the origin of shape and pattern, and not the structural composition of the shell, we shall ignore the subsequent biomineralization that strengthens the shell distally from the leading edge. Secretions in the periostracal groove are controlled by the underlying neural network synapsing on the secretory cells. The activity of this neural network is stimulated by the existing pattern of shell deposition and pigment at the mantle edge. A schematic representation of this system is shown in Figure 1B .
The shell is constructed by periodic-usually daily-bouts of secretion [31] [32] [33] . These periodic increments are robust against many kinds of environmental variations [32] . We model the secretions in daily steps, where the pattern of the each day's layer of secretions, P t , is a function of the preexisting (past) layers, P(t -τ). The same model will both construct the shell geometry and generate the surface pigment patterns. In most-but not all-shells the pigment patterns appear uncorrelated with the shell topography. We will treat the two independently here, and begin by describing the model in terms of pigment secretion. Figure 1C shows a schematic diagram of how the model senses the previous days' pattern and lays down the current day's pattern. We adopt the hypothesis of Bauchau that the pigment pattern allows the mantle to position itself in register with the existing pattern [32] .
The basic property of the neural net control of secretion lies in the phenomenon of local activation and lateral inhibition (LALI), common to many (if not all) neural networks (see Box 1). As we shall demonstrate, this general feature of neural nets will be sufficient to generate nearly all of the observed shell patterns from a single mathematical model. The novel aspect in this work is that LALI takes place in both space (along the mantle edge) and backwards in time (perpendicular to the mantle edge). The precise mathematical form of the model is given in the Supplement A; here we present an intuitive description.
Sensory organs in the mantle detect the presence of pigment and stimulate pigment secretion in the local secretory cells. Consider a cell located at position x along the growing shell edge. The strength of its lateral stimulation of surrounding cells is represented by the curve, W E (x) (red trace in Figure 1C) . The same sensory input excites a wider inhibitory field in the mantle, which we describe by the kernel, W I (x) (blue trace in Figure 1C ). Since the mantle wraps around the edge it senses, in addition to the exposed edge, some previous history of pigmentation a distance τ back from the leading edge. Pigmentation near the edge has an excitatory affect on local secretion while pigmentation sensed further from the edge has an inhibitory effect. We incorporate this into the excitatory and inhibitory kernels by making them functions of τ and integrating back in time (i.e. distance from the shell edge).
Only the qualitative features of the functions W E and W I , not their precise shape, are important for the pattern. For computational analysis we represent the excitation and inhibition functions with Gaussian curves of different widths and different relative amplitudes [34] . In practice, the firing rate response of a neuron to excitatory or inhibitory stimuli is well represented by a sigmoid function [35, 36] . There is a characteristic threshold for the neuron around which it is most sensitive to changes in the stimulation rate. Once the stimulation exceeds this threshold, the rate of change in activity in response to change in stimulation saturates. In general, the characteristics of this sigmoid input output response curve will be different for inhibitory and excitatory synapses. Therefore we subject the excitation and inhibition to sigmoidally saturating input-output functions, S E (red) and S I (blue). These curves, shown in Figure 1C act as filters for the inputs from the sensory stimulation and the lateral inhibition; the patterns are not sensitive to their precise shape.
The secretion of pigment in the current layer, P t , is determined by the net stimulation of the secretory cells. Because of lateral inhibition in the τ direction, the current secretion is affected both directly and indirectly by the previous pattern. The sensory network that detects the existing pattern then extrapolates to compute and add the current deposition, thus ensuring structural continuity in the shell. The pigmented portion of these depositions provides 'markers', and allows us to see how this sensory network propagates the pattern from layer to layer over time.
The model can be cast in several nearly equivalent mathematical forms; these are presented in Supplement A. The specific analytical forms of the kernels representing the lateral connections and the saturation functions representing the nonlinear neural input-output responses do not effect the patterns generated by the model.
Explaining Shell Structure
The location and shape of the initial shell secretions are determined during embryonic morphogenesis. After the initial shell secretion, the mollusk constructs the rest of the shell enclosure, regularly expanding the enclosure to accommodate its growth. In gastropods (snails) the shell grows outward and spirals downwards from the original region of shell secretion by successively adding small increments of additional shell material to the leading edge. A variety of compact mathematical representations of the final geometry have been proposed, (see Supplement E) [22, 25, 37, 38] . The underlying phenomena that generate this spiral growth pattern are unspecified, as are the differences between species that account for the different spirals-or no spiral at all, as in the bivalves. Rice (1998) provided some of the first insights into these questions by mapping the parameters of a purely morphometric model (see Figure 2A) onto the relative rate of shell production at different points around the aperture, and the total amount of shell secreted per day [28] . This work was extended to 'growth vector' models which demonstrated that many different coiled shell forms could be reproduced by varying secretion rates appropriately around the aperture (as shown in Figure 2B ) [29, 30] . The basic scheme for these kinematic models is illustrated in Figure 2B . This worked removed any reference to spiral or helical axes, shifting the question to the origin of these growth vectors.
We propose that neural activity controls the amount and direction in which shell material is secreted. The neural activity along the mantle determines the local secretion rate, and thus the angle and magnitude of the growth vectors, as illustrated in Figure 2C . The relationship between the parameters of the neural model, the stimulation strength, and the direction of propagation will be considered in more detail below where we discuss patterns of propagating waves. The central point here is that the same model that generates the patterns can generate the shell geometry as well. We will deal with this in detail in a subsequent publication; in the discussion to follow we shall augment the pigment patterns generated by the model with a few examples of shell growth generated by the same model. The dynamics of shell growth are best appreciated as movies computed from the neural secretion model, a frame of which is shown in Figure 2D . Examples are given in the online Supporting Materials.
Understanding pigmentation patterns
The neural architecture of local excitation and long range inhibition gives rise to a broad array of stable patterns. The type of pattern depends on the relative ranges and strengths of the interactions and the steepness and thresholds of the firing response curves. Remarkably, all of the patterns initiate from three basic mathematical phenomena arising from the LALI property: spatial instabilities (Turing bifurcations) , temporal instabilities (Hopf bifurcations), and traveling waves 1 . Analytical demonstrations of these instabilities are presented in Supplement B.
BIFURCATIONS CREATE PERIODIC PATTERNS IN SPACE AND TIME
LALI readily gives rise to patterns of parallel stripes orthogonal to the shell leading edge. This happens because the spatially uniform state is unstable to small random perturbations, or slight heterogeneities in the neural network (i.e. a Turing instability [6, 39] ). Briefly, it works like this. A slightly more active local group of cells exerts a stronger inhibitory effect on its neighbors. This lateral inhibition weakens the activity in these neighbors and so weakens the inhibitory effect they exert on the original population; this causes the activity of the original group of cells to increase. At the same time, the activity reduction in the neighbor cluster allows the next cluster over to increase their activity because their inhibition is lowered. The result is a standing wave of neural activity that deposits stable pigmentation stripes normal to the aperture. The width of the stripes reflects the extent of the excitatory region in the mantle and the width of the gaps reflects the extent of the inhibitory connections. Some examples are shown in Figure 3D .
If we increase the strength of the stimulation arising from the previous day's pattern (i.e. the amplitude of the activation kernel in the τ direction), the pattern can switch to alternating bands parallel to the shell edge, as shown in Figure 3E . To create these periodic patterns, secretion stimulating neurons must cycle between successive periods of stimulation and quiescence. A plot of the current pigmentation vs. the past pigmentation (i.e. a phase plane portrait) will trace out a single loop around which the system continuously cycles (see Figure 3C ). Such periodic orbits on the phase plane (limit cycles) arise from parameter changes triggering so-called Hopf bifurcations, which are well known in models of repetitively firing and bursting neurons [36] . These periodic instabilities can arise in several ways. For example, when there are different thresholds for excitatory and inhibitory signals, the neural network may be excitable at low pigment induced stimulation, but inhibitory under strong activity. A low basal level activity in the absence of signaling triggers a slow positive feedback, which gradually amplifies the signal and eventually triggers the high threshold inhibitory response, which shuts neuronal firing back down to its basal level, from which the process begins again. This leads to stable cycles of oscillation, which produce periodic bands of pigment parallel to the growing edge of the shell whose period can be many multiples of the secretory period (e.g. one day). Excitatory lateral connections tend to synchronize the population into parallel bands like those seen on shells of Amoria ellioti. Stronger lateral inhibition induces the patterns to lag each other, forming instead periodically distributed zig-zag patterns, like those of Natica communis. For a mathematical derivation of synchronizing phenomena among neural limit cycle oscillators, the reader is directed to [36] . Finally, Hopf bifurcations may coincide with a Turing instability, leading to patterns periodic in both space and time, like the checkerboard patterns Natica tigrina shown in Figure 3B .
In Figure 3D ,E we show how network induced secretion of shell material instead of pigment leads to the growth of the shell geometry in Turritella and E. scalare.
ASYMMETRIC ACTIVITY CREATES TRAVELING WAVES
Traveling waves of pigmentation arise when previous firing activity represses future firing activity while exciting lateral activity. An asymmetric region of activation (as in the wedge shape in (Figure 4A ) induces stronger stimulation towards its high side than towards its tail. This uneven lateral excitation induces the pigment in the next layer to spread laterally in front of the wedge. The repression from having fired narrows down the tail, and the whole wedge shifts sideways towards the high side. Successive depositions thus create a traveling line of pigment at an oblique angle to the shell edge. When two such waves of pigmentation collide, they may mutually annihilate (as in Conus clerii), singularly annihilate (as Conus vicweei), or reflect (Tapes litarus) (Figure 4 and Figure 5E ). Close examination of reflecting waves show that what is actually happening is that each wave is quenched, but then reignites because the activation width is broader than the inhibition region.
Depending on the size and shape of the kernels, when waves approach each other they can either slow down or speed up. Thus regular reflecting waves can create patterns of spots as on Natica stercusmucarum ( Figure S6B ) or tear-drops like on Conus marblus (Figure 4A) , depending on how the overlapping excitation and inhibition kernels either accelerate or decelerate approaching and separating waves. If the previous firing repression activity has a high threshold, waves traveling apart remain connected at the tails until the stimulation abruptly crosses the threshold and all pigmentation stimulation shuts off abruptly. The still stimulated edges, however, travel back into the unpigmented region, leaving a triangular gap devoid of pigment. This is seen on many shells (e.g. Conus bullatus and Conus thailandis, seen in Figure 4C ). Figure 4B also shows the detailed steps which lead to the fractal like triangles of Cymbiola innexa in Figure 4C . Additional patterns generated by the model are shown in Figure 4D and in the Supplement H Figure S6 .
Effects of shape and environment on patterns
The pigmentation patterns on many shells change qualitatively as a result of shell growth or environmental disruption. Our simple neural model provides a mechanistic explanation for many of these pattern changes.
The length scale of the pattern is determined by the distribution of axon and dendrite lengths. As the animal grows and more neurons incorporate into the mantle, existing patterns may become unstable. Parallel lines perpendicular to the shell edge may widen or bifurcate as the overlap between lateral inhibition from the different stripes decreases. Both effects are apparent in the limpet Tectura testudinalis and the corresponding simulation in Figure 5A . Another common observation is that patterns of pigmentation are homogeneous on small domains (relative to the average neuronal connection range). This explains why many shells start with either no pigment or uniform pigment, and develop intricate patterns only after the mantle edge grows to the appropriate length. An example is the shell of Babylonia spirata in Figure 5D . Note the lack of pigmentation in the small twists that form the top of the spiral. In contrast, regular patterns, such as oscillating bands, are only stable when the domain size is small. As the domain becomes large, synchrony across the mantle is lost and the pattern degenerates into a uniform pigmentation. This effect is seen on the shells of Amoria grayi, shown in Figure 5B . Additionally, loss of pattern synchrony may cause the pattern to degenerate from alternating bands into a mesh of dots, as the domain becomes too large to maintain global synchrony in the presence of small background noise. This effect is seen on a variety of shells, including the Mitra mitra stictica shells shown in Figure 5C . Other pattern bifurcations are also captured by the model. The bivalve Tapes litarus exhibits regular traveling waves across its shell. Near the top of the shell these waves collide and terminate in V-shaped patterns. However, as the domain size increases, the waves become reflecting, bifurcating in shaped intersections when they collide ( Figure 5E ).
In addition to predicting how patterns are created ab initio, the model predicts how the system responds to perturbations in the pattern. Ablation of a small portion of the ridge pattern on a Strigilla shell allows for spontaneous activation of new waves, manifested by the Vs formed, and acceleration of existing waves, as evidenced in the lines becoming more closely parallel to the growing edge. Simulations of pattern ablation capture both of these effects that appear in a field of traveling waves and at an annihilation point, as shown in Figure 5F . Bankivia fasciata synchronize in steps from random initiation provided by variable background rates. First a meshlike pattern of dots emerges; these dots subsequently synchronize into uniform bands as explained above. If the pattern is disrupted by an injury, the pattern restabilizes from dots to stripes again, a property readily illustrated by the model in Figure 5G .
Insights into Mollusk Evolution
An attractive feature of the neuronal model is its suggestive mechanism for the evolution of the observed pattern diversity. Since very similar species can exhibit significantly different patterns, the pattern difference can not be the result of dramatic anatomical differences. The neural model provides a common underlying mechanism whereby small changes in the parameters lead to large changes in the patterns. The model also makes testable predictions about which sets of patterns one is likely to find within a genus and which sets of patterns are not likely to occur together in a genus. For patterns that require many parameter changes to switch between them, our model predicts would require greater evolutionary separation. Surprisingly, some of the dramatically differently patterned species of cone shells can be reasonably well reproduced by parameter sets that are quite close to each other, as shown in the Supplement H ( Figure S5 ).
Discussion
In this work we have shown that a single, rather simple, neurosecretory model can replicate both the growth of mollusk shells and the enormous diversity of pigment patterns they exhibit. The model is built around the general property of local excitation coupled with lateral inhibition common to many neural networks. The novel feature in the model is that the same network architecture operates in both the spatial and time directions. This is because the pigment patterns develop sequentially as the mantle lays down periodic increments of shell and pigment. Thus the shell pattern records the complete time history of its neurosecretory activity. One might think of the pattern as an electroencephalogram, or 'the history of the thoughts of a mollusk'! In general, waves propagating through a 3-dimensional neural network (e.g. a cortical column) have this same property: local excitation/lateral inhibition extends laterally, as well as backwards in space from whence the wave came, which is essentially backwards in time.
By exploiting this permanent record of neural activity that mollusks have incorporated into their shells, we have achieved a mechanistic understanding of how these diverse, and seemingly very different, patterns arise. We have shown that all the patterns emerge from combinations of three types of bifurcations: Turing and Hopf bifurcations, and wave propagation and collisions, which probably originate in saddle-node bifurcations. The intuitions we have developed in the study of mollusk shells may provide a useful foundation for studying other types of neural patterns. For example, the dynamic and highly visible patterning of cuttlefish are controlled by a neuromuscular network that exposes and hides chromatophores. Indeed, we have found that the mollusk model can reproduce patterns observed in the cuttlefish mantle (Supplement D), which form sequentially as a wave. The cuttlefish patterns change on a time scale many orders of magnitude faster than the mollusk patterns, but their origin is fundamentally the same, both products of neural net activity. Thus the cuttlefish may provide a good next step for exploring neural patterning on a more complex system. Such insights may prove useful in understanding normally invisible patterns of neural activity, such as the structured spatial organization of neural activity distributed over the mammalian cortex. Indeed, we have seen that the mollusk waves slow down and reflect in a manner similar to that observed in cortical waves [40] . Such wave collisions might allow for comparison of cortical predictions with sensory input-where annihilation occurs when waves are identical and error wave propagates out if they are different.
Our mechanistic explanation of how a neural system determines the future pattern from the previous pattern suggests an interesting parallel to other cortical processes. It is not entirely unlike the challenge the brain addresses of predicting the future from its internal neurological model of the world. Most theories of this prediction process make analogies to Bayesian inference, where a prior conditional probability model of the world generates predictions [41] [42] [43] . While a providing a powerful language to describe cortical processes phenomenologically, the Bayesian description provides little insight into the mechanistic workings at the neuronal level. Our model alludes to physiological parameters that might underlie such Bayesian prediction models. This connection is explored in the Supplement C where we review Bayesian prediction theory and derive the corresponding prior probability distribution for the generalized model of shell patterning.
Box 1: LALI Models for Biological Patterns
Early attempts to reproduce shell patterns used cellular automata (CA) models, where arbitrary rules determine the pigmentation of cells on a grid [1] [2] [3] . While they can reproduce some observed natural patterns, these models have no biological mechanisms in their architecture to motivate or constrain them, and so they have shed little light on how such patterns actually arise in the animal. Inspired by the chemistry of diffusing morphogens, Meinhardt used a broad collection of different diffusion-reaction (DR) models to reproduce a wide variety of shell pigmentation patterns (4) (5) (6) (7) (8) . While no experimental evidence has been found for diffusing morphogens in patterning, the models can be viewed as an analogy for local activation with lateral inhibition (LALI) by neural activity. However, the analogy is not complete, for the DR model derived by approximating the neural net model is not comparable to the DR models used by Meinhardt [See Chapter 12.4 in 6]. Moreover, a broad collection of DR models are required to reproduce all of the shell patterns, while a single neural net model does the job, and is directly related to the underlying physiology.
Both the neural and DR models are different ways of describing the phenomenon of local excitation with lateral inhibition (LALI). Ernst Mach first described this phenomenon to explain the visual illusions now called 'Mach Bands' [9] , and emphasized its property of enhancing boundaries. Nearly a century later, Alan Turing showed how LALI could be modeled by systems of nonlinear DR equations [13] . This analogy was exploited by later workers, most notably Murray [6] and Meinhardt (19-21) to model an extraordinary range of biological patterns. Indeed, DR models have become an all-purpose LALI metaphor in many domains where the underlying physics is clearly not diffusing substances [6, 15] . All of these models exhibit spatial instabilities that lead to spatial patterns. There is a substantial literature on LALI in neural models (24-26). The neural shell model presented here combines spatial with temporal instability since the mantle can sense previously laid patterns-'backwards in time'. Indeed, LALI in time is equivalent to a refractory period that leads to temporal oscillations. 
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A Mathematical Formulation
A.1 Deriving a Mollusk Model from a General Neural Model
In this section we derive a specific description of the neural network in the shell model by adapting the widely accepted formulation of the WilsonCowan equations [12, 13, 2] . We then further reduce these equations to a simplified form which we simulate to reproduce shell structure and pattern.
In the following section we will introduce additional simplifying assumptions to provide some analytical insights into the model's behavior through a stability and bifurcation analysis. We start by defining some terminology. We shall assume that the mantle covers some region of already created shell and uses this to determine the activity for new pigmentation. Let x be the spatial coordinate along the aperture of the shell and y be the coordinate perpendicular to the aperture (i.e. backwards in time). For simplicity, we assume a rectangular shell and that the y = 0 is the lower edge of the shell. Thus points on the shell have coordinates, 0 < x < L and 0 < y < T. Note that T is the total length of the shell from its beginning; this will increase as shell material deposited.
The mantle consists of a neural network of distributed excitatory and inhibitory cells with activities, u E (ξ, η, t), u I (ξ, η, t). We will work in mantle coordinates rather than in shell coordinates since this is invariant. Let the mantle coordinates be defined as a rectangle 0 < ξ < L and 0 < η < D where ξ is parallel to the shell edge and η orthogonal. The pigmentation pattern, P (x, y), of the shell is independent of time, and only shell that is already pigmented is accessible to the mantle sensory system. We use a firing rate formulation for the mantle neural network. We first consider a general formulation and then simplify this considerably to derive the ultimate network which we simulate. This general formulation allows us to better connect the model with existing theories of neuronal networks.
For simplicity, we adopt the hypothesis that the neural networks have first order temporal kinetics. The activity of the excitatory cells, u(η, ξ, t) , then takes the form of the Wilson-Cowan equations [13] . These equations describe activity of neurons in a general layered array (like the shell mantle or the cortical columns of the brain).
where K EE (ξ, η) represents the recurrent connections between excitatory cells in the mantle, K EI (ξ, η) are recurrent connections between inhibitory cells and excitatory cells in the mantle, S E (I) is the firing rate as a function of inputs and, most importantly, M E (ξ, η) is the sensory input felt by a mantle cell at location ξ, η. In a more general neural network, this will be a function of time (at the neural time-scale level) but since this will be related to the pigmentation which is constant during a bout of secretion, we do not include the time dependence. The sensory input to the mantle is dependent on the pigment/structure sensing cells and this, of course, depends on the pigment which as already been laid down:
There are equations analogous to (1) and (2) for the inhibition. To close the system, we need to compute the activity of the secretory cells. These cells presumably lie only along the lower edge of the mantle. In priciple, these could integrate the activity of many mantle cells. Thus we assume that the secretion at y = 0 (the aperture at edge of the shell) is
Here V e,i is the spatial spread of the mantle neural network to the secretory cells. This is the most general formulation of the shell model. The output of the model is a leading edge of structural or pigmentation, P (x, 0). Since the pigmentation pattern during a secretory bout is fixed in time, the neural network reaches a steady state, so that u E (x, y, t) loses its fast timedependence. However, it is almost impossible in general to find steady states of general recurrent neural networks of the form (1) (along with the corresponding equations for the inhibition). Thus, let us suppose that there are no recurrent connections. In cortical networks and presumably the cuttlefish, the recurrent connections are the dominant factors in determining the output of the network. However, for mollusk pigmentation, there is no need for recurrent connections so that we suppose that activity depends only on sensory inputs. Thus, in steady state:
As our last simplifying assumption, we suppose that the functions V E,I are localized to the edge -that is, they are delta functions and we obtain the model
One can regard this equation as an evolution equation in y since the pigmentation at y = 0 depends only on the pigment laid down earlier. In our 3 simulations, we transfer space in y−direction to pigmentation bouts (e.g. days) which are time-like variables. That is, a point y in the shell represents pigmentation that was laid down n days earlier: nΔ = y, where Δ is the spatial thickness of a single bout of shell construction.
To put this in "bout" coordinates, let p(x, t) be the pigmentation at position x at time t (in bout time and not in terms of real time).
The most general form of the shell model consists of a spatial and temporal summation of the previous patterns put through a nonlinear filter and then differenced to produce the pigmentation:
where the excitation and inhibition activities are given by the convolutions
The weighting functions, W (y, j) take into account the spatial and temporal integration of the sensory input and are assumed to be linear. M is the temporal distance (number of days back in time) that the mantle senses the pattern. In equation (7), there are two non-linearities. The firing rate functions, S(U ) := α/(1 + exp(−ν(U − θ)) (with a different α, ν, θ for (E, I)) and [A] + which takes the positive part of A. We apply this nonlinearity since we assume that the secretion of pigment occurs only when the excitation exceeds the inhibition. Two simple forms for the spatio-temporal filters are:
which we call a product or space-time separable kernel. Alternatively,
where d is the spatial width of a single row of pigment. Most of our analysis will be devoted to the product case, equation (10), where w(y) is symmetric and v(j) decreases with larger j. We first show that this general model is mathematically (but not physiologically) equivalent to the earlier model of Ermentrout, et al which is simulated in the present paper. We shall also introduce an alternative form of the model that can more easily analyzed for pattern formation. The latter assumption means that the mantle has infinite memory. This is not physiologically possible, but since c < 1, c j will be small for j large so that as long as c M is very small, we can approximate the finite memory case with an infinite memory model which is mathematically reducible to a simpler model. Let
A.2 Simulation model
Then equation (7) becomes
which is very close to the Ermentrout, et al. model. Let us finally introduce the pigment-like variable, Y n (x) = P n (x) − R n (x) obtaining at last
These are the equations which are simulated in the text with the nonlinearities as above and with (12).
The parameters of the model are α e,i , σ e,i , θ e,i , ν e,i for the pigmentation and δ, γ for the refractory period. The latter parameters are required for waves and oscillations. Some types of triangles and stationary stripes depend only on the pigmentation parameters. Finally, in this paper, we fix α E = 1 so that there are nine parameters. Parameters σ e,i characterize the spatial integration range; ν e,i characterize the sharpness of the nonlinearities; α I is the strength of the inhibition relative to the excitation; θ e,i characterize the thresholds of the nonlinearities, and as noted δ, γ characterize the decay and magnitude of the refractoriness.
A.3 Relation to Cell Automata Models
In the simplest case where the only the most recent pattern affects secretion, the discrete shell model (12) can be written as:
Suppose, now, that we take the limit as the sharpness of the nonlinearities goes to infinity, resulting in a step function:
This means that at each point x, P n (x) is either 0 or 1. If the weight functions have a finite interaction distance then the convolutions, W (x) * P n (x) approximate adding up the total number of 1's in this neigborhood. Thus, the right-hand sides of the equation are roughly functions of the total number of 1s in a neighborhood. This makes the right-hand side look exactly like a totalistic cellular automata (CA) [14] . Recall in a CA, there is a discrete array of cells that take values of 0 or 1. In a totalistic rule, the new value at site j is just a function of the sum of the current value of site j plus its m nearest neighbors. This sum, S can be any of the 2m + 2 numbers, 0, 1, . . . , 2m + 1. The totalistic rule simply assigns a value of 0 or 1 to each of these numbers. We now point out a particularly simple rule which is the one-dimensional analogue to the famous Conway "Game of Life" CA. Suppose that we assign a new state of 1 if 0 < k 1 ≤ S ≤ k 2 < 2m + 1 and 0 otherwise. (This says 6 that if you are "lonely" or "crowded", you die.) This type of automata leads to what Wolfram called "Class III" authomata which produce fractal-like triangles and were the motivation for Wolfram's analogy to seashell patterns. There are two simple ways to get "Class III" behavior from equation (14) . Suppose, first, that W E (x) = W I (x) and that θ E < θ I . Then if there are very few 1s in a neighborhood, the convolution will not exceed either threshold and if there are many 1s in a neighborhood, the convolution will exceed both thresholds, so that the result will be a 0 in the next step. Contrarily, for an intermediate number of 1s, only the excitatory threshold will be exceeded and the result will be a 1 in the next step. The second way to get the class III rule is to assume that θ E = θ I = θ but that W I has a greater spread than W E , that is, lateral inhibition. For example, suppose that W E,I (x) = 1/2b E,I for |x| < b E,I and 0 otherwise with b E < b I . The update rule for this shell model is now easily read off since W E,I (x) * P n (x) simply adds up the total number of points in a neighborhood of size 2b E,I and divides by the normalization factor. Thus, if there are too few then neither convolution exceeds threshold and if there are too many, both convolutions exceed threshold and we have a class III automata.
B Exploring Model Behavior
B.1 Linear stability analysis
We analyze the sketch linear stability of this model around a homogeneous equilibrum point. The stability analysis is similar to that in the appendix of Ermentrout, et al. but there are slight differences due to minor changes in the equations. Let (Ȳ ,R) be steady states
We work on an infinite domain so we can write explicit eigenfunctions as is common in pattern formation analysis. The linearized equations are
Here η e,i := S e,i (Ȳ ). Let F (k) be the Fourier transform of the effective kernel, η E w E (x) − η I w I (x). Note that if σ E < σ I , then this effective linear kernel is a "Mexican hat", the hallmark of pattern formation. The eigenvalues of this second-order system satisfy
Hopf bifurcations occur when b = 1 and −2 < a < 2. Bifurcations to patterned states occur when λ = 1, or b = a − 1. For a lateral-inhibition kernel, F (k) has a maximum at a value k = ±k * . Thus, if we choose δ such that δF (k * ) is slightly larger than 1 and γ large enough so that a(k) < 2 then patterns with spatial frequency close to k * will grow in an oscillatory pattern leading to a so-called Turing-Hopf bifurcation. If the effective kernel is not of lateral inhibition type, the peak of F (k) occurs at k = 0 and homogeneous oscillations will bifurcate. Stationary stripes bifurcate when λ = 1 or
and |δF (k)| < 1. With no refractory period (γ = 0) is is readily achieved by varying the magnitude of η e,i through sharpening the nonlinearities. In sum, strong refractory feedback will give rise to Hopf bifurcations and if the interactions are effectively Mexican hat, this will lead to spatially and temporally periodic behavior. For weak refractory feedback and lateral inhibition, then spatial patterns bifurcate.
Let us return to the full model equations (7) and assume, again, a product kernel, W e,i (x, j) = w e,i (x)v e,i (j). Let v e,i (j) = (1 − c e,i )c j e,i and let M = ∞. (Note, the multiplication by (1 − c) is to normalize so that the sum of the temporal weights is 1.) Define
Then equation (7) can be wriiten as the system of two equations
This equation is quite interesting as both the excitation, A n and the inhibition, B n receive the same input, G(A n , B n ) but pass it through different temporal filters, c e,i , respectively. They have exactly the same steady states, but because of the temporal differences, if they can evolve to non-synchronous behaviors. The analysis of the stability of these equations can be done for general c e,i , but at the expense of a good deal of intuitively unappealing algebra. Instead, suppose that c e,i = 1 − q e,i where is small and positive and q e,i are positive numbers. This says that the decay is slow and that the memory is long. For small , the discrete model becomes the much simpler continuous time system
The steady states satisfy A = B = C with
The linearization is
where η e,i = S e,i (C). Solutions to this linear equation are of the form (A(x, t), B(x, t)) = (A 0 , B 0 ) exp(ikx + λt). If λ has a positive real part for any k, then the constant state is unstable. Let f e,i (k) be the Fourier transform of η E w e,i (x). Conditions for stability are
This is a very intuitively appealing equation. When condition (15) is violated, there is a Turing bifurcation to pattern formation. Notice that it is independent of the temporal filtering parameters, d e,i as it is a bifurcation to a new stationary state and thus independent of time. The term f E (k)−f I (k) rears its head and is our effective Mexican hat. If this has a large positive maximum value at k ± k * , then condition (15) will be violated and there will be a real positive eigenvalue. when condition (16) With lateral inhibition in space, f I (k) will decay faster (as k increases) than will f E (k) so that it is possible to get a Turing-Hopf bifurcation for this model just as in the previous one.
B.2 Bifurcation Conditions in the Mask Model
In the final part of this appendix, we examine the mask model (11) in the simplest scenario of a difference of Gaussian's mask. To do this, we will go to the continuous time since this allows one to at least get some handle on the stability analysis. The Gaussian has a distinct advantage as it is actually a separable kernel since:
The Gaussian is unique in this regard, but we do not expect other types of kernels to differ substantially in terms of their behavior. Let w(x, t) = 2 exp(−x 2 − t 2 )/π and w e,i (x, t) = w(x/σ e,i , t/σ e,i )/σ 2 . Note these kernels integrate to 1 over −∞ < x < ∞ and 0 < t < ∞. By rescaling time, we keep the kernels isotropic in space and time. Let us define
to be the convolution over space time. The continuous time analogue of equation (7) with the mask kernel is
The steady state satisfies, P (x, t) = C where
We assume this is a positive number. The linearized equations are
Solutions to this equation have the form P (x, t) = exp(ikx + λt) where k is arbitrary and λ satisfies the following characteristic equation:
where f (k) = exp(−k 2 /4) and g(k) = exp(k 2 /4)(1 + erf(k/2)). Here
The roots of this should have negative real parts for stability. However, finding these roots is very difficult, so instead, we will look for bifurcations which will occur when λ = 0 or when λ = ±iω. The case of λ = 0 corresponds to spatially periodic patterns and leads to the simple equation:
The right-hand side is the familiar Mexican hat, so that we can expect pattern formation as, e.g. the sensitivities (η e,i ) increase. Conditions for the Hopf bifurcation are more complicated. If we write λ = iω, then two equations must be solved corresponding to the real and imaginary parts of (17):
where E(x) = −Ierf(Ix/2). The parameters, η e,i are related to the slope of the sigmoid nonlinearity. If they are both scaled by some common factor, then the second equation can be solved for, say, ω and this factor will have no effect. The value of ω can then be substituted into the right-hand side of the first equation and the this common factor can be scaled to satisfy the equation. This provides a set of Hopf bifurcation curves.
C Effects of Noise and Relation to Bayesian Predictive Models
In this section we discuss the relation between neural control of shell patterning and neural mechanisms of prediction. A variety of mathematical formulations of prediction exist. We first review the common Bayesian prediction formulation, and then show how such a formulation can be derived in terms of our neural model for shells. This derivation allows one to see a possible mechanistic way to realize the abstract Bayesian model and to answer such question like how that model is influenced by cellular details of the system (like basal firing rates or excitation thresholds). Let us denote all the observations we would like to predict by the vector y(t). The dimensionality of y is equal to the dimensionality of the observations we need to predict, all of which change in time, which may be continuous or discrete.
We denote by the vector x(t) all our observations of the past and present with which we'll use to predict y. The Bayesian estimate for y, we denotê y. In general one allows for an arbitrary cost function, c(y,ŷ) to denote the cost of predictingŷ when y is correct. The best estimate is the choice ofŷ that minimizes the expected cost,
Intuitively, this equation tells us to consider all possible guesses for the future. Some possibilities predictions are very expensive if we get the wrong, and therefore we only chose those if they are very likely. A common choice which illustrates some of the mechanics of this prediction is the traditional mean square error cost function, equation (18) becomes,
differentiating the integral on the left with respect toŷ and setting the result equal to zero ,
Setting this equal to zero and rearranging gives the minimum solution y = yp(y|x)dy which is just the mean of the conditional prior probability distribution of y given x. The predictive model In p(y|x) is a model of how the past history and additional observations determine the future. This probability model can be learned through repeated sampling of the data (Empirical Bayes or Expectation Maximization (EM) algorithm) [3, 5] . But it remains phenomilogical, telling us nothing of the physical mechanisms that extrapolate y from x. Given a mechanistic prediction framework like the one we have proposed for 'predicting' the future shell pattern, we can derive just such a prior conditional probability distribution in terms of the cellular parameters. From such a derivation we can now imagine other mechanistic, neural ways in which to realize the probability models employed to describe the cortical prediction processes such as those of Knill, Pouget or Friston [9, 4, 5] .
Given a physical model, such as we have proposed, can we gain some insight into what factors determine the corresponding Bayesian conditional priors (or priors and cost functions)? The general shell model given by equations (7)- (9) provides a prediction of how the future pigment P n+1 is determined from the past bout(s) of secreted pigment P n−M : P n . Yet in reality this is not a deterministic function, but a stochastic equation, due to the stochastic nature of the underlying biology. In the simplest formulation, we can consider additive noise, where we add a small random variable η to the right hand side of equation (7) drawn from some underlying probability distribution p η (η).
In this case,
In this trivial case the conditional probability distribution depends only on the structure of the noise(shifted by the model function. However, a more realistic treatment of the intrinsic noise in this system is to recognize the parameters of our model are not fixed values but samples from a distribution with some unique mean. The firing rate associated with a given stimuli, the threshold for when a nerve starts firing, and other cellular parameters will fluctuate stochastically around this mean value with probability distributions determined by the underlying cellular physiology. Then the conditional probability distribution depends not only on the distribution of η but also the functional form with which the randomness enters the model, g(x, η). Simplifying notation, we let y = P n+1 , and
p(y|x) = p(y, η|x)dη 13 using Bayes rule we can rewrite this as
Now we observe since η is independent of x we can drop the second conditional probability. We also observe that y is completely determined once η and x are known, so we can replace this probability function with a delta function, centered at the solution to η from equation (20) .
where h(y, x) is the solution to equation (20) for η. In the case of additive noise, this reduces precisely to the solution we had before. Otherwise the centering of the broadening distribution from the noise depends on the specifics of where the noise enters. The shape of the distribution however still depends exclusively on the distributions of the noise as far as the conditional probability distribution for y is concerned.
D Exploring Cuttlefish Patterns
Cuttlefish Patterns Understanding the neural origins of shell patterns gives us insight into a variety of other neuronally controlled forms of pattern formation. A striking example comes from the study of another peculiar marine organism, the cuttlefish. Cuttlefish are cephalopods, and they are hence also members of the phyla Mollusca. They build no shells, nor are they particularly fast swimmers or generally poisonous. Instead they avoid predators through excellent adaptive camouflage, which they can adjust to match their environment. Other more elaborate and dynamic patterns are exhibited during hunting, aggression, and courtship. The pigmentation and texture pattern of their skin are controlled by a large network of nerves. These nerves synapse onto small muscles, whose contractions reveal or conceal different pigmented cells (chromatophores). A large variety of overlapping pigments provides the cuttlefish with an almost complete color palette. Both the rapid speed of pattern change and the anatomical evidence of its origin make it clear these patterns reflect spatial distribution of neural activity [10, 11, 7, 1] . Our simple model of neural interactions is able to explain many of the types of patterns also commonly exhibited on cuttlefish. Careful observation of pattern changes reveals that manyand perhaps allpatterns grow laterally from an initiation zone, either from the center towards the perimeter or vice versa. This wave of pigment change is can be treated with the same model as follows. This suggests a natural way to implement the mechanism described for shell-patterning on the skin of the cuttlefish. Now each layer of the pattern will be represented by a different line of neurons. Instead of the input to the neural network being previously deposited pigment, the input comes directly from the activity state of the adjacent line of neurons. The activity state of these neurons is translated into a pattern through the contraction of the muscles surrounding the appropriate pigment cells. A variety of different cuttlefish patterns are shown in Figure D . Camouflage patterns are shown in their natural background. The striped patterns expressed by the Giant Cuttlefish and the Sepia officinalis in DA are common mating patterns. DB-E exhibit stable camouflage patterns that match the characteristic spatial frequency of the coral or gravel background. The Giant Cuttlefish in DF puts on a display of traveling dark V's that propagate laterally from the periphery. The simple neural model we have used for the mollusk patterns can capture the salient features of each of these patterns. Of course, further study will be required to obtain a deeper understanding of the origins of these neural patterns. Meanwhile, the cuttlefish provides another stunning example of the importance of neural systems in understanding many of natures most intricate patterns. 
E Shell Geometry
The generating curves are defined by cubic spline interpolation of a given number of user defined points, selected to mimic the geometry of the shell. For simplicity, the geometric scaling of the curve is dependent on the scaling of the helico-spiral. Figure 2 : The Geometry of a Shell: The surface of a shell can be described by wrapping a generating curve with dimensions of the shell opening around a helico-spiral, as illustrated. The generating curve need not lie in the normal to helico-spiral, and is specified on an independent set of axis u,v,w.
The generating curve can be oriented independently of the helico-spiral, and thus we describe each with an independent coordinate system. The generating curve lies in the v,w plane of the u,v,w coordinate system, called the Frenet frame. This origin of this frame is set at some position (x c , y c , z c ) in the x,y,z spiral coordinate frame. The w axis is rotated away from the the z-axis by an angle ψ. The v axis is rotated away from the y-axis by an angle φ. If both these angles are zero, the Frenet frame is equivalent to the frame of the generating spiral. Each point on the generating curve has a corresponding point the spiral frame, denoted in cylindrical coordinates, r 0 , θ 0 , z 0 . Each point on the generating curve C(t), parameterized by the variable t, is propigated along a spiral H(ω), parameterized by ω, with cylindrical coordinates, 
in cartesian coordinates of the spiral frame this becomes,
x(t, ω) = r 0 (t)e −krω cos(ω + θ 0 (t)) (26) y(t, ω) = r 0 (t)e −krω sin(ω + θ 0 (t)) (27) z(t, ω) = z 0 (t)e −kzω (28)
The helix is specified by three parameters, the rate of increase in height, k z , the rate of change of the radius k r , and the number of turns the spiral makes. The location of the generating curve relative to the spiral axis, (x c , y c , z c ), and the orientation of the Frenet frame relative to the Spiral frame, determined by the angles ψ and φ, only refines the basic shape. The edge of the pattern of the generating curve, C(t) determines the pattern along the surface. For example, a wavy edge creates a ribbed shell.
This geometry is illustrated in figure 2 .
F Quantitative Analysis of Patterns
A variety of different models are capable of capturing the qualitative effects seen on many shells. A more rigorous validation of how well a particular model manages to reproduce an observed shell pattern is through comparison of quantitative pattern statistics. In this section, we present some spatialtemporal analysis of pattern properties for some of the shells that we have studied, and confirm that our models indeed capture these traits. We also illustrate limit cycles exhibited by several of the periodic patterns. One interesting feature of patterns is the overall periodicity. Some fundamentally periodic patterns do not appear periodic to the eye, because they are composed of two many different frequencies to distinguish. Other patterns that appear to have some alternating structure are not in fact characterized by a single frequency related to a regular period. A simple Fourier analysis of the shell patterns allows us to investigate these subtle differences in a robust manner [8] . In figure 3 , we import several shell patterns and extract spatial or temporal statistics in the pattern (i.e. measurements from lines either perpendicular or parallel to the growing edge). We Fourier transform the resulting intensities profiles, and examine the power-spectra to identify the dominate frequency modes. Oscillating bands, of the type discussed above, show two clear peaks in the power-spectra. The peak near zero represents the graded transition from pigmented to unpigmented and back, as predicted in our model. The solitary later peak occurs at the oscillation frequency for this shell. A clearer understanding of the oscillatory behavior exhibited in many shell patterns can be developed from an analysis of the phase-portraits of the underlying dynamical system. Here we examine traces of P vs R and P t+1 vs P t . The stable points of the system for the chosen parameter values are plotted as small blue circles. Starting from random initial conditions, the system spirals around the stable point until it settles gradually into a stable limit cycle, illustrated in green. The phase portraits are given for a particular, randomly selected node, however aside from the transient behavior, the same portrait will exist for all nodes in the system.
G Model Parameters
Here we present the model parameters used to produce each of the shell images presented in the paper.
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