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Abstract
We consider a continuous-time stochastic volatility model. The
model contains a stationary volatility process, the multivariate density
of the finite dimensional distributions of which we aim to estimate. We
assume that we observe the process at discrete instants in time. The
sampling times will be equidistant with vanishing distance.
A multivariate Fourier-type deconvolution kernel density estimator
based on the logarithm of the squared processes is proposed to esti-
mate the multivariate volatility density. An expansion of the bias and
a bound on the variance are derived.
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tion, kernel estimator, deconvolution, mixing
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1 Introduction
Let S denote the log price process of some stock in a financial market. It
is often assumed that S can be modelled as the solution of a stochastic
differential equation or, more general, as an Itoˆ diffusion process. So we
assume that we can write
dSt = bt dt+ σt dWt, S0 = 0, (1)
or, in integral form,
St =
∫ t
0
bs ds+
∫ t
0
σs dWs, (2)
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where W is a standard Brownian motion and the processes b and σ are
assumed to satisfy certain regularity conditions (see Karatzas and Shreve
(1991)) to have the integrals in (2) well-defined. In a financial context, the
process σ is called the volatility process. One usually takes the process σ
independent of the Brownian motion W .
In this paper we adopt this independence assumption and we model
σ as a strictly stationary positive process satisfying a mixing condition,
for example an ergodic diffusion on (0,∞). We will assume that all p-
dimensional marginal distributions of σ have invariant densities with respect
to the Lebesgue measure on (0,∞)p. This is typically the case in virtually
all stochastic volatility models that are proposed in the literature, where the
evolution of σ is modelled by a stochastic differential equation, mostly in
terms of σ2, or log σ2 (cf. e.g. Wiggins (1987), Heston (1993)).
As a motivation for nonparametric estimation procedures we consider
differential equations of the type
dXt = b(Xt) dt+ a(Xt) dBt,
with B equal to Brownian motion. Focussing on the invariant univariate
density, we recall that it is up to a multiplicative constant equal to
x 7→ 1
a2(x)
exp
(
2
∫ x
x0
b(y)
a2(y)
dy
)
, (3)
where x0 is an arbitrary element of the state space (l, r), see e.g. Gihman
and Skorohod (1972) or Skorokhod (1989). From formula (3) one sees that
the invariant distribution of the volatility process (take X for instance equal
to σ2 or log σ2) may take on many different forms, as is the case for the
various models that have been proposed in the literature. Refraining from
parametric assumptions on the functions a and b, nonparametric statistical
procedures may be used to obtain information about the shape of the (one
dimensional) invariant distribution.
A phenomenon that is often observed in practice, is volatility clustering.
This means that for different time instants t1, . . . , tp that are close, the
corresponding values of σt1 , . . . , σtp are close again. This can partly be
explained by assumed continuity of the process σ, but it might also result
from specific areas where the multivariate density of (σt1 , . . . , σtp) assumes
high values. For instance, it is conceivable that for p = 2, the density of
(σt1 , σt2) has high concentrations around points (ℓ, ℓ) and (h, h), with ℓ < h,
a kind of bimodality on the diagonal of the joint distribution, with the
interpretation that clustering occurs around a low value ℓ or around a high
value h.
Here is an example where this happens. We consider a regime switching
volatility process. Assume that for i = 0, 1 we have two stationary processes
Xi, each of them having multivariate invariant distributions having densi-
ties. Call these f it1,...,tp(x1, . . . , xp), whereas for p = 1 we simply write f
i.
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We assume these two processes to be independent, and also independent of
a two-state homogeneous Markov chain U with states 0, 1. Let Q(t) be the
matrix of transition probabilities qij(t) = P (Xt = i|X0 = j). Let A be the
matrix of transition intensities and write
A =
(−a0 a1
a0 −a1
)
,
with a0, a1 > 0. Then Q˙(t) = AQ(t), and
Q(t) =
1
a0 + a1
(
a1 + a0e
−(a0+a1)t a1 − a1e−(a0+a1)t
a0 − a0e−(a0+a1)t a0 + a1e−(a0+a1)t
)
.
The stationary distribution of U is given by πi := P (Ut = i) =
a1−i
a0+a1
and
we assume that U0 has this distribution. We finally define the process ξ by
ξt = UtX
1
t + (1− Ut)X0t .
Then ξ is stationary too and it has a bivariate stationary distribution with
a density, related by P (ξs ∈ dx, ξt ∈ dy) = fs,t(x, y) dxdy. Elementary
calculations lead to the following expression for fs,t for 0 < s < t.
fs,t(x, y) = q11(t− s)π1f1s,t(x, y) + q10(t− s)π0f0(x)f1(y)
+ q01(t− s)π1f1(x)f0(y) + q00(t− s)π0f0s,t(x, y).
Suppose that the volatility process is defined by σt = exp(ξt) and that the
Xi are both Ornstein-Uhlenbeck processes given by
dXit = −a(Xit − µi) dt+ bdW it ,
with W 1, W 2 independent Brownian motions, µ1 6= µ2 and a > 0. Sup-
pose that the Xi start in their stationary N(µi,
b2
2a) distributions. Then the
centre of the distribution of (Xis,X
i
t) is (µi, µi), whereas the centre of the
distribution of (X0s ,X
1
t ) is (µ0, µ1). Hence the density fs,t is a mixture of
four hump shaped contours, each of them having a different centre of loca-
tion. If t−s is small, this effectively reduces to mixture of distributions with
centres (µ1, µ1) and (µ2, µ2).
Nonparametric procedures are able to detect such a property of a bi-
variate distribution, and are consequently by all means sensible tools to get
some partial insight in the behaviour of the volatility.
In the present paper we propose a nonparametric estimator for the mul-
tivariate density of the volatility process. Using ideas from deconvolution
theory, we will propose a procedure for the estimation of this density at a
number of fixed time instants. Related work on estimating a univariate den-
sity has been done by Van Es et al. (2003), Comte and Genon-Catalot (2006),
Van Zanten and Zareba (2008), whereas a deconvolation approach has also
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been adopted to estimate a regression function for a discrete time stochas-
tic volatility model by Franke et al. (2003), Comte (2004) and Comte et
al. (2008).
The observations of log-asset price S process are assumed to take place
at the time instants ∆, 2∆, . . . , n∆, where the time gap satisfies ∆ = ∆n → 0
and n∆n → ∞ as n → ∞. This means that we base our estimator on so
called high frequency data.
To asses the quality of our procedure, we will study how the bias and
variance of the estimator behave under these assumptions. In Van Es et
al. (2003) this problem has been studied for the marginal univariate density
of σ. The multivariate study of the present paper largely builds on the ap-
proach of the cited paper, in particular we will rely on a number of technical
results that are contained in it, but also we will borrow ideas from Van Es et
al. (2005), where a multivariate problem for discrete time models has been
studied. Nevertheless, we will encounter a number of technical problems
that are not present in the univariate case, nor in the multivariate case for
discrete time models.
The remainder of the paper is organized as follows. In the next Sec-
tion 2, we give the heuristic arguments that motivate the definition of our
estimator. In Section 3 the main results concerning the asymptotic be-
haviour of the estimator are presented and discussed. The proofs of the
main theorems are given in Section 4. They are based on a number of
technical lemmas, whose proofs are collected in Section 5.
2 Construction of the estimator
To motivate the construction of the estimator, we first consider (1) without
the drift term, so we assume to have
dSt = σt dWt, S0 = 0.
It is assumed that we observe the process S at the discrete time instants 0,
∆, 2∆, . . . , n∆. For i = 1, 2, . . . we work, as in Genon-Catalot et al. (1998,
1999), with the normalized increments
X∆i =
1√
∆
(Si∆ − S(i−1)∆) = 1√∆
∫ i∆
(i−1)∆
σt dWt. (4)
For small ∆, we have the rough approximation
X∆i ≈ σ(i−1)∆ 1√∆(Wi∆ −W(i−1)∆) = σ(i−1)∆Z
∆
i , (5)
where for i = 1, 2, . . . we define
Z∆i =
1√
∆
(Wi∆ −W(i−1)∆).
4
By the independence and stationarity of Brownian increments, the sequence
Z∆1 , Z
∆
2 , . . . is an i.i.d. sequence of standard normal random variables. More-
over, the sequence is independent of the process σ by assumption.
Let us first describe the univariate density estimator. Taking the loga-
rithm of the square of X∆i we get
log((X∆i )
2) ≈ log(σ2(i−1)∆) + log((Z∆i )2), (6)
where the terms in the sum are independent. Assuming that the approx-
imation is sufficiently accurate we can use this approximate convolution
structure to estimate the unknown density f of log(σ2i∆) from the observed
log((X∆i )
2).
Before we can define the estimator, we need some more notation. Ob-
serve that the density of the ‘noise’ log(Z∆i )
2, denoted by k, is given by
k(x) =
1√
2π
e
1
2xe−
1
2e
x
. (7)
The characteristic function of the density k is denoted by φk. We
have φk(t) =
1√
pi
2it Γ(12 + it) and it’s asymptotic expansion |φk(t)| =√
2 e−
1
2
pi|t|(1 +O( 1|t|)), for |t| → ∞, see Van Es et al. (2003).
We will use a kernel function w, satisfying the following condition. For
examples of such kernels see Wand (1998).
Condition 2.1. Let w be a real symmetric function with real valued sym-
metric characteristic function φw having support [-1,1]. Assume further
1.
∫∞
−∞ |w(u)|du <∞ ,
∫∞
−∞w(u)du = 1 ,
∫∞
−∞ u
2|w(u)|du <∞ ,
2. φw(1− t) = Atρ + o(tρ), as t ↓ 0 for some ρ > 0.
Following a well-known approach in statistical deconvolution theory, we
use a deconvolution kernel density estimator, see e.g. Section 6.2.4 of Wand
and Jones (1995). Having the characteristic functions φk and φw at our
disposal, choosing a positive bandwidth h, we introduce the kernel function
vh(x) =
1
2π
∫ ∞
−∞
φw(s)
φk(s/h)
e−isxds (8)
and the density estimator of the univariate density f given by
fnh(x) =
1
nh
n∑
j=1
vh
(
x− log((X∆j )2)
h
)
. (9)
One easily verifies that the function vh, and therefore also the estimator fnh,
is real-valued. In Van Es et al. (2003) bias expansion and bounds on the
variance of fnh(x) have been obtained.
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In the present paper we will extend these results to a multivariate
setting, in which we will estimate the density f(x) = ft1,...,tp(x), with x =
(x1, . . . , xp), of a vector log(σ
2
t1 , . . . , log σ
2
tp). Here the 0 < t1 < . . . < tp
denote p pre-specified time points. Below we use boldface expressions for
(random) vectors. The expression for the estimator of this density will be
seen to be analogous to the estimator in the univariate case, that has been
analyzed in Van Es et al. (2003), and exhibits some similarity with the
estimator of a similar multivariate density in a discrete time framework as
treated in Van Es et al. (2005).
What one ideally needs to estimate f(x) are observations of p-
dimensional random vectors that all have a density equal to f . This hap-
pens under the observation scheme that we have introduced previously, if
the tk are multiples of ∆, tk = ik∆ say. In that case, one should use
(X∆t1+j∆, . . . ,X
∆
tp+j∆
) for all the values of j that are given by the obser-
vations. The complicating factor is however, that the tk are not given as
multiples of ∆, which on the other hand would lead to an uninteresting
estimation problem, if ∆ → 0. Note also that this kind of problem is not
present, when one aims at estimating a univariate marginal density of log σ2t .
All log σ2t , t > 0 have the same marginal density.
We approach the problem as follows. Let us first introduce some aux-
iliary notation. Write (i∆1 , . . . , i
∆
p ) for the vector ([t1/∆], . . . , [tp/∆]) where
[.] denotes the floor function. We use X∆j to denote the random vectors of
lenght p
X∆j = (X
∆
j , . . . ,X
∆
i∆p −i∆1 +j), j = 1, . . . , n− i
∆
p + i
∆
1 .
Hence it’s k-th component is X∆
i∆
k
−i∆1 +j
, k = 1, . . . , p. Analogously,
log((X∆j )
2) denotes the vector
log(X∆j )
2 = (log(X∆j )
2, . . . , log(X∆
i∆p −i∆1 +j)
2).
Anywhere else in the sequel, we adhere to a similar notation. Functions of a
vector are assumed to be evaluated componentwise, yielding again a vector.
Note that X∆j is, by virtue of (5), approximately equal to the vector
X˜j := (σ(j−1)∆Z∆j , . . . , σ(i∆p −i∆1 +j−1)∆)Z
∆
i∆p −i∆1 +j) (10)
and that (log σ2(j−1)∆, . . . , log σ
2
(i∆p −i∆1 +j−1)∆
) has density equal to fi∆1 ∆,...,i∆p ∆
for every j, because of the assumed stationarity. Since ∆ → 0, one can ex-
pect that fi∆
1
∆,...,i∆p ∆
(x) ≈ ft1,...,tp(x). This motivates us to use the observa-
tions X∆j , or rather the log(X
∆
j )
2, in the construction of a kernel estimator.
The kernel w that we will use in the multivariate case is just a product
kernel, w(x) =
∏p
j=1w(xj). Likewise we take k(x) =
∏p
j=1 k(xj) and the
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Fourier transforms φw and φk factorize as well. Let vh be defined by
vh(x) =
1
(2π)p
∫
Rp
φw(s)
φk(s/h)
e−is·x ds, (11)
where s ∈ Rp and · denotes inner product. Notice that we also have the
factorization vh(x) =
∏p
j=1 vh(xj).
We finish this section by presenting the multivariate density estimator fnh(x)
that we will use to estimate f(x). It is given by
fnh(x) =
1
(n− i∆p + i∆1 )hp
n−i∆p +i∆1∑
j=1
vh
(x− log((X∆j )2)
h
)
. (12)
Note that this estimator bears some similarity to, but also differs from the
corresponding one for a discrete time model in Van Es et al. (2005), where
the multivariate density of (σt+1, . . . , σt+p) at consecutive time points is the
object under study.
Under the assumption that the function vh(x) of (8) integrates to one,
an estimator of f(t1,...,tp−1)(x1, . . . , xp−1) is obtained by integrating out the
variable xp in (12), which is of similar appearance. Further integration over
the variables x2, . . . , xp−1 reduces this estimator to the estimator of the
univariate density given by (9) upon the substitution of n by n− i∆p + i∆1 .
3 Results
To derive the asymptotic behaviour of the estimator, we need a mixing con-
dition on the process σ. For the sake of clarity, we recall the basic definitions.
For a certain process X let Fba be the σ-algebra of events generated by the
random variables Xt, a ≤ t ≤ b. The mixing coefficient α(t) is defined by
α(t) = sup
A∈F0
−∞
, B∈F∞t
|P (A ∩B)− P (A)P (B)|. (13)
The process X is called strongly mixing if α(t)→ 0 as t→∞.
As we mentioned in the introduction, it is common practice to model the
volatility process V = σ2 as the stationary, ergodic solution of an SDE of
the form
dVt = b(Vt) dt+ a(Vt) dBt.
It is easily verified that for such processes it holds that E |Vt−V0| = O(t1/2),
provided that b ∈ L1(µ) and a ∈ L2(µ), where µ is the invariant probability
measure. Indeed we have E |Vt−V0| ≤ E
∫ t
0 |b(Vs)| ds+(E
∫ t
0 a
2(Vs) ds)
1/2 =
t||b||L1(µ)+
√
t||a||L2(µ). In this setup, the process V is strong mixing, see for
instance Corollary 2.1 of Genon-Catalot et al. (2000). Although we will not
assume explicitly that σ2 solves an SDE, the above observations motivate
the the following condition.
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Condition 3.1. (i) The process σ is L1-Ho¨lder continuous of order one half,
E |σ2t − σ20 | = O(t1/2) for t→ 0.
(ii) The process σ is strongly mixing with coefficient α(t) satisfying, for some
0 < q < 1, ∫ ∞
0
α(t)q dt <∞. (14)
Remark 3.2. Since the mixing coefficients α(t) are non-increasing in t,
condition (14) is equivalent to the following. For all t ∈ R there exists
C(q, t) such that for all ∆ > 0
∞∑
k=0
α(k∆+ t)q ≤ C(q, t)
∆
, (15)
where α(t) is set equal to 1 for t ≤ 0.
Our main theorems are multivariate versions of results in Van Es et al. (2003)
which describe the asymptotic behaviour of the univariate density estimator.
Note that it also covers the case where there is a drift bt present in equation
(1). The condition on the drift is boundedness of E b2t . This condition is
typically satisfied in realistic models for the log-returns of a stock, since bt
is the local rate of return and this will be mostly bounded itself.
Theorem 3.3. Assume that E b2t is bounded. Let the kernel function w
satisfy Condition 2.1. Let the density ft1,...,tp(x) of (log σ
2
t1 , . . . , log σ
2
tp) be
continuous, twice continuously differentiable with a bounded second deriva-
tive and Lipschitz in t1, . . . , tp, uniformly in x. Assume that the first of
Condition 3.1 holds and that the invariant density of σ2t is bounded in a
neighbourhood of zero. Suppose that ∆ = n−δ for given 0 < δ < 1 and
choose h = γπ/ log n, where γ > 4p/δ. Then the bias of the estimator (9)
satisfies
E fnh(x) = ft1,...,tp(x) +
1
2h
2
∫
u⊤∇2f(x)uw(u) du + o(h2) +O(∆). (16)
Theorem 3.4. Assume that E b2t is bounded. Let the kernel func-
tion w satisfy Condition 2.1. Assume that Condition 3.1 holds, that∫ |w(u)|2/(1−q) du <∞, where q is as in (14), and that the invariant density
of σ2t is bounded in a neighbourhood of zero. Suppose that ∆ = n
−δ for given
0 < δ < 1 and choose h = γπ/ log n, where γ > 4p/δ. The variance of the
estimator satisfies
Var fnh(x) = O
( 1
n
h2pρeppi/h
)
+O
( 1
nh(1+q)p∆
)
. (17)
Corollary 3.5. Under the assumptions of Theorems 3.3 and 3.4 the
bias satisfies γ2π2(log n)−2(1 + o(1)) and the order of the variance is
n−1+δ(log n)p(1+q). Hence the mean squared error of the estimator fnh(x) is
of order (log n)−4.
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Proof. The choices ∆ = n−δ, with 0 < δ < 1 and h = γπ/ log n, with
γ > 4p/δ render a variance that is of order n−1+p/γ(1/ log n)2pρ for the first
term of (17) and n−1+δ(log n)p(1+q) for the second term. Since by assumption
γ > 4p/δ we have 1/γ < δ/4p < δ so the second term dominates the first
term. The order of the variance is thus n−1+δ(log n)p(1+q). Of course, the
order of the bias is logarithmic, hence the bias dominates the variance and
the mean squared error of fnh(x) is also logarithmic.
The proof of the theorems are deferred to the next section. We conclude the
present section by a number of comments on the result.
Remark 3.6. The first order bound for the variance coincides with the
order bound for the variance of the multivariate density estimator in discrete
time models under the assumption that the volatility process and the error
process are independent, see Theorem 3.2 in Van Es et al. (2005). The
second order bound is of the same nature as in the case of estimating a
univariate density in continuous time models, see Theorem 3.1 in Van Es et
al. (2003), the difference being that in the multivariate case of the present
paper one has hp(1+q) in the denominator instead of h1+q.
Remark 3.7. We observe some features that parallel some findings for the
univariate case. The expectation of the deconvolution estimator is equal to
the expectation of an ordinary kernel density estimator, as becomes clear
from the proof of Lemma 4.1. It is well-known that the variance of kernel-
type deconvolution estimators heavily depends on the rate of decay to zero of
|φk(t)| as |t| → ∞. The faster the decay the larger the asymptotic variance.
This follows for instance for i.i.d. observations from results in Fan (1991) and
for stationary observations from the work of Masry (1993). The rate of decay
of |φk(t)| for the density (7) is given by |φk(t)| =
√
2 e−
1
2
pi|t|(1+O( 1|t|)), see
Lemma 5.3 in Van Es et al. (2003). This shows that k is supersmooth, cf. Fan
(1991). By the similarity of the tail of this characteristic function to the
tail of a Cauchy characteristic function we can expect the same order of the
mean squared error as in Cauchy deconvolution problems, where it decreases
logarithmically in n, cf. Fan (1991) for results on i.i.d. observations. Note
that this rate, however slow, is faster than the one for normal deconvolution.
Fan (1991) also shows that we cannot expect anything better.
Remark 3.8. The rate of convergence (log n)−4 for the mean squared error
as in Corollary 3.5 has also been found for other estimators. Comte and
Genon-Catalot (2006) use (penalized) projection estimators for f . These
estimators are obtained by computing certain projections on large but fi-
nite dimensional subspaces of L2(R). Under similar assumptions as ours,
they also find the rate of convergence (log n)−4. By sharpening the assumed
smoothness properties of f , i.e. fast enough exponential decay of the char-
acteristic function of f , so that f itself is a supersmooth density, they were
able to obtain rates that are even negative powers of n.
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Van Zanten and Zareba (2008) consider wavelet estimators of the den-
sity of the accumulated squared volatility over intervals of length ∆ with ∆
fixed for the model without drift and with the same observations scheme.
Under similar conditions, they found this rate for the supremum of the mean
integrated squared error, the supremum taken over densities in some Sobolev
ball. For densities satisfying stronger smoothness conditions, their estima-
tors they obtained better rates, albeit still negative powers of log n. Both
papers deal with estimating a univariate density only.
Franke, Ha¨rdle and Kreiß (2003) consider a discrete time model, where
the evolution of log σt is decribed by a nonlinear autoregression. By adopt-
ing a deconvolution approach they estimate the unknown regression function
and establish tightness of the normalized estimators, where the normaliza-
tion again corresponds to the rate that we found.
Remark 3.9. Better bounds on the asymptotic variance can be obtained
under stronger mixing conditions. Consider for instance uniform mixing. In
this case the mixing coefficient φ(t) is defined for t > 0 as
φ(t) = sup
A∈F0
−∞
,B∈F∞t
|P (A|B) − P (A)| (18)
and a process is called uniform mixing if φ(t) → 0 for t → ∞. Obviously,
uniform mixing implies strong mixing. As a matter of fact, one has the
relation
α(t) ≤ 12φ(t).
See Doukhan (1994) for this inequality and many other mixing properties.
If σ is uniform mixing with coefficient φ satisfying
∫∞
0 φ(t)
1/2dt < ∞, then
the variance bound is given by
Var fnh(x) = O
( 1
n
h2pρeppi/h
)
+O
( 1
nhp∆
)
. (19)
The proof of this bound runs similarly to the strong-mixing bound. The
essential difference is that in equation (55) we use Theorem 17.2.3 of Ibrag-
imov and Linnik (1971) with τ = 0 instead of Deo’s (1973) lemma, as in the
proof of Theorem 2 in Masry (1983).
4 Proof of the Theorems
We give the proof under the additional assumption that bt = 0. The general
case is an easy consequence.
Let Fσ denote the sigma field generated by the process σ. For j =
1, . . . , n − i∆p + i∆1 we introduce, along with the X˜j of (10), the following
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vector notation
σj = (σ(j−1)∆, . . . σ(i∆p −i∆1 +j−1)∆)
Z∆j = (Z
∆
j , . . . Z
∆
i∆p −i∆1 +j),
so that X˜j equals the Hadamard product σj ◦ Z∆j . Note that since the
σ process is defined on the whole real line the σ vectors are actually well
defined for all j.
Let f˜nh denote the estimator based on the approximating random vectors
X˜j, i.e.
f˜nh(x) =
1
(n− i∆p + i∆1 )hp
n−i∆p +i∆1∑
j=1
vh
(x− log((X˜∆j )2)
h
)
. (20)
The proof of (16) is partly based on the following two lemmas, whose proofs
are given in the next section. The first one deals with the expectation of
f˜nh.
Lemma 4.1. Let the density ft1,...,tp(x) of (log σ
2
t1 , . . . , log σ
2
tp) be Lipschitz
in t1, . . . , tp, uniformly in x. Then
E f˜nh(x) =
1
hp
∫
· · ·
∫
w
(x− u
h
)
ft1,...,tp(u)du+O(∆) (21)
Notice that, apart from the O(∆) term, the equality (21) is the same as
for ordinary multivariate kernel estimators, see for instance Ha¨rdle (1990)
and Scott (1992).
The second lemma estimates the expected difference between fnh and f˜nh.
The bound is in terms of the functions
γ0(h) =
1
2π
∫ 1
−1
∣∣∣ φw(s)
φk(s/h)
∣∣∣ds (22)
and
γ1(h, x) = e
1
2
pi/h +
1
h
exp
(π
2
1 + π/|x|
h
)
log
1 + π/|x|
h
. (23)
Lemma 4.2. Assume Condition 2.1 and that the first of Condition 3.1 holds
and that the invariant density of σ2t is bounded in a neighbourhood of zero.
For h→ 0 and ε small enough we have
|E fnh(x)− E f˜nh(x)| =
O
(
1
hp+1
γ0(h)
p∆
1/4
ε
+
1
hp
γ0(h)
p ∆
1/2
ε2
+
1
hp−1
γ0(h)
p−1γ1(h, | log 2ε|/h) ε| log 2ε|
)
.
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Proof of Theorem 3.3. Statement (16) follows by combining standard ar-
guments of kernel density estimation applied to expression (21) in Lemma 4.1
with Lemma 4.2. We will now show that the bound in Lemma 4.2 is essen-
tially a negative power of n, whereas h2 is of logarithmic order. Recall that
we have assumed δ > 4p/γ. It follows that p/2γ < δ/4 − p/2γ, so we can
pick a β ∈ (p/2γ, δ/4 − p/2γ) and take ε = n−β. By Lemmas 5.1 and 5.3,
up to factors that are logarithmic in n, the order of |E fnh(x) − E f˜nh(x)| is
then
n
p
2γ
− 1
4
δ+β + n
p
2γ
+2β− δ
2 + n
p
2γ
−β, (24)
which is negligible to h2 = γ2π2/(log n)2 for the chosen values of the param-
eters. 
To prove the bound (17) we use the two lemmas below, which are proved in
the next section. First consider the variance of f˜nh(x).
Lemma 4.3. Assume Condition 2.1 and assume the second of Condi-
tion 3.1. Assume also
∫ |w(u)|2/(1−q) du <∞ for the same q and n∆→∞.
We have, for h→ 0,
Var f˜nh(x) = O
( 1
n
h2pρeppi/h
)
+O
( 1
nh(1+q)p∆
)
. (25)
The next lemma estimates Var (fnh(x)− f˜nh(x)).
Lemma 4.4. Assume that Condition 2.1 and Condition 3.1 hold and let σ2t
have a bounded density in a neighbourhood of zero. We have, for h→ 0 and
ε > 0 small enough,
Var (fnh(x)− f˜nh(x)) =
O
( 1
nh2p+2
γ0(h)
2p∆
1/2
ε2
+
1
nh2p−2
γ0(h)
2p−2 γ1(h, | log 2ε|/h)2 ε| log 2ε|2
)
(26)
+
1
nh2p∆
O
(∆(1−q)/2
h2ε2
+ ε1−q
)
. (27)
Remark 4.5. For p = 1, the order bounds of Lemma 4.4 reduce to those
of Lemma 4.3 in Van Es et al. (2003).
Proof of Theorem 3.4. The bound of (17) follows as soon as we show
that the estimate in Lemma 4.4 is of lower order than the one in Lemma 4.3.
Up to terms that are logarithmic in n, the bound in Lemma 4.3 is of order
nδ−1. Choosing again ε = n−β, by Lemmas 5.1 and 5.3, one finds that, up
to logarithmic factors, the order of Var (fnh(x)− f˜nh(x)) is
n
−1+ p
γ
− δ
2
+2β
+ n
−1+ p
γ
−β
+ n−1+2β+
1+q
2
δ + n−1+δ−β(1−q). (28)
Recall our assumption δγ > 4p. If we pick β less than 14 δ(1 − q), then all
these terms are indeed of lower order than nδ−1. 
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5 Proof of Lemmas 4.1-4.4
We need expansions and order estimates for the functions φk, the kernel vh
as defined in (8), γ0 as defined in (22) and the function γ1 as defined in (23).
These are collected in the next technical lemmas, that are partially taken
from Van Es et al. (2003) and Van Es et al. (2005).
Lemma 5.1. Assume Condition 2.1. For h→ 0 we have
γ0(h) = O
(
h1+ρe
1
2
pi/h
)
. (29)
Proof. See the proof of Lemma 5.3 in Van Es et al. (2003).
Lemma 5.2. Assume Condition 2.1. The functions vh and vh are bounded
and Lipschitz. More precisely, for all x we have |vh(x)| ≤ γ0(h) and for all
x and u |vh(x+ u)− vh(x)| ≤ γ0(h) |u|. For all p vectors x we have
vh(x)| ≤ γ0(h)p (30)
and for all p vectors x and u
|vh(x+ u)− vh(x)| ≤ γ0(h)p
p∑
j=1
|uj| (31)
and for some C > 0,
|w(x+ u)−w(x)| ≤ C
p∑
j=1
|uj|. (32)
Proof. The results for |vh(·)| are known from Lemma 5.4 in Van Es et
al. (2003). The bound (30) follows by the product structure of vh. Inequal-
ity (31) follows by induction and the same techniques can be used to prove
inequality (32).
Lemma 5.3. Assume Condition 2.1. For x → ∞ we have the following
estimate on the behavior of vh. For some positive constant D it holds that
|vh(x)| ≤ Dγ1(h, x)|x| as |x| → ∞, (33)
and
γ1(h, x) = O
( | log h|
h
e
1
2
pi(1+pi/|x|)/h
)
as h→ 0. (34)
Moreover, we have the following estimate on the behavior of vh. For some
positive constant D it holds that, if the absolute value at least one of the
components of x tends to infinity,
|vh(x)| ≤ Dγ0(h)p−1 γ1(h, x1 ∨ . . . ∨ xp)|x1 ∨ . . . ∨ xp| . (35)
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Proof. The estimates of (33) and (34) are taken from Lemma 5,5 of Van Es
et al. (2003). To show (35), we argue as follows. Let x∗ = maxx1, . . . , xp.
Without loss of generality we may assume that x∗ = xp. Use the bound on
γ0 of Lemma 5.2 and the bound in (33) to get |vh(x)| =
∏p−1
i=1 vh(xi)vh(xp) ≤
Dγ0(h)
p−1γ1(h, xp)/xp = Dγ0(h)p−1γ1(h, x∗)/x∗.
We are now ready with the proof of Lemma 4.1. Recall that Fσ is the
σ-algebra generated by the process σ.
Proof of Lemma 4.1. Write
E (f˜nh(x)|Fσ) = 1
(n− i∆p + i∆1 )hp
n−i∆p +i∆1∑
j=1
E
(
vh
(x− logσ2j−1 − log(Z∆j )2
h
)
|Fσ
)
=
1
(n− i∆p + i∆1 )hp
n−i∆p +i∆1∑
j=1
1
(2π)p
∫
· · ·
∫
φw(s)
φk(s/h)
E
(
e−is·(x−logσ
2
j−1−log(Z∆j )2)/h|Fσ
)
ds
=
1
(n− i∆p + i∆1 )hp
n−i∆p +i∆1∑
j=1
1
(2π)p
∫
· · ·
∫
φw(s)
φk(s/h)
e−is·x/heis·logσ
2
j−1/h φk(s/h)ds
=
1
(n− i∆p + i∆1 )hp
n−i∆p +i∆1∑
j=1
1
(2π
)p
∫
· · ·
∫
φw(s) e
−is·(x−logσ2j−1)/hds
=
1
(n− i∆p + i∆1 )hp
n−i∆p +i∆1∑
j=1
w
(x− logσ2j−1
h
)
.
By taking the expectation we get, using |(i∆j − 1)∆ − tj| ≤ 2∆, for j =
1, . . . , p, and the uniform Lipschitz continuity of f
E f˜nh(x) = EE (f˜nh(x)|Fσ) = E 1
hp
Ew
(x− logσ20
h
)
1
hp
∫
· · ·
∫
w
(x− u
h
)
f(i∆1 −1)∆,...,(i∆p −1)∆(u)du
=
1
hp
∫
· · ·
∫
w
(x− u
h
)
ft1,...,tp(u)du
+
1
hp
∫
· · ·
∫
w
(x− u
h
)
(f(i∆
1
−1)∆,...,(i∆p −1)∆(u)− ft1,...,tp(u))du
=
1
hp
∫
· · ·
∫
w
(x− u
h
)
ft1,...,tp(u)du+O(∆).

For the proof of Lemma 4.2 we recall, see Equations (30) and (31) in Van Es
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et al. (2003), a few properties of the process σ, valid under Condition 3.1.
There exists a constant C > 0 such that
E (X∆1 − σ0Z∆1 )2 ≤ C∆1/2 for ∆→ 0, (36)
and
E
∣∣∣∣ 1∆
∫ ∆
0
σ2t dt− σ20
∣∣∣∣ ≤ C∆1/2 for ∆→ 0. (37)
Proof of Lemma 4.2. We follow the lines of thought as in the proof of
Lemma 4.2 of Van Es et al. (2003), now applied in a multivariate setting.
Let ‖ · ‖ denote the Euclidean norm. Writing
Wj = vh
(x− log((X∆j )2)
h
)
− vh
(x− log(X˜2j )
h
)
, (38)
so that fnh(x)− f˜nh(x) = 1(n−i∆p +i∆1 )hp
∑n−i∆p +i∆1
j=1 Wj , and defining the event
A as the event that all components of |X∆1 | and |X˜1| are larger or equal to
ε, we have
|E fnh(x)− E f˜nh(x)| ≤ 1
hp
E |W1| (39)
=
1
hp
E |W1|IA (40)
+
1
hp
E |W1|IAcI[‖X∆1 −X˜1‖≥ε] (41)
+
1
hp
E |W1|IAcI[‖X∆1 −X˜1‖<ε]. (42)
Recall that | log x − log y| ≤ |x − y|/ε for x, y ≥ ε. By Lemma 5.2, the
bound (36) and stationarity, the term (40) can be bounded by
2
hp+1
γ0(h)
p
p∑
j=1
E | log(|X∆
i∆j
|)− log(|X˜i∆j |)|IA
≤ 2p
hp+1
1
ε
γ0(h)
pE |X∆1 − X˜1| ≤
2p
hp+1
γ0(h)
p
√
C
∆1/4
ε
.
This gives the first term in the order bound of Lemma 4.2.
The boundedness of the function vh as stated in Lemma 5.2 yields
|w1| ≤ 2γ0(h)p. Using also Chebychev’s inequality and (36), we bound the
term (41) by
2
hp
γ0(h)
pP (‖X∆1 − X˜1‖ ≥ ε) ≤
2
hp
γ0(h)
ppP (|X∆1 − X˜1| ≥
ε√
p
)
≤ 2p
2
hp
γ0(h)
pC
∆1/2
ε2
,
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which gives the second term in order bound of Lemma 4.2.
Consider the two arguments of the vh functions in W1. Since at
least one of them (and then the same for both arguments) is in absolute
value eventually larger than | log 2ε|/h, by Lemma 5.3 the term (42) can be
bounded by
2D
1
hp
γ0(h)
p−1 γ1(h, | log 2ε|/h) 1
(| log 2ε|/h) pP (|X˜1| ≤ 2ε) ≤
C2
1
hp−1
γ0(h)
p−1 γ1(h, | log 2ε|/h) ε| log 2ε| ,
for some constant C2, where we used in the last inequality the fact that the
density of X˜1 is bounded. This follows from the assumption that σ
2
0 has a
bounded density in a neighbourhood of zero, as can easily be verified. 
Proof of Lemma 4.3. Consider the decomposition
Var (f˜nh(x)) = Var (E (f˜nh(x)|Fσ)) + E (Var (f˜nh(x)|Fσ)). (43)
By the proof of Lemma 4.1 the conditional expectation E (f˜nh(x)|Fσ) is
equal to a multivariate kernel estimator of the density of logσ21 . Adapting
the proof of Theorem 3 of Masry (1983) to the multivariate situation, we
can bound its variance by
20(1 + o(1))
nh(1+q)p∆
f(x)1−q
( ∫ ∞
−∞
|w(u)|2/(1−q)du
)1−q ∫ ∞
0
α(τ)qdτ,
which is of the order O(1/(nh(1+q)p∆)). This gives the second order bound
in (25).
We turn to the expectation of the conditional variance. Using
Lemma 5.2, we can bound the ‘diagonal terms’ of the conditional variance
in (43) by
1
(n− i∆p + i∆1 )h2p
E
(
vh
(x− log X˜21
h
))2
= O
( 1
nh2p
γ0(h)
2p
)
,
where we also used that i∆p /n→ 0.
Next we consider the ‘cross terms’ of the conditional variance. Since
nonzero covariance can only occur if the vectors X˜i and X˜j have common
elements, we investigate a ‘worst case’. For fixed i, there are at most p − 1
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among the xj that have elements in common with xi, which yields
1
(n− i∆p + i∆1 )2h2p
∑
i 6=j
ECov
(
vh
(x− log X˜2i
h
)
,vh
(x− log X˜2j
h
)
|Fσ
)
=
2
(n− i∆p + i∆1 )2h2p
n−i∆p +i∆1∑
i=1
i+i∆p −i∆1∑
j=i+1
ECov
(
vh
(x− log X˜2i
h
)
,vh
(x− log X˜2j
h
)
|Fσ
)
≤ 2(p− 1)
(n− i∆p + i∆1 )h2p
γ0(h)
2p = O
( 1
nh2p
γ0(h)
2p
)
,
where in the last inequality we used that the expectation of the condi-
tional covariance is bounded in absolute value by E
(
vh
(
x−log X˜21
h
))2
, due
to stationarity. The first order bound in (25) follows by an application of
Lemma 5.1. 
Proof of Lemma 4.4. We will use arguments similar to those in the proof
of Lemma 4.2. With Wj as in (38) we have, using the ordinary variance
decomposition and stationarity of the Wj ,
Var (fnh(x)− f˜nh(x)) =
1
(n− i∆p + i∆1 )h2p
VarW1 +
1
(n− i∆p + i∆1 )2h2p
∑
i 6=j
Cov (Wi,Wj). (44)
Let us first derive a bound on VarW1. As in the proof of Lemma 4.2 we use
A, the event that all components of |X∆1 | and |X˜1| are larger than or equal
to ǫ. We have VarW1 ≤ EW21, which can be split up as the three terms
sum
EW21 = EW
2
1IA (45)
+ EW21IAcI[‖X∆1 −X˜1‖≥ε] (46)
+ EW21IAcI[‖X∆1 −X˜1‖<ε]. (47)
By stationarity, the Lipschitz property of vh in Lemma 5.2 and (36) the
term (45) can be bounded by
4
h2
γ0(h)
2pE
( p∑
j=1
| log |X∆i∆j | − log |X˜i∆j ||
)2
IA
≤ 4p
h2
γ0(h)
2pE
p∑
j=1
(log |X∆
i∆j
| − log |X˜i∆j |)
2IA
≤ 4p
2
h2
1
ε2
γ0(h)
2pE (|X∆1 | − |X˜1|)2
≤ 4p
2
h2
1
ε2
γ0(h)
2pE (X∆1 − X˜1)2 ≤
4p2
h2
γ0(h)
2pC
∆1/2
ε2
. (48)
17
We turn to the term (46). By the bound on vh of Lemma 5.2 and by (36)
again, it can be bounded by
4γ0(h)
2pP (‖X∆1 − X˜1‖ ≥ ε) ≤ 4γ0(h)2ppP (|X∆1 − X˜1| ≥
ε√
p
)
≤ 4p2γ0(h)2pC ∆
1/2
ε2
.
Due to absence of a factor h2 in the denominator, this bound is of smaller
order than the one for (45) and will therefore be neglected.
Next we consider (47). Recall form the proof of Lemma 4.2 that
P (|X˜1| ≤ 2ε) = O(ε). Since at least one (the same) coordinate of the
absolute value of both arguments of vh is eventually larger than | log 2ε|/h,
by Lemma 5.3 the term (47) can be bounded by
4D2γ0(h)
2p−2 γ1(h, | log 2ε|/h)2 1
(| log 2ε|2/h2) pP (|X˜1| ≤ 2ε) ≤
C2h
2γ0(h)
2p−2 γ1(h, | log 2ε|/h)2 ε| log 2ε|2 , (49)
for some constant C2.
Wrapping up the order bounds (48) and (49) for EW21, we get
EW21 = O
( 1
h2
γ0(h)
2p∆
1/2
ε2
+h2γ0(h)
2p−2 γ1(h, | log 2ε|/h)2 ε| log 2ε|2
)
, (50)
which, substituted in (44), gives the order bounds of (26).
We now consider the covariance terms in (44), that will be seen to have
the order bounds of (27). We have the decomposition
Cov (Wi,Wj) = ECov (Wi,Wj |Fσ) + Cov (E (Wi|Fσ),E (Wj |Fσ)). (51)
The last term in (44) then becomes
2
(n− i∆p + i∆1 )2h2p
n−i∆p +i∆1∑
i=1
i+i∆p −i∆1∑
j 6=i
ECov (Wi,Wj |Fσ) (52)
+
1
(n− i∆p + i∆1 )2h2p
∑
i 6=j
Cov (E (Wi|Fσ),E (Wj |Fσ)). (53)
In a first step we consider the expectation of the conditional covariances
in (52). Arguing as in the proof of Lemma 4.3, we can bound it by
(p− 1)
(n− i∆p + i∆1 )h2p
VarW1,
which is p− 1 times the first term on the right hand side of Equation (44).
Hence its contribution can be absorbed in the already obtained bounds
of (26).
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Next we concentrate on the sum of covariances in (53). Define
σ¯i =
1
∆
∫ i∆
(i−1)∆
σ2t dt (54)
and the vector σ¯j by σ¯j = (σ¯i∆1 +j−1, . . . , σ¯i∆p +j−1). Note that given Fσ , X
∆
i
is a multivariate normal vector with independent components with variances
equal to the components of σ¯i and that X˜i is a multivariate normal vector
with independent components with variances equal to the components of
σ
2
i−1. As in the proof of Lemma 4.1 it follows that
E (Wi|Fσ) = w
(x− log σ¯i
h
)
−w
(x− logσ2(i−1)
h
)
.
We follow the line of arguments in the proof of Theorem 3 in Masry
(1983). The stationarity of Wj implies that also the conditional expecta-
tions W˜j := E (Wj |Fσ) are stationary. Hence we have
∑
i 6=j
Cov (W˜i,W˜j) = 2
n−1∑
k=1
(n− k)Cov (W˜0,W˜k).
Now note that the process W˜j is strongly mixing with a mixing coefficient
α˜(k) ≤ α((k− 2)∆+ t1− tp), k = 1, 2, . . . if k∆ > tp− t1+2∆ and α˜(k) = 1
else. By a lemma of Deo (1973) for strongly mixing processes it follows that
for all τ > 0
|Cov (W˜0,W˜k)| ≤ 10α((k − 2)∆+ t1− tp)τ/(2+τ)
(
E |W˜1|2+τ
)2/(2+τ)
. (55)
By the equivalent Condition (15) on the mixing coefficients α(t) (applied
with τ = 2q/(1 − q), a choice for τ that we will make later on as well), we
get for (53)
∣∣∣ 1
(n− i∆p + i∆1 )2h2p
∑
i 6=j
Cov (W˜i,W˜j)
∣∣∣
≤ 10
(n− i∆p + i∆1 )h2p
(
E |W˜1|2+τ
)2/(2+τ) n−i∆p∑
k=1
(1− k
n− i∆p + i∆1
)α(k∆+ t1 − tp)τ/(2+τ)
≤ 10
(n− i∆p + i∆1 )h2p
C( τ2+τ , t1 − tp − 2∆)
∆
(
E |W˜1|2+τ
)2/(2+τ)
.
Next we derive a bound on E |W˜1|2+τ . Fix κ ∈ (0, 1] and define the event
B as the event that all components of |σ¯1| and |σ20 | are larger or equal to ǫ.
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We have
E |W˜1|2+τ = E
∣∣∣w(x− log(σ¯1)
h
)
−w
(x− log(σ20)
h
)∣∣∣2+τ IB (56)
+ E
∣∣∣w(x− log(σ¯1)
h
)
−w
(x− log(σ20)
h
)∣∣∣2+τ IBcI[‖σ¯κ
1
−σ2κ
0
‖≥ε] (57)
+ E
∣∣∣w(x− log(σ¯1)
h
)
−w
(x− log(σ20)
h
)∣∣∣2+τ IBcI[‖σ¯κ1−σ2κ0 ‖<ε]. (58)
By Lemma 5.2 the term (56) can be bounded by a constant times
1
h2+τ
E
( p∑
j=1
| log(σ¯i∆j )− log(σ
2
i∆j −1)|
)2+τ
IB
≤ p
1+τ
h2+τ
E
p∑
j=1
| log(σ¯i∆j )− log(σ
2
i∆j −1)|
2+τ IB
≤ p
2+τ
h2+τ
E | log(σ¯i∆1 )− log(σ
2
i∆1 −1)|
2+τ IB
≤ p
2+τ
(κǫh)2+τ
E |σ¯κ1 − σ2κ0 |2+τ . (59)
The term (57) can be bounded by
pP (|σ¯κ1 − σ2κ0 | ≥
ε√
p
) ≤ p
2+τ/2
ε2+τ
E |σ¯κ1 − σ2κ0 |2+τ .
Since this is for h→ 0 of smaller order than (59), it will be neglected in the
sequel.
Finally we analyze the term (58). On the complement of B there is
at least one component of either |σ¯1| or |σ20 | that is smaller or equal to
ǫ. Together with ‖σ¯κ1 − σ2κ0 ‖ < ε this implies that there is at least one
pair of corresponding components of the vectors that are both smaller than
ε(1 + ε1−κ)1/κ. Using the stationarity, we bound the term (58) by
pP (σ¯1 ≤ ε(1 + ε1−κ)1/κ and σ20 ≤ ε(1 + ε1−κ)1/κ),
which is bounded by
pP (σ20 ≤ 2ε) = O(ε), (60)
since σ20 was assumed to have a bounded density in a neighbourhood of zero.
Combining (59) and (60) with τ = 2q/(1− q) and κ = 12+τ = 1−q2 , we have
with an application of the basic inequality |uκ − vκ| ≤ |u− v|κ for u, v ≥ 0
and κ ∈ (0, 1] in the second equality below and (37) in the fourth equality
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for the term (53)
∣∣∣ 1
(n− i∆p + i∆1 )2h2p
∑
i 6=j
Cov (W˜i,W˜j)
∣∣∣
=
1
(n− i∆p + i∆1 )h2p∆
O
( 1
h2+τ
1
ε2+τ
E |σ¯κ1 − σ2κ0 |2+τ + ε
)2/(2+τ)
=
1
(n− i∆p + i∆1 )h2p∆
O
( 1
h2+τ
1
ε2+τ
E |σ¯1 − σ20|κ(2+τ) + ε
)2/(2+τ)
=
1
(n− i∆p + i∆1 )h2p∆
O
((E |σ¯1 − σ20|)2/(2+τ)
h2ε2
+ ε2/(2+τ)
)
,
=
1
(n− i∆p + i∆1 )h2p∆
O
(∆1/(2+τ)
h2ε2
+ ε2/(2+τ)
)
=
1
(n− i∆p + i∆1 )h2p∆
O
(∆(1−q)/2
h2ε2
+ ε1−q
)
.
Hence the last term in (44) now gives the third order bound (27). 
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