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ABSTRACT
We present a near-infrared extinction map of a large region (⇠870 deg2) covering the isolated Corona Australis complex of molecular
clouds. We reach a 1-  error of 0.02 mag in the K-band extinction with a resolution of 3 arcmin over the entire map. We find that the
Corona Australis cloud is about three times as large as revealed by previous CO and dust emission surveys. The cloud consists of a
45 pc long complex of filamentary structure from the well known star forming Western-end (the head, N   1023 cm 2) to the di↵use
Eastern-end (the tail, N  1021 cm 2). Remarkably, about two thirds of the complex both in size and mass lie beneath AV ⇠ 1 mag.
We find that the probability density function (PDF) of the cloud cannot be described by a single log-normal function. Similar to prior
studies, we found a significant excess at high column densities, but a log-normal + power-law tail fit does not work well at low column
densities. We show that at low column densities near the peak of the observed PDF, both the amplitude and shape of the PDF are
dominated by noise in the extinction measurements making it impractical to derive the intrinsic cloud PDF below AK < 0.15 mag.
Above AK ⇠ 0.15 mag, essentially the molecular component of the cloud, the PDF appears to be best described by a power-law with
index  3, but could also described as the tail of a broad and relatively low amplitude, log-normal PDF that peaks at very low column
densities.
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1. Introduction
This paper is the fifth in a series where we apply an opti-
mized multi-band technique dubbed Near-Infrared Color Excess
Revisited (Nicer, Lombardi & Alves 2001, hereafter Paper 0) to
measure dust extinction and study the structure of nearby molec-
ular dark clouds using the TwoMicron All Sky Survey (2MASS,
Kleinmann et al. 1994). Compared to all-sky extinction map-
ping, dedicated studies of complexes have the advantage of
1) having optimal zero point calibrations from a careful choice of
a local control field; and 2) optimal resolution, tuned to the local
background stellar density. Previously, we studied the Pipe neb-
ula (see Lombardi et al. 2006, hereafter Paper I), the Ophiuchus
and Lupus complexes (Lombardi et al. 2008, hereafter Paper II),
the Taurus, Perseus, and California complexes (Lombardi et al.
2010, hereafter Paper III), and the Orion, Rosette, and CMa com-
plexes (Lombardi et al. 2011). In this paper we present a wide-
field extinction map, constructed from 10.7 million stars from
the 2MASS database, of a large region covering ⇠870 deg2 cen-
tered on the Corona Australis complex.
The main aim of our coordinated study of nearby molecu-
lar clouds is to investigate in detail the large-scale structure of
these clouds, down to the lowest column densities measurable
with this technique, which are often below the column density
threshold required for the detection of the CO molecule (e.g.
? FITS files of the extinction maps are only available at the CDS via
anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/565/A18
Alves et al. 1999; Lombardi et al. 2006). In addition, the use of
an uniform dataset and of a consistent and well tested pipeline
allows us to characterize many properties of molecular clouds
and to identify cloud-to-cloud variations in such properties.
The advantages of using near-infrared dust extinction as a
column density tracer have been discussed elsewhere (Lada et al.
1994; Alves et al. 1999; Lombardi & Alves 2001; Lombardi
et al. 2006). Recently, Goodman et al. (2009) used data from
the COMPLETE survey (Ridge et al. 2006) to assess and com-
pare three methods for measuring column density in molecu-
lar clouds, namely, near-infrared extinction (Nicer), dust ther-
mal emission in the mm and far-infrared, and molecular line
emission. They found that observations of dust are a better col-
umn density tracer than observations of molecular gas (CO), and
that observations of dust extinction in particular provide more
robust measurements of column density than observations of
dust emission, mainly because of the dependence of the latter
measurements on uncertain knowledge of dust temperatures and
emissivities.
This paper uses, in some key analyses, the improved Nicest
method (Lombardi 2009), which copes well with the sub-pixel
inhomogeneities present in the high-column density regions of
the maps. The inhomogeneities can either be due to the vanish-
ing number of stars towards these regions of the map, to steep
gradients in the column density map, to the e↵ect of turbulent
fragmentation, or to the increased presence of foreground stars,
and they bias the measurements towards lower column densities.
All these e↵ects are expected to be most severe in the densest
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regions of dark complexes, i.e. in a very small fraction of the
large areas considered in this paper. Nevertheless, because of the
relevance of these regions in the process of star formation, it is
important to understand this bias and how to correct for it, as is
done in the Nicest method.
Corona Australis (see Fig. 1) is one of the most e cient
star forming regions (Lada et al. 2010), is located at a distance
of about 130 pc (Casey et al. 1998), and harbors an embedded
cluster towards the Western-end of the cloud (see Fig. 1) with
about 50 young stars (Forbrich & Preibisch (2007); for a recent
review of the region see Neuhäuser & Forbrich 2008). The large
scale structure of the denser regions of the complex was studied
in C18O by Harju et al. (1993) and in dust emission by Chini
et al. (2003). Recently, Peterson et al. (2011) presented Spitzer
IRAC and MIPS observations of a 0.85 deg2 field centered on
the Corona Australis star-forming region, on the Western-end
of the cloud (Fig. 1). Combining the Spitzer results and data
form the literature these authors find a total of 116 candidate
young stellar objects (YSOs) and further evidence that star for-
mation is ongoing in the cloud. Using high-resolution spec-
troscopy from the VLT for a sample of 18 YSOs in the Coronet,
Sicilia-Aguilar et al. (2011) determines an age of <2 Myr, and
probably ⇠0.5–1 Myr for the age of this cluster. An extinction
map of the ⇠3  ⇥ 6  densest regions of the Corona Australis,
again the Western-end of the cloud, appeared in Schneider et al.
(2011), as part of a multi-tracer study of a sample of clouds that
was used to quantify a possible link between cloud structure and
turbulence.
One of the major complications in studying molecular cloud
structure is to account for the possibility that two or more clouds
are seen along the same line-of-sight. When this is the case, even
if one of the clouds is only a di↵use cloud, the structure analysis
is further complicated (see for example the probability distribu-
tion of pixel extinctions in the Pipe nebula, Fig. 20 of Lombardi
et al. 2006). This complication is minimized and can be safely
ignored for relatively high Galactic-latitude clouds like Corona
Australis that lies at a projected distance from the Galactic plane
of ⇠20 . Corona Australis is one of the most isolated Galactic
star forming cloud as seen from Earth which makes it an ideal
case study for molecular cloud structure and star formation.
This paper is organized as follows. In Sect. 2 we briefly de-
scribe the technique used to map the dust and we present the
main results obtained. A statistical analysis of our results and
a discussion of the bias introduced by foreground stars and un-
resolved substructures is presented in Sect. 3. Section 4 is de-
voted to the mass estimate of the cloud complexes. Finally, we
summarize the results obtained in this paper in Sect. 5.
2. Nicer and Nicest extinction maps
The data analysis was carried out following the Nicer and
Nicest techniques and used also in the previous papers of
this series, to which we refer for the details (see in particular
Paper III). We selected reliable point source detections from the
TwoMicron All Sky Survey1 (2MASS, Kleinmann et al. (1994))
in the region:
 20  < l < 20 ,  37  < b <  13 . (1)
This area (⇠870 deg2 containing approximately 10.7 million
point sources from the 2MASS catalog) contains the Corona
Australis cloud complex and its mainly dust free environment.
1 See http://www.ipac.caltech.edu/2mass/
Fig. 1. Optical image of the Corona Australis complex. The image cov-
ers approximately 3 by 5 deg2 and covers the Western-end of the cloud,
the densest region of the cloud where star formation is ongoing. By
clicking the “toggle image” box below while using Acrobat Reader, the
extinction map presented in this paper appears in green. Image courtesy
of Pavel Pech. Toggle image (online only)
As a preliminary check, we considered the color–color dia-
gram of the stars selected to verify the possible presence of ob-
vious anomalies in the extinction law. Unlike Paper II, we find
only a weak sign of possible contamination by evolved stars and
decided to proceed similarly to Paper III by retaining all objects.
After the selection of a control field for the calibration of
the intrinsic colors of stars (and their covariance matrix) we pro-
duced the final 2MASS/Nicer extinction map, shown in Fig. 2.
The selected control field was defined as a circle of ⇠4.5  cen-
tered on l = 349  and b =  17 . For best results, we smoothed
the individual extinctions measured for each star,
 
Aˆ(n)K
 
, using a
moving weight average
AˆK(✓) =
PN
n= 1W
(n)(✓)Aˆ(n)KPN
n= 1W (n)
, (2)
where AˆK(✓) is the extinction at the angular position ✓ and
W (n)(✓) is the weight for the nth star for the pixel at the loca-
tion ✓. This weight, in the standard Nicer algorithm, is a com-
bination of a smoothing, window function W
 
✓   ✓(n) , i.e. a
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Fig. 2. Nicer extinction map of the Corona Australis cloud complex. The resolution of the map is FWHM = 3 arcmin and covers an area
of ⇠870 deg2. About 10.7 million stars from the 2MASS database were used in the construction of this map. This figure suggests an empirical
division of two structurally di↵erent cloud components: 1) a “head” comprising the denser (AK > 0.1 mag), highly structured filament; and 2) a
“tail” of more di↵use, less structured cloud material.
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Fig. 3. Left: K-band stellar density of the entire field studied (same scale as in Fig. 2). Clusters in this image appear as point sources and are labeled.
The half ellipse marks an extended stellar overdensity corresponding to the Sagittarius Dwarf galaxy. Right: error map of the Nicer extinction
map. The average error in the map is AK ⇠ 0.02 mag. The marked error peaks are caused by very bright, saturated, red giants that create a no-data
region. The maximum error towards the densest regions of the cloud is AK ⇠ 0.06 mag.
function of the angular distance between the star and the point
✓ where the extinction has to be interpolated, and the inverse of
the inferred variance on the estimate of AK from the star:
W (n)(✓) =
W
 
✓   ✓(n) 
Var
 
Aˆ(n)K
  · (3)
For this paper, the weight functionW was taken to be a Gaussian
with FWHM = 3 arcmin. Finally, the map described by Eq. (2)
was sampled at 1.5 arcmin (corresponding to a Nyquist fre-
quency for the chosen weight function).
The Nicer extinction map in presented in Fig. 2. The first
striking impression from the map is the size of the cloud, extend-
ing across the sky for about 45 pc. Existing molecular line and
dust emission studies (e.g. Harju et al. 1993; Dame et al. 2001;
Chini et al. 2003) have revealed an extension about three times
smaller, coinciding with the denser filamentary structure approx-
imately between  17  > l >  22 . Not surprisingly, this is the
region of the cloud where column density is above AK ⇠ 0.1 mag
(or AV ⇠ 1 mag), which is close to the threshold for the forma-
tion and detection of CO (e.g. Alves et al. 1999; Lombardi et al.
2006; Pineda et al. 2010). Figure 2 suggests an empirical divi-
sion of two structurally di↵erent cloud components: 1) a “head”
comprising the denser (AK > 0.1 mag), highly structured fil-
ament at l >  22 ; detected by previous CO surveys; and 2) a
“tail” of more di↵use, less structured cloud material, about twice
as large as the “head” and in all likelihood with no CO emission
(AK < 0.1 mag, l <  22 ).
In Fig. 3 we present the K-band stellar density map (left)
and the error map (right) for the entire region used to construct
the extinction map. The K-band stellar density map shows, as
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Fig. 4. Comparison between the Nicer map (left) and the Nicest map (right) of the Corona Australis cloud complex. The grayscale is the same
for both maps.
expected, a smooth gradient across Galactic latitude, but also
point-like sources corresponding to globular clusters. Less obvi-
ous but clearly present is an extended overdensity corresponding
to the Sagittarius Dwarf galaxy. The extinction error map (right)
was evaluated from a standard error propagation in Eq. (2) (see
Paper I). The main factor a↵ecting the error is the local density
of stars, and thus there is a detectable gradient in the statistical
error also across Galactic latitude. Other variations can be as-
sociated with bright stars (which are masked out in the 2MASS
data base, creating no-data regions), clusters (expectedly creat-
ing low error regions), bright galaxies, and to the cloud itself. All
the point-like error peaks in the error map correspond to (satu-
rated) red giants. For reference, the brightest saturated red giant
T Mic has an apparent magnitude on the K-band of ⇠ 1.6. The
average error shown in Fig. 3 is 0.02 mag.
Similarly to Paper III, we also constructed a Nicest extinc-
tion map, obtained by using the modified estimator described
in Lombardi (2009). The Nicest map di↵ers significantly from
the Nicer map only in the high column-density regions, where
unresolved cloud structures produce a possibly significant bias
on the standard estimate of the column density. As an example
we present in Fig. 4, a comparison between the Nicer and the
Nicest extinction map of the “head” of the cloud. As it can be
seen, the only di↵erence between both maps occurs for the ar-
eas of high column density, where Nicest is able to correct for
the bias introduced by the fact that there are few background
stars detected at the highest extinctions. Indeed, the largest ex-
tinction in both maps was measured towards the Coronet clus-
ter, coinciding with the brightest dust emission peak in Chini
et al. (2003), namely MMS13, where AK ' 2.4 mag for Nicer
and AK ' 5.4 mag for Nicest.
3. Results
3.1. Reddening law
As shown in Lombardi & Alves (2001), the use of multiple
colors in the Nicer algorithm significantly improves the signal-
to-noise ratio of the final extinction maps, but also provides a
simple, direct way to verify the reddening law. A good way to
perform this check is to divide all stars with reliable measure-
ments in all bands into di↵erent bins corresponding to the in-
dividual Aˆ(n)K measurements, and to evaluate the average near-
infrared (NIR) colors of the stars in the same bin. Figure 5 shows
the results obtained for a bin size of 0.02 mag, the average error
in our extinction map.
Unlike the previous papers of the series, where there is in
general a good correlation between both quantities, the distribu-
tion of data points for Corona Australis is non trivial: while some
points seem to follow the normal infrared reddening law, others
consistently deviate from it. The deviant sequence of points seem
to suggest either 1) a region of the cloud with a shallower red-
dening law; or 2) the presence of a di↵erent, intrinsically redder,
stellar background population. To investigate the latter, in par-
ticular to verify the e↵ect of the Sagitarius Dwarf on the back-
ground population, we divided the image at about l = 3  and
plotted measurements lying at l > 3  in gray (the area containing
the dwarf galaxy), and in black the measurements lying at l < 3 
(the area containing most of the complex). Inspection of Fig. 5
suggests strongly that the deviant sequence is likely caused by
the presence of an intrinsic redder stellar population belonging
to the Sagittarius Dwarf.
To investigate this further we constructed a J   K vs. J
color–magnitude diagram (Fig. 6) of a circular 1 degree diameter
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Fig. 5. Verification of the reddening law. The points show the color ex-
cess E(J K) as a function of the color excess E(H K). The gray mea-
surements are contaminated by the Sagitarius Dwarf galaxy (see Fig. 3).
The solid line shows the normal infrared reddening law (Indebetouw
et al. 2005). Error bars are uncertainties evaluated from the photometric
errors of the 2MASS catalog.
field centered on the Sagittarius Dwarf (l = 6 , b =  14 ) and
an equal size Control Field taken at the same Galactic latitude
(l = 351 , b =  14 ), but 15  away in galactic longitude (see
Fig. 7). It immediately becomes clear that the Sagittarius Dwarf
field contains a third and redder branch that is not present in
the control field. This branch is likely populated by M-giants
belonging to the Sagittarius Dwarf (e.g. Majewski et al. 2003),
and it is widely used to trace the extent of the Dwarf galaxy and
its tidal tail because of its relative intrinsic brightness and dis-
tinct NIR color from the Milky Way field. But exactly because
these M-giants are see only towards the Sagittarius Dwarf, they
are not accounted for in the characterization of the unreddened
stellar background field to this cloud and so they will artificially
increase the extinction measurement towards their direction.
The overlap between the galaxy and the cloud is not severe,
luckily, so we can attempt to confine the region of the map that is
a↵ected by the redder Sagittarius Dwarf stellar population, and
not use it to determine cloud parameters. Still, the Sagittarius
Dwarf Galaxy has a long tidal tail, so some overlap is to be
expected.
Finally, we stress that we are not deriving the reddening law,
but only checking its consistency with respect to a standard law.
The check performed with Fig. 5 is a relative one: we can only
verify that the extinction derived from the H   K and J   H col-
ors agree with expectations from the standard (Indebetouw et al.
2005) reddening law. The discrepancy observed for the less con-
taminated sample (black points) is relatively small and is likely
to produce a systematic bias on the final column density of our
maps below 5%.
3.2. Mass estimate
In order to obtain the Corona Australis cloud mass M, we use
the standard relation
M = d2µ K
Z
⌦
AK(✓) d2✓, (4)
-1 0 1 2 3
J-K (mag)
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Fig. 6. Color–magnitude diagram for a 1 degree diameter field towards
the Sagittarius Dwarf Galaxy (l = 6 , b =  14 ) and for an equal size
Control Field taken at the same Galactic latitude (l = 351 , b =  14 ).
where d is the cloud distance, µ is the mean molecular
weight corrected for the helium abundance,  K ' 1.67 ⇥
1022 cm 2 mag 1 is the ratio
⇥
N(Hi) + 2N(H2)
⇤
/AK (Savage &
Mathis 1979; see also Lilley 1955; Bohlin et al. 1978), and the
integral is evaluated over the whole field ⌦, the area of the sur-
vey defined in Fig. 7 by a solid line (an area that avoids as much
as possible contamination from the red stellar population of the
Sagittarius Dwarf). This area is defined in Table 1.
The cloud area considered in this paper is larger than the one
used to calculate the mass of this cloud in Lada et al. (2010),
explaining why the mass derived in this paper is also higher.
Assuming a standard cloud composition (63% hydrogen, 36%
helium, and 1% dust), we find µ = 1.37. Note that, to a cer-
tain extent, the “total” mass of a cloud is a ill defined quantity,
because the boundaries of a cloud are somewhat arbitrary. In ad-
dition, if we go to very small extinction values, relatively small
calibration errors on the extinction zeropoint can have a very
large impact on the mass. For this reason, it is more sensible to
consider the mass of the cloud above some threshold (for exam-
ple AK > 0.1 mag; see Table 2).
Lada et al. (2010) found that the star formation rate (SFR)
in molecular clouds is linearly proportional to the cloud mass
above an extinction threshold of AK ⇠ 0.8 mag. The Corona
cloud region with extinction larger than AK > 0.8 mag accounts
for ⇠3.6% of the total integrated mass of the complex. This small
percentage has, besides its physical significance for the structure
of the cloud, a practical importance regarding the robustness of
the extinction map presented in this paper, namely, that we do
not expect any significant underestimation in the cloud mass due
to unresolved dense cores in our map.
3.3. Fraction of mass below AV ⇠ 1 mag
One of the findings of the present work is that the Corona com-
plex is about three times larger as revealed by previous molec-
ular lines and dust emission surveys, due to the detection of
a di↵use and extended “tail” with an average column density
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Fig. 7. Extinction map of the Corona Australis cloud complex smoothed with a Gaussian kernel. The resolution of the map is FWHM = 1 deg. The
area enclosed by the solid polygon contains the cloud complex while avoiding contamination from the Sagitarius Dwarf Galaxy (SDG) and was
used to compute the mass of the cloud (in Sect. 3.2). The two circles delimit the SDG field (red) and the Control field (black) discussed in Fig. 6.
The “head” (orange) and the “tail” (blue) regions are discussed in Sect. 4.
Table 1. Region considered for the mass determination of the cloud (see
Fig. 7).
Corona: Corona 1 [ Corona 2
Corona 1: 282  < ↵ < 292 ,  35  <   <  41 
Corona 2: 292  < ↵ < 306 ,  25  <   <  35 
Table 2. Mass estimate for the Corona Australis molecular complex.
Cloud Distance Mass
Total AK > 0.1 AK > 0.2
Corona 130 pc 7060 M  4200 M  950 M 
below AV ⇠ 1 mag. Integrating the dust extinction measurements
over these two cloud components we find that ⇠65% of the mass
of the Corona complex lies below AV ⇠ 1 mag. It is remarkable
that about two thirds of the projected area of the Corona com-
plex (⇠50 2) lie beneath the critical density for the formation
of CO (AV ⇠ 1.6 mag, e.g. Alves et al. 1999; Pineda et al. 2010).
It was early realized, with the advent of the IRAS all-sky sur-
vey, that dust column density could trace cloud material beyond
the boundaries of the CO emission (e.g. de Vries et al. 1987;
Heiles et al. 1988; Blitz et al. 1990). Theoretically it has been ar-
gued that the formation of CO occurs deeper into the cloud than
the formation of H2, because of more e↵ective self-shielding,
(e.g. van Dishoeck & Black 1988), implying the existence of a
lower column density region in a molecular cloud with little or
no CO. This “H2-only” region will escape detection both from
CO emission and HI emission, and is also known as “dark gas”
(Grenier et al. 2005), as H2 is essentially undetectable for the
relevant temperatures in these clouds (10–100 K). An important
fraction of the gas in the “tail” region is likely to be “dark gas”,
although future CO and HI observations are needed to confirm
this prediction. In fact, the Corona complex is an ideal laboratory
for the study of the transitions HI–H2 and C+–CO in molecular
clouds because it is a relatively simple and clean environment in
comparison to other complexes closer to the Galactic plane.
4. Column density PDF: Gaussian, log-normal,
or power-law?
The probability density function (PDF) for the volume density
in molecular clouds is expected to be log-normal for isother-
mal turbulent flows (e.g. Vazquez-Semadeni 1994; Padoan et al.
1997; Scalo et al. 1998; Passot & Vázquez-Semadeni 1998;
Ostriker et al. 2001; Kritsuk et al. 2007; Hennebelle et al. 2007;
Ballesteros-Paredes et al. 2011; Kritsuk et al. 2011; Federrath
& Klessen 2012, 2013), and under certain assumptions the PDF
of the column density is also expected to follow a log-normal
distribution (Ostriker et al. 2001; Vázquez-Semadeni & García
2001). Recently, two papers called for non-lognormal column
density fits to the PDFs of interstellar clouds. Federrath et al.
(2010) found a strong dependence of the density PDF on the type
of turbulent forcing and that di↵erent observed regions show ev-
idence of di↵erent mixtures of compressive and solenoidal forc-
ing. They find that a skewed log-normal PDF fit provides a bet-
ter representation of the column density derived from numerical
simulations, although still missing the high-density tail of the
PDF obtained for compressive forcing. In a related recent pa-
per Hopkins (2013) argued for a physically motivated fitting
function for density PDFs in turbulent, ideal gas. This function
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Fig. 8. PDF of column density for the Corona Australis cloud. The solid
red curve represents the best-fit of a single log-normal distribution to the
data. The residuals of the fit are presented in the lower panel. The grey
area in the residual plot delimits what would be expected from pois-
son noise. Note that the residuals are not poissonian but exhibit a clear
pattern. The excess over the log-normal fit on the high extinction tail
is present in a similar manner to the results for the clouds in Papers III
and IV, and the results of Kainulainen et al. (2009) and Froebrich &
Rowles (2010).
provides a better fit to simulations than both the pure log-normal
and the skewed log-normal. As a caveat, Tassis et al. (2010)
used simulations to demonstrate that log-normal column density
distributions are generic features of diverse model clouds, and
should not be interpreted as being a consequence of supersonic
turbulence.
The comparison between the predictions from supersonic
flow simulations with observational data have given mixed re-
sults. In a recent investigation of the Perseus cloud Goodman
et al. (2009) found no obvious relation between Mach num-
ber and normalized column density variance, raising questions
on the suggested relation between Mach number and the width
of a log-normal column density PDF (e.g. Padoan et al. 1997;
Ostriker et al. 2001). On the other hand, using 2MASS NIR
extinction maps, Kainulainen et al. (2009) have characterized
the shape of the column density PDFs in nearby molecular
clouds and found that although the peaks of the PDFs were
generally consistent with log-normal distributions, there were
systematic excess “wings” at higher column densities for clouds
currently forming stars (including Corona Australis). Using a
similar approach, a similar cloud sample, and the same data base
(2MASS), Froebrich et al. (2007); Froebrich & Rowles (2010)
also found that some clouds show an excess of column density
compared to a log-normal distribution at higher column den-
sities, although they did not find a significant correlation with
star formation. Recently, Schneider et al. (2013) also found a
power-law excess over a log-normal column density PDF for
Orion B from Herschel data. Both Kainulainen et al. (2009) and
Froebrich & Rowles (2010) suggested that the observed excess
material over the log-normal PDF represents the cloud mate-
rial decoupled from the general turbulent field and dominated by
gravity. Schneider et al. (2013) also argue that the tail is related
to star formation, but stress that statistical density fluctuations,
intermittency, and magnetic fields can also cause the observed
excess.
4.1. A single log-normal PDF
In this section we take a closer look at the column density PDF of
the Corona Australis cloud. Figure 8 shows the PDF of column
density for the entire area of the cloud as defined in Fig. 7. As in
our previous papers of this series, we find a significant number
of column density estimates with negative values. This is due to
uncertainties in the column density measurements, which nat-
urally broadens the intrinsic distribution and adds a fraction of
negative measurements. Note, however, that the amount of neg-
ative pixels observed is compatible with the typical error on our
extinction maps, which is of the order of 0.02 mag. Also shown
in Fig. 8 is a best fit of a single log-normal function2 to the data
(red solid curve), of the form:
h(AK) =
a
AK   A0 exp
2666664   ln(AK   A0)   ln A1 22 2ln
3777775 · (5)
where a is the normalization factor, A0 is the o↵set, the mean is
given by A1 ⇥ e 2ln/2 + A0, and the median of the distribution is
A1 + A0. The o↵set A0 is introduced to allow the fit to explore
negative values of AK . The fit parameters are listed in Table 3.
The bottom panel shows the residuals of the fit, and the expected
1  error (grey area). Examination of the residuals shows two sig-
nificant features that deviate from the expected errors. First, the
residuals display a clear extended excess in the high-extinction
wing of the PDF. Second, although the amplitude of the resid-
uals is consistent with expectations in the core of the PDF, the
residuals exhibit a systematic correlated pattern of noise that de-
viates from the expectation of uncorrelated errors. The clouds in
Papers III and IV (Perseus, Taurus, California, Orion, Mon R2,
Rosette, and Canis Major) all displayed a similar pattern in the
residuals as seen in Fig. 8, suggesting that this is a general prob-
lem a↵ecting all log-normal fitting involving the core of the PDF,
and not particular to this cloud.
It is clear from Fig. 8 that a single function cannot account
su ciently for the observed PDF. There is, nevertheless, enough
motivation to try to perform a two-component fit to the cloud
PDF, because of the apparent power-law tail at high column
densities over a log-normal PDF discussed in the literature, to
account for noise, or to account for the possible the presence
of unresolved spatial variations in the PDF. Recently, regional
variations in the column density PDF within a single cloud were
found (Pineda et al. 2008; Beaumont et al. 2012; Schneider et al.
2012), that suggest that superposition of di↵erent PDF compo-
nents is probably common. In the following paragraphs we will
investigate two cases of a two-component fit, namely: 1) a log-
normal plus a power-law tail; 2) a log-normal and a Gaussian;
and 3) a Gaussian + a power-law, to investigate the impact of
the errors on these fits. We performed our fits by simultaneously
adjusting all fit parameters for all distributions: in other words,
we did not fit separately di↵erent parts of the PDF using di↵er-
ent functional forms, but rather we fit the entire range with the
sum of all functional forms selected (log-normal + power law,
log-normal+Gaussian, and Gaussian + power law).
2 Note that the functional form used here di↵ers, in the definition
of  ln, with respect to the form used in Papers II and III, but is the
same as in Paper IV.
A18, page 7 of 10
A&A 565, A18 (2014)
Table 3. PDF fitting parameters for the di↵erent cases discussed (in magnitudes of AK).
Case µ   O↵set Ak cut Exponent  2
Single log-normal 0.589 0.055  0.555 25 508
Log-normal 0.535 0.061  0.501 4870
Power-law 0.121  2.22 4870
Log-normal 0.088 0.474  0.055 1122
Gaussian 0.034 0.032 1122
Gaussian 0.033 0.032 911
Power-law 0.08  3.14 911
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Fig. 9. Column-density PDF two-component fit of Corona: the orange
and blue curves correspond to a log-normal and a power-law fit to the
observed PDF. The solid red curve represents the sum of the orange and
blue curves (below ⇠0.12 mag, the red curve coincides with the orange
curve). The fit of these two functions to the entire cloud produced better
residuals (grey area) than for the case of a single log-normal, but a clear
pattern in the residuals at lower column densities is still present.
4.2. Log-normal + power-law
Regarding the first case, a log-normal plus a power-law tail, this
is the most accepted case in the literature (Kainulainen et al.
2009; Froebrich & Rowles 2010; Schneider et al. 2013). We per-
formed a simultaneous fit of a log-normal and a power-law to
the data and the results are presented in Fig. 9. The parameters
for this fit are listed in Table 3. One can see both from the fig-
ure and the results of the fit that this is a better fit than a sin-
gle log-normal as discussed in Fig. 8. While the addition of the
power-law component improves the residuals at higher column
densities, it is clear that it could not account for the systematic
correlated pattern of noise in the residuals at the lower extinc-
tions in the vicinity the peak of the PDF.
4.3. Log-normal + Gaussian
The presence of negative values of extinction in the observed
PDF of the Corona cloud indicates that noise may contribute a
non-negligible signal to the overall PDF. To estimate the mag-
nitude of a possible noise component to the cloud PDF we con-
structed the PDF of pixels o↵ the main cloud. It peaks close to
zero extinction and has a Gaussian shape as would be expected
for measurements dominated by noise. Moreover its FWHM is
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Fig. 10. Column-density PDF two-component fit of Corona: the orange
and blue curves corresponds to a log-normal and a Gaussian simultane-
ous fits. The solid red curve represents the sum of the orange and blue
curves. The fit of these two functions to the entire cloud produced the
best fit, with residuals consistent with the expected uncorrelated errors
(grey area).
significant (⇠0.038 mag) and we conclude that such a noise
profile may represent a major component of the Corona PDF.
Therefore we performed a simultaneous fit of a Gaussian and a
log-normal function.
The results are shown in Fig. 10 and the parameters of the
fit are listed in Table 3. This is clearly a better fit than the pre-
vious case, as both the excess at high column densities and the
systematic correlated pattern of noise in the residuals have van-
ished, as well as the lower  2. The interpretation for this case
seems straightforward: the inherent errors in the extinction mea-
surements (blue curve) dominate the core of the observed col-
umn density PDF and are the main cause for the correlated noise
pattern in the residuals seen in the earlier fits (Figs. 8 and 9).
This has important consequences for interpreting the PDFs de-
rived from infrared extinction measurements of clouds like the
Corona. The cores of such PDFs are dominated by noise. The
observed cloud PDF is thus the convolution of the noise with
the underlying or intrinsic PDF of the cloud, which at infrared
extinctions below approximately 0.1 mag is relatively weak
compared to the noise. This may make it very di cult to infer
the true nature of the intrinsic cloud PDF at levels of extinction
below AK ⇡ 0.15 mag. Thus, although a Gaussian + log-normal
function provides an excellent fit to the observed PDF of the
Corona cloud, it is not clear that this conclusively indicates that
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Fig. 11. Column-density PDF two-component fit of Corona: the orange
and blue curves corresponds to a Gaussian and a power-law simulta-
neous fits. The solid red curve represents the sum of the orange and
blue curves (below ⇠0.09 mag, the red curve coincides with the orange
curve). The fit of these two functions to the entire cloud produced the
lowest  2, although presenting residuals exhibiting a systematic corre-
lated pattern at the low-end of the distribution.
the intrinsic cloud PDF is in reality characterized by the specific
parameters derived from the fit or even if it is a log-normal in
shape.
4.4. Gaussian + power-law
We finally performed a simultaneous fit with a Gaussian and a
power-law. The motivation for this is twofold: 1) the core of the
PDF appears to first order Gaussian; and 2) completeness, as this
is the last plausible case left. The results are shown in Fig. 11 and
the parameters of the fit are listed in Table 3. Surprisingly, this
fit gave the lowest  2 of all cases discussed, suggesting that a
simple power-law could be possible description for the intrinsic
PDF of the cloud for AK > 0.15 mag, in fact better than the log-
normal discussed in the previous case. Unlike the previous case,
the residuals at low column density show a correlated pattern of
noise.
The last two cases, namely “Gaussian + log-normal” and
“Gaussian + power-law” are likely the best candidates to explain
the observations. With respect to the residuals, the “Gaussian +
log-normal” seem to give the best overall fit, however, in terms
of  2, the “Gaussian + power-law” is slightly preferred, and in
particular fits best for Ak above ⇠0.1 mag. This suggests that
a power-law with exponent  3 could be the best representation
of the PDF for the molecular part of the complex. On the other
hand, the “Gaussian + power-law” fails to reproduce the residu-
als at the low column densities. These considerations make it
di cult to decide which model best describes the underlying
structure of the cloud.
We conclude that with current data the intrinsic PDF of the
Corona Australis cloud is not precisely determinable over the
full range of column densities, in particular at the low end where
the noise dominates the PDF. This problem is unlikely unique to
Corona and should apply to all column density maps a↵ected by
even moderate noise (average S/N ⇠ 5). Given the prevalence
of the features discussed above for clouds in Papers III and IV
(Perseus, Taurus, California, Orion, Mon R2, Rosette, and Canis
Major), one expects the case of Corona to be hardly unique, sug-
gesting that the parameters derived from the observed PDFs cur-
rently discussed in the literature may be flawed. A way forward
would be to improve the knowledge of the low column density
regions in clouds. This might be possible with derived column
density maps from ESA’s Planck satellite.
Finally, the di↵use component identified in Sect. 3 for the
Corona cloud may not be unique, although this would need to be
confirmed in the future. While we can only speculate about the
origin or the role of these di↵use envelopes in the formation and
evolution of molecular clouds (e.g., are they being ablated from
the denser cloud regions by stellar feedback from nearby mas-
sive stars, or do they indicate molecular cloud formation?), we
can be sure that they are an important component in the struc-
ture, size, and mass budget of the Corona cloud complex. In
Corona we have found what is likely to be the best case for
an isolated molecular cloud with a di↵use (atomic?) envelope.
Because of this, the Corona Australis cloud complex might turn
out to be our best laboratory to study the relation between the
atomic and molecular components in clouds as well as under-
standing the role of turbulence and external feedback in cloud
and star formation.
5. Conclusions
The following items summarize the main results presented in
this paper:
1. We measured the extinction over an area of ⇠870 square de-
grees centered Corona Australis cloud. The extinction map,
obtained with the Nicer and Nicest algorithms, has a res-
olution of 3 arcmin and an average 1-  detection level
of AK ⇠ 0.02 mag.
2. As seen in projection, the Corona Australis cloud consists of
a 45 pc curved complex of filamentary structure. While the
star forming Western-end (the “head”) has a peak column
density above 1023 cm 2 (or AK > 5 mag), the sensitivity of
the extinction map allows us to map the extended and di↵use
Eastern-end “tail” of the cloud down to a mean column den-
sity of ⇠1021 cm 2 (or AK ⇠ 0.05 mag). About two thirds of
the mass of the complex (65%) lies beneath AV ⇠ 1 mag.
3. We find that the PDF of the cloud cannot be described by
a single log-normal function, similar to prior studies. We
show that at low column densities near the peak of the ob-
served PDF, both the amplitude and shape of the PDF, are
dominated by noise in the extinction measurements mak-
ing it impractical to derive the intrinsic cloud PDF below
AK < 0.15 mag. Above AK ⇠ 0.15 mag, the molecular com-
ponent of the cloud, the PDF appears to be best described by
a power-law with index  3, but could also described as the
tail of a broad and relatively low amplitude, log-normal PDF
that peaks at very low column densities.
Multi-population stellar backgrounds, like the one towards the
Sagittarius Dwarf Galaxy, present a new challenge to NIR ex-
tinction mapping techniques. This challenge needs to be ad-
dressed for the exploitation of upcoming deep NIR surveys.
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