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The cost of the exact solution of the many-electron problem is believed to be exponential in the
number of degrees of freedom, necessitating approximations that are controlled and accurate but
numerically tractable. In this paper, we show that one of these approximations, the self-energy
embedding theory (SEET), is derivable from a universal functional and therefore implicitly satisfies
conservation laws and thermodynamic consistency. We also show how other approximations, such
as the dynamical mean field theory (DMFT) and its combinations with many-body perturbation
theory, can be understood as a special case of SEET and discuss how the additional freedom present
in SEET can be used to obtain systematic convergence of results.
I. INTRODUCTION
The computational cost of the exact solution of the re-
alistic extended many-electron problem is believed to be
exponential in the number of degrees of freedom, necessi-
tating the development of accurate approximate methods
able to capture interacting electron physics.1
While mature tools for obtaining ground state energet-
ics for both molecular and solid state problems exist,2,3
solid state experiments are often performed at finite tem-
perature and yield as the measured result not energy dif-
ferences but single-and two-particle response functions,
requiring a description of finite temperature excitations.
Many-body perturbation theory3 accurately describes
these phenomena where interactions are weak. How-
ever, many systems of interest are believed to be out-
side the regime of validity of perturbative approxima-
tions. In these systems, a non-perturbative solution is
desired for a subset of the correlated degrees of freedom
embedded into a background of more weakly correlated,
perturbatively treated states. Ideally such an embedding
construct should be numerically tractable and defined
in terms of one or more small parameters that allow its
tuning from a crude but computationally cheap, approx-
imate solution to the exact but exponentially expensive
one.
Several such theories have been developed. They in-
clude the dynamical mean field theory (DMFT),4,5 its
combination with electronic structure methods, such as
LDA+DMFT6–8 and GW+DMFT9,10, the self-energy
functional theory,11 and most recently the self-energy em-
bedding theory (SEET).12–14 All of them require a com-
promise between accuracy and numerical tractability or
time to solution.
In this paper, we show that SEET can be under-
stood as a conserving functional approximation to an ex-
act Luttinger-Ward functional.15 This functional frame-
work of SEET allows us to compare this theory to other
functional approximations, and show in particular that
DMFT, HF+DMFT, and GW+DMFT can be under-
stood as a special case of SEET and to illustrate how
the additional freedom given by SEET can be employed
to systematically improve results. In particular, we focus
on various aspects of electron ‘screening’ and downfold-
ing and how they are treated in various approximations.
This paper proceeds as follows. In Sec. II, we introduce
the system under study, the SEET definition, DMFT,
and several combinations of DMFT with many-body per-
turbation theory. In Sec. III, we compare the different
approaches based on their functionals. In Sec. IV, we fo-
cus in detail on various aspects of electron screening. We
form conclusions in Sec. V.
II. SYSTEM AND FORMALISM
We consider a system described by a Hamiltonian with
full two-body interaction vijkl and one-body terms tij in
a finite orbital basis:
H =
N∑
ij
tija
†
iaj +
N∑
ijkl
vijkla
†
ia
†
jalak, (1)
where the indices i, j, k, and l enumerate all N basis or-
bitals present in the system. In case of a periodic system,
Eq. 1 may in particular contain one-body terms connect-
ing any orbital in any unit cell to any other orbital in any
other unit cell, and general two-body integrals v mixing
interactions between any of the orbitals in any of the unit
cells in the system.
Physical properties including thermodynamic quanti-
ties (energies and entropies), frequency dependent single-
particle (Green’s functions and self-energies) and two-
particle quantities (susceptibilities) can be described in
a functional approach.15–18 In this approach, a Φ- func-
tional Φ[G] of the Green’s function G, which contains all
linked closed skeleton diagrams,15 is used to express the
grand potential as
Ω = Φ− Tr logG−1 − TrΣG, (2)
and it satisfies
δΦ
δG
= Σ[G], (3)
where the self-energy Σ is defined with respect to a non-
interacting Green’s function G0 via the Dyson equation
G = G0 +G0ΣG. (4)
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2The functional formalism is useful because approxima-
tions to Φ that can be formulated as a subset of the
terms of the exact Φ functional can be shown to respect
the conservation laws of electron number, energy, mo-
mentum, and angular momentum by construction.16,19 In
addition, Φ-derivability ensures that quantities obtained
by thermodynamic or coupling constant integration from
non-interacting limits are consistent.16 Functional theory
therefore provides a convenient framework for construct-
ing perturbative16,20–22 and non-perturbative4,11–14 dia-
grammatic approximations.
On the other hand, approximations based on a Φ
functional do not guarantee self-consistency on the two-
particle level, so that vertex functions which appear in
the calculation of the one-particle self-energy may not
the same as those generated by functional differentiation
in two-particle correlation functions, and crossing sym-
metries may be violated.23–25 The construction of meth-
ods for model systems that respect these symmetries by
construction is an active topic of research.26,27
The approximations we discuss in the following sec-
tions are all expressed in the functional form, thus mak-
ing them straightforward to discuss and compare their
respective assumptions, limits, and strengths.
A. The Self-energy Embedding Theory
1. Self-energy Embedding Equations
The self-energy embedding theory (SEET)12–14 starts
from the assumption that all orbitals present in the sys-
tem can be separated into M distinct orbital subsets
Ai, each containing N
A
i orbitals, and a remainder R
with NR orbitals, such that NAi  N , for each i, and
N =
∑M
i=1N
A
i +N
R.
We assume that the orbitals within each subset Ai
are more strongly correlated among each other than
with other orbitals present in the system, so that their
intra-subset correlations need to be obtained in a non-
perturbative way. Conversely, inter-set correlations be-
tween orbitals belonging to two different sets Ai and Aj ,
i 6= j, and correlations belonging to the remainder R
are assumed to be weaker, such that they can be simu-
lated perturbatively. The choice of orbital subsets and
subset size NAi is general and will be commented on in
Sec. II A 2.
SEET first approximates the solution of the entire sys-
tem using an affordable but potentially inaccurate Φ-
derivable method (weak coupling methods are a natu-
ral choice), and then corrects this approximation in the
strongly correlated subspaces by a non-perturbative re-
sult. This is achieved by approximating the exact Φ-
functional as
ΦSEET = Φtotweak +
M∑
i=1
(
[ΦAstrong]i − [ΦAweak]i
)
. (5)
Here, Φtotweak denotes a solution of the entire system using
a conserving low-order approximation, for instance self-
consistent second order perturbation theory (GF2)28–33
or the GW method.20 ΦA denotes all those terms in Φ
where all four indices i, j, k, l of vijkl are contained inside
orbital subspace A. ΦAweak is the approximation to Φ
A
within the weak coupling method used for solving the
entire system, and ΦAstrong the approximation or exact
solution of ΦA obtained using the higher order method
capable of describing ‘strong correlation’.
Since the self-energy is a functional derivative of the
ΦSEET-functional, the total self-energy Σ contains dia-
grams from both the ‘strong’ and ‘weak’ coupling meth-
ods and can be written in a matrix form reflecting the
system separation onto different correlated blocks
ΣSEET =

[ΣA]1 Σ
int . . . . . . . . .
Σint [ΣA]2 Σ
int . . . . . .
. . . . . . . . . . . . . . .
. . . . . . Σint [ΣA]M Σ
int
. . . . . . . . . Σint ΣR
 (6)
These blocks are obtained upon differentiation of the
ΦSEET functional according to Eq. 3 and have the fol-
lowing form
[ΣA]i = Σ
tot
weak + ([Σ
A
strong]i − [ΣAweak]i), (7)
ΣR = ΣRweak, (8)
Σint = Σintweak. (9)
Eq. 6 describes a subspace self-energy consisting of a con-
tribution from the strongly correlated subspace embed-
ded into a weakly correlated self-energy generated by all
orbitals outside the subspace. This embedding of the self-
energy leads to the name ‘self-energy embedding theory’.
SEET satisfies the following limits:
• If the interaction vijkl is zero or the temperature is
infinity, β = 0, the self-energy is zero and therefore
the method becomes exact.
• If M = 1 and the only subspace A includes all or-
bitals present in the system, NA = N , so that no
orbitals are left in the perturbatively treated sub-
space, NR = 0, then the entire system is solved
using the strong correlation method and ΦSEET =
ΦAstrong. Consequently, if the strong correlation
method provides the exact solution, the exact so-
lution of Eq. 1 is recovered.
• In the limit of non-interacting subsystems, when
the interactions between strongly correlated sub-
spaces are zero, together with a condition NR = 0
and
∑
iN
A
i = N , SEET recovers the solution of
the system with the strong correlation method since
ΦSEET =
∑M
i [Φ
A
strong]i.
• If the correlated subspaces are not treated exactly
but using the same ‘weak correlation’ method as
3the rest of the system, the weak correlation solu-
tion for the full system is recovered since Φtotweak =
Φtotweak +
∑M
i=1
(
[ΦAweak]i − [ΦAweak]i
)
.
While consideration of the exact limits is essential, the
important practical question is whether (and where) one
can expect SEET to be accurate away from these ex-
act limits. As is evident in Eq. 5, SEET becomes ac-
curate where the diagrams considered at the lower level
method require no higher order corrections. This is the
case in the high temperature, high energy, and high dop-
ing regimes where the self-energy is perturbative. Ad-
ditionally, SEET is accurate if all non-perturbative cor-
relations are restricted to the correlated subspaces, and
its accuracy will therefore strongly depend on the choice
of the correlated subspaces. Consequently, choosing the
correlated subspaces is an important step in any SEET
calculation.
2. The choice of SEET subspaces
energy
orbitals near  
Fermi leveloccupied orbitals
empty orbitals
distance
left localized orbitals  center localized  orbitals  right localized orbitals  
a, b, c, . . .
a, b, c, . . .
FIG. 1. Illustration of two choices of SEET subspaces.
Top panel: Selection of orbital subspaces based on the en-
ergy/occupation scheme: partially occupied orbitals near the
Fermi level (µ, ν) are included in the correlated subspace, any
other contribution is excluded. Bottom panel: Selection of
orbitals based on a localization criterion: sets of neighboring
orbitals are chosen as the correlated subspace.
In many techniques, the ‘strongly correlated’ and
‘weakly correlated’ orbital subsets are chosen a priori.
An example is DMFT, where Φ is truncated to local de-
grees of freedom,5 or LDA+DMFT methods5,6,34 where
certain ‘local’ orbitals (usually orbitals with d or f -like
character) are considered to be ‘correlated’, while ‘wider’
p and s orbitals are considered to be non-interacting.
While the same ad hoc orbital choice can be used for
self-energy embedding theory, SEET also offers a differ-
ent approach to the selection of correlated orbitals and
in particular makes an adaptive choice of correlated or-
bitals ‘a posteriori’ possible, without the need to localize
or ‘downfold’ orbitals.
A simple criterion for identifying the degree of orbital
correlation is given by the frequency-dependence of the
self-energy: the larger the frequency dependent part, the
more ‘non-Hartree-Fock’ like an orbital is, and therefore
the more it needs to be treated at the ‘strongly correlated’
level. Since Hartree-Fock only yields orbital occupancies
of 0 and 2 (at zero T ), then any partial occupancy of an
orbital obtained from diagonalizing a one-body density
matrix obtained using a perturbative approach (used in
the first step of SEET) indicates some degree of corre-
lation. The larger the deviation from 0 or 2 the more
“strongly correlated” an orbital is and the more likely it
requires a non-perturbative treatment.
Consequently, the SEET calculations in Ref. 12–14
added orbitals to the strongly correlated subspace A us-
ing a criterion based on diagonalization of the one-body
density matrix: chosen were those NA orbitals with the
largest deviation of the occupancy from 0 and 2. This
requires a basis transform of the hybridization function,
non-interacting Hamiltonian, and two-body integrals into
the basis that diagonalizes the one-body density ma-
trix. While basis transforms for the two-body integrals
are generally expensive, the transformed integrals are
only necessary inside the correlated subspace, making
the transform affordable in practice, such that the orbital
transformation step is not a computational bottleneck.
Two possible subset selection schemes are illustrated
graphically in Fig. 1. The upper panel shows a separation
of orbitals based on energy or occupation scheme, where
mostly unoccupied and mostly filled orbitals are treated
as weakly correlated subspaces that can be treated by a
weak correlation method. Partially filled orbitals are cho-
sen as strongly correlated that will be treated by a non-
perturbative method. The lower panel shows an alterna-
tive separation based on distance, where orbitals local-
ized around a center position are treated as strongly cor-
related, whereas orbitals at farther distance are treated
as uncorrelated or weakly correlated.
3. Self-consistent solution of the SEET equations
The ΦSEET functional of Eq. 5 defines the SEET
approximation.35 It requires the specification of the M
correlated orbital subspaces Ai and the subspace R, in
addition to the ‘strong coupling’ and the perturbative
weak coupling diagrams. We now describe an algorithm
that generates a self-consistent solution of the SEET
equations.
First, the weak coupling method is used to self-
consistently obtain the self-energy Σtotweak and functional
Φtotweak of the entire system from a given initial Green’s
function, e.g. the Hartree-Fock (HF) or density func-
tional theory (DFT) approximation. The self-consistency
of the weakly correlated method eliminates all mem-
4ory of the initial starting point in its convergence to a
fixed point.Upon convergence of the weakly correlated
method, we choose the correlated subspaces according
to Sec. II A 2. We then compute [ΣAweak]i and [Φ
A
weak]i
in every orbital subspace i, i.e. the weak correlation
approximation obtained with vertex indices exclusively
contained in the correlated orbital subsets Ai.
In a next step, [ΣAstrong]i needs to be obtained in each
subspace i. To simplify notation, we select one partic-
ular subspace Ai = A and absorb all other subspaces
Aj , j 6= i, and the remaining weakly correlated orbitals
in space R. Using the non-interacting Green’s function36
in a block form
G0 =
(
ω − tA −tint
−t†int ω − tR
)−1
(10)
and the Dyson equation G = G0 +G0ΣG, we express the
interacting Green’s function as
Gtot =
(
(G−10 )
A − ΣA (G−10 )int − Σint[
(G−10 )
int − Σint]† (G−10 )R − ΣR
)−1
, (11)
where (G−10 )
A denotes the inverse of the non-interacting
Green’s function restricted to the orbital subset A. Eval-
uation of Gtot in the subset A yields
(Gtot)A =
(
(G−10 )
A − ΣA −∆
)−1
, (12)
where ∆ is defined as
∆ =
[ [
(G−10 )
int − Σint]†× (13)[
(G−10 )
R − ΣR]−1 [(G−10 )int − Σint] ].
Eq. 5, Eq. 12 and Eq. 13 show that the ‘strongly corre-
lated’ A-subspace problem can be entirely formulated in
the strongly correlated subspace as a problem in which
the original interactions vijkl have been restricted to the
subspace A, but for which the bare Green’s functions
have been modified from G0 to new propagators G0 which
contain a contribution from a frequency-dependent ‘hy-
bridization function’ ∆. These propagators are defined
as
G−10 = (G−10 )A −∆. (14)
Problems of this type are known as quantum impurity
problems. A quantum impurity solver will obtain an ex-
pression for a correlated (Gimp)A given ∆ (Eq. 13) andG0
(Eq. 10) as well as a subset of interactions vijkl ∈ Ai in ei-
ther spatial or energy basis. Using the impurity problem
Dyson equation, the self-energy for a strongly correlated
orbital subset is obtained as
[ΣAstrong]i = G−10 − ((Gimp)A)−1. (15)
Once this strongly correlated ΣAstrong is known, the total
self-energy, ΣA, in subspace i is evaluated as
[ΣA]i = Σ
tot
weak + ([Σ
A
strong]i − [ΣAweak]i). (16)
We note in particular that there are contributions to
the A-subspace self-energy from vertices and propagators
with some indices outside of subspace A. These contri-
butions are contained within (Σtotweak− [ΣAweak]i) and only
treated at the perturbative level. We would like to stress
that these contributions provide an effective adjustment
caused by non-local interactions to the [ΣAstrong]i that was
evaluated using a subset of local interactions vijkl ∈ Ai.
While quantum impurity models were originally for-
mulated in the context of dilute impurities in a metal,37
they form the basis of many non-perturbative embedding
schemes including DMFT.4,5 Impurity problems are nu-
merically tractable, with accurate or numerically exact
methods ranging from continuous-time quantum Monte
Carlo38–42 to exact diagonalization43,44, configuration-
interaction45, and numerical renormalization group
theory46 methods. The requirements for SEET impu-
rity problems, i.e. general (‘non-diagonal’) hybridization
functions ∆, multiple impurity and bath orbitals, and
general interactions vijkl currently make methods based
on the configuration interaction hierarchy45,47 most suit-
able for this task, despite the necessity to approximate
the continuous hybridization function ∆ by a set of dis-
crete bath levels and bath couplings.
If multiple correlated spaces are present, separate im-
purity problems need to be solved in each subspace Ai,
and correlated self-energies [ΣA]i obtained. These self-
energies are then used to update each [ΣA]i block of
the self-energy ΣSEET obtained with the weak coupling
method according to Eq. 6, and the Green’s function for
the entire system is evaluated using the Dyson equation.
Iteration of this procedure, alternating weak coupling
steps to update Σint,ΣR, with impurity solver steps to
obtain [ΣA]i produces a converged Φ
SEET and ΣSEET of
the form of Eq. 5. Appendix A and Refs. 12–14 have
detailed step-by-step instructions on the construction of
the iterative procedure.
III. RELATIONSHIP TO OTHER FUNCTIONAL
BASED THEORIES
A. DMFT
DMFT4,48,49 is a Φ-derivable theory that can be cast
as an approximation to the exact Φ functional5:
ΦDMFT =
M∑
j=1
[ΦI ]j (17)
where j denotes unit cells, and [ΦI ]j contains all those
diagrams of Φ where the interaction vertices have all four
indices inside unit cell j. All diagrams in Φ connecting
different unit cells, either via interactions or via propaga-
tors, are discarded. As a consequence, ΣDMFT =
δΦDMFT
δG
is purely local to every cell. In a translationally invari-
ant system where all unit cells are equal, ΣDMFT is inde-
pendent of I, and only one impurity problem exists. In
5analogy to Eq. 12, an impurity model with Gimp = GI ,
Σimp = ΣI can be defined and the self-consistent solu-
tion of the Dyson equation G = G0 + G0ΣDMFTG and
the solution of the impurity problem leads to the DMFT
approximation of Eq. 1.50
Eq. 17 shows that DMFT can be understood as a spe-
cial case of SEET in which the orbital subspaces Ai are
chosen to be the orbitals local to a unit cell, the ‘weak cor-
relation’ method is skipped so that Φweak = 0, and the
strong-correlation problem is computed by the DMFT
impurity solver. Correspondingly, DMFT will provide a
good approximation to the physics of a correlated system
as long as the following two criteria are fulfilled: first, the
interactions are predominantly local; and second, self-
energy contributions from non-local terms (interactions
or propagators) are negligible.
B. HF+DMFT
Similarly, HF+DMFT can be cast into this framework.
The chosen correlated orbital subspaces Ij are local to
each unit cell, and the exact Φ is approximated as
ΦDMFT+HF = Φ
tot
HF +
M∑
j=1
(
[ΦI ]j − [ΦIHF]j
)
, (18)
where [ΦIHF]j is the HF Φ-functional with vertex in-
dices restricted to unit cell j. To obtain a self-consistent
ΦDMFT+HF, the Hartree Fock equations are solved for the
entire system and subsequently some or all local orbitals
are chosen to the correlated subspace Ij . The impurity
problem is then solved in the local subspace along the
lines of DMFT.
Note that all the non-local contributions to the self-
energy of the unit cells that are frequency independent
are generated by ΦtotHF. Any higher order contributions to
the self-energy that are frequency dependent have purely
local vertices and there are no non-local frequency depen-
dent self-energy terms in the ΦDMFT+HF functional. Ad-
ditionally, in the non-empirically adjusted HF+DMFT
all impurity interactions remain the bare Coulomb inter-
actions vpqrs and are local to the unit cell orbital sub-
spaces Ij .
Consequently, any adjustment or renormalization of
the frequency dependent [ΣAstrong]i term due to the non-
local effects that is present in SEET(ED-in-GF2 or
ED-in-GW) is absent in HF+DMFT. This is the rea-
son why spectral features and energies produced at the
HF+DMFT or LDA+DMFT level using a bare, unrenor-
malized local Coulomb interaction are not recovered cor-
rectly. For small molecular systems, the incorrect en-
ergies resulting from employing HF+DMFT with bare
Coulomb interactions can be found in Refs. 14 and 51.
C. GW+DMFT
GW+DMFT8,9,52 is based on the premise that both
non-local interactions and non-local correlations are im-
portant and cannot be discarded; however, the non-local
interactions can be treated perturbatively without a sig-
nificant loss of accuracy.
The starting point of the GW+DMFT procedure is the
GW approximation20,53 for which the Φ functional con-
sist of an infinite series of ‘bubble’ polarization diagrams,
P = GG, connected by bare interaction lines. This series
of bubbles can be resumed into a frequency-dependent
‘screened’ interaction W = v + vPW , where v is the
bare Coulomb interaction. The self-energy is approxi-
mated as Σ = −GW , so that in the GW approximation
Φ[G] = − 12GWG.
As Almbladh et al. 17 showed, it is convenient to define
a functional Ψ, which is a functional both of the Green’s
function G and of the screened interaction W ,17 as
Ψ[G,W ] = Φ− 1
2
(PW − log(1 + PW )) (19)
which satisfies (
δΨ
δW
)
G
= −1
2
P, (20)(
δΨ
δG
)
W
= Σ. (21)
Together with the Dyson equation that relates G to Σ,
these expression form a closed set of equations that al-
low the self-consistent computation of Σ and W . We
note that while these equations are Φ (and Ψ)-derivable,
and should be solved in a self-consistent manner, the size
and complexity of W as well as the difficulty in carrying
out the self-consistency necessitates additional approxi-
mations53–56 in the case of large realistic systems, which
may not respect the conserving properties of Hedin’s
‘fully self-consistent’ GW approximation. Notable cases
where these equations have been solved self-consistently
without any approximations are the electron gas,57 atoms
and small molecules,17,58–60 and lattice model systems.61
GW+DMFT then makes use of the fact that, given W
in all orbitals, there is a natural way of defining an ‘ef-
fective’ W in a subset d of correlated orbitals:62 splitting
the polarization into a contribution Pd from the ‘corre-
lated’ orbitals and a contribution from all other orbitals,
P = Pd + Pr, one can define a screened interaction Wr
which does not contain any d-to-r processes and refor-
mulate W as
W = [1−WrPd]−1Wr, (22)
Wr = [1− vPr]−1v. (23)
This identity is general and independent of the GW ap-
proximation. It allows to formulate non-perturbative cor-
rections containing contributions by orbitals exclusively
in the correlated subspace d without double counting.
6Choosing as a subset of orbitals the ones that are local to the unit cell (or, equivalently, a subset of those local
to the unit cell), it follows that10
ΨGW+DMFT = Ψ
tot
GW +
M∑
j=1
(
[ΨI(GI ,Wr)]j − [ΨIGW(GI ,Wr)]j
)
. (24)
This defines the GW+DMFT approximation to the exact
Ψ functional.
The approximation is noteworthy because it is, as it is
written, a diagrammatically sound method for solving
realistic correlated many-body problems that includes
renormalized interactions and non-perturbative local cor-
relations. In practice, numerous technical and theoretical
limitations exist. A fully self-consistent solution of the
GW problem is technically very challenging. The vari-
ous approximations employed (quasiparticles, no full self-
consistency, etc) at the level of GW along with the diffi-
culty of numerically solving multi-orbital impurity prob-
lems with general non-local time-dependent interactions
means that the rigorous diagrammatic footing described
above is severely approximated in practical implementa-
tions of the GW+DMFT method63.
D. Comparison of SEET, DMFT, and GW+DMFT
The methods outlined above have several important
commonalities. First, they require the self-consistent so-
lution of a Φ (or Ψ)-derivable diagrammatic system. This
implies that (provided the equations are actually solved
to self-consistency) the important conservation laws are
automatically fulfilled. They also consist of two-step pro-
cedures: an ‘outer loop’ that entails the solution of a sys-
tem using a ‘cheap’ method (e.g. GW, GF2, or HF), and
an ‘inner’ loop that requires the solution of a quantum
impurity problem using non-perturbative techniques. All
methods become exact at infinite temperature, at zero in-
teraction, and when the system decouples into separate
impurity problems without any inter-impurity interac-
tions.
However, there are several important distinctions be-
tween these methods. The first is the choice of corre-
lated orbital space. In DMFT and its variants, corre-
lated subspace orbitals are chosen a priori to be the lo-
cal orbitals or a subset of the local orbitals. This was
historically motivated by an exact limit of infinite coor-
dination number,48,64 where the self-energy can be shown
to reduce to the local form. The locality approximation
can be controlled by systematically extending the size
of the unit cell in the real65,66 or reciprocal space,67,68 or
by introducing diagrammatic expansions in the non-local
contributions.69–73 In contrast, SEET uses insight from
a low-order solution of the system to adaptively define
the correlated subspace, e.g. via consideration of the el-
ements of the diagonalized one-body density matrix that
are different from 0 or 2. The control parameter used
to converge SEET to the exact limit is the size of the
correlated subspaces NAi , which can be systematically
increased.
A second major difference between HF+DMFT,
GW+DMFT, and SEET(ED-in-GF2 or ED-in-GW) is
the way in which non-local interactions are treated.
DMFT neglects any contribution from non-local inter-
actions to the self-energy, here particularly any contribu-
tions from non-local interactions to the local self-energy
are neglected. HF+DMFT evaluates the frequency-
independent part of the non-local self-energy at the HF
level, but any non-local frequency-dependent contribu-
tion to the self-energy is neglected, as both interactions
and propagators in ΦDMFT are chosen to be local.
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FIG. 2. Left panel: Example of a low order self-
energy diagram contained in SEET(ED-in-GF2) but not in
GW+DMFT. Middle panel: low order diagram contained in
GW+DMFT and SEET(ED-in-GW) but not in SEET(ED-
in-GF2). Right panel: low-order diagram not contained
in GW+DMFT, SEET(ED-in-GW), and SEET(ED-in-GF2).
Dashed lines denote interactions, solid lines Green’s functions.
Both GW+DMFT and SEET(ED-in-GF2 or ED-in-
GW) include frequency-dependent non-local correlations
to some extent. Assuming that a local (rather than an en-
ergy) basis is chosen for SEET, the lowest order diagram
contained in SEET(ED-in-GF2) but not in GW+DMFT
is illustrated in the left panel of Fig. 2. Here, different in-
dices are assumed to be in different unit cells. Conversely,
SEET(ED-in-GF2) in a local basis would not include the
diagram illustrated in the middle panel of Fig. 2. DMFT
could in principle be extended to include the second order
exchange diagram, such that the diagram in the left panel
is contained, while a formulation of SEET around GW,
i.e. SEET(ED-in-GW), would include the middle panel
of Fig. 2. None of these methods includes the diagram
7illustrated in the right panel of Fig. 2. As a commonly
used basis for SEET is an energy basis, rather than a
local basis, a detailed comparison in the practically rele-
vant case is not straightforward.
A third major difference consists of the selection of a
basis. As DMFT-type methods perform a local approxi-
mation, the choice of basis functions strongly influences
the types of correlations that can be contained in DMFT.
In contrast, the adaptive choice of SEET basis does not
require a localization procedure.
Finally, the nature of the correlated impurity prob-
lem is rather different in SEET and GW+DMFT.
GW+DMFT, due to its construction of a screened in-
teraction, requires impurity solvers able to evaluate prob-
lems with fully general frequency-dependent interactions.
While efficient Monte Carlo methods exist that solve
impurity problems with frequency-dependent density-
density interactions,74,75 efficient impurity solvers able
to treat general frequency-dependent four-fermion inter-
actions do not yet exist. SEET, on the other hand, due
to the use of the Φ functional, requires no frequency-
dependence in the interactions. However, the rotation to
the natural orbital basis in which the density matrix is
diagonal usually mixes all orbitals and interactions, ne-
cessitating a treatment of the full four-fermion interac-
tion terms (rather than just density-density interactions)
with ‘off-diagonal’ hybridization functions.
IV. NON-LOCAL INTERACTIONS,
CORRELATIONS, AND SCREENING
Non-local interactions and non-local dynamical corre-
lations (caused both by local and non-local interactions)
alter the local low-energy physics. A combination of these
effects is colloquially summed up under the term ‘screen-
ing’, despite very different physical and diagrammatic
origins. As the methods discussed above treat ‘screening’
to a different extent, we briefly discuss various aspects of
it.
First, the ‘screened interaction’ W describes a way of
re-summing certain classes of diagrams. W then takes
the role of the bare interaction v in Φ and removes di-
agrams with repeated insertion of polarization parts, at
the cost of introducing a frequency dependence.20 The
need for formulating perturbation theories in powers of
W is motivated by a divergence of the perturbation the-
ory in v, when truncated at any order, in the infinite sys-
tem size (momentum q → 0) limit of the electron gas.76 In
contrast, a perturbation theory in W removes this diver-
gence and stays finite.20 Within GW and GW+DMFT,
as well as within SEET(ED-in-GW), terms are included
at least to lowest order in W , and W is approximated by
the lowest order P .
SEET(ED-in-GF2) is based on a GF2 starting point
that is divergent for metallic systems in the thermody-
namic limit, as it is formulated in terms of the bare
v. However, any finite system will yield a convergent
answer. Thus, for a finite system, in an energy basis,
the identification of the correlated orbitals will add near-
Fermi-surface states to the correlated subspace and con-
verge as the subspace is enlarged.
A second, entirely different effect also commonly re-
ferred to as ‘screening’ that leads to lowering of local
bare Coulomb interactions is generated by the effect of
non-local interactions on the local self-energy.77 If the
total orbital space is divided into a correlated subspace
and the remainder, the correlated subspace self-energy
acquires contributions due to non-local interactions with
vertices and propagators in the remainder. This effect is
general and present both for the frequency independent
and dependent contribution to the self-energy. It is best
illustrated for the frequency independent Hartree-Fock
contribution Σ∞ that can be separated into the follow-
ing contributions:
[Σ∞]ij∈A =
∑
kl
γkl(vikjl − 0.5viklj) (25)
= [Σ∞]embeddedij∈A + [Σ∞]
embedding
ij∈A ,
[Σ∞]embeddedij∈A =
∑
kl∈A
γkl(vikjl − 0.5viklj), (26)
[Σ∞]
embedding
ij∈A =
∑
kl∈R
γkl(vikjl − 0.5viklj) (27)
+
∑
k∈A
∑
l∈R
γkl(vikjl − 0.5viklj).
Here the matrix elements [Σ∞]ij∈A have an ‘embedded’
contribution coming only from orbitals belonging to the
subset A and an ‘embedding’ contribution where the
summation runs over other orbitals R that are not con-
tained in the subset A.
A model with non-local interactions often appears to
have a smaller local self-energy than the same model with
only on-site interactions.78,79 Similarly, a multi-orbital
model where inter-orbital interactions are truncated
to density-density interactions encounters its metal-to-
insulator transition at a weaker interaction than one with
the full interaction structure.80–82 As the DMFT ap-
proximation neglects all inter-unit-cell interactions inside
the correlated subspace, and as technical limitations of
the impurity solvers require restriction to density-density
terms, the effective DMFT interactions are additionally
lowered to account for these corrections.
In SEET, this method-dependent ‘screening’ contribu-
tion that results in the lowering of the correlated orbital
subspace self-energy is not caused by introducing effec-
tive interactions. Rather, the ‘embedded’ subspace self-
energy [ΣA]embeddedij∈A = [Σ
A
strong] is evaluated using the
bare Coulomb interactions (transformed to the appropri-
ate basis) and is ‘screened’ due to the presence of the ‘em-
bedding’ self-energy, [Σ]embeddingij∈A = [Σ
tot
weak]ij∈A−[ΣAweak].
Note that the internal summations in [Σtotweak]ij∈A extend
over the orbitals that are not present in the correlated
8subspace, thus accounting for all the effects of the non-
local interactions on the total frequency dependent sub-
space self-energy, [ΣA] = [ΣA]embeddedij∈A + [Σ]
embedding
ij∈A .
V. CONCLUSIONS
We have discussed several diagrammatic approxima-
tions capable of describing a full Coulomb Hamiltonian.
These approximate methods can then be used in ab initio
calculations of realistic materials or molecular problems.
We have paid particular attention to the functional in-
terpretation and have shown that the DMFT - type ap-
proximations, where the correlated subspace orbitals are
chosen to be local to the unit cell, are a subclass of a
wider class of self-energy embedding theories, which can
deal with both local and non-local orbitals present in the
correlated subspace.
We have also shown that relaxing the locality approx-
imation of the self-energy leads to additional freedom in
choosing ‘correlated’ orbitals, and introduces a system-
atic small parameter that can be controlled in practice.
Choosing the correlated orbital subspace as a set of one-
body density matrix eigenvectors corresponding to eigen-
values with partial occupancy (most different than 0 or
2) provides an adaptive selection procedure.
While all the methods outlined here have a rigorous
theoretical foundation, practical implementations of real-
materials embedding calculations remain extremely diffi-
cult and the approximations needed to lower the com-
putational cost typically break Φ-derivability. While
some of these approximations have the potential to be
removed with future increases of computational power,
calculating frequency dependent renormalized interac-
tions in GW+DMFT for impurity models remains chal-
lenging. We therefore believe that embedding methods
that do not rely on explicitly renormalized interactions in
the correlated subspace, such as SEET(ED-in-GW) and
SEET(ED-in-GF2), offer a promising route to the simula-
tion of realistic materials with systematically improvable
accuracy.
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Appendix A: Iterative updates in SEET
The SEET equations are formulated as a set of self-
consistent equations that need to be solved iteratively.
The iteration procedure consists of several parts: (i) the
problem setup with construction of two-body interactions
and one-body integrals (hoppings), (ii) the solution of
the entire system using a low-level, usually weak-coupling
method (GF2, GW), (iii) the construction of the corre-
lated subspace(s) and impurity problem(s), (iv) the solu-
tion of the impurity problems using a high-level, usually
non-perturbative, impurity solver method, and (v) the
adjustment of the chemical potential to match the target
particle number of the system.
The detailed SEET algorithm can be summarized as
follows.
The low level method loop and orbital basis
choice.
IN1: Choose a basis set.
IN2: In the chosen basis evaluate t, and v to represent
the Hamiltonian of interest.
IN3: Solve the Hartree-Fock or Density Functional The-
ory equations to obtain an initial bare Green’s func-
tion G0.
LL0: Starting from a given G0, perform self-energy eval-
uation for the total system with a low level method
and obtain Σtotweak, [Σ
A
weak]i, Σ
R
weak, Σ
int
weak, and
Gtotweak.
LL3: Choose the most suitable basis for the subsystem
Ai that is physically motivated. It can be a energy,
occupation, or a local orbital basis.
LL4: Transform t, Σtotweak, [Σ
A
weak]i, Σ
R
weak, Σ
int
weak, and
Gtotweak to the new basis. Only a subset of v where all
orbital indeces are belonging to subset Ai ( vijkl ∈
Ai) needs to be transformed to the new basis.
The embedding loop.
EL1: Construct Gtot from Eq. 11 with the self-energy
given by Eq. 6. Note, that in the first iteration
[ΣAstrong]i = [Σ
A
weak]i.
EL2: If the particle number is different from the desired
particle number, adjust the chemical potential until
the desired particle number is reached.
EL3: Find hybridization ∆ according to Eq. 13.
The high level solver part.
HL1: Define a non-interacting impurity Green’s
function from Eq. 14. Take care of possible double
counting corrections.
HL2: Evaluate [ΣAstrong]i from Eq. 15 using a high
level solver.
EL4: Come back to EL1 and use [ΣAstrong]i from the high
level solver. Iterate until ∆ or the electronic en-
ergy that can be evaluated at this point will stop
to change.
LL5: Go back to LL0 and use the resulting Gtot as that
starting Green’s function to perform a single up-
date of all the low level self-energies and return
to EL1.
Note, that in a “single shot SEET procedure” the LL5
point is not executed and the iterative loop is terminated
once ∆ or electronic energy evaluated at the EL4 point
stops to change.
