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Résumé 
 
Le cortex préfrontal médian (mPFC) est nécessaire pour la formation des 
représentations contextuelles et l’expression de la mémoire suite au conditionnement 
de peur. Des études récentes ont montré des changements dépendants de 
l’apprentissage dans l’excitabilité intrinsèque des neurones du mPFC. Il n’est 
cependant pas établit, si ces changements se font à l’échelle régionale ou s’ils sont 
spécifiques du type neuronal. La connectivité spécifique et les propriétés intrinsèques 
de différents types neuronaux pourraient entrainer certaines populations neuronales à 
être préférentiellement impliquées dans le traitement de l’information au cours d’une 
tâche d’apprentissage. Dans ce projet, nous avons étudié cette hypothèse par l’étude 
de la plasticité de l’excitabilité intrinsèque dans la partie prélimbique (PL) du mPFC 
dans deux groupes neuronaux bien définis : ceux projetant vers l’amygdale 
ipsilatérale et ceux projetant vers le mPFC controlatéral. Nous avons utilisé à la fois le 
conditionnement à la peur contextuelle, un traçage rétrograde, et des enregistrements 
électrophysiologiques en cellule entière des neurones pyramidaux marqués chez les 
souris mâles C57bl/6J adultes âgées de 2 à 3 mois. Nous montrons que l’excitabilité 
des neurones projetant vers l’amygdale présentent des changements dépendants de 
l’apprentissage, suite au conditionnement de peur contextuelle. En revanche, 
l’excitabilité des neurones projetant vers le mPFC controlatéral ne présente pas de 
différence entre les animaux entrainés et témoins. Ensemble, ces résultats indiquent 
que les changements induits par l’apprentissage dans l’excitabilité intrinsèque ne sont 
pas généralisés à tous les neurones du PL mais sont par contre définis par les cibles 
des neurones qui projettent sur de longues distances. 
 
Mots-clés: Cortex préfrontal médian, cortex prélimbique, conditionnement de peur 
contextuelle, excitabilité intrinsèque, apprentissage et mémoire 
  
  
Abstract 
 
The medial prefrontal cortex (mPFC) is necessary for the formation of contextual 
representations and memory expression following fear conditioning. Recent studies 
have shown learning-dependent changes in the intrinsic excitability of mPFC neurons. 
It is not clear, however, whether these changes are region-wide or neuron-type 
specific. The specific connectivity and intrinsic properties of different neuronal types 
could cause certain neuronal populations to be preferentially involved in information 
processing in a learning paradigm. In this project, we investigated this hypothesis by 
studying the plasticity of intrinsic excitability in the prelimbic (PL) part of the mPFC 
in two defined neuronal groups: those projecting to the ipsilateral amygdala and those 
projecting to the contralateral mPFC. We used contextual fear conditioning together 
with retrograde tracing and whole-cell electrophysiological recordings of labelled 
pyramidal neurons in adult 2-3 month old male C56BL/6J mice. We show that 
neurons projecting to the amygdala display learning-dependent changes in neuronal 
excitability following contextual fear conditioning. In contrast, the excitability of 
neurons projecting to the contralateral mPFC does not differ between trained and 
control animals. Together, these results indicate that learning-induced changes in 
intrinsic excitability are not generalised across all PL neurons but instead are defined 
by the neurons’ long-range projection targets. 
 
Keywords: Medial prefrontal cortex, prelimbic cortex, contextual fear conditioning, 
intrinsic excitability, learning and memory 
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Introduction (française) 
 
Une des caractéristiques les plus remarquables du cerveau est sa capacité à acquérir 
de nouvelles informations et les stocker pour produire des changements adaptatifs du 
comportement. Il s’agit donc d’un objectif neuroscientifique majeur, depuis plusieurs 
décennies, que de comprendre les mécanismes neurobiologiques permettant de coder, 
stocker et récupérer de façon fiable des informations. L'apprentissage et la mémoire 
sont généralement étudiés dans le contexte des changements de la force synaptique 
liés à l’activité, autrement dit à la plasticité synaptique. Cependant, il est maintenant 
clair que l'apprentissage et les différents patrons d'activité neuronale peuvent 
également induire des formes non-synaptiques diverses et généralisées de plasticité, 
telles que les changements dans l'excitabilité intrinsèque d'un neurone (Zhang et 
Linden, 2003; Frick et Johnston, 2005; Disterhoft et Oh, 2006; Mozzachiodi et Byrne, 
2010). La plasticité intrinsèque peut être définie comme un changement dans les 
propriétés électriques du neurone induit par un large éventail de canaux ioniques 
présents dans la membrane plasmique neuronale (Migliore et Shepherd, 2002; Magee, 
2008; Nusser, 2012). Tout changement dans la distribution subcellulaire, densité, 
propriétés biophysiques, ou les niveaux d’activité de ces canaux modifiera 
l'excitabilité de la membrane neuronale (Hille, 2001; Frick et Johnston, 2005). La 
plasticité intrinsèque affecte une large gamme de fonctions neuronales, y compris la 
libération pré-synaptique des neurotransmetteurs, l'intégration des signaux 
synaptiques, la génération de potentiels d'action ou le reflux actif de signaux 
électriques dans les dendrites. Fonctionnellement, il a été suggéré que la plasticité 
intrinsèque peux servir comme un déclencheur de la plasticité synaptique 
subséquente, de l'allocation et consolidation de la mémoire, ou même agir comme une 
partie de l'engramme lui-même (Zhang et Linden, 2003; Frick et Johnston, 2005; 
Disterhoft et Oh, 2006; Zhou et al., 2009; Mozzachiodi et Byrne, 2010; Benito et 
Barco, 2010; Szlapczynska et al., 2014). 
Le cortex préfrontal médian (mPFC) est une région pivot pour les fonctions 
exécutives telles que la prise de décision, l'action orienté vers un but, la détection 
d'erreur et la mémorisation (Brown et Bowman, 2002; Fuster 2008; Euston et al., 
2012). En outre, grâce à ses liens avec les régions sous-corticales du cerveau 
impliquées dans le traitement des états émotionnels, il est dans une position 
stratégique pour induire un comportement adaptatif par l’emprise sur les réactions 
  16 
émotionnelles (Euston et al., 2012). Le mPFC est aussi parfaitement adapté à la 
formation d'associations durables entre les indices menaçants et le cadre 
environnemental. Il intègre des signaux monosynaptiques de l'hippocampe ventral 
(Thierry et al., 2000), ce qui est important pour l'acquisition d'informations 
contextuelles, et il est connecté de façon bidirectionnelle avec l'amygdale baso-
latérale (BLA, McDonald, 1991, 1996; Vertes, 2004; Likhtik et al., 2005), le centre de 
l'apprentissage émotionnel (LeDoux , 2003). En effet, il est maintenant bien établi que 
le mPFC joue un rôle essentiel dans l'acquisition, la consolidation et le stockage des 
souvenirs de peur (Sacchetti et al., 2003; Frankland et al., 2004; Laviolette et al., 
2005; Laviolette et Grace, 2006; Einarsson et Nader, 2012) ainsi que dans la 
médiation de leur expression et leur extinction (Quirk et Mueller, 2008; Burgos-
Robles et al., 2009; Knapska et Maren, 2009; Herry et al., 2010; Sierra-Mercado et 
al., 2011). 
Le conditionnement de la peur a émergé comme un modèle utile pour l'étude 
de l'apprentissage et de la mémoire. Sur l'ensemble des émotions, la peur est celle qui 
est la mieux comprise à la fois sur le plan comportemental et neurobiologique, ce qui 
permet une analyse détaillée de la relation entre le comportement et une activité 
neuronale spécifique. De plus, l'apprentissage de la peur chez les rongeurs est rapide 
et robuste, une seule session d’entrainement étant suffisante pour produire des 
souvenirs à vie (Fanselow, 1990; Anagnostaras et al., 2000; Gale et al., 2004). Cela en 
fait un modèle très utile pour l'étude de la mémoire avec une haute résolution 
temporelle (Frankland et al., 2006; Reijmers et al., 2007; Tayler et al., 2013). 
Malgré une bonne compréhension des circuits du cerveau impliqués dans le 
traitement de la peur, les mécanismes cellulaires précis permettant l’acquisition, le 
stockage, et l’expression de la mémoire émotionnelle dans le mPFC sont encore mal 
définis. Une étude récente a montré que le conditionnement de la peur entraine une 
diminution de l'excitabilité intrinsèque des neurones corticaux infralimbiques (IL), 
alors que pour les mêmes neurones, l'apprentissage de l'extinction de la peur provoque 
une augmentation de l'excitabilité intrinsèque (Santini et al., 2008). Le IL est une 
région du mPFC impliqué dans l’extinction de la peur et il est incertain si de tels 
changements dans l'excitabilité se produisent également dans le PL - une région 
adjacente au mPFC impliqué dans l'acquisition et l'expression de la peur (Vidal- 
Gonzales et al., 2006; Corcoran et Quirk, 2007; Lauzon et al., 2009; Laurent et 
Westbrook, 2009; Sierra-Mercado et al., 2011). En outre, il n'est pas clair si les 
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changements d'excitabilité observés dans les neurones IL se font à l'échelle régionale 
ou sont spécifiques du type neuronal. Nous savons maintenant que le mPFC contient 
une population hétérogène de neurones dont les propriétés intrinsèques et les réponses 
à la neuro-modulation diffèrent en fonction des cibles des neurones qui projettent sur 
de longues distances (Dembrow et al., 2010). 
 
Pour les raisons susmentionnées, nous avons formulé l'objectif de recherche suivant: 
 
Objectif 1 – Pour déterminer si le conditionnement de peur induit des 
changements dans l'excitabilité intrinsèque de deux groupes neuronaux du PL: 
ceux qui projettent vers la BLA- et ceux qui projettent vers le mPFC. 
 
Afin de répondre à cet objectif nous avons infusé le traceur rétrograde de la toxine 
cholérique B (CTB) dans la BLA ipsilatérale et/ou dans le mPFC controlatéral de 
souris C57BL/6J agé de 2-3 mois. Nous avons choisi de mettre l'accent sur le groupe 
du mPFC parce qu’il présente une très forte connectivité inter-hémisphérique (Vertes, 
2004; Hoover et Vertes, 2007) qui pourrait être importante pour l’induction de 
réponses à des situations stressantes (Lupinsky et al., 2010). Nous avons choisi le 
groupe de la BLA parce que la voie PL-BLA est considérée comme nécessaire pour 
l’acquisition et l'expression de la mémoire de peur (Burgos-Robles et al., 2009; 
Stevenson, 2011; Vouimba et Maroun, 2011) . 
Une semaine après la chirurgie, les souris ont été entrainées à une tâche de 
conditionnement de la peur contextuelle. Les souris conditionnées à la peur ont 
exploré le contexte de conditionnement pendant deux minutes, après quoi elles ont 
reçu trois chocs électriques non signalés au niveau des pattes avec des intervalles 
d'une minute. Les souris contrôles, quant à elles, ont exploré le contexte sans recevoir 
de chocs (« contexte seulement »). Un à quatre jours après la tâche comportementale, 
les souris ont été sacrifiées pour des enregistrements électrophysiologiques. Les 
propriétés intrinsèques des neurones pyramidaux marqués du PL des couches 2/3 et 5 
ont été mesurées sur des tranches aigues de cerveau avec la technique 
d’enregistrement de type patch-clamp en mode cellule entière. Les résultats obtenus 
ont été comparés entre les groups conditionnés et « contexte seulement ». Nous avons 
trouvé que le conditionnement à la peur contextuelle induisait une plasticité 
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intrinsèque dans les neurones du PL projetant vers la BLA mais pas dans les neurones 
projetant vers le mPFC.  
 
Compte tenu de ces résultats, nous avons formulé notre second objectif de recherche : 
 
Objectif 2 – Pour déterminer si les changements dans l’excitabilité intrinsèque 
observés dans les neurones du PL projetant vers la BLA étaient dépendants de 
l’apprentissage ou s’ils ont pu résulter de la douleur et/ou du stress associé avec 
le choc.  
 
Afin de répondre à cet objectif, nous avons introduit un troisième groupe  
comportemental - le groupe de choc immédiat. Dans ce groupe, les souris ont reçu 
trois chocs non signalés aux pattes, tout comme les souris conditionnées, mais au lieu 
d'avoir eu le temps d'explorer d'abord le contexte, elles ont reçu des chocs dès leur 
placement dans la chambre de conditionnement. Dans un protocole de choc immédiat 
les animaux ne parviennent pas à développer une réponse conditionnée au contexte 
(Fanselow, 1986) et ce type de protocole est couramment utilisé comme un contrôle 
comportemental de l'effet délétère du choc électrique. Les propriétés intrinsèques des 
neurones pyramidaux marqués du PL des couches 2/3 et 5 provenant des souris ayant 
reçu un choc immédiat ont été mesurées seulement dans les neurones projetant vers la 
BLA. Les résultats ont été comparés à ceux obtenus avec les souris conditionnées et 
les souris du groupe « contexte seulement ». 
Nos résultats ont montré que les changements induits par le conditionnement à 
la peur contextuelle dans les neurones PL projetant vers la BLA étaient 
significativement différents entre les souris conditionnées et ayant subi des chocs 
immédiats. Notamment, il n'y avait pas de différences significatives entre les 
propriétés intrinsèques des neurones issus des souris ayant subi des chocs immédiats 
et le « contexte seulement ». Par conséquent, en utilisant les souris ayant subi des 
chocs immédiats comme notre deuxième groupe de contrôle, nous avons établi que les 
changements dans l'excitabilité intrinsèque des neurones PL projetant vers la BLA ont 
été effectivement induits par l'apprentissage et n'ont pas été causés par l'expérience 
répulsive aux chocs électriques eux-mêmes. 
En résumé, nos résultats indiquent que le conditionnement à la peur 
contextuelle induit des changements dépendant de l'apprentissage dans l'excitabilité 
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intrinsèque des neurones PL et ceci d'une manière spécifique à une population 
neuronale. Les populations de neurones qui subissent une plasticité intrinsèque 
peuvent être distinguées en fonction de leur connectivité sur de longue distance. 
 
Ma contribution dans ce travail a été d'établir, exécuter et analyser toutes les 
expériences présentées dans cette thèse. J'ai également participé à la rédaction et à la 
révision du chapitre d’un livre référencé ci-dessous: 
 
Szlapczynska, M.*, Bonnan, A.*, Ginger, M. and Frick, A. (2014). Plasticity and 
pathology of dendritic intrinsic excitability, In Horizons in Neuroscience Research, 
Vol. 14, A. Costa and E. Villalba, eds. (New York: Nova Science Publishers).  
* Indique que le premier auteur est commun. J'ai écrit la section « Plasticité de 
l'excitabilité dendritique ». Le chapitre du livre est disponible en annexe. 
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1. Introduction  
 
One of the most remarkable features of the brain is its ability to acquire new information and 
store it to produce adaptive changes in behaviour. It is therefore an ongoing neuroscientific 
aim to understand the neurobiological mechanisms allowing us to encode, store and reliably 
retrieve information. Learning and memory are typically studied in the context of activity-
dependent changes in synaptic strength, namely synaptic plasticity. However, it is now clear 
that learning and different patterns of neuronal activity can also induce diverse and 
widespread non-synaptic forms of plasticity such as changes in the intrinsic excitability of a 
neuron (Zhang and Linden, 2003; Frick and Johnston, 2005; Disterhoft and Oh, 2006; 
Mozzachiodi and Byrne, 2010). Intrinsic plasticity can be defined as a change in the neuron’s 
electrical properties mediated by a wide range of ion channels present in the neuronal 
membrane (Migliore and Shepherd, 2002; Magee, 2008; Nusser, 2012). Any change in the 
subcellular distribution, density, biophysical properties, or activity levels of these channels 
will alter the excitability of the neuronal membrane (Hille, 2001; Frick and Johnston, 2005). 
Intrinsic plasticity affects a wide range of neuronal functions including the presynaptic release 
of neurotransmitters, the integration of synaptic inputs, the generation of action potentials and 
the active back-flow of information into the dendrites. Functionally, it has been suggested to 
serve as a trigger for subsequent synaptic plasticity, memory allocation and consolidation, or 
even act as part of the engram itself (Zhang and Linden, 2003; Frick and Johnston, 2005; 
Disterhoft and Oh, 2006; Zhou et al., 2009; Mozzachiodi and Byrne, 2010; Benito and Barco, 
2010; Szlapczynska et al., 2014) 
The medial prefrontal cortex (mPFC) is a pivotal region for executive function such as 
decision-making, goal-oriented action, error detection and memory (Brown and Bowman, 
2002; Fuster 2008; Euston et al., 2012). Moreover, thanks to its connections with subcortical 
brain regions implicated in the processing of emotional states, it is in a strategic position to 
mediate adaptive behaviour through the control over emotional responses (Euston et al., 
2012). The mPFC is also perfectly suited for the formation of long lasting associations 
between threatening cues and environmental contexts. It integrates monosynaptic inputs from 
the ventral hippocampus (Thierry et al., 2000), which is important for the acquisition of 
contextual information, and it is bidirectionally connected to the basolateral amygdala (BLA; 
McDonald, 1991, 1996; Vertes, 2004; Likhtik et al., 2005), the centre for emotional learning 
(LeDoux, 2003). Indeed, it is now well established that the mPFC plays a critical role in the 
acquisition, consolidation and storage of fear memories (Sacchetti et al., 2003; Frankland et 
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al., 2004; Laviolette et al., 2005; Laviolette and Grace, 2006; Einarsson and Nader, 2012) as 
well as in mediating their expression and extinction (Quirk and Mueller, 2008; Burgos-Robles 
et al., 2009; Knapska and Maren, 2009; Herry et al., 2010; Sierra-Mercado et al., 2011).  
Fear conditioning has emerged as a useful model for the study of learning and 
memory. Out of all the emotions, fear is the one that is best understood both on the 
behavioural and neurobiological level, which allows for a detailed analysis of the relationship 
between behaviour and specific neuronal activity. Moreover, fear learning in rodents is rapid 
and robust with a single training session being sufficient to produce life-long memories 
(Fanselow, 1990; Anagnostaras et al., 2000; Gale et al., 2004). This makes it a very useful 
model for the study of memory with a high temporal resolution (Frankland et al., 2006; 
Reijmers et al., 2007; Tayler et al., 2013).  
Despite a good understanding of the brain circuits involved in fear processing, the 
precise cellular mechanisms underlying emotional memory acquisition, storage and 
expression in the mPFC are, however, still poorly defined. A recent study has shown that fear 
conditioning causes a decrease in the intrinsic excitability of infralimbic cortical (IL) neurons, 
whereas for the same neurons fear extinction learning causes an increase in intrinsic 
excitability (Santini et al., 2008). IL, is an mPFC region implicated in fear extinction and it is 
unclear whether such changes in excitability also occur in the PL - a neighbouring mPFC 
region implicated in fear acquisition and expression (Vidal-Gonzales et al., 2006; Corcoran 
and Quirk, 2007; Lauzon et al., 2009; Laurent and Westbrook, 2009; Sierra-Mercado et al., 
2011). Additionally, it is not clear, whether the excitability changes observed in the IL 
neurons are region-wide or neuron-type specific. It is now known that the mPFC contains a 
heterogenous population of neurons whose intrinsic properties and responses to 
neuromodulation differ depending on the neurons’ long-range projection targets (Dembrow et 
al., 2010).  
 
Given the above reasons, we formulated the following research objective: 
 
Objective 1 – To investigate whether fear conditioning induces changes in the intrinsic 
excitability of two neuronal groups in the PL: the BLA- and the mPFC-projecting 
neurons. 
 
In order to address this objective we infused the retrograde tracer Cholera Toxin B (CtB) into 
the ipsilateral BLA and/or into the contralateral mPFC of 2-3 month old C57BL/6J mice. We 
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chose to focus on the mPFC-projecting group because the mPFC exhibits very strong 
interhemispheric connectivity (Vertes, 2004; Hoover and Vertes, 2007) that might be 
important for mediating responses to stressful situations (Lupinsky et al., 2010). We selected 
the BLA-projecting group because the PL-BLA pathway is thought to mediate fear memory 
acquisition and expression (Burgos-Robles et al., 2009; Stevenson, 2011; Vouimba and 
Maroun, 2011). 
One week following surgery the mice were trained in a contextual fear conditioning 
task. The fear conditioned mice explored the conditioning context for two minutes after which 
they received three unsignalled footshocks at one minute intervals. On the other hand, the 
control mice (context only) explored the context without receiving any footshocks. One to 
four days after the behavioural task, the mice were sacrificed for electrophysiological 
recordings. The intrinsic properties of layer 2/3 and 5 labelled pyramidal PL neurons were 
measured in acute brain slices using somatic whole-cell current clamp recordings. The 
obtained results were compared between the conditioned and context only groups. We found 
that contextual fear conditioning induced intrinsic plasticity in the BLA-projecting PL 
neurons but not in the mPFC-projecting neurons.  
 
Given those results we formulated our second research objective: 
 
Objective 2 – To investigate whether the changes in intrinsic excitability observed in the 
BLA-projecting PL neurons were learning-dependent or whether they could have 
resulted from the pain and/or stress associated with the footshock.  
 
In order to address this goal we introduced a third behavioural group – the immediate shock 
group. In this group, the mice received three unsignalled footshocks, just like the conditioned 
mice did, but instead of being given time to initially explore the context they received the 
shocks immediately upon placement in the conditioning chamber.  In an immediate shock 
protocol the animals fail to develop a conditioned response to the context (Fanselow, 1986) 
and this type of protocol is commonly used as a behavioural control for the aversive effect of 
the footshock. The intrinsic properties of layer 2/3 and 5 labelled pyramidal PL neurons from 
the immediate shock mice were measured only in the BLA-projecting neurons. The results 
were compared to those obtained from the conditioned and context only mice.  
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Our results showed that the changes induced by contextual fear conditioning in the 
BLA-projecting PL neurons were significantly different between conditioned and immediate 
shock mice. Importantly, there were no significant differences between the intrinsic properties 
of neurons from the immediate shock and context only mice. Therefore, by using the 
immediate shock as our second control group, we established that the changes in the intrinsic 
excitability of the BLA-projecting PL neurons were indeed induced by learning and were not 
caused by the aversive experience of the footshock itself. 
In summary, our results indicate that contextual fear conditioning induces learning-
dependent changes in the intrinsic excitability of PL neurons and it does so in a neuronal 
population specific manner. The neuronal populations that undergo intrinsic plasticity can be 
distinguished based on their long-range connectivity. 
 
My contribution to this work was to establish, perform and analyse all of the experiments 
presented in this thesis. I also participated in the writing and revision of the following book 
chapter:  
 
Szlapczynska, M.*, Bonnan, A.*, Ginger, M. and Frick, A. (2014). Plasticity and pathology 
of dendritic intrinsic excitability, In Horizons in Neuroscience Research, Vol. 14, A. Costa 
and E. Villalba, eds. (New York: Nova Science Publishers).  
* indicates shared first authorship. I wrote the section ‘Plasticity of dendritic excitability’. The 
book chapter is attached in the Appendix.  
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2. The Neurobiology of Fear Conditioning 
In Chapter 2 I describe Pavlovian fear conditioning as a model for studying neuronal 
mechanisms involved in learning and memory. I also discuss the neural circuits and 
mechanisms involved in the processing of fearful stimuli, with a special focus on the role 
played by the hippocampus and the amygdala. The role played by the medial prefrontal cortex 
(mPFC) in fear conditioning is explored in Chapter 3 – The Medial Prefrontal Cortex. I start 
this section by providing a general background into memory systems. 
 
2.1. Memory systems 
Learning and memory are fundamental to human life allowing us to acquire new knowledge 
that can be used to plan into the future and respond adaptively to unfamiliar situations. In 
humans, memory can be divided into short-term and long-term memory (Baddeley, 2001). 
Short-term memory lasts on the scale of seconds to a few hours. These memories are readily 
lost and are very sensitive to disruption. Working memory, often called ‘online memory’ is a 
subtype of short-term memory that allows us to temporarily store and manipulate information. 
It requires attention, active rehearsal and it is limited in its storage capacity (Baddeley and 
Hitch, 1974). Long-term memories, on the other hand, are permanent with virtually unlimited 
storage capacity. They undergo a process of consolidation before they are available for 
reliable retrieval. Short-term memory is not within the scope of this project and therefore 
from this point onward I will focus only on long-term memory. 
Long-term memory can be grossly divided into two types - declarative and 
nondeclarative memory (Figure 2.1). Declarative memory, also known as explicit memory is 
the memory for facts (semantic memory) and events (episodic memory, Schacter and Tulving, 
1994). It is available for conscious recollection, depends on the medial temporal lobe 
structures and it is affected by amnesia. Declarative memory forms our representation of the 
outside world, it allows us to encode the relationship between multiple items and events, it is 
flexible and the stored material can guide our performance in a variety of situations. It is also 
the kind of memory that we usually refer to when talking about memory (Squire, 1992). Non-
declarative, or implicit, memory on the other hand is acquired through experience and can be 
readily accessed without our awareness when the circumstances require it. It is expressed 
through performance and does not require a conscious recollection of the past. The recall of 
these memories occurs through the reactivation of the systems through which the learning had 
occurred originally. Non-declarative memory can be further subdivided into i) procedural 
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memory - the memory for skills, habits, ii) priming and perceptual learning iii) non-
associative learning - such as sensitisation and habituation, as well as iv) associative learning 
such as simple forms of classical conditioning (Squire, 1992, 2004). Despite this 
categorisation it is important to bear in mind that in most life situations multiple forms of 
memory are activated in parallel. For example, when stung by a bee we could form a 
declarative memory of the exact day and location where the unpleasant event had happened as 
well as a non-declarative memory, namely the fear of bees.  
Long-term memory is not a unitary system and no one brain area or cell type can 
account for all of the memories we store. Nevertheless, it is now clear that certain brain areas 
are critical for some types of learning to occur. For example, spatial memory is known to 
require the hippocampus (O’Keefe and Nadel, 1978), whereas emotional learning (e.g. fear 
conditioning) depends primarily on the amygdala (LeDoux, 2003). 
 
 
 
Figure 2.1 Long-term memory systems. The accepted division of memories into declarative and nondeclarative 
memories as well as their individual subtypes. Adapted from Squire et al., 2004. 
 
 
2.2 Pavlovian fear conditioning 
Fear conditioning is a form of classical conditioning typically classified as a nondeclarative 
associative form of learning and memory (for fear conditioning as a model for declarative 
memory see section 2.3.1 Hippocampus in fear conditioning). Arguably some of the most 
famous studies of classical conditioning date back to the 1920s. In 1927 Ivan Pavlov 
demonstrated that when he rang a bell just before he gave food to a group of dogs, over time 
the dogs started salivating to the sound of the bell (Pavlov, 1927). This important observation 
showed that the dogs formed an association between a conditioned stimulus (CS) - the sound 
of a bell - and the occurrence of an unconditioned stimulus (US) - the food. The salivating 
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that was originally a response only to the US became, through the process of association, a 
conditioned response (CR) to the CS. Another study, performed by John Watson and Rosalie 
Rayner (1920), demonstrated a famous case of fear conditioning, in what is known as the 
‘Little Albert’ experiment. Before the start of the experiment, little Albert an 11-month-old 
infant showed no fear towards a white rat that he was curious of and happily played with. 
However, from the onset of the experiment, every time little Albert would extend his hand 
towards the rat the experimenters banged a steel bar with a hammer behind the infant’s head. 
This sudden noise caused little Albert to startle violently and brake into sudden crying. After 
several pairings of the rat and the noise, little Albert started displaying a conditioned fear of 
the rat. When presented with the rat he would start crying and try to move away from it 
(Watson and Rayner, 1920). 
Nowadays, fear conditioning has become a useful and widely used paradigm for 
studying emotional learning and memory. In a typical fear conditioning paradigm a mouse or 
a rat is placed in a conditioning chamber and following several minutes of free exploration it 
is exposed to a neutral sensory stimulus such as a tone, light or odour, which is then quickly 
followed by an aversive event such as a brief electric footshock. After repeated presentations 
of the stimulus-shock pairings the animal develops a conditioned fear of the stimulus. 
Following the acquisition of the CS-US association, the innate physiological and behavioural 
responses begin to be controlled by the CS. Defensive responses that are typical for rodents 
include cessation of movement (freezing), autonomic arousal (increase in heart-rate, blood 
pressure, respiration), an endocrine response (increase in stress hormone release), alterations 
in pain sensitivity (hypoalgesia), ultrasonic vocalisations and enhanced reflex expression such 
as fear-potentiated startle and eyeblink responses (LeDoux, 2000; Kim and Jung, 2006).  
The behavioural measure most commonly used to assess conditioned fear memory in 
the laboratory, is freezing. Freezing can be defined as a complete lack of movement apart 
from breathing (Fanselow, 2000). Although perhaps not the most accurate index of actual 
fear, it is widely used across laboratories. This is because it does not require any additional 
equipment, as would be necessary for measuring the heart rate or ultrasonic vocalisations, it is 
clearly defined, readily observable and easily measured, allowing for results from different 
laboratories to be easily compared. 
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2.2.1 Contextual fear conditioning 
The most commonly studied type of fear conditioning is cued fear conditioning, where the 
presentation of a discrete CS (usually a tone) signals the eminent occurrence of the US 
(shock). However, mice/rats also readily acquire conditioned fear of the context in which they 
experience the aversive stimulus. In a typical contextual fear conditioning training session the 
rodent is placed in the conditioning chamber and is allowed a few minutes of free exploration 
(usually 1-2 minutes) before it receives one or more unsignalled footshocks. Contextual fear 
can also be acquired during cued conditioning provided that enough time is allowed for 
exploration before the onset of the tone-shock pairing. In contextual fear conditioning the 
context, which can be vaguely defined as ‘the set of circumstances around an event’ (Maren et 
al., 2013), becomes the CS. Consequently, as opposed to cued fear conditioning the CS is: i) 
multisensory as it is composed of many different elements - the box where the animal is 
placed, the metal grid through which the shock is delivered, the presence of light, the odour, 
etc. ii) continuously present throughout the training session and iii) diffuse – it is predictive of 
the general situation in which the aversive stimulus will occur but is not predictive of the 
exact onset of this stimulus (Maren et al., 2013). Given the above, learning in contextual fear 
conditioning occurs under slightly different rules than in does in cued conditioning. Firstly, 
learning occurs through a process of exploration during which the animal assembles a 
configural representation of the context from all of its individual elements (Rudy and 
O’Reilly, 2001; Rudy et al., 2004; Maren et al., 2013). The final representation is not simply a 
sum of all the elements. Instead, the animal forms a new ‘gestalt’ representation of the context 
and it is this global representation that enters into an association with the US. During 
contextual fear conditioning we can therefore distinguish two distinct phases - context 
encoding and context conditioning, with context encoding being necessary for context 
conditioning to take place (Figure 2.2; Fanselow, 2010; Maren, 2013). Secondly, contextual 
and cued fear conditioning differ in the time lapse that is necessary to occur between the 
presentation of the CS and the US. In cued fear conditioning, the shorter the time interval 
between the CS and US presentation, the better the conditioning will be. In contrast, in 
contextual fear conditioning, learning is better when the delay between the placement of the 
animal in the conditioning chamber and the shock is extended (Fanselow, 2000).  
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Figure 2.2 Context encoding and conditioning in rodents. When the rodent is exposed to a new context it 
automatically acquires its contextual representation in a process called context encoding (top panel). If that 
context is then paired with an aversive stimulus such an electric footshock (lightening symbol) it will result in the 
formation of an association between the context and the shock. This process is called context conditioning and it 
can occur for both unsignalled and signalled shocks (bottom panel). A shock is signalled when it is preceded by a 
distinct cue such a specific tone (bell symbol). Adapted from Maren et al., 2013. 
 
 
 
The importance of this delay is clearly demonstrated by a phenomenon called the 
immediate shock deficit (Fanselow, 1986).  If instead of being given time to explore the 
context, the rat is shocked immediately upon placement in the conditioning chamber it does 
not develop a CR to the context (Fanselow, 1986). A delay of approximately 20 seconds is 
necessary for any conditioning to occur (Fanselow, 1990, 2000; Landeira-Fernandez et al., 
2006). This failure in conditioning might stem from insufficient contextual encoding and/or 
an inability of the animal to form a proper CS-US association. The immediate shock paradigm 
is therefore a useful behavioural control for the effect of the footshock. It allows for the 
comparison of the neurobiological responses of the animals that successfully underwent 
conditioning to those that did not even though both groups had been exposed to exactly the 
same aversive stimulus.  
Despite the differences in the rules governing information processing in cued and 
contextual fear conditioning, both behavioural paradigms produce long-term memories 
following a single trial and result in identical emotional responses – conditioned freezing to 
the CS.  
 
2.2.2 Conditioned fear as a model for studying memory 
Fear is a defensive mechanism that we acquired through evolution to enable us to protect 
ourselves from danger and survive. It can be defined as an emotional state coupled with a 
behavioural and physiological response to a threating environment. Despite the fact that in 
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humans fear is very much a psychological construct with no single definition or interpretation, 
it is nonetheless an emotion that is not unique to us. It is conserved across all non-human 
mammals as well as probably most vertebrates. The study of fear is important because it plays 
a major role in our lives and can be the basis of many psychopathological conditions, such as 
anxiety disorders, phobias, panic or posttraumatic stress disorder (Davis, 1992; Maren and 
Quirk, 2004; Phelps and LeDoux, 2005; Pape and Paré, 2010).  
Fear conditioning is a very good model for the study of learning and memory. Fear is 
the emotion that is best understood behaviourally and in terms of the brain circuits involved. 
This allows for a detailed analysis of the relationship between behaviour and neuronal 
activity. Moreover, fear learning is very robust in mice and rats, fear induction is rapid and 
often a single training trial is enough to produce life-long memories (Fanselow, 1990; 
Anagnostaras et al., 2000; Gale et al., 2004). This is useful for the study of different memory 
phases with high temporal resolution (Frankland et al., 2006; Reijmers et al., 2007; Tayler et 
al., 2013). Most importantly however, fear is a valuable tool for neuroscientific research 
because it is induced by clear and specific environmental cues that are under the 
experimenter’s control. These stimuli evoke measurable effects in the form of distinct 
behavioural and physiological responses (LeDoux, 2000; Kim and Jung, 2006). Finally, 
studying fear memory is not labour intensive - a typical training session last approximately 5-
10 min and the equipment is compact allowing for many mice to be tested at once.  
  
2.3 The neuronal circuit of fear 
Just as with any kind of memory, the acquisition and storage of fear memories is not restricted 
to a single brain structure and instead requires the interaction of neuronal circuits located 
within many different regions. There is a general consensus that the three main structures 
mediating the encoding, storage and retrieval of contextual fear memories are the amygdala, 
hippocampus and the medial prefrontal cortex (Figure 2.3; mPFC; Tronson et al., 2012; 
Maren et al., 2013; Zelikowsky et al., 2013).  
It is now well established that contextual representations are formed within the 
hippocampo-cortical networks, whereas the amygdala is the place where the CS-US 
associations are made and whose output directly elicits conditioned freezing (Sah et al., 2003; 
Kim and Jung, 2006; Pape and Paré, 2010). The mPFC is known to be the site for remote fear 
memory storage (Frankland et al., 2004), as well as for mediating fear expression (Burgos-
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Robles et al., 2009; Sierra-Mercado et al., 2011), extinction (Quirk and Mueller, 2008; Herry 
et al., 2010), and the renewal of extinguished fear responses (Knapska and Maren, 2009). 
 
 
 
Figure 2.3 The neuronal circuit of fear. Abbreviations: BLA, basolateral amygdala; CEA, central 
nucleus of the amygdala; CR, conditioned response; mPFC, medial prefrontal cortex; vHPC, ventral 
hippocampus. 
 
 
Below I discuss the role played by the hippocampus and the amygdala in conditioned 
fear learning and memory. The contribution of the mPFC is treated separately in Chapter 3, 
which is specifically dedicated to this structure. 
 
2.3.1 Hippocampus 
The rodent hippocampal formation (HF), commonly just referred to as the hippocampus, is a 
structure located in the medial temporal lobe. The HF is a collection of brain areas comprising 
the dentate gyrus (DG), the hippocampus proper, the subiculum, presubiculum, 
parasubiculum and the entorhinal cortex (Figure 2.4; Amaral and Lavenex, 2007). The 
hippocampus proper is further subdivided into the CA3, CA2 and CA1 (CA stands for Cornu 
Ammonis). Depending on the nomenclature, the presubiculum, parasubiculum and the 
entorhinal cortex can also be classified as forming part of the parahippocampal region and not 
being part of the HF itself (Amaral and Lavenex, 2007; van Strien et al., 2009). The anatomy 
of the HF differs along the septotemporal axis (Figure 2.4). The extreme septal division 
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contains only the CA3-CA1 fields and the DG. The subiculum is first visible about a third of 
the way along the axis, with the presubiculum and parasubiculum emerging towards the 
temporal division. The entorhinal cortex is located even more caudally and ventrally (Amaral 
and Lavenex, 2007). The entorhinal cortex is reciprocally connected with the neocortex and it 
gives rise to the perforant path that projects to other regions of the HF and thus constitutes the 
main cortical input pathway. The subiculum on the other hand is the main source of 
subcortical projections (Amaral and Lavenex, 2007; van Strien et al., 2009).  
 
 
 
Figure 2.4 The three-dimensional organisation of the rodent hippocampal formation. Three coronal 
sections of the hippocampal formation showing the differences in anatomy along the septo-temporal axis.  
Abbreviations: CA1, CA2, CA3 - cornu ammonis fields 1–3; DG, dentate gyrus; EC, entorhinal cortex; f, fornix; 
s, septal pole of the hippocampus; S, subiculum; t, temporal pole of the hippocampus. Adapted from Amaral and 
Witter (1995) and Cheung and Cardinal (2005).  
 
 
Hippocampus in fear conditioning 
Following the discovery of place cells by John O’Keefe it became apparent that the rodent 
hippocampus does not simply register information about a single sensory modality such as 
visual, auditory or painful stimuli, but instead it assembles and stores a rich contextual 
representation of the space surrounding the animal (O’Keefe and Dostrovsky, 1971). This 
hippocampo-dependent spatial representation of a context also called a ‘cognitive map’ is 
what the animal uses to navigate its environment (O’Keefe and Nadel, 1978). These cognitive 
maps are acquired rapidly and automatically upon placement in the context and are a direct 
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consequence of the animal attending to its environment (Morris and Frey, 1997; Rudy and 
O’Reilly, 2001). Once this representation is formed it can be relayed to the amygdala where it 
is then associated with the US (Fanselow, 2000; Sanders et al., 2003).  
Given the importance of the hippocampus in contextual encoding, its role in the 
formation of contextual fear memory seems evident. Indeed, contextual fear conditioning 
results in an increased expression of the immediate early genes cfos and zif268 (Frankland et 
al., 2004). In behavioural training, the detection of cfos and zif268 is often used to indicate 
which neurons were activated during learning. Contextual fear conditioning also results in 
structural changes in the hippocampus such as an increase in dendritic spine numbers (Restivo 
et al., 2009). Furthermore, the inactivation of the ventral hippocampus prior to memory 
retrieval with the GABAA (γ-aminobutyric acid) receptor agonist muscimol impairs both fear 
expression and extinction memory (Sierra-Mercado et al., 2011; Sotres-Bayon et al., 2012). 
However, the strongest evidence for the role of the hippocampus in encoding fear memory 
has been provided recently. Tonegawa and colleagues showed that the re-activation of DG 
neurons originally engaged by fear conditioning was sufficient to induce freezing in a group 
of mice. When these neurons were re-activated mice exhibited freezing responses to a context 
that they were familiar with but in which they had never received a footshock (Liu et al., 
2012). This experiment provides direct evidence for the involvement of hippocampal cells in 
fear memory encoding and retrieval.  
The role of the hippocampus is well established for declarative memory in humans. 
Damage to the hippocampus causes selective memory impairments in the form of both 
anterograde (the inability to form new memories) and retrograde amnesia (the loss of 
memories acquired prior to hippocampal damage). Retrograde amnesia usually follows a 
temporal gradient, where recently acquired memories are lost, while the ones from the more 
remote past are spared. Nondeclarative memories on the other hand remain intact in amnesic 
patients with medial temporal lobe damage (Squire, 1992). A significant body of evidence 
from animal studies of fear conditioning shows that rodents with hippocampal lesions display 
memory deficits similar to those observed in humans. Indeed, hippocampal lesion and 
inactivation studies cause both retrograde (Kim and Fanselow, 1992; Frankland et al., 1998; 
Anagnostaras et al., 1999; Flavell and Lee, 2012) and in certain cases anterograde amnesia of 
contextual fear memory (Phillips and LeDoux, 1992; Young et al., 1994; Maren et al., 1997). 
This retrograde amnesia follows a similar temporal gradient of information loss to that 
observed in humans (Bayley et al., 2005; Squire and Bayley, 2007). Indeed, when 
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hippocampal lesions are made shortly after training (one day) mice display deficits in the CR 
- freezing. On the other hand when the lesions are made at more remote time points (one 
month) following training, the CR appears to be preserved (Kim and Fanselow, 1992; 
Anagnostras et al., 1999). Importantly, the consequences of hippocampal lesions produce 
more selective memory deficits for contextual fear than they do for tone fear (Kim and 
Fanselow, 1992; Phillips and LeDoux, 1992; Anagnostaras et al., 1999; although some reports 
indicate that memory for tone is also impaired Maren and Fanselow, 1995; Maren et al., 
1997). Because of this, contextual fear conditioning has received considerable attention as a 
model resembling that of declarative memory in humans (Squire, 1992; Fanselow, 2000; 
Rudy et al., 2002). 
Despite the similarities, certain differences between human and animal studies do 
exist. While hippocampal lesions performed after contextual fear training consistently abolish 
freezing (Kim and Fanselow, 1992; Maren et al., 1997; Frankland et al., 1998; Anagnostaras 
et al., 1999; Flavell and Lee, 2012), when the damage occurs before training, the animals 
show a remarkable ability to overcome the hippocampal loss given sufficient training (Maren 
et al., 1997; Frankland et al., 1998; Cho et al., 1999; Rudy et al., 2002; Wiltgen et al., 2006). 
A possible explanation comes from the fact that extrahippocampal structures are also capable 
of acquiring and storing contextual representations (Fanselow, 2010). While the hippocampus 
is a fast learning system, the cortex uses a slower learning rate that focuses on extracting 
generalities and statistical regularities (McClelland et al., 1995). Indeed, damage to the 
hippocampus slows down learning but it does not prevent the animals from acquiring new 
spatial information (de Hoz et al., 2005; Wiltgen et al 2006; Maren et al., 2013). In agreement 
with this, when rats are given more time for contextual encoding, the effect of the 
hippocampal lesion is eliminated (Young et al., 1994). In contrast, when the time is reduced 
contextual fear memory is impaired (Wiltgen et al., 2006). However, even if the cortex is 
sufficient for supporting contextual encoding in the absence of the hippocampus, the 
hippocampus may still be necessary for storing rich and detailed contextual representations 
(Nadel et al., 2000; Hyman et al., 2012).  
 
2.3.2 Amygdala 
The amygdala is a structure buried deep in the medial temporal lobe that has been identified 
as a key region for the processing of aversive signals as well as fear acquisition, expression 
and extinction (Davis, 1992; LeDoux, 2000; Sah et al., 2003; Maren and Quirk, 2004; 
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McGaugh, 2004; Phelps and LeDoux, 2005; Kim and Jung, 2006; Pape and Paré, 2010; 
Marek et al., 2013). The amygdaloid complex consists of numerous distinct and structurally 
diverse subnuclei with extensive inter- and intranuclear connections (Pitkänen et al., 2000a, 
2000b; Sah et al., 2003; Pape and Pare, 2010). These nuclei are commonly classified into 
three subdivisions (Figure 2.5). These are: i) the deep basolateral group (BLA) consisting of 
the lateral (LA) and basal (BA) nuclei ii) the more superficial cortical-like group consisting of 
the cortical nuclei, and the nucleus of the olfactory tract, and iii) the centromedial group 
divided into the medial (M) and central nuclei (CEA). The remaining nuclei that are not easily 
categorised are the intercalated cell masses (ITC also referred to as the intercalated nuclei, In) 
and the amygdalahippocampal area (Pitkänen et al., 2000a, 2000b; Sah et al., 2003; Knapska 
et al., 2007). The amygdalar regions that are particularly important for fear conditioning are 
the BLA, the CEA the ITC (Pitkänen et al., 1997; Maren, 2003; Pape and Paré, 2010). The 
involvement of the ITC will however not be discussed. 
Anatomically, the amygdala is well suited for the control of fear memories.   The BLA 
is the primary sensory input zone of the amygdala. It receives direct sensory inputs from a 
range of brain areas such as the thalamus, neocortex, and hippocampus, and it is here that the 
association between the CS and US takes place. The information is then relayed to the CEA - 
the main output structure of the amygdala that drives the expression of conditioned fear 
through its connections to various autonomic and somatomotor areas, such as: the bed nucleus 
of stria terminals (for stress hormone release), the brainstem (for freezing) or the 
hypothalamus (for sympathetic activation). These areas in turn generate a range of 
behavioural responses associated with the expression of fear (Sah et al., 2003; Kim and Jung, 
2006; Pape and Paré, 2010; Figure 2.3). 
The neuronal composition of the BLA is heterogenous and consists of both 
glutamatergic projection cells (80%) and GABAergic interneurons. In contrast, the CEA is a 
striatal-like structure and consists of predominantly GABAergic neurons (Pitkänen et al., 
1997; Pape and Paré, 2010; Marek et al., 2013). The CEA can be further subdivided into the 
medial (CEm) as well as the lateral (CEl) divisons (Cassell et al., 1986). 
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Figure 2.5 Anatomical subdivision of the amygdalar nuclei in the rat. The amygdaloid complex can be 
divided into three groups (see text): i) the deep basolateral group (green), ii) the more superficial cortical-like 
group (brown) and iii) the centromedial group (orange). The intercalated nuclei (In) are indicated in dark gray. 
Abbreviations: CEc, central nucleus, capsular subdivision; CEl, central nucleus, lateral subdivision; CEm, central nucleus, 
medial subdivision; COa, cortical nucleus, anterior subdivision; COp, cortical nucleus, posterior subdivision; BOT, bed 
nucleus of the olfactory tract; Bi, basal nucleus, intermediate subdivision; Bpc, basal nucleus, parvocellular subdivision; 
BMmc, basomedial nucleus, magnocellular subdivision; BMpc, basomedial nucleus, parvocellular subdivision; Ld, lateral 
nucleus, dorsal subdivision; Lvm, lateral nucleus, ventromedial subdivision; Lvl, lateral nucleus, ventrolateral subdivision; 
Md, medial nucleus, dorsal subdivision; Mv, medial nucleus, ventral subdivision; In, intercalated nuclei; Pir, piriform cortex. 
Taken from Knapska et al., 2007 
 
 
Amygdala in fear conditioning 
Early evidence for the role of the amygdala in fear learning comes from lesion studies. Kapp 
was one of the first to report the implication of the amygdala in fear memory by showing that 
lesions to the CEA abolished heart rate conditioning1 in rabbits (Kapp, 1979). In another 
influential study from 1972, Blanchard and Blanchard showed that lesions to the amygdala 
impaired the expression of both innate and conditioned fear. Furthermore, the 
pharmacological inactivation of the BLA impairs conditioned freezing and memory 
extinction. It is now well established that amygdala lesions impair both the acquisition and the 
expression of conditioned fear (LeDoux et al., 1990a; Phillips and LeDoux, 1992; Kim et al., 
1993; Maren and Fanselow, 1995; Maren et al., 1996a; Goosens and Maren, 2001). Support 
for the fact that the amygdala is the locus of conditioned fear also comes from 
electrophysiological studies. Using single unit recordings Herry and colleagues have 
                                                
1 Heart-rate conditioning can be used as an index to measure heart rate changes as a result of fear conditioning. 
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identified the existence of a specific population of so called ‘fear neurons’ in the BLA (Herry 
et al., 2008). These principal neurons increase in response to the CS that occurs during fear 
conditioning (Maren et al., 1991; Quirk et al., 1995; Goosens et al., 2003; Herry et al., 2008). 
Neurons responsive to the CS have also been shown to exist in the CEA (Applegate et al., 
1982; Pascoe and Kapp, 1985).  
The BLA is the main input structure of the amygdala. In auditory fear conditioning, 
sensory inputs arrive from the auditory thalamus and the auditory cortex and terminate in the 
LA (Romanski et al., 1993; Bordi and LeDoux, 1994). Both inputs are capable of eliciting 
responses to the CS (LeDoux et al., 1990a, Romanski and LeDoux, 1993; McDonald, 1998; 
LeDoux, 2000) and lesions of the LA or the auditory thalamus prevent the formation of tone-
shock associations (LeDoux, 1986; LeDoux et al., 1990b). Contextual information reaches the 
BLA through hippocampal afferents. The ventral hippocampus (CA1 and subiculum) sends 
direct projections to the BA via the ventral agranular bundle (VAB, Canteras and Swanson, 
1992). When these regions are damaged and/or the communication between them is impaired, 
there is a significant decrease in freezing to the conditioning context (Maren and Fanselow, 
1995; Flavell and Lee, 2012). Interestingly, hippocampal inputs have been shown to directly 
target the CS responsive ‘fear neurons’ that have been identified in the BA (Herry et al., 
2008). The BLA is therefore an important modulator of contextual fear memory. Indeed, 
muscimol infusions impair freezing to contextual stimuli, whereas the infusions of 
norepinephrine enhance it (Huff et al., 2005).  However, even though the BLA is necessary 
for the formation of contextual fear memory it does not seem to play a role in the long-term 
cognitive/declarative aspect of this memory (Vazdarjanova and McGaugh, 1998). 
As opposed to the BLA, the CEA has been identified as main output structure 
responsible for the generation of fear responses (LeDoux, 2000). Of particular interest are the 
intrinsic inhibitory networks within the CEA, which seem to shape the overall activity and 
output of this region (Ehrlich et al., 2009). Upon the presentation of the CS a subgroup of 
cells in the CEl called ‘CEl-on neurons’ become activated and in turn inhibit another tonically 
active CEl population called the ‘CEl-off neurons’. Consequently, these ‘off neurons’ 
disinhibit neurons in the CEm, which in turn evokes a fear response (Ciocchi et al., 2010; 
Haubensak et al., 2010). The information flow between the BLA and the CEA is gated by the 
ITC (reviewed in Pape and Paré, 2010; Orsini and Maren, 2012).  
The electrical stimulation of the amygdala in the absence of fear conditioning is 
sufficient to produce a range of behavioural and autonomic responses typical for the state of 
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fear. These include changes in heart rate, blood pressure and respiration. Moreover, the 
stimulation of the CEA in rodents results in freezing behaviour, whereas in humans the 
stimulation of the amygdala produces feelings of fear and anxiety. This suggests that, in fear 
conditioning, for a previously neutral stimulus to evoke a conditioned fear response it is only 
necessary for that stimulus to activate the amygdala. This, by the virtue of association will 
result in conditioned fear responses (Davis, 1992).  
It is therefore not surprising that many groups are seeking to uncover long-term 
potentiation mechanisms (LTP) in the amygdala (for detailed reviews see Blair et al., 2001; 
Sigurdsson et al., 2007). Hebbian LTP is an associative form of plasticity where the repetitive 
excitation of the postsynaptic cell by the presynaptic cell results in the strengthening of the 
synaptic connection between them (Hebb, 1949). Hebbian plasticity is characterised by rapid 
induction and prolonged duration (Bliss and Lomo, 1973; Bliss and Collingridge, 1993). In a 
Hebbian model of fear conditioning, a strong depolarisation caused by the US results in the 
strengthening of the coactive CS inputs onto the same neurons (LeDoux, 2000; Blair et al., 
2001; Paré, 2002; Sah and Westbrook, 2008; Johansen et al., 2011). Indeed, delivering high 
frequency stimulation to the auditory thalamic pathway results in LTP in the LA (Clugnet and 
LeDoux, 1990). Similarly, the VAB pathway carrying contextual information between the 
hippocampus and the basal amygdala (Canteras and Swanson, 1992) undergoes NMDA (N-
methyl-D-aspartate) receptor dependent LTP. Furthermore, the infusion of NMDA receptor 
antagonists into the BLA prevents the acquisition of conditioned fear (Fanselow and Kim, 
1994; Maren et al., 1996a, 1996b; Rodrigues et al., 2001).  
Even though NMDA receptor dependent synaptic transmission may account for some 
of the plasticity occurring during fear conditioning in the amygdala, an alternate mechanism 
may also be involved. When the pre- and postsynaptic activity is paired during learning Ca2+ 
entry occurs through both NMDA receptors and voltage-gated Ca2+ channels. Therefore, the 
prevailing view now is that while NMDA receptor dependent plasticity is important for the 
acquisition of fear memory, voltage-gated Ca2+ channels are involved in its consolidation and 
long-term storage (Fanselow and Kim, 1994; Weisskopf et al., 1999; Rodrigues et al., 2001; 
Bauer et al., 2002; Shinnick-Gallagher et al., 2003; McKinney and Murphy, 2006).  
  39 
3. The Medial Prefrontal Cortex 
In Chapter 3 I review what is known about the role of the medial prefrontal cortex (mPFC) in 
fear conditioning. I start this section by describing the anatomy and connectivity of the mPFC. 
The role of the mPFC in other cognitive functions, especially long-term memory is also 
briefly reviewed. Special focus is given to the prelimbic (PL) part of the mPFC, this being the 
structure I have studied during my PhD.  
 
3.1 Overview 
The medial prefrontal cortex (mPFC) is known to play a role in a wide range of cognitive and 
executive tasks including attention, planning, goal-oriented action, decision-making, conflict 
monitoring, error detection as well as short and long-term memory (Miller, 2000; Miller and 
Cohen, 2001; Holroyd et al., 2002; Botvinick et al., 2004; Ridderinkhof et al., 2004; Euston et 
al., 2012). A large body of literature also supports the role of the mPFC in reward-guided 
learning based on risk/reward expectations (Bechara and Damasio, 2005; Rushworth et al., 
2011) as well as drug seeking and addiction (Peters et al., 2009). Perhaps one useful umbrella 
term for incorporating all mPFC functions is its role in adaptive behaviour (Euston et al., 
2012). Indeed, mPFC activity is strongly modulated by the subjective value of actual or 
anticipated outcomes (Rushworth et al., 2011), such as the subjective experience of pain 
(Johansen et al., 2001; Shackman et al., 2011) or the expectation of aversive events (Baeg et 
al., 2001; Gilmartin and McEchron, 2005). We study the mPFC because of its critical role in 
regulating emotional behaviour, including conditioned fear (Fuster, 2008; Courtin et al., 
2013). 
 
3.2 Anatomy and connectivity of the mPFC 
In rodents, the mPFC can be subdivided into four distinct areas: the anterior cingulate cortex 
(AC, dorsal and ventral part, the equivalent of Brodmann’s area 24), the prelimbic cortex (PL, 
area 32), the infralimbic cortex (IL, area 25, Krettek and Price, 1977; Ray and Price, 1992; 
Öngur and Price, 2000) and the medial precentral cortex (PrCm; Figure 3.1). Depending on 
the nomenclature the PrCm is also known as the medial agranular cortex (AGm) or the frontal 
area 2 (FR2, Krettek and Price, 1977; Uylings and Van Eden, 1990). However, Paxinos and 
Watson (2001) have adapted different nomenclature where the dorsal AC (ACd) and ventral 
AC (ACv) are called Cg1 and Cg2 respectively, whereas the PrCm is indicated as the 
secondary motor area (M2).  
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Figure 3.1 A schematic view of the mouse prefrontal cortex. Abbreviations: ACd, anterior cingulate cortex, 
dorsal part; ACv, anterior cingulated cortex, ventral part; CC, corpus callosum; FR2, frontal area 2; IL, 
infralimbic cortex; MO, medial orbital cortex; OB, olfactory bulb; PL, prelimbic cortex. Taken from van de 
Werd et al., 2010. 
 
 
The mPFC is well connected with other subcortical areas to access and mediate 
emotional information processing. Indeed, it is reciprocally connected with the BLA, a critical 
region for emotional learning (LeDoux, 2003). It also communicates with the hypothalamus, 
which controls homeostatic states, such as hunger and thirst, as well as the autonomic and 
endocrine systems. It sends prominent connections to the dorso and ventromedial striatum, the 
periaqueductal gray (PAG) - a region implicated in aggression, defensive behaviour (also fear 
conditioning) and pain modulation – and to the lateral habenula, an area involved in learned 
responses to stress, anxiety, pain and reward. The mPFC is also reciprocally connected to a 
wide-range of neuromodulatory systems including the dorsal raphe, ventral tegmental area 
(VTA) and locus coeruleus. Finally, the mPFC receives direct inputs from the CA1 and the 
subiculum regions of the ventral hippocampus. Interestingly, no direct return projection exists 
from the mPFC to the hippocampus. It has been suggested that the nucleus reuniens (RE) of 
the midline thalamus acts like a relay structure in the transfer of information (Vertes, 2006; 
Vertes et al., 2007).  
In terms of cortical connections, the PL and IL receive input from the enthorinal and 
perirhinal cortices, whereas the dorsal prefrontal regions are targeted by afferents from the 
somatosensory and motor cortices. The mPFC also displays very strong intrinsic ipsilateral 
and bilateral connectivity (Vertes, 2004; Gabbott et al., 2005; Vertes et al., 2007; Hoover and 
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Vertes, 2007; reviewed in Euston et al., 2012; Courtin et al., 2013). The mPFC seems to 
display a dorso-ventral gradient, where ventral regions including the ventral PL and IL are 
specialised in autonomic/emotional control and dorsal regions including the AC and dorsal PL 
are specialised in the control for actions. The connectivity of dorsal and ventral mPFC is very 
similar with the exception that the dorsal mPFC has weaker connections with the 
autonomic/emotional centres and stronger connections with motor and pre-motor areas 
(Heidbreder and Groenewegen, 2003; Gabbott et al., 2005; Hoover and Vertes, 2007; Euston 
et al., 2012).  
 Cortical circuit organisation has been predominantly studied in sensory areas such as 
the visual and somatosensory cortices (Shepherd, 2009; van Aerde and Feldmeyer, 2013). A 
prominent feature of these areas is the presence of a clearly distinguishable granular layer 4. 
The granular appearance is due to the numerous small stellate or stellate-like neurons present 
in this layer (Steiger et al., 2004). The detailed analysis of the sensory cortex has resulted in a 
serial model of cortical circuit organisation that has served as a model for cortical circuits in 
general. In brief, layer 4 is the main target of thalamic input. This input is then forwarded to 
layer 2/3 where it is integrated with inputs arriving from other cortical areas. The activity is 
next relayed to layer 5 neurons, which are the main source of subcortical projections. Layer 5 
neurons innervate those in layer 6, which then close the loop by projecting back to layer 4 and 
the thalamus. Finally, these neurons also display various patterns of inter- and intralaminar 
connectivity (Feldmeyer et al. 2002; Douglas and Martin 2004; Schubert et al. 2007; 
Thomson and Lamy, 2007; Feldmeyer 2012; Oberlaender et al. 2012; van Aerde and 
Feldmeyer, 2013). However, in contrast to the somatosensory cortex, the mPFC is agranular 
because it lacks a well-defined layer 4 (Gabbott et al., 1997). The organisation of neuronal 
circuits in agranular cortices is less understood (Shepherd, 2009; van Aerde and Feldmeyer, 
2013). This is partially due to the lack of the canonical connection between layer 4 and 2/3 
but also because the inputs into the mPFC are not as easy to control as sensory inputs. The 
analysis of the direction of information flow in agranular circuits is therefore less 
straightforward. However, studies on motor areas in the rodent frontal cortex suggest that 
synaptic circuits in agranular cortices might be organised around an excitatory pathway 
originating in layer 2/3 and targeting multiple classes of layer 5 projection neurons. 
Horizontal projections are present but appear less prominent than the layer 2/3 to layer 5 
pathway (Weiler et al., 2008; Shepherd, 2009). 
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Despite the lack of a defined layer 4, the mPFC still displays strong reciprocal 
connectivity with the thalamus. In fact, historically, the prefrontal cortex has been defined on 
the basis of the inputs it receives from the mediodorsal (MD) nucleus of the thalamus (Rose 
and Woolsey, 1948; Fuster, 2008). More specifically, the PL and IL regions receive input 
from the medial segment of the MD, with the PL also receiving input from the lateral 
segment. The lateral segment also innervates the AC, whereas the PrCm receives input from 
the paralamellar segment. These MD projections terminate mainly in layers 2/3 of the mPFC 
(Uylings and van Eden, 1990; Courtin et al., 2013).    
 
3.2.1 Cellular composition 
The mPFC contains two main neuronal types – glutamatergic pyramidal neurons and GABA 
(γ-aminobutyric acid) releasing interneurons. The neurons are organised into five cortical 
layers: layer 1, 2, 3, 5 and 6. Pyramidal excitatory neurons constitute 84% of the total cell 
population of the mPFC and are located throughout all layers, except layer 1. They are spiny 
neurons, with long apical dendrites emerging from the top of the soma running 
perpendicularly to the pia surface until they bifurcate in layer 2 and terminate in layer 1 in a 
dendritic tuft (Gabbott et al., 1997; Vertes, 2004).  
The population of GABAergic interneurons comprises the remaining 16% of mPFC 
neurons. These interneurons are located in all layers of the mPFC and are typically aspiny. On 
the neurochemical level interneurons are often categorised based on the calcium-binding 
proteins they express, such as parvalbumin (PV), calretinin (CAL) and calbindin (CB) as well 
as neuropeptides and their synthesising enzymes such as somatostatin (SOM), vasoactive 
intestinal peptide (VIP), cholecytokinin (CCK), nitric oxide synthase (NOS) and neuropeptide 
Y (NPY; Courtin et al., 2013; Markram et al., 2004).  It is known that in the mPFC, CAL, PV 
and CB positive interneurons constitute 4.0%, 5.7% and 3.8% of all neurons respectively and 
together amount to approximately 80% of the GABA interneuron population (Gabbott et al., 
1997).  
 
3.2.2 The anatomy of the PL and its connectivity with the BLA and within the mPFC 
The PL is located dorsally to MO in the anterior part of the mPFC, whereas in the more 
posterior sections it is located dorsally to the IL and ventrally to AC. The individual layers of 
the PL are more distinguishable than those of the IL but are less clearly defined than those of 
the AC. In mice, layer 1 is characterised by sparse cell density and is relatively thick, 
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measuring approximately 120 micrometres, whereas layer 2 is thin and densely packed with 
small cell bodies. Layer 1 contains several types of GABAergic interneurons that provide 
feed-forward inhibition onto pyramidal neurons. The transition from layer 2 to 3 is marked by 
a clear reduction in cell density. Together layer 2 and 3 measure approximately 160 
micrometres. Layer 5 starts at 280 micrometres away from pia and stretches for 
approximately 285 micrometres. It contains medium to large pyramidal somata. Layer 6 can 
be separated into layer 6a and 6b, with layer 6b representing a thin layer of closely packed 
cells, many of which have horizontally elongated somata. The thickness of layer 6 is 
approximately 290 micrometres and it terminates at roughly 855 micrometres away from pia 
(taken from Poorthuis et al., 2013). After layer 6 there is a noticeable decline in cell body 
density after which the underlying white matter starts (Gabbott et al., 1997). The PL can be 
subdivided into dorsal and ventral PL, based on the characteristics of layer 2. In dorsal PL 
layer 2 is narrow and compact and it becomes broader and less compact in ventral PL. On the 
other hand, layers 3 and 5 are more compact in ventral PL (van de Werd et al., 2010). 
 
PL connectivity with the BLA 
BLA provides direct excitatory monosynaptic input into the PL. These connections are 
predominantly ipsilateral, displaying sparser projections to the contralataral hemisphere. BLA 
input to the PL terminates in two distinct horizontal bands one in layer 2 and one in layer 5/6. 
The dense terminal fields in layer 2 contain fine varicose axonal processes arising from 
vertically aligned axon collaterals projecting from layer 5. These collaterals also send off 
several varicose side branches as they travel through layer 3. BLA inputs are denser in ventral 
PL than in dorsal PL. The vast majority, namely 93-96% of the synapses are formed between 
axon terminals and dendritic spine heads, most likely being part of apical, basal and oblique 
dendrites of pyramidal neurons. The remaining synapses are made onto shafts of small to 
medium dendrites of both spiny and aspiny neurons as well as somata. Among the latter group 
is a subpopulation of PV-immunoreactive interneurons (McDonald, 1991; Bacon et al., 1996; 
Gabbott et al., 2006; Gabbott et al., 2012).  
The PL also provides direct excitatory input back into the BLA. These projections are 
bilateral and target mainly the basal nuclei (BA) of the amygdala with some fibres innervating 
also the lateral nucleus (LA).  The BLA-projecting neurons are located mainly in layers 2/3 
and 5. The percent of neurons projecting to the BLA out of all projection neurons is 
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approximately 8%, 3%, 8% and 1% of layers 2, 3, 5 and 6 respectively (McDonald et al., 
1996; Vertes, 2004; Gabbott et al., 2005).  
 
PL connectivity within the mPFC 
The PL is strongly interconnected with other regions of the mPFC: PrCm, AC, PL and IL. 
These connections are both ipsi- and contralateral and arrive from/target all layers of these 
areas. However, the exact density of these projections varies in the rostral/caudal axis. The 
majority of the synapses, 88-93%, are formed with dendritic spine heads. The remaining axon 
terminals form synapses with the shafts of fine dendritic processes. Presumably, some of them 
target interneurons. All axonal boutons form asymmetric (presumably excitatory) synapses 
with the postsynaptic target (Gabbott et al., 2003; Vertes, 2004; Hoover and Vertes, 2007). 
 
3.3 mPFC and memory  
The mPFC is known to be important for the consolidation, storage and retrieval of long-term 
memories. Several types of imaging studies were among the first to demonstrate the 
involvement of the mPFC in remote long-term memory. Remote (one month following 
behavioural training) but not recent (one day after training) memory retrieval was shown to 
result in increased expression levels of the immediate early genes c-fos and zif268 (Frankland 
et al., 2004; Maviel et al., 2004), increased metabolic activity (Bontempi et al., 1999) and 
structural changes such as an increase in dendritic spine numbers (Restivo et al., 2009; Vetere 
et al., 2011). Furthermore, the lesioning or inactivation of the mPFC has also been shown to 
block remote memory recall across a wide range of behavioural tasks such as the radial arm 
maze (Maviel et al., 2004), Morris water maze (Teixeira et al., 2006), socially transmitted 
food preference (Lesburguères et al., 2011), conditioned taste aversion (Ding et al., 2008) 
trace eyeblink conditioning (Takehara et al., 2003; Oswald et al., 2010) and contextual fear 
conditioning (Frankland et al., 2004).  Even though remote memory is often assayed at around 
30 days after learning, the mPFC has been show to be involved in remote memory retrieval as 
late as 200 days following training (Quinn et al., 2008).  
While the role of the mPFC in remote memory is well established, the involvement of 
the mPFC in recent memory has only become evident recently. Indeed, the mPFC has been 
shown to be necessary for recent memory retrieval in tasks that were learned only 1-2 days 
before testing. These include navigational tasks (Churchwell et al., 2010), object-place 
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association (Lee and Solivan, 2008) and a range of fear conditioning paradigms (Zhao et al., 
2005; Blum et al., 2006; Corcoran and Quirk, 2007; Quinn et al., 2008).  
The exact role played by the mPFC at recent and remote time points is, however, still 
unclear. Some accounts suggest that during recent memory retrieval the role of the mPFC is to 
represent context, events and responses while the hippocampus stores the exact mapping 
between them. In contrast, during remote memory recall, the mPFC might both represent and 
store the context-event-response mappings, while the hippocampus becomes disengaged 
(Euston et al., 2012). Other accounts suggest that the mPFC plays an active role in memory 
consolidation. Indeed, interfering with mPFC activity briefly after learning results in severe 
memory impairments when tested at later time points (Tronel and Sara, 2003; Tronel et al., 
2004; Akirav and Maroun, 2006; Carballo-Márquez et al., 2007, 2009; Leon et al., 2010). For 
example, blocking plasticity mechanisms within the mPFC immediately following trace fear 
conditioning causes deficits in memory when tested 24 or 72 hours later (Runyan et al., 2004). 
Similar results have been obtained for inhibitory avoidance (Holloway and McIntyre, 2011; 
Zhang et al., 2011) and the consolidation of extinction of both fear and drug-related memories 
(Mamiya et al., 2009; Peters et al., 2009; Sotres-Bayon et al., 2009). There seems to be a 
specific time window during which the pharmacological disruption of mPFC activity can 
affect consolidation. This time window typically occurs 1-2 hours after learning and 
manipulations outside this window do not seem to impair long-term memory formation 
(Tronel and Sara, 2003; Carballo-Márquez et al., 2007).  
 
3.4 mPFC and fear conditioning 
Through its anatomical connections with the BLA, the hippocampus and other subcortical 
areas important for emotional processing, the mPFC is in a strategic position to exert 
executive control over emotional responses and to create long lasting associations between 
threatening cues and environmental contexts (Euston et al., 2012). Early indications of the 
importance of the mPFC in fear memory come from the 1950s when it was shown that post-
conditioning frontal lobotomy abolished fear responses in both monkeys and rats (Streb and 
Smith, 1955; Waterhouse, 1957). Since then a vast number of lesion and inactivation studies 
have further confirmed the involvement of the mPFC in fear memory acquisition, 
consolidation, expression and extinction, although the exact contribution of individual mPFC 
subregions remained controversial for a while (Morgan et al., 1993; Morgan and LeDoux, 
1995; Morrow et al., 1999; Vouimba et al., 2000; Morgan et al., 2003; Bissière et al., 2008). 
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Results from functional histochemical studies provided further support for the involvement of 
the mPFC in fear learning. Elevated expression levels of the immediate early genes c-fos and 
zif268 were shown to occur following contextual (Beck and Fibiger, 1995; Thomas et al., 
2002; Frankland et al., 2004; Tulogdi et al., 2012) and cued fear conditioning as well as fear 
extinction learning (Morrow et al., 1999; Herry and Mons, 2004; Santini et al., 2004).  
In recent years, the specific roles played by each of the individual mPFC subregions in 
fear conditioning and extinction became more evident. The AC has been shown to be 
important for fear memory acquisition and storage (Frankland et al., 2004; Tang et al., 2005; 
Bissière et al., 2008). Indeed, the genetic and pharmacological inhibition of the GluN2B 
glutamate receptors in the AC impairs the acquisition of contextual fear memory (Zhao et al., 
2005; Einarsson and Nader, 2012), while the infusion of the protein synthesis inhibitor 
anisomycin impairs consolidation and reconsolidation of both recent and remote contextual 
fear memories (Einarsson and Nader, 2012). The inactivation of the PL consistently results in 
the impairment of fear memory expression without any effect on memory extinction (Vidal-
Gonzales et al., 2006; Corcoran and Quirk, 2007; Laurent and Westbrook, 2009; Sierra-
Mercado et al., 2011; Fenton et al., 2014). Its involvement in fear acquisition and 
consolidation has also been suggested (Lauzon et al., 2009; Choi et al., 2010). Fear renewal 
after extinction also depends on PL activity (Knapska and Maren, 2009). In contrast to the PL, 
the inactivation of the IL seems to selectively impair fear extinction learning while having no 
effect on fear expression (Laurent and Westbrook, 2009; Sierra-Mercado et al., 2011). Indeed, 
successful consolidation of extinction memory has been shown to result in increased 
expression levels of c-fos specifically in the IL (Knapska and Maren, 2009). In contrast, when 
extinction memory is impaired the expression of c-fos and/or zif268 in the IL is reduced 
(Hefner et al., 2008; Muigg et al., 2008). Moreover, post-extinction memory retrieval is 
impaired following the infusions of NMDA (N-methyl-D-aspartate; Burgos-Robles et al., 
2007; Sotres-Bayon et al., 2009), dopamine (Pfiffer and Fendt, 2006; Hikind and Maroun, 
2008) and noradrenergic receptor antagonists (Mueller et al., 2008; Mueller and Cahill, 2010) 
into the IL, or when protein synthesis in this brain region is blocked (Santini et al., 2004). 
Finally, the stimulation of IL neurons inhibits freezing to the conditioned tone (Milad et al., 
2004). In summary, it is now believed that the AC plays a role in the formation of fear 
memories, the PL mediates the expression of conditioned fear, whereas the IL is involved in 
extinction learning and memory (Courtin et al., 2013). 
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3.4.1 mPFC and its partners in the fear circuit 
The mPFC does not play a unitary role in mediating fear learning and memory but does so 
through the communication with its partners in the fear circuit (Kim and Jung, 2006; Marek et 
al., 2013). Below I review how the mPFC interacts with the hippocampus and the BLA and 
how this might be important for acquiring, storing and retrieving fear memories. 
  
mPFC and the hippocampus 
It is known that the interaction between the mPFC and the hippocampus is important for 
memory formation in a wide range of spatial behavioural paradigms (reviewed in Euston et 
al., 2012). One way in which information between these two structures might be transferred 
and eventually stored is via neural oscillations (Buzsaki and Draguhn, 2004; Buzsaki et al., 
2012). Indeed, the mPFC shows strong theta coherence with the hippocampus. Approximately 
50% of the cells in the mPFC are phase locked to hippocampal theta rhythm (3-12 Hz) during 
spatial memory tasks (Hyman et al., 2005; Jones and Wilson, 2005; Siapas et al., 2005; Sirota 
et al., 2008) and approximately 30% of putative principal neurons and 45% of interneurons in 
the mPFC display firing modulation as a function of hippocamal theta activity (Sirota et al., 
2008). Moreover, this hippocampo-mPFC theta coherence causes a significant reorganisation 
of the dynamics of neural ensembles in the mPFC resulting in a synchronised activation of 
groups of cells (Benchenane et al., 2010). Most likely, during behaviourally relevant 
information, hippocampal theta rhythms modulate mPFC interneurons, which in turn control 
principal cell dynamics leading to their synchronisation and the formation of cell assemblies 
(Benchenane et al., 2011). This is in agreement with the recent study by Courtin et al., (2014) 
showing that the inhibition of PV interneurons in the dorsal mPFC mediates the resetting of 
the local theta oscillations phase thus resulting in enhanced synchronisation of pyramidal 
neurons and increased output efficiency (Courtin et al., 2014).  
This hippocampo-mPFC theta coherence has been shown to be necessary for selecting 
information that is relevant for long-term storage. Indeed, there is evidence that theta 
oscillations synchronise mPFC neurons in a learning-dependent manner and the neuronal 
activity of the mPFC modulates sensory information transfer during learning (Paz et al., 2008, 
2009). Additionally, the theta-coherence of the hippocampo-prefrontal network is higher 
during anxiety-related behaviours (Adhikari et al., 2010). More importantly during the 
retrieval of conditioned fear, the theta coupling increases with high specificity between the 
BLA-CA1-mPFC, whereas it decreases during extinction learning (Lesting et al., 2011). Also, 
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it is known that neurons in the mPFC display oscillations in the theta band when recorded 
during freezing (Narayanan et al., 2007; Lesting et al., 2011). Finally, the activated mPFC cell 
assemblies displaying high coherence with the hippocampus seem to be preferentially 
replayed during hippocampal sharp-wave ripple oscillations, which has been linked to 
processes like memory consolidation (Euston et al., 2007; Peyrache et al., 2009; Benchenane 
et al., 2010; Popa et al., 2010; Logothetis et al., 2012).  
 
mPFC and the BLA 
The mPFC and the BLA are reciprocally connected and the interaction of the two structures is 
necessary for the acquisition, expression and extinction of conditioned fear memory 
(McDonald, 1991; Bacon et al., 1996; McDonald et al., 1996; Quirk et al., 2003; Vertes, 
2004; Gabbott et al., 2005, 2006; Stevenson, 2011; Vouimba and Maroun, 2011). Indeed, fear 
conditioning and fear reinstatement result in an increase in the evoked field potential 
amplitudes at the mPFC-BLA pathway. This increase correlates positively with freezing 
levels during memory retrieval. Fear extinction causes a synaptic depression at this pathway, 
whereas fear reinstatement following extinction induces its re-potentiation (Vouimba and 
Maroun, 2011). Moreover, when the communication between the BLA and the dorsal mPFC 
is disrupted, the expression of conditioned fear memory is impaired (Stevenson, 2011).  
The BLA sends glutamatergic projections to the central nucleus (CEA) of the 
amygdala, which is the main source of amygdala output through its connections with the brain 
stem and the hypothalamus (Sah et al., 2003; Kim and Jung, 2006; Pape and Paré, 2010).  The 
stimulation of the mPFC decreases the responsiveness of CEA output neurons to synaptic 
activation from the BLA, showing that the mPFC could mediate fear responses by directly 
controlling amygdala output (Quirk et al., 2003). This decrease in CEA responsiveness is 
most likely mediated by IL neurons (Paré et al., 2004; Vidal-Gonzales et al., 2006; Courtin et 
al., 2013).  
Further evidence for the interaction of the mPFC and the BLA during high and low 
fear states comes from functional histochemical studies. Neurons in the PL that project to the 
BLA have increased levels of c-fos expression following the renewal of conditioned fear. In 
contrast, c-fos expression in the BLA-projecting IL neurons is increased following fear 
extinction (Orsini et al., 2011). While PL neurons might promote fear expression and renewal 
through their projections to the principal neurons in the BLA, the IL most likely inhibits fear 
behaviour through its projections to the local inhibitory neurons in the LA as well as the 
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intercalated cell masses (ITC) and CEA regions of the amygdala (Paré et al., 2004; Vidal-
Gonzales et al., 2006; Courtin et al., 2013). Furthermore, based on immediate early gene 
expression two distinct neuronal populations were identified in the LA: one, in which 
increased c-fos expression levels result from the renewal of conditioned fear and another one 
in which c-fos expression correlates with low freezing following the retrieval of extinction 
memory. The former neuronal population is innervated by the ventral hippocampus and the 
PL, whereas the latter receives inputs mainly from the IL (Knapska et al., 2012). Finally, 
neurons in the BA (basal nuclei of the amygdala) that project to the PL and the ventral 
hippocampus show elevated c-fos expression following states of high fear. Extinction on the 
other hand causes an increase in c-fos expression uniquely in the IL-projecting BA neurons 
(Senn et al., 2014). More importantly, however, the inhibition of the BA-PL pathway 
improves fear extinction learning while the optogenetic inhibition of the BA-IL pathway 
impairs extinction (Senn et al., 2014).  
 
3.4.2 PL and fear conditioning 
The PL is thought to play a role in the learning and consolidation of conditioned fear but its 
involvement seems most important for mediating fear expression (Lauzon et al., 2009; Choi et 
al., 2010; Sotres-Bayon and Quirk, 2010; Sierra-Mercado et al., 2011; Courtin et al., 2013). 
The PL receives direct input both from the hippocampus (McDonald, 1991; Gabbott et al., 
2002, 2006; Hoover and Vertes, 2007) and the BLA and is therefore in a perfect position to 
mediate fear expression through the integration of these two input sources. Indeed, certain 
neurons in the PL have been shown to be responsive to both ventral hippocampal and BLA 
inputs (Sotres-Bayon et al., 2012). 
The microstimulation of the PL increases freezing to the conditioned tone and prevents 
extinction learning, whereas the stimulation of adjacent mPFC regions, AC or PrCm, has no 
effect on freezing levels (Vidal-Gonzalez et al., 2006). Furthermore, the pharmacological 
inactivation of the PL with the Na+ channel blocker tetrodotoxin (TTX) just before fear 
retrieval takes place significantly reduces freezing to both the conditioned contexts and tones. 
While this same inactivation prior to conditioning does not seem to prevent fear learning it 
does, however, reduce freezing levels during the fear conditioning session (Corcoran and 
Quirk, 2007). Furthermore, neuronal activity in the PL correlates highly with fear expression, 
but not extinction. Approximately 20% of neurons in the PL are tone responsive and some of 
them show a sustained increase in the excitatory response to the conditioned tone. This 
CHAPTER 3 – THE MEDIAL PREFRONTAL CORTEX 
 50 
increase is correlated with high-fear states (conditioning and early extinction) but not with 
low-fear states (habituation and late extinction). In fact, the increase in tone-responsiveness is 
reduced following fear extinction. Moreover, the exact timing of PL activity matches freezing 
responses on a second by second scale. An increase in PL activity starts as early as 100 
milliseconds after the tone onset and it precedes freezing behaviour by approximately 2 
seconds. This strongly suggests that the activity of the PL might directly mediate freezing 
behaviour – perhaps by sustaining the fear responses initiated by the amygdala (Burgos-
Robles et al., 2009). 
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4. Intrinsic Plasticity in Learning and Memory 
In Chapter 4 I review what is known about learning-induced changes in intrinsic excitability 
with a special focus on changes induced by fear conditioning. I start this chapter by defining 
intrinsic plasticity and introducing the major classes of voltage-gated ion channels and Ca2+ 
activated K+ channels, which are important for mediating changes in neuronal excitability. 
We investigated changes in intrinsic excitably as measured at the somatic level. The plasticity 
of dendritic excitability was not within the scope of this project. However, active dendritic 
properties are important contributors in shaping the neuron’s overall excitability levels. For 
more information on the plasticity of dendritic excitability please refer to our book chapter: 
Szlapczynska et al., 2014, Plasticity and Pathology of Dendritic Intrinsic Excitability (see 
Appendix). Certain information discussed in the book chapter is also included in Section 4.2 
Ion channels involved in regulating intrinsic excitability and Section 4.3 Plasticity of intrinsic 
excitability. 
 
4.1 Overview  
Learning and memory are most frequently studied as a change in the efficacy of synaptic 
transmission. However, it is now clear that learning can also induce non-synaptic forms of 
plasticity such as changes in the intrinsic excitability of a neuron. Intrinsic plasticity can be 
defined as a change in the neuron’s electrical properties induced by various neuromodulators, 
activity patterns, disease states, or learning paradigms (Zhang and Linden, 2003; Frick and 
Johnston, 2005; Disterhoft and Oh, 2006; Mozzachiodi and Byrne, 2009). This change is 
mediated by a wide range of voltage-gated Na+, Ca2+, K+ and hyperpolarisation activated and 
cyclic nucleotide-gated (HCN) channels, as well as voltage-independent ion channels present 
in the neuronal membrane (Migliore and Shepherd, 2002; Magee, 2008; Nusser, 2012). The 
exact kinetics and expression levels of these channels are characteristic for a given neuronal 
type and its sub-cellular compartments (e.g. soma versus dendrites). Any changes in the 
biophysical properties and/or distribution of these channels will alter the excitability of the 
neuronal membrane (Hille, 2001; Frick and Johnston, 2005). Intrinsic plasticity can take place 
anywhere along the cellular membrane causing a neuron-wide change in excitability, or it can 
occur locally and remain restricted to individual dendritic branches. Changes induced in the 
somatodendritic compartment typically affect the integration and propagation of synaptic 
inputs whereas those occurring in the axon modulate action potential properties (AP) and 
synaptic transmission.  
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The study of intrinsic plasticity is particularly useful in the context of learning and 
memory because it can affect a wide range of neuronal functions including the presynaptic 
release of neurotransmitters, the way synaptic inputs are integrated, the AP output at the soma 
and the active back-flow of information into the dendrites. Additionally, it has been suggested 
that it serves as a mechanism for metaplasticity, homeostatic regulation of neuronal activity, 
memory allocation or it even acts as part of the memory trace itself (Helmchen et al., 1999; 
Zhang and Linden, 2003; Frick et al., 2004; Frick and Johnston, 2005; Chen et al., 2006; 
Disterhoft and Oh, 2006; Zhou et al., 2009; Mozzachiodi and Byrne, 2010 Benito and Barco, 
2010; Xu et al., 2012; Szlapczynska et al., 2014). 
 
4.2 Ion channels involved in regulating intrinsic excitability 
Neurons contain a vast number of ion channels, which play an important role in shaping 
changes in the excitability of the neuron. Ion channels are pore forming membrane proteins 
and are the most fundamental excitable elements in the neuronal membrane. These channels 
are specifically responsive to incoming stimulation such as membrane potential change, 
neurotransmission and neuromodulation, chemical signalling or mechanical deformation, to 
name just a few. When ion flux occurs across the membrane, it has an immediate effect on the 
membrane potential leading to the activation of voltage-sensitive ion channels. This process 
of ion channel activation is, therefore, regenerative and self-propagating. Ion channels are 
present in membranes of all cells and play a critical role in regulating many aspects of their 
function. For example they are responsible for shaping the cell’s resting membrane potential 
(RMP), controlling the flow of ions across the neuronal membrane including the messenger 
Ca2+ ions, regulating the electrical signals generated by the cell as well as controlling the 
cell’s volume (Hille, 2001). The quest for investigating the distribution and properties of 
voltage-gated ion channels can be dated back to the 1950s. That is when Alan Hodgkin and 
Andrew Huxley first described a model that could accurately predict the shape of the AP 
generated and propagated by the squid giant axon (Hodgkin and Huxley, 1952). Since then 
electrophysiological and molecular studies unveiled the complex distribution patterns and 
properties of various families of ion channels in the neuronal membrane (Lai and Jan, 2006; 
Migliore and Shepherd, 2002; Catterall et al., 2012; Szlapczynska et al., 2014).  Below I 
provide an overview of the voltage-gated ion channels that are present in mammalian 
pyramidal neurons of the neocortex. A description of Ca2+ activated K+ ion channels is also 
included. 
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Voltage-gated ion channels fall into a number of broad categories based on their 
selectivity for certain ions, for example K+, Na+, Ca2+ (Kv, Nav, Cav, respectively) and non-
selective cation channels activated by hyperpolarisation (i.e. hyperpolarisation activated and 
cyclic nucleotide-gated channels, HCN; Figure 4.1). All mammalian voltage-gated ion 
channels contain one or four transmembrane pore-forming proteins. More specifically, Nav 
and Cav channels are formed by a single α-subunit (Nav) or α1-subunit (Cav) containing four 
transmembrane repeats (domains I-IV), whereas Kv and HCN are formed by four α-subunits, 
each with a single domain. In the case of Kv and HCN channels, the four α-subunits can co-
assemble to form both homo- and heterotetrameric pore-forming subunits, increasing their 
molecular diversity (Lujan, 2010; Lewis and Chetkovich, 2011) Each domain comprises six 
transmembrane segments (S1-S6). The S4 segment in each domain detects changes in 
membrane potential whereas segments S5 and S6 and the re-entrant pore loop between them 
form the lining of the pore. These pore-forming subunits are associated with auxiliary 
subunits (α2, β, γ or δ), as well as a range of other molecules, such as scaffolding proteins, 
which serve to modulate the channels’ properties or their subcellular location. Differential 
splicing, the formation of heteromers and additional post-translation modifications further 
extend the diversity of voltage-gated ion channels (Migliore and Shepherd, 2002; Vacher et 
al., 2008; Lujan, 2010). 
 
 
Figure 4.1 General localisation of voltage-gated ion channels in a model neuron.  
Taken from Lai and Jan, 2006. 
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4.2.1 Nav channels 
Nav channels allow for a fast depolarising inward current to enter the cell and thus are the 
primary channels responsible for membrane depolarisation and the generation and 
propagation of AP in the axon (Hodgkin and Huxley, 1952) as well as the back-propagation 
of APs back into the dendrites (Stuart and Sakmann, 1994; Johnston et al., 1996; Stuart et 
al.,1997a, 1997b). They also allow for the generation of Na+ mediated dendritic spikes and the 
non-linear integration of synaptic potentials (Stuart et al., 1997b; Larkum et al., 2007; Larkum 
et al., 2009). In mammals, ten genes are known to encode the α-subunits of Nav channels - 
Nav1.1 to Nav1.9.  Of the ten known Nav family members, four subunits (Nav1.1, 1.2, 1.3 
and 1.6) are expressed in the rodent/human brain (Goldin et al., 2001, Trimmer and Rhodes, 
2004).  
The Nav1.2 subunits are expressed specifically in the axon and its terminals and are 
thought to be the major components of the AP conductance mechanisms as well as important 
regulators of neurotransmitter release in the terminals (Westenbroek et al., 1989). Nav1.1 and 
Nav1.3 show a somatodendritic distribution, with Nav1.3 having the highest expression levels 
in the embryonic and early postnatal brain.  Finally, Nav1.6 is present both in the 
somatodendritic compartment and in the axon (Goldin et al., 2001; Trimmer and Rhodes, 
2004).  Nav channels are sensitive to a large number of neurotransmitters, which have been 
shown to alter their function. The phosphorylation of Nav channels has important functional 
consequences as it can result in a reduction of Na+ currents. This mainly occurs via the 
phosphorylation of the α-subunits by the cAMP (cyclic adenosine monophosphate) dependent 
protein kinase A (PKA) and protein kinase C (PKC) or dephosphorylation by the Ca2+ 
regulated phosphatase calcineurin and protein phosphatase (Frick and Johnston, 2005; 
Cantrell and Catterall, 2001). 
Although the majority of the current generated by Nav channels is fast, Nav channels can 
also generate a persistent noninactivating or slowly inactivating current INaP (Crill 1996; Kiss 
2008). This current constitutes only a small fraction of the transient Na+ current but it has 
significant physiological consequences. It is implicated in setting the membrane potential, 
regulating repetitive firing and enhancing synaptic transmission. It is not clear which subunits 
generate this type of current (Kiss, 2008). 
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4.2.2 Cav channels 
Cav channels are important regulators of neuronal excitability. They are expressed in the 
somata, dendrites and axon terminals. They mediate Ca2+ influx into the cell following 
membrane depolarisation and play an active role in the amplification of incoming synaptic 
signals, generation of dendritic Ca2+ spikes, the activation of Ca2+ gated K+ channels, 
signalling resulting from back-propagating APs and synaptic plasticity. Cav channels also 
mediate a range of intracellular processes such as Ca2+ dependent enzyme activation, gene 
transcription and neurotransmitter secretion (Vacher et al., 2008; Catterall, 2011). For those 
reasons, Cav channels create an important link between neuronal excitability, physiological 
events within the cell and synaptic plasticity. Cav channels can be classified into three 
families: Cav1-3 giving rise to five different current types: L-type (Cav1), P/G-type (Cav2.1), 
N-type (Cav2.2), R-type (Cav2.3) and T-type (Cav3; Lai and Jan, 2006). 
Cav1 or L-type channels are expressed in the somata and dendrites where they play an 
important role in somatodendritic signalling. They require a high voltage for activation, 
conduct large currents and display slow inactivation kinetics. On the other hand, Cav3 or T-
type channels are activated at much more negative membrane potentials, have small single 
channel conductance, inactivate rapidly and deactivate slowly. They play a role in regulating 
Ca2+ permeability around RMP and AP firing. Finally, Cav2 require a high voltage for 
activation and display fast deactivation kinetics and moderate to slow inactivation kinetics. 
Apart from playing a role in somatodendritic Ca2+ influx they also regulate fast 
neurotransmitter release from presynaptic terminals (Trimmer and Rhodes, 2004; Vacher et 
al., 2008; Catterall, 2011). Cav channels are modulated by phosphorylation, G-proteins and 
by Ca2+ itself (Catterall, 2000). 
 
4.2.3 K+ channels  
K+ channels are the most important regulators of intrinsic excitability and are the largest and 
most diverse ion channel group. In general K+ play an important role in dampening neuronal 
excitability by providing outward currents. Their exact functional role, however, depends on 
their specific biophysical properties such as activation/inactivation kinetics, voltage-
dependence, activation by intracellular ions and second messengers (Yuan and Chen, 2006). 
There are over 100 genes in the mammalian genome encoding the K+ channel α- and 
auxiliary subunits (Gutman et al., 2005; Yuan and Chen, 2006). K+ channels can be 
subdivided into several groups based on their pore forming α-subunits – voltage-gated (Kv), 
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Ca2+ activated, inward rectifying (Kir3/GIRK) and two-pore (K2P) channels. In contrast to Kv 
and Ca2+ activated K+ channels, K2P and Kir3 are formed by four and two transmembrane 
domains respectively (Lujan, 2010) and will not be discussed any further.  
 
Kv channels 
Kv channels represent the largest and most diverse group of voltage-gated ion channels 
(Vacher et al., 2008, Lujan, 2010). The mammalian Kv α-subunits are encoded by 
approximately 40 genes, which can be grouped into 12 families Kv1-Kv12 (Gutman et al., 
2005). The prototypic Kv subunits were initially identified by mutant screens in Drosophila 
rather than by biochemical analysis and they were categorised into 4 families (Kv1-Kv4) 
based on their Drosophila homologues Shaker, Shab, Shaw, Shal. More recently, α-subunits 
forming Kv5-Kv12 subfamilies have been discovered. Consequently, the genes encoding the 
α-subunits are known under these names: Shaker/Kv1/KCNA; Shab/ Kv2/KCNB; 
Shaw/Kv3/KCNC; Shal/Kv4/KCND; Kv5/KCNF; Kv6/KCNG; Kv7/KNCQ; Kv8/KCNV; 
Kv9/KCNS; Kv10/KCNH; Kv11/KCNH; and Kv12/ KCNH.  
The expression pattern of Kv.1 is limited mainly to the axon and nerve terminals, Kv2 
and Kv4 show a somatodendritic distribution, whereas Kv3 is expressed both in the axonal 
and somatodendritic compartments. Kv7 expression is mainly axonal, with some accounts of 
also somatodendritic localisation. Information about the subcellular distribution of Kv5-6 and 
Kv8-12 is limited (reviewed in Vacher et al., 2008). Depending on their activation kinetics Kv 
channels can be categorised based on the types of currents they generate: transient (Kv1.4, 
Kv3.3-Kv3.4, Kv4), sustained (Kv1.1-Kv1.3, Kv1.5-Kv1.6) or delayed rectifying (Kv2, Kv7; 
reviewed in Lujan, 2010).  
One of the most studied K+ channels is the rapidly activating and inactivating dendritic 
A-type K+ channel. Most of our knowledge about this channel and the current it generates 
comes from studies on the hippocampus. In the neocortex, the A-type K+ current is generated 
predominantly by Kv4.2 and Kv4.3 subunits with some contribution from Kv1.4 (Norris and 
Nerbonne, 2010). These currents regulate AP repolarisation, repetitive firing, synaptic 
integration and AP backpropagation (Frick et al., 2003; Johnston et al., 2003; Cai et al., 2004; 
Yuan and Chen, 2006). Kv4.2 is regulated by a number of intracellular signalling pathways 
and kinases, including PKA, PKC, MAPK (Mitogen – activated protein kinase) and CaMKII 
(Ca2+/calmodulin – dependant protein kinase; Schrader et al., 2002; Rosenkranz et al., 2009). 
The activation of PKA, PKC and MAPK by various neuromodulators results in a decrease of 
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the A-type K+ channel activity (Hoffman and Johnston, 1998, 1999; Yuan et al., 2002), 
whereas CaMKII activation alters the channel’s surface expression (Varga, 2004). 
Kv7 channels are slow delayed rectifiers that are activated at subthreshold levels and 
play a role in maintaining the RMP and reducing excitability. Kv7 channels are most known 
for underlying the M-type current, a slowly activating and inactivating current that is 
modulated by G-proteins. The main subunits underlying the M-type current are Kv7.2 and 
Kv7.3. M-type K+ plays a critical role in controlling the subthreshold membrane excitability, 
the generation of theta-frequency oscillations, the regulation of interspike intervals and the 
neuron’s responsiveness to synaptic inputs (Wang et al., 1998; Guan et al., 2011). Moreover, 
Kv7 channels regulate the dynamics of neuronal firing (Rogawski, 2000; Peters et al., 2005) 
and have been shown to contribute to the generation of fast AHP (fAHP) occurring after a 
single AP (Brown and Passmore, 2009; Santini et al., 2010). Kv7 channels are also readily 
phosphorylated. PKA activation for example, enhances M-type currents, whereas the 
activation of the tyrosine kinase results in a slow inhibition of Kv7.2/Kv7.3 expression 
(reviewed in Park et al., 2008) 
Kv1 channels that are expressed mainly in the axon and nerve terminals are likely to 
be the channels generating the dendrotoxin sensitive D-type K+ current. D-type K+ current is a 
fast-activating, slow-inactivating current that plays a role in controlling the AP threshold, 
waveform, firing frequency, presynaptic neurotransmitter release and synaptic efficacy 
(Bekkers and Denaley, 2001; Guan et al., 2007a; Kole et al., 2007; Shu et al., 2007).  
Channels Kv1, Kv2 and Kv7 all contribute to somatic currents in neocortical 
pyramidal neurons. Out of the three, the Kv2 component accounts for the largest, about 60% 
of the total Kv current during large voltage steps (Guan et al., 2013). The Kv2 channels 
activate slowly at depolarised membrane potentials (Guan et al., 2007b) and due to their slow 
kinetics their major role is to regulate repetitive firing, especially at higher frequencies (Malin 
and Nerbonne, 2002; Johnston et al., 2008, Guan et al., 2013).  
 Kv3 family members display rapid activation kinetics at voltages more positive than 
-10 mV and very rapid inactivation kinetics. Their functional role is to facilitate sustained 
high frequency firing. They are therefore highly expressed in fast spiking neurons, such as 
neocortical or hippocampal interneurons (Vacher el al, 2008).   
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Ca2+ activated K+ channels 
Ca2+ gated K+ channels are activated by an increase in the intracellular concentrations of Ca2+. 
Their opening causes membrane hyperpolarisation and a decrease in neuronal excitability. 
The main Ca2+ activated K+ channels expressed in the brain are the small-conductance 
voltage-insensitive K+ channels (SK), with a single channel conductance of 2-20pS, and the 
big-conductance K+ channels (BK), which are activated by both intracellular Ca2+ and voltage 
and have a single channel conductance of 200-400pS (Sah and Faber, 2002). SK channels are 
formed by three subunits SK1-SK3 and they are sensitive to apamin (found in bee venom) 
and bicuculline, which distinguishes them from BK channels (Sah and Faber, 2002; Wei et 
al., 2005, Yuan and Chen, 2006; Lujan, 2010). BK channels play a role in rapid repolarisation 
of APs and the fAHP, which lasts 2-5 milliseconds and occurs immediately after a single AP. 
Also, M-type and A-type currents are thought to contribute to fAHP. The fAHP plays a role in 
AP repolarisation and broadening, and controls spike frequency adaptation (Faber and Sah, 
2003; Disterhoft and Oh, 2006; Yuan and Chen, 2006). SK channels on the other hand are 
thought to underlie the medium AHP (mAHP) currents that occur after a single AP or a burst 
of APs. The mAHP has a much slower decay time than the fAHP and lasts from 50-200 
milliseconds (Stocker et al., 2004). In addition to fAHP and mAHP, the AHP can also have a 
third slow component (sAHP) that typically occurs after a burst of APs and decays over the 
course of seconds. The exact Ca2+ activated K+ channel underlying this conductance has not 
yet been identified (Disterhoft and Oh, 2006, Andrade et al., 2012).  
In the cortex, SK channels respond to the Ca2+ induced Ca2+ release triggered by the 
activation of muscarinic receptors (Yamada et al., 2004; Gulledge et al., 2007) or 
metabotropic glutamate receptors (Hagenston et al., 2008). In the prefrontal cortex the block 
of SK channels improves working memory (Brennan et al., 2008). In L5 pyramidal neurons of 
the mPFC SK channels regulate excitatory synaptic transmission through an interaction with 
NMDA (N-methyl-D-aspartate) receptors and Cav channels (Faber, 2010). Both SK and BK 
channels are present in the soma and dendrites of pyramidal cortical neurons (Sailer et al., 
2004; Benhassine and Berger, 2005; Sausbier et al., 2006). However, SK1 and SK2 are highly 
expressed in the neocortex with SK3 showing higher expression levels in the subcortical 
regions (Stocker et al., 2004). 
 
4.2.4 HCN channels 
HCN channels differ a little bit from other voltage-gated ion channels as they are activated by 
hyperpolarisation and deactivated by depolarisation. They belong to the superfamily of K+ 
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channels, however, they are non-selective cation channels as they allow for a mixed K+/Na+ 
current to enter the cell. This hyperpolarisation-activated current is called the Ih current. HCN 
are directly modulated by cAMP. Because HCN channels can generate rhythmic activity in 
neurons and cardiac cells, they are often referred to as ‘pacemaker channels’. Ih plays a wide 
range of important functions in neurons: they contribute to the RMP, act as resonance 
conductors, suppress temporal and spatial summation of synaptic inputs and decrease the 
efficacy of backpropagating AP. Most of HCN activity results in a reduction of dendritic 
excitability. However, Ih also causes rebound depolarisations following membrane 
hyperpolarisations that contribute to the generation of dendritic plateau potentials or spikes 
(Lujan, 2010; Lewis and Chetkovich, 2011). 
HCN channels are composed of four subunits HCN1-HCN4. The functional properties 
of these channels are determined by the subunits that form them. For example, HCN1 
subunits respond much faster to hyperpolarising potentials and display faster activation 
kinetics than HCN2-4. Out of all the subunits, HCN4 require the strongest hyperpolarisation 
and are the slowest to activate. On the other hand, HCN4 subunits are very sensitive to the 
presence of cAMP, whereas the responsiveness of HCN1 to cAMP is minimal. cAMP activity 
shifts the voltage activation of HCN channels to more depolarised potentials, which enhances 
their activation at RMP. In the neocortex, the two major subunits responsible for generating 
the Ih current are HCN1 and HCN2 and they show a non-uniform gradient of distribution 
increasing in density with distance from soma. HCN3 and HCN4 subunits are more 
concentrated in subcortical regions. HCN channels are also, although to a lesser degree, 
expressed in the axon (Pape, 1996; Migliore and Shepherd, 2002; Notomi and Shigemoto, 
2004; Robinson & Siegelbaum, 2003; Kole et al., 2006). 
 
4.3 Plasticity of intrinsic excitability  
4.3.1 EPSP-spike potentiation 
Synaptic plasticity involves the strengthening or weakening of the synaptic connection 
between two neurons, whereas intrinsic plasticity is the change of electrical properties within 
a single neuron. Despite being distinct, the two processes however act together to shape 
information transfer along the dendritic tree as well as neuronal output. For example, in the 
hippocampus the induction of long-term potentiation (LTP) can result in an enhanced 
probability that the postsynaptic neuron will fire APs in response to subsequent excitatory 
postsynaptic potentials (EPSPs). This phenomenon is known as the EPSP-to-spike 
CHAPTER 4 – INTRINSIC PLASTICITY IN LEARNING AND MEMORY 
 60 
potentiation (E-S potentiation; Bliss and Lomo, 1973). It is now believed that E-S potentiation 
occurs not only due to an altered balance between excitation and inhibition following LTP 
induction (Abraham et al., 1987; Chavez-Noriega et al., 1989) but also requires intrinsic 
changes in both the post and presynaptic neurons (Taube and Schwartzkroin, 1988; Daoudal 
et al., 2002). For example, LTP induction in the CA1 increases EPSP summation through a 
downregulation of HCN channels (Wang et al., 2003), which are known to reduce the 
temporal summation of synaptic inputs (Magee, 2000; Poolos et al., 2002). Any change in the 
summation of synaptic inputs can in turn alter the spiking activity of the neuron (Magee, 
1999, 2000). Indeed, LTP induction results in a subsequent increase in intrinsic excitability 
mediated by a decrease in AP threshold (Xu et al., 2005; Frick et al., 2004; Chen et al., 2006). 
LTD on the other hand, has been shown to reduce both pre and postsynaptic neuronal 
excitability (Daoudal et al., 2002; Li et al., 2004).  
 
4.3.2 AP backpropagation 
Action potentials are typically initiated in the axon initial segment and travel forward along 
the axon. However, in certain neuronal types such as the hippocampal CA1 and cortical 
pyramidal neurons they can also actively backpropagate into the dendrites thanks to the 
presence of Na+ channels in the neuronal membrane (Stuart and Sakmann, 1994; Johnston et 
al., 1996; Stuart et al., 1997a, 1997b). The exact degree and manner of this propagation 
depends on the dendritic morphology (Vetter et al., 2001; Schaefer et al., 2003), the presence 
and activity of other voltage-gated ion channels distributed along the dendritic tree, prior 
neuronal activity and/or neuromodulation (Spruston et al., 1995; Stuart et al., 1997b; Stuart 
and Häusser, 2001; Frick et al., 2004; Hoffman and Johnston, 1999; Gentet and Williams, 
2007). For example, LTP induction can also be accompanied by a persistent and local NMDA 
receptor dependent increase in dendritic excitability manifested by an augmentation of the 
backpropagating AP amplitude and an accompanying boost in Ca2+ signals (Frick et al., 
2004). The resulting increase in dendritic excitability, which is mediated by A-type K+ 
channels, favours the backpropagation of APs into the potentiated dendritic region (Watanabe 
et al., 2002; Frick et al., 2004). 
Once triggered, backpropagating AP provide feedback information into the dendrites 
about axonal output, they can be implicated in the generation of dendritic spikes, facilitate 
synaptic integration and play a role in Hebbian synaptic plasticity (Waters et al., 2003; 
Sjöström et al., 2008). For example, when appropriately timed with EPSPs, backpropogating 
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APs can induce long-term potentiation (LTP) and depression (LTD) through spike-timing 
dependent plasticity protocols (STDP; Magee and Johnston, 1997, Letzkus et al., 2006; 
Sjöström and Häusser, 2006; for review on STDP see Dan and Poo, 2006). 
 
4.3.3 Synaptic integration 
Cortical pyramidal neurons possess elaborate dendritic arbours that receive and integrate 
excitatory and inhibitory inputs of varying amplitudes from numerous other neurons to give 
rise to cell-type specific firing patterns. The plasticity of dendritic integration largely depends 
on both the passive and active dendritic properties. Voltage-gated Na+, A-type K+, Ca2+ and 
HCN channels can all influence or be influenced by EPSPs (Stuart et al., 1997b; Magee, 
2000; Williams and Stuart, 2003a; Gulledge et al., 2005; Spruston, 2008). HCN channels are 
of particular importance for subthreshold integration due to their specific 
activation/deactivation kinetics as well as their non-uniform somatodendritic gradient of 
distribution (Williams and Stuart, 2000a; Berger et al., 2001; Kole et al., 2006). Because their 
density increases with distance from soma in CA1 and neocrtical L5 neurons, they have the 
greatest impact on the summation of distal synaptic inputs (Magee 1998; 1999, 2000; 
Williams and Stuart, 2000a; Lörincz et al., 2002). Also, due to their specific kinetics, their 
activation reduces the duration of inhibitory postsynaptic potentials (IPSPs; Williams and 
Stuart, 2003b), whereas their deactivation reduces the duration of EPSPs. Interestingly, the 
forebrain-restricted deletion of the HCN1 gene results in enhanced spatial learning in the 
Morris water maze task as well as improved memory of the platform location (Nolan et al., 
2004). 
 
4.3.4 Dendritic spikes 
Neuronal dendrites are capable of generating large transient depolarisations called dendritic 
spikes that reflect the opening of voltage-gated Na+ and Ca2+ channels. In some dendrites, the 
activation of voltage and ligand-gated NMDA receptors can result in the occurrence of an 
NMDA spike (Häusser et al., 2000; Larkum et al., 2009; Major et al., 2013). Dendritic spikes 
are typically evoked by the synchronous activation of multiple spatially clustered synapses 
but they can also be triggered by backpropagating APs following strong somatic stimulation 
(Stuart et al., 1997b; Larkum et al., 1999; Williams and Stuart, 2000b; Larkum et al., 2007; 
Grewe et al., 2010).  
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Dendritic spikes play an important role in sensory processing as well as in the timed 
integration of synaptic inputs (Helmchen et al., 1999; Lavzin et al., 2012; Breton and Stuart, 
2009; Xu et al., 2012). They are also subject to activity-induced intrinsic plasticity. For 
example, in CA1 pyramidal neurons dendritic spikes are inhibited in local dendritic branches 
following supralinear synaptic input in that dendritic region. If the input is strong enough to 
trigger axonal APs, then the resulting backpropagating AP can cause a widespread attenuation 
of subsequent dendritic spikes in all dendritic branches (Remy et al., 2009). 
 
4.4. Intrinsic plasticity in learning and memory 
4.4.1 Invertebrate studies 
The first studies suggesting a link between behavioural learning and intrinsic plasticity came 
from invertebrate preparations. In 1982 Alkon et al. showed this by performing voltage-clamp 
recordings in a nudibranch mollusk Hermissenda following a phototaxic learning protocol. In 
normal conditions, Hermissenda displays the tendency to move towards light. However, 
pairing light with rotation results in a conditioned response (CR) that is a reduction or 
elimination of positive phototaxis (Alkon et al., 1982). Alkon and colleagues showed that the 
acquisition of the CR was manifested by an increased number of AP fired by the 
photoreceptor cell in response to either light stimulation or direct somatic current injections. 
This intrinsic plasticity was mediated by a decrease in the transient A-type and Ca2+ sensitive 
K+ currents (Alkon et al., 1984; 1985). Importantly, these changes were still present even after 
the photoreceptor cell was surgically isolated from neighbouring cells providing evidence that 
the observed changes were indeed due to a change in the cell’s intrinsic properties. Similarly 
to the behavioural response, this increase in excitability persisted for weeks.  
Later work on the terrestrial snail Helix also showed that associative learning 
significantly increased intrinsic excitability. Paired presentations of the conditioned (CS) and 
unconditioned stimuli (US) resulted in a lowering of the AP threshold and a positive shift in 
the RMP of interneurons that drive the conditioned behavioural response (Gainutdinov et al., 
1998). 
 The marine mollusk Aplysia is best known for the work on the gill and siphon 
withdrawal reflex following non-associative (habituation, sensitisation) and associative forms 
of learning. In the associative conditioning task, a brief siphon tap is paired with an electrical 
shock to the tail. This results in a CR of withdrawing the siphon. Learning results in synaptic 
strengthening between the sensory and the motor neuron. Interestingly, however, learning 
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induced plasticity is not limited to synaptic modifications. A siphon tap or direct current 
injections result in an increase in the neuronal input resistance as well as in the number of 
APs fired by the sensory neurons (Antonov et al., 2001).  
Non-associative learning such as sensitisation can also induce intrinsic plasticity. A 
tail-induced sensitisation of the siphon withdrawal reflex is related to increased AP firing and 
afterdepolarisation in sensory neurons. Sensitised motor neurons display more negative 
membrane potentials and a reduction in AP threshold (Cleary et al., 1998).  
 
4.4.2 Vertebrate studies 
The first vertebrate studies to provide evidence for behaviourally induced changes in neuronal 
excitability also come from the 1980s. Brons and Woody (1980) were the first to show 
intrinsic plasticity following associative conditioning in awake cats. The behavioural learning 
task consisted of pairing an auditory click (CS) with a tap on the nose between the eyes (US). 
The CR was an eyeblink combined with a nose twitch. Intracellular recordings performed in 
the sensorimotor cortex revealed that less current was necessary to evoke AP firing in neurons 
from conditioned cats when compared to those from control cats. Importantly, this change 
was long lasting and restricted to a specific neuronal population – it was present only in the 
cells that were connected with the muscles involved in generating the CR. The observed 
intrinsic plasticity was still present at 28 days after conditioning and was not altered by 
extinction training suggesting that changes in intrinsic excitability could have a long-term 
functional role (Brons and Woody, 1980).  
More evidence for learning induced intrinsic plasticity came from experiments on 
rabbits that were trained in either a delayed or trace eyelid conditioning task. In both 
behavioural paradigms a conditioned stimulus such as an auditory or visual stimulus (CS) is 
paired with an eye-blink eliciting stimulus such an air puff or a weak periorbital shock. In 
trace eyelid conditioning the CS terminates before the delivery of the US. In delayed 
conditioning, on the other hand, the CS commences before the US but terminates at the same 
time as the US. Both learning paradigms are cerebellum dependent, but trace eyelid 
conditioning also requires the involvement of the hippocampus (Thompson et al., 2000).  
The memory for eyeblink conditioning is long lasting and can persist from weeks to 
months and so can the associated plasticity of intrinsic excitability. For example, delayed 
eyelid conditioning performed on rabbits results in the lowering of the threshold necessary for 
evoking dendritic spikes as well as a notable decrease in the transient AHP. Interestingly, 
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these changes are spatially limited to defined microzones and the lower threshold for dendritic 
spike initiation is still present one month after training (Schreurs et al., 1997; 1998). 
Disterhoft and colleagues found that when rabbits underwent trace eyelid 
conditioning, the pyramidal neurons in hippocampal regions CA1 and CA3 fired more APs in 
response to depolarising current injections when compared to those from control animals. 
Also, the post-burst AHP was significantly reduced. These changes were not present in the 
granule cells of the dentate gyrus and were specific only to animals that had received paired 
CS-US presentations and had successfully learned the task (de Jonge et al., 1990; Moyer Jr et 
al., 1996; Thompson et al., 1996). Increased intrinsic excitability occurred in approximately 
50% of CA1 and CA3 neurons, it was visible from as early as one hour after conditioning and 
peaked at 24 hours. Excitability remained significantly increased for five days and then 
decreased considerably by day seven. Two weeks later the responses of neurons from 
conditioned and control rabbits were indistinguishable. The time course of the observed 
changes in intrinsic excitability could suggest that intrinsic plasticity might play a permissive 
role in memory consolidation (Moyer Jr et al., 1996; Thompson et al., 1996).   
Reductions in the post-burst AHP and increased neuronal firing in CA1 neurons have 
also been shown to occur in the rat hippocampus following trace eyelid conditioning (Kuo et 
al., 2008; Oh et al., 2009) or spatial learning in the Morris water maze (Oh et al., 2003) as 
well as in the piriform cortex following operant conditioning (Saar et al., 1998). Operant 
conditioning is a behavioural training task where an animal learns to associate a stimulus with 
a reward or punishment. When rats learn to associate a specific odour with a water reward this 
results in increased neuronal excitability marked by a reduction in post-burst AHP and 
reduced AP accommodation. This change persists for one to three days following training and 
is no longer present after seven days (Saar et al., 1998).  
One channel underlying the post-burst AHP is the apamin sensitive SK channel 
(Stocker et al., 2004). Direct infusions of the SK channel activator NS309 into the dorsal CA1 
reduce spontaneous neuronal firing rates and slow down the acquisition of trace eyelid 
conditioning. This indicates that the AHP is an important correlate of learning due to the role 
it plays in regulating neuronal firing rates (Disterhoft and Oh, 2006; McKay et al., 2012).  
 
4.4.3 Intrinsic excitability and fear conditioning 
Even though changes in intrinsic excitability have been extensively demonstrated across 
various behavioural tasks (Disterhoft and Oh, 2006) the first examples of intrinsic plasticity 
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induced by fear conditioning were not provided until more recently. McKay et al., (2009) 
were among the first to show that both contextual and trace-auditory fear conditioning 
increased the excitability of CA1 hippocampal neurons through a reduction of the post-burst 
AHP and an increase in neuronal firing rates (McKay et al., 2009).  
Intrinsic plasticity following fear learning was also shown to occur in the amygdala. 
Here, auditory fear conditioning resulted in a significant reduction in the post-burst sAHP of 
LA neurons. This change was evident immediately after training as well as 24 hours later. 
Fear conditioning also caused an increase in neuronal firing rates. This change however had a 
different time course to the sAHP as it was present 24 hours but not 1 hour after conditioning 
(Sehgal et al., 2014). Increased intrinsic excitability following auditory fear conditioning was 
also demonstrated in the basal nuclei (BA) of the amygdala where the neurons projecting to 
the medial prefrontal cortex (mPFC) and the hippocampus are mainly located (Hoover and 
Vertes, 2007). Senn et al., (2014) used retrograde labelling to identify and compare the 
intrinsic properties of two distinct BA neuronal populations – those projecting to the 
prelimbic cortex (PL) and those projecting to the infralimbic cortex (IL). The two mPFC 
nuclei have been identified to play different roles during fear learning and memory. The PL is 
implicated in the expression of conditioned fear, whereas the IL mediates fear extinction 
learning (Sotres-Bayon and Quirk, 2010; Sierra-Mercado et al., 2011). Senn et al. (2014) 
demonstrated that fear conditioning, but not extinction, increases the bursting of PL-
projecting neurons. In contrast, IL-projecting neurons showed increased bursting only 
following extinction learning. Interestingly, similar changes in neuronal bursting activity 
occur in vivo when recording from functionally defined fear and extinction neurons. Apart 
from increasing bursting activity, extinction training also altered the AP kinetics of IL-
projecting neurons as marked by an increase in AP width. Once again, in vivo recordings 
confirmed that the width of extracellularly recorded AP also increased following fear 
extinction in identified extinction neurons. On the other hand, PL-projecting neurons showed 
no change in AP kinetics following fear extinction (Senn et al., 2014). 
Most studies report an increase in intrinsic excitability following learning (Moyer et 
al., 1996; Saar et al., 1998; Oh et al., 2003; McKay et al., 2013). However, experience-
dependent synaptic plasticity can be bidirectional involving both synaptic strengthening and 
weakening (Malenka and Bear, 2004; Smith et al., 2009). Because intrinsic excitability is 
closely coupled to synaptic plasticity there is no reason why this bidirectional mechanism 
could not apply to intrinsic plasticity as well. Indeed, the learning of positive and negative 
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reward values in an olfactory discrimination task has opposing effects on intrinsic properties 
of BLA neurons. When rats learn that successful odour discrimination is associated with a 
water reward, the BLA neurons show increased firing in response to depolarising current 
injections. On the other hand, odour fear conditioning, where the rats learn to associate a 
given odour with a footshock result in a decrease in neuronal firing (Motanis et al., 2014). 
Changes in intrinsic excitability following fear conditioning have also been shown to 
occur in the IL. Santini et al. (2008) showed that auditory fear conditioning results in a 
reduced excitability of IL neurons. This was manifested by a decrease in the number of APs 
elicited by depolarising current injections as well as an increase in the sAHP. Interestingly, 
extinction learning reversed both of these changes to levels comparable to naïve animals. 
Moreover, extinction increased the bursting activity of IL neurons and reduced the amplitude 
of the fAHP (Santini et al., 2008). One current underlying the fAHP is the M-type K+ current. 
Blocking M-type K+ currents in slices with XE-991 increases AP firing rates and promotes 
bursting activity. The infusion of XE-991 into the IL before extinction training reduces 
freezing both during the extinction learning session and during the extinction memory test 
performed 24 hours later. In contrast, the infusion of flupirtine, the M-type K+ channel agonist 
increases freezing levels during extinction. On the other hand, when flupirtine is infused into 
the PL, this results in reduced fear expression while having no effect on extinction learning or 
recall (Santini and Porter, 2010). M-type K+ currents are also blocked by the activation of 
muscarinic receptors. The infusion a muscarinic receptor antagonist into the IL impairs the 
recall of extinction memory, whereas the pharmacological stimulation of these receptors 
enhances fear extinction memory (Santini et al., 2012). 
In conclusion, despite an increasing amount of research on learning-induced changes 
in intrinsic excitability, the precise cellular mechanisms underlying fear memory acquisition 
and expression in the mPFC are still largely unknown. For example, does neuronal intrinsic 
excitability in the PL change with learning? If so, are these changes specific to certain 
neuronal populations or are they more generalised? The mPFC contains a heterogenous 
population of neurons whose long-range connectivity might determine the way in which these 
neurons are altered by learning (Dembrow et al., 2010). In order to address the above 
questions we have formulated our research objectives, which are presented in Chapter 1 – 
Introduction. 
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5. Materials and Methods 
 
5.1 Animals 
The mice used in all of the experiments were C57Bl/6J mice obtained from Janvier Labs, 
France. Throughout all of the experiments, the mice were group-housed in transparent 
Plexiglas cages and kept in a temperature-regulated room on a 12 h light/dark schedule with 
free access to food and water. All the experiments were conducted in the light phase of the 
cycle and the mice were at least 8 weeks old at the time of any experimental manipulation. All 
experiments were performed in accordance with the European and French Directive 
2010/63/EU (Authorisation number 5012025-A). 
 
5.2 Stereotaxic surgery and retrograde labelling 
Anaesthesia and preparation for surgery 
Before the start of the surgery, the mice were anaesthetised by inhalation of isoflurane. For 
this purpose the mice were placed in a small Plexiglas chamber connected to tubing that 
delivered a mix of air and isoflurane (4% concentration) at a flow rate of 2 l/min. Once asleep 
the mice were transferred to a heating pad, where they continued to receive the anaesthesia 
through a mask. Once in the mask, the concentration of isoflurane was lowered to 2% and the 
flow rate was decreased to 0.4 l/min. The fur on the head was then shaved using an electrical 
razor. Next, the mice were injected with 0.1 µl of Lurocaïne (Vétoquinol) just under the scalp 
to provide local anaesthesia. Only after the above procedure was completed were the mice 
moved onto the stereotaxic frame (David Kopf Instruments). 
  
Stereotaxic surgery 
The mice were placed on a heating pad (HP-1M, Physitemp Instruments Inc), equipped in a 
rectal probe (MLT1404, Physitemp Instruments Inc) connected to a controller (TCAT-2LV, 
Physitemp Instruments Inc) set to maintain the body temperature at 37°C. The nose was 
positioned in a mask that continuously delivered a mix of isoflurane (1.5-2%) and air at a 
flow rate of 0.2-0.4 l/min. Once the ear bars were positioned correctly and the mouse’s head 
was fixed in the stereotaxic frame, an eye cream (Lacrigel, Europhta) was applied to prevent 
the drying of the eyes. After having made sure that the mouse is properly anaesthetised 
(slower but stable breathing rate, absence of reflexes or signs of pain, muscle relaxation), a 
small incision along the medial axis was made on the scalp to expose the scull. The skin was 
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held open using clamps. Once exposed, the skull was cleaned and kept hydrated with NaCl 
(0.9%) throughout the whole surgery. Next, the head was levelled to ensure that the bregma 
and lambda were in the same horizontal plane. Then, the coordinates of the bregma site were 
identified and the injection site was located relative to the bregma point using the stereotaxic 
coordinates from the Paxinos & Franklin (2001) mouse brain atlas. Once the correct location 
was identified, the skull was thinned with a micro drill (FST) and a small needle (26 gauge, 
Terumo) was used to gently perforate the skull. Next, retrograde tracers Cholera toxin subunit 
B (CtB) Alexa Fluor conjugates 488 (CtB 488; C22841, Molecular Probes) and 594 (CtB 594; 
C-22842, Molecular Probles) were infused either into the contralateral medial prefrontal 
cortex (mPFC; 1.94 mm anterior to bregma, 0.30-0.50 lateral to bregma, 2.50 mm ventral to 
bregma) and/or into the ipsilateral (left) basolateral amygdala (BLA; 1.46 mm posterior to 
bregma, 3.40 mm lateral to bregma, 5.00 ventral to bregma). The tracers were infused at the 
rate of 50 nl/min. After the infusion of 100-200 nl, the infusion rate was reduced to 5 nl/min 
for 10 min after which the injection needle was removed. Tracer infusions were performed 
using a Nanofil 33 or 34 gauge bevelled needle (NF33BV-2, NF34BV-2; World Precision 
Instruments) attached to a 10 μl NanoFil microsyringe (NanoFil, World Precision 
Instruments). The microsyringe was driven by an electronic micro pump system 
(UltraMicroPump, World Precision Instruments) connected to a microprocessor controller 
(Micro4, MicroSyringe Pump Controller). Once the infusions were complete the scull was 
closed and the skin sutured (Ethilon 5-0, FS-3 Needle, F2413, Ethicon). The skin was treated 
locally with Betadine (10%, MedaPharma) for local disinfection. The mice were then 
rehydrated through intraperitoneal injections of 0.2-0.3 ml of saline. The mice were left to 
recover on a heating pad. Once awake they were injected subcutaneously with an analgesic 
Buprenorphine (0.01-0.05 mg/kg, Axience). The mice were allowed to recover for one week 
before any further experimentation. 
 
5.3 Contextual fear conditioning 
Apparatus 
The mice were fear conditioned in a grey Perspex chamber (length 26 cm, width 18 cm, 
height: 25 cm, Imetronic, Pessac, France) with a metal grid floor that could be electrified to 
deliver a mild scrambled electric shock. The chamber was located inside a sound-attenuating 
box (length: 55 cm, width: 60 cm, height: 50 cm; Imetronic, Pessac, France) and was 
illuminated by four small overhead lights. A video camera placed above the conditioning box 
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allowed for the observation and the recording of the animals’ behaviour. The mice were tested 
for memory recall either in the same chamber in which they had been conditioned (SAME) or 
in a novel context (NOVEL). The NOVEL context was a round cylinder (diameter 20 cm, 
height 27 cm) with white and grey diagonal stripes. The metal grid floor was replaced with a 
plastic floor tray covered with sawdust. 
 
Behavioural procedure 
The mice were divided into three behavioural groups: conditioned (COND), context only 
(CTX) and immediate shock (IMM). All mice were handled for five days before the onset of 
training. On the day of the training the mice were placed in the fear-conditioning chamber for 
a 5 min long behavioural session. The COND mice were allowed to explore the context for 2 
min after which they received three unsignalled footshocks (1 s in duration, 0.5 mA). Each 
footshock was separated by a 1 min interval. After the delivery of the last shock the COND 
mice remained in the conditioning chamber for an additional minute before being removed 
and placed back in their home cage. The CTX mice were also placed in the conditioning 
chamber but in contrast to the COND mice they did not receive any footshocks and were 
allowed to freely explore the context for the entire 5 min. The IMM mice received three 
unsignalled footshocks (1 s in duration, 0.5 mA) immediately upon placement in the 
conditioning context. Each shock was separated by a 1 s interval. After the delivery of the last 
shock, the IMM mice remained in the conditioning chamber for the remaining 5 min before 
being placed back in their home cages. The COND group constituted the learning group 
whereas the CTX and IMM mice were used as control groups. Between mice, floor trays and 
shock bars were cleaned with ETOH 70%.  
Fear memory was tested 24 h following training. During the recall phase mice were 
placed back in the conditioning chamber for 3 min, after which they were returned back to 
their home cage. All behavioural groups underwent the same memory recall procedure. 
Freezing was analysed manually using a custom written analysis programme BehavScor 
(version 3.0 beta, 2008, by A. Dubreucq). Freezing was classified as complete lack of 
movement apart from breathing (Fanselow, 2000). Every time freezing was observed the 
experimenter pressed and held down a key on the keyboard. The key was released when the 
mouse moved again. The time spent freezing was then calculated as a percentage of the total 
time spent in the chamber.  
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In order to control for the specificity of the memory, the COND and CTX mice were 
also tested for memory retrieval 7 days following training. Here, the memory test was 
performed either in the SAME or in the NOVEL context. As before, the memory retrieval 
session was 3 min long. In the NOVEL context the sawdust was exchanged between each 
mouse.  
 The mice that had undergone stereotaxic surgery and were used for 
electrophysiological recordings were never tested for memory retrieval. However, a subset of 
mice was tested regularly for memory recall in order to ensure that no change in the efficacy 
of the training protocol had taken place. These mice were not used for electrophysiological 
recordings. 
 
5.4 Electrophysiology 
Cortical slice preparation 
The mice were sacrificed for electrophysiological recordings 1-4 days following the 
behavioural session. The mice were anaesthetised with isoflurane and intercardiacally 
perfused with ice-cold (4°C) artificial cerebrospinal fluid (aCSF) consisting of the following 
(in mM): 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 1 CaCl2, 7 MgCl2, 7 D-glucose, 3 kynurenic 
acid, 200 sucrose, 1.3 ascorbic acid, and 3 sodium pyruvate. The solution was bubbled with 
95% O2 and 5% CO2 to maintain a pH of ~ 7.4.  Following the perfusion, the mice were 
decapitated, the heads were immersed in ice-cold aCSF and the brains were removed rapidly. 
Next, the frontal cortex was isolated by making a coronal cut approximately at bregma point 
to maximise the dendritic projections within the plane of the slice. The front half of the brain 
was then glued to the cutting surface of the vibrating tissue slicer (Vibratome 3000 Plus, 
Sectioning Systems), rostral end up with the dorsal side facing the blade. The second half of 
the brain, containing the BLA, was preserved and fixed overnight in 4% PFA at 4°C in order 
to verify the accuracy of the stereotaxic injection. The accuracy of the mPFC injection was 
readily observable during the electrophysiological experiment. Coronal slices of 300 µm were 
cut and gently transferred using a pasteur pipette with a custom made open end into an 
incubating chamber filled with aCSF containing (in mM): 100 NaCl, 2.5 KCl, 1.25 NaH2PO4, 
25 NaHCO3, 1 CaCl2, 7 MgCl2, 7 d-glucose, 3 kynurenic acid, 1.3 ascorbic acid, and 3 
sodium pyruvate bubbled with 95% O2 and 5% CO2. Following 15-20 min of incubation at 
37°C slices were transferred to a second incubation chamber containing (in mM): 125 NaCl, 
2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 2 CaCl2, 1 MgCl2, 10 d-glucose, 1.3 ascorbic acid, and 
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3 sodium pyruvate bubbled with 95% O2 and 5% CO2. The slices were left to incubate for 
another 20 min at 37°C after which they were stored at room temperature (22°C) until the 
time of recording. All recordings were performed blind with respect to the behavioural group 
assignment. 
The part of the brain that was preserved after slicing and fixed overnight in 4% PFA 
was rinsed 3 times in 0.1 M PB. Coronal slices of 100 µm were cut using a vibrating tissue 
slicer (Leica VT 1000S) and next visualised under standard inverted microscope (Zeiss 
Axiovert 100) equipped in 470 nm/525 nm and 550 nm/605nm excitation/emission filter sets 
to verify the accuracy of the BLA injections. Recordings from neurons where the injections 
were inaccurate or not limited to the BLA were excluded from the analysis. 
 
Whole-cell recordings 
Whole-cell current-clamp recordings were performed on slices submerged in a chamber filled 
with aCSF heated to 32 -34°C via a Scientifica system equipped in a heated perfusion tube 
(HPT-2, ALA Scientific Instruments). The slices were continuously superfused with aCSF 
bubbled with a mixture of 95% O2 and 5% CO2. The flow rate was set at 1-2 ml/min to ensure 
sufficient oxygenation but also to minimise mechanical disruption of the recordings. The 
aCSF was identical to that used during the second incubation. Neurons were visualised using 
a standard upright microscope (Carl Zeiss Axio Examiner.D1) using the Dodt contrast method 
(Dodt & Zieglgänsberger, 1990), under a 63x water-immersion objective (Zeiss). CtB-
labelled neurons were excited via a Compact Light Source HXP 120 (Leistungselektronic 
JENA GmbH) filtered through 485 nm/535 nm and 560 nm/645 nm excitation/emission filters 
for CtB 488 and for CtB 594 respectively. Neurons were visualised using an Evolve 512 
EMCCD Camera (Photometrics). Patch pipettes (4-7 MΩ) were pulled from capillary glass, 
dimensions: 1.16 x 2.00 x 80.00 mm. (Science Products) using a Flaming/Brown micropipette 
puller (Model P-97, Sutter Instruments). The pipettes were then filled with internal solution 
containing the following (in mM): 135 K-gluconate, 10 HEPES, 10 Na2-Phosphocreatine, 4 
KCl, 4 Mg-ATP and 0.3 Na-GTP. Data were acquired using a Dagan BVC-700A amplifier 
and AxoGraph X (version 1.3.5). Recordings were filtered at 3 kHz and digitised at 20 kHz 
using an ITC-16 (InstruTech). All recordings were performed in the presence of fast synaptic 
activity blockers: 50μM of DL-AP5 (DL-2-Amino-5-phosphonopentanoic acid sodium salt; 
#ab120271, Abcam), 3μM of NBQX (2,3-Dioxo-6-nitro-1,2,3,4-
tetrahydrobenzo[f]quinoxaline-7-sulfonamide disodium salt; #ab120046, Abcam), and 10μM 
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of gabazine (2-(3-Carboxypropyl)-3-amino-6-(4 methoxyphenyl)pyridazinium bromide; 
SR95531; #ab120042, Abcam). All drugs were made up as 1000x stock solutions in distilled 
water and were diluted to the desired concentration in aCSF at the start of the experiment.  
Drugs were allowed 10 min to wash in before taking any measurements. The pipette 
capacitance was compensated and the bridge was balanced before each recording. Series 
resistance was measured throughout the experiment. The experiment was terminated if the 
series resistance was larger than 30 MΩ. Biocytin (Sigma) 1.5-2.5 mg/ml was included in the 
internal solution for post-hoc morphological identification of the recorded neurons. At the end 
of the electrophysiological recordings the slices were fixed overnight in 4% 
paraformaldehyde (PFA) in phosphate buffered saline (PB), pH 7.4. The following day the 
slices were washed 3 times for 10 min in 0.1 M PB and stored in 0.1M PB at 4°C for up to 2 
months.  
 
5.5 Biocytin labelling procedure 
Biocytin labelling was performed on fixed free-floating 300 µm slices that had been used for 
electrophysiological recordings. Slices were processed in a 24 well plate each slice occupying 
one well. Slices were first washed 3 times in 0.1 M PB for 10 min after which they were 
incubated for 15-30 min in a freshly prepared H2O2 solution (3% H2O2 in 0.1 M PB) to block 
any endogenous peroxidase activity. This incubation resulted in the development of oxygen 
bubbles. Next, the slices were washed 5 times with 0.1 M PB for 10 min. The slices were then 
permeabilised for 1 h in a 0.1 M PB solution containing 2% Triton X-100 (wt/vol Sigma; e.g 
0.4 g Triton X-100 in 20 ml 0.1 M PB). Next, the slices were incubated for at least 2 h at 
room temperature in the ABC solution (Vectastain Elite kit, avidin-biotin complex, Vector 
Laboratories, PK-6100) in 0.1 M PB containing 1% Triton X-100 (e.g. 4 drops of #A, 4 drops 
of #B and 0.2 g of Triton X-100 in 20 ml of 0.1 M PB). Following the incubation, the slices 
were washed 5 times for 10 min with 0.1 M PB. The chromagenic reaction allowing for 
biocytin visualisation was started by placing the slices in a solution containing 3,3’-
Diaminobenzidine Tetrahydrochloride (DAB; # D-5637 Sigma; taken out of a stock solution 
of 17.5 mg/ml) and 0.01% H2O2 in 0.1 M PB. The slices were incubated in this solution for 
several minutes and the reaction was observed under a dissection microscope. When the 
desired contrast between the cell and the slice was reached, the reaction was stopped by 
transferring the slices into 0.1 M PB. After that the slices were washed 5 times for 10 min.  
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DAB-processed slices were mounted using polyvinyl alcohol 4-88 (Mowiol 4-88) 
mounting medium (Fluka #81381) and visualised with a brightfield microscope. Neurons that 
were not located in the PL or did not have the appearance of pyramidal-shaped neurons were 
excluded from the analysis. Example neurons were reconstructed using a 100x oil-immersion 
objective with a computer-controlled system running Neurolucida imaging software 
(MicroBrightField Bioscience). 
 
5.6 Data analysis 
All data were acquired and analysed using AxoGraph X. The resting membrane potential 
(RMP) was recorded after break-in after having allowed several minutes for the cell to 
stabilise. To examine the effects of behavioural training on membrane excitability, PL 
neurons were injected with 800 ms current pulses ranging from -200 to 300 pA at 20 pA 
increments. The input resistance was measured as the slope of the linear fit of the voltage-
current plot between -100 pA and -40 pA. The rheobase was defined as the minimum amount 
of current necessary to evoke the first action potential (AP). The first AP in a train of 4-5 AP 
was analysed for AP threshold, maximum rate of rise (dV/dt in mV/ms), AP amplitude and 
AP half-width. Threshold was determined at the point when the dV/dt exceeded 10 mV/ms. 
AP amplitude was measured from threshold to peak and the half-width was measured at half 
this distance. The interspike interval (ISI) was measured between the first two APs in a train 
of 4-5 APs. The number of APs evoked by depolarising current steps as well as the maximum 
number of APs fired was also measured. The resonance frequency was measured using 
sinusoidal current injections of constant amplitude (30-100 pA: adapted to prevent AP firing; 
average of 3 repetitions) and linearly increasing frequency 0-20 Hz in 20 s. The impedance 
amplitude profile (ZAP) was determined by taking the ratio of the fast Fourier transform of 
the voltage response to the fast Fourier transform of the current injection (Ulrich, 2002; 
Narayanan and Johnston, 2007). The ZAP plot was then fitted with 5-7 exponential fits and 
the resonance frequency was defined as the peak of the exponential fit. The sag response was 
measured using hyperpolarising current injections (-100 pA, 800 ms, average of 10 
repetitions). In order to calculate the sag, two values were measured: the voltage difference 
between the RMP and the peak of the hyperpolarisation as well as the voltage difference 
between the steady-state voltage and the peak of the hyperpolarisation. The sag ratio was then 
calculated as the ratio of the two values and expressed as a percentage. The membrane time 
constant was measured through the injection of alternating depolarising and hyperpolarising 
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current pulses (400 pA, 1 ms, 10 repetitions). It was then calculated as the slow component of 
a double-exponential fit of the average voltage decay in both the depolarising and 
hyperpolarising directions.  The medium afterhyperpolarisation (mAHP) was measured as the 
maximum negative peak following the last AP in a train of 5 AP evoked at frequencies 
ranging from 20 to100 Hz (at 20 Hz intervals) by 2 ms current pulses of 2 nA. The slow AHP 
(sAHP) was measured as the maximum negative peak following the last AP in a train of 15 
AP at 50 Hz evoked by 2 ms current pulses of 2 nA.  
Statistical analyses were performed using the unpaired student’s t-test, a one-way 
ANOVA or a two-way mixed-design ANOVA. After a significant main effect, post hoc 
comparisons were performed with the Tukey test, Bonferroni’s multiple comparisons test or 
Dunnett’s multiple comparisons test. The group size, mean and the standard error of the mean 
(SEM), as well as the exact statistical test used for each analysis are provided in the 
corresponding figure legends in the Chapter 6 - Results. 
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6. Results  
 
6.1 Behavioural training 
In order to investigate how learning alters the excitability of prelimbic (PL) neurons we first 
established a reliable contextual fear conditioning protocol. Fear conditioning is a useful 
behavioural model in which learning is rapid and long lasting (Fanselow, 1990; Anagnostaras 
et al., 2000; Gale et al., 2004), with a single training session being sufficient to induce 
changes in neuronal excitability (McKay et al., 2009). However, in the case of contextual fear 
conditioning these changes in excitability can also be easily reversed by contextual re-
exposure that occurs during memory retrieval. Re-exposing the animal to the training context 
in the absence of an electric shock acts as a single extinction trial. It reduces freezing 
responses and reverses learning induced changes in excitability to levels observed in naïve 
animals (McKay et al., 2009). In order to bypass this problem we performed all of the 
electrophysiological recordings on mice that were conditioned but that had not undergone 
memory retrieval. For this reason, it was very important to first establish a behavioural 
protocol where the mice showed robust learning and where the overlap between freezing 
scores from trained and control animals was minimal. In order to find the best parameters we 
tested a combination of different footshock intensities (0.5 mA, 0.7 mA), durations (1 s, 2 s) 
and repetitions (1, 3). After these tests we selected the following protocol because it gave the 
best and most consistent results: a repetition of three shocks 1 s in duration at 0.5 mA. The 
results of this protocol are presented below.  
The mice were trained and tested in three behavioural groups: a conditioned group 
(COND), and two control groups, context only (CTX) and immediate shock (IMM). COND 
mice received three unsignalled footshocks (separated by 1 min intervals) preceded by 2 min 
of context exploration. In contrast, the CTX mice were exposed to the training context but 
received no footshocks, whereas the IMM mice received three consecutive footshocks (at 1 s 
intervals) immediately upon placement in the conditioning context. The length of the 
behavioural session was the same for each behavioural group and lasted 5 min (Figure 6.1A). 
To test the difference in freezing levels between the three behavioural groups we re-exposed a 
subset of mice to the training context 24 h after conditioning. The analysis of the average 
freezing responses of COND, CTX and IMM mice revealed that COND mice showed robust 
learning by freezing significantly more than both the CTX (p < 0.001) and the IMM mice (p < 
0.001; Figure 6.1B). Importantly, the cumulative distribution plot presented in Figure 6.1C 
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indicates that 70% of the COND mice froze more than 40% of the time, while none of the 
CTX or the IMM mice did. Moreover, 80% of the mice in the CTX and IMM groups froze 
less than 20% of the time. These results confirmed that the established fear conditioning 
protocol was robust and specific to the learning group as the overlap between scores of the 
COND mice and the two control groups was minimal.  
Contextual fear memory is known to remain specific to the conditioning context for at 
least 14 days following training. Afterwards, the memory becomes less detailed and more 
generalised as it undergoes consolidation in the prefrontal cortex (Wiltgen & Silva, 2007). In 
our experiments the mice were sacrificed for electrophysiological recordings 1-4 days 
following the behavioural session, at a time when the memory for the context should still be 
detailed. However, to ensure that with our protocol the contextual fear memory also remains 
specific for at least one week following training, we tested a group of COND mice for 
memory retrieval either in the same context in which they had been conditioned (SAME) or in 
a novel one (NOVEL, Figure 6.1D). Figure 6.1E shows that the mice that were re-exposed to 
the SAME context froze significantly more than those tested in the NOVEL context (p = 
0.0045). These results confirm that in our behavioural protocol the memory for the context 
remains specific for at least 1 week following training. 
 
 
 
Figure 6.1 Contextual fear conditioning – experimental design. A, Three experimental groups were 
studied. In the conditioned group (COND), mice explored the context for 2 min after which they 
received 3 unsignalled footshocks (each 1 min apart). In the control group (CTX) mice explored the 
context without receiving any footshocks. In the immediate shock group (IMM) mice received three 
consecutive unsignalled footshocks immediately upon placement in the context. All behavioural 
sessions lasted 5 min. The memory was tested 24 h after conditioning for 3 min. B, Mean percentage 
of freezing across all behavioural groups. As expected, COND mice (45.61 ± 4.48%, n = 10) froze 
significantly more than CTX (10.96 ± 2.81%, n = 10, p < 0.001) and IMM mice (14.15 ± 3.23%, n = 
10 p < 0.001; F2,25 = 28.80, p < 0.0001). C, The cumulative percentages showing differences in 
freezing levels between the COND group and the two control groups: CTX and IMM D, To validate 
that the memory for the context was specific during the first post-conditioning week, COND mice 
were tested 7 days after training either in the conditioning context (SAME) or in a novel context 
(NOVEL). E, Mean percentage of freezing for COND mice during tests in the SAME and NOVEL 
environment. COND mice tested in the NOVEL environment (11.95 ± 4.57%, n = 8) froze 
significantly less than those exposed to the SAME context (36.85 ± 5.66%, n = 8, t(14) = 3.38, p = 
0.0045). Data are shown as the mean ± SEM, ***p < 0.001, **p < 0.01. Statistical significance was 
calculated using a one-way ANOVA with a Tukey post-hoc test (B) or an unpaired student’s t-test (E). 
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6.2 Subthreshold properties of the BLA- and mPFC-projecting PL neurons following 
fear conditioning  
The first objective of this project was to investigate whether contextual fear conditioning 
induces changes in the intrinsic excitability of BLA- and mPFC-projecting PL neurons. We 
selected the mPFC-projecting group because this pathway could be important for mediating 
responses to stressful situations (Lupinsky et al., 2010) and the BLA-projecting group because 
of this pathway’s importance in fear memory acquisition and expression (Burgos-Robles et 
al., 2009; Orsini et al., 2011; Stevenson 2011; Vouimba and Maroun, 2011). In order to 
identify the two neuronal groups of interest a retrograde tracer Cholera toxin B (CtB) was 
infused into the ipsilateral BLA and/or the contralateral mPFC (Figure 6.2A,B). The neurons 
from both projection groups were distributed throughout the superficial layers 2-3 and the 
deeper layers 5-6 in agreement with previous research (Gabbott et al., 2005; Dembrow et al., 
2010; Figure 6.2B, layer 6 not shown). For the purpose of this study we limited our recordings 
to layers 2/3 and 5. During recordings, neurons were filled with biocytin and at the end of the 
experiment the slices were fixed for subsequent DAB processing and neuronal identification. 
Biocytin labelled neurons were identified as pyramidal based on their morphology. Figure 
6.2C shows an example of a reconstructed BLA- and mPFC-projecting neuron. 
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Figure 6.2 Retrograde labelling A, Schematic of stereotaxic injections strategy. Cholera toxin B 
(CtB), Alexa Fluor conjugates were infused into the ipsilateral BLA (Alexa 549) and/or into the 
ipsilateral mPFC (Alexa 488). B, Representative coronal slices displaying the site of the Ctb injections 
(BLA injection, top left; mPFC injection, top right) and the resulting labelling in the PL (BLA 
injection, bottom left; mPFC injection, bottom right). Scale bars represent 500 µm (top) 50 µm 
(bottom). C, Representative reconstructions from biocytin filled and DAB processed BLA- (red) and 
mPFC-projecting (green) neurons. 
 
 
In order to investigate the effect of fear conditioning on the intrinsic excitability of the 
mPFC- and BLA-projecting neurons, we started by measuring their subthreshold intrinsic 
properties in two groups of mice: COND and CTX. This analysis revealed that the BLA-
projecting neurons from COND mice had more depolarised resting membrane potentials 
(RMP) compared to those from CTX mice (p = 0.0016, Table 6.1). No differences between 
the two behavioural groups were found in the neuronal input resistance (RN; p = 0.53), 
resonance frequency (fR; p = 0.28), sag ratio (p = 0.50), membrane time constant (τ) in both 
the depolarising (p = 0.68) and hyperpolarising directions (p = 0.48) and in the rheobase (p = 
0.45; Table 6.1). The rheobase is defined as the minimum amount of current necessary to 
evoke at least one action potential (AP). 
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Table 6.1 Electrophysiological properties of the BLA-projecting neurons 
BLA-projecting COND (n = 14) CTX (n = 10) 
RMP (mV) -65 ±  0.71a -69 ±  0.83** 
RN (mΩ) 168 ± 11.36 158 ± 9.62 
fR (Hz) 0.74 ± 0.13 0.53 ± 0.12 
Sag ratio (%) 8.99 ± 1.09 7.79 ± 1.42 
Membrane τ  depolarising (ms) 26.03 ± 1.24 26.76 ± 1.05 
Membrane τ  hyperpolarising (ms) 24.94 ± 1.12 26.46 ± 1.94 
Rheobase (pA) 67 ± 6.50 60 ± 5.97 
AP threshold (mV) -36 ± 0.48a -38 ± 0.99 
AP amplitude (mV) 81 ± 1.25 83 ± 0.95 
AP max dV/dt (mV/ms) 318 ±  9.06 346 ±  5.89* 
AP half-width (ms) 1.10 ±  0.03 1.00 ±  0.02* 
aFor these parameters n = 12. Values for 2 cells were excluded due to offset problems. 
Data are shown as the mean ± SEM. Statistical significance was calculated with an unpaired student’s 
t-test. *p < 0.05, **p < 0.01 
 
 
Table 6.2 Electrophysiological properties of the mPFC-projecting neurons 
mPFC COND (n = 10) CTX (n = 13) 
RMP (mV) -71 ± 1.59 -70 ± 1.23 
RN (mΩ) 165 ± 8.39 164 ± 9.09 
fR (Hz) 1.00 ± 0.12 1.02 ± 0.12 
Sag ratio (%) 8.12 ± 0.86 6.34 ± 0.69 
Membrane τ  depolarising (ms) 23.81 ± 0.90 23.36 ± 1.00 
Membrane τ  hyperpolarising (ms) 27.19 ± 1.40 22.90 ± 1.54 
Rheobase (pA) 60 ± 4.22 68 ± 5.79 
AP threshold (mV) -38 ± 0.87 -40 ± 0.55 
AP amplitude (mV) 82 ± 1.18 84 ± 0.90 
AP max dV/dt (mV/ms) 364 ± 12.34 361 ± 10.65 
AP half-width (ms) 0.91 ± 0.02 0.99 ± 0.03 
Data are shown as the mean ± SEM. Statistical significance was calculated with an unpaired student’s 
t-test. 
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In contrast to the BLA-projecting neurons, the RMP of the mPFC-projecting neurons 
did not differ between COND and CTX mice (p = 0.73; Table 6.2). There were also no 
between group differences in the RN (p = 0.98), fR (p = 0.89), sag ratio (p = 0.12), membrane τ 
in both the depolarising (p = 0.75) and hyperpolarising directions (p = 0.06) and in the 
rheobase (p = 0.32; Table 6.2). These results indicate that contextual fear conditioning causes 
a depolarised shift in the RMP of the BLA- but not of the mPFC-projecting neurons. 
However, none of the other investigated subthreshold parameters are affected by fear 
conditioning in either neuronal population. 
 
6.3 Contextual fear conditioning does not alter the number of APs fired in response to 
depolarising current steps 
Intrinsic excitability is often measured as a function of how many APs are fired by the neuron 
in response to fixed-duration incremental depolarising current injections (Mozzachiodi & 
Byrne, 2010). For this reason we applied 800 ms long pulses at 20 pA increments. We 
counted the number of APs elicited by each current intensity between 20 and 300 pA as well 
as the maximum number of APs elicited by each current step. Figure 6.3A shows example 
responses of BLA- and mPFC-projecting neurons from both COND and CTX mice to 
depolarising current pulses of intensities between 20 and 80 pA. The analysis of the BLA-
projecting neurons revealed that fear conditioning had no effect on the number of APs fired at 
any of the current intensities by neurons from COND and CTX mice (p = 0.25; Figure 6.3B). 
Also, no between group differences were observed in the maximum number of APs elicited 
by these neurons (p = 0.22; Figure 6.3C).  
 The analysis of the mPFC-projecting neurons also did not reveal any differences in the 
the number of APs elicted at any current intensity (p = 0.86; Figure 6.3B) or in the maximum 
number of APs fired by neurons from COND and CTX mice (p = 0.83; Figure 6.3C). These 
results indicate that contextual fear conditioning does not alter the number of APs elicited by 
depolarising current steps in either the BLA- and mPFC- projecting neurons. 
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Figure 6.3 Contextual fear conditioning does not alter the number of APs fired in response to 
depolarising current pulses. A, Example traces from BLA (red) and mPFC-projecting (green) 
neurons from COND and CTX mice in response to 800 ms step current injections of 20 to 80 pA at 20 
pA increments. B, Fear conditioning had no effect on the number of APs fired in response to 
depolarising steps of different current intensities in both BLA- (COND: n = 14, CTX: n = 10; F1,308 = 
1.38, p = 0.25) and mPFC-projecting neurons (COND: n = 10, CTX: n = 13; F1,294 = 0.03, p = 0.86). C, 
The maximum number of APs fired did not differ between neurons from COND and CTX mice in 
both the BLA- (COND, 16 ± 0.72, n = 14; CTX, 17 ± 0.87, n = 10; t(22) = 1.27, p = 0.22) and the 
mPFC-projecting group (COND, 18 ± 1.57, n = 10; CTX, 18 ± 1.43, n = 13; t(21) = 0.21, p = 0.83). 
Data are shown as the mean ± SEM. Statistical significance was calculated using a two-way mixed-
design ANOVA (B) or an unpaired student’s t-test (C). 
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6.4 Contextual fear conditioning alters the AP kinetics of the BLA- but not of the mPFC-
projecting neurons 
Fast neuronal communication arises from the conversion of synaptic inputs received in the 
somatodendritic regions into all-or-none APs usually generated in the axon initial segment 
(Stuart et al., 1997b) While, APs have traditionally been perceived as binary signals that 
transmit information via their rate and temporal pattern, this view is now being challenged. 
Emerging evidence suggests that the AP waveform could be an important carrier of 
information (Debanne, 2004). It is now known that the APs shapes are not random but instead 
they reliably depend on previous stimulus history and conductance (Polavieja et al., 2005; 
Juusola et al., 2007).  
Figure 6.4A shows traces of the first AP in a BLA- and mPFC- projecting neuron 
evoked by sufficient current to trigger four APs in 800 ms. The corresponding phase plots are 
presented in Figure 6.4B. The analysis of the AP kinetics revealed that the BLA-projecting 
neurons from COND mice fired APs that had a slower maximum rate of rise (dV/dt; p = 0.026 
and a longer half-width (p = 0.035) than those from CTX mice (Table 6.1; Figure 6.4BC and 
Figure 6.5A,B). There was no difference in the AP threshold (p = 0.11) or amplitude (p = 
0.37; Table 6.1) between these neurons. Because of this change in AP dynamics we were 
interested to find out whether there was a change in the first interspike interval (ISI). For this 
reason we measured the ISI between the first two APs in a train of 4-5 APs. We observed a 
strong but not significant trend towards an increased first ISI in COND mice when compared 
to CTX mice (p = 0.0504), suggesting that the slower AP kinetics of neurons from COND 
mice could prevent these neurons from firing bursts of APs (Figure 6.5C). 
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Figure 6.4 Fear conditioning induces a slower maximum dV/dt in the BLA- but not in the mPFC-
projecting neurons A, Example traces showing the first AP fired by BLA (red) and mPFC-projecting 
(green) neurons from both COND and CTX mice in response to an 800 ms step current injection 
sufficient to evoke 4 APs. B, Phase plots for the corresponding APs shown in (A). Maximum dV/dt 
was measured as the maximum peak of the phase plot. C, Fear conditioning resulted in BLA-
projecting neurons from COND mice (318 ± 9.06 mV/ms, n = 14) having a significantly slower 
maximum dV/dt than those from CTX mice (346 ± 5.89 mV/ms, n = 10; t(22) = 2.38, p = 0.026). In 
contrast, fear conditioning did not alter the maximum dV/dt of the mPFC-projecting neurons (COND, 
364 ± 12.34 mV/ms, n = 10; CTX, 361.1 ± 10.65 mV/ms, n = 13, t(21) = 0.16, p = 0.88). Data are 
shown as the mean ± SEM. Statistical significance was calculated with an unpaired student’s t-test 
(C). *p < 0.05. 
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Figure 6.5 Fear conditioning increases the AP half-width in the BLA- but not in the mPFC-
projecting neurons. A, Example traces showing the AP half-width measured at half the distance 
between the AP threshold and peak for BLA (red) and mPFC-projecting (green) neurons from both 
COND and CTX mice. B, BLA-projecting neurons from COND mice (1.09 ± 0.03 ms, n = 14) had 
increased AP half-width when compared to those from CTX mice (1.00 ± 0.02 ms, n = 10; t(22) = 
2.24, p = 0.035). The AP half-width of mPFC neurons from COND (0.91 ± 0.02 ms, n = 10) and CTX 
(0.99 ± 0.03 ms, n = 13) mice did not differ (t(21) = 1.90, p = 0.071). C, In the BLA-projecting 
neurons fear conditioning resulted in a strong but not significant trend towards a longer first ISI in 
COND mice when compared to CTX mice (COND, 133 ± 12 ms, n = 14; CTX, 93 ± 15 ms, n = 10; 
t(22) = 2.07, p = 0.0504). Fear conditioning did not alter the first ISI in the mPFC-projecting cells 
(COND, 110 ± 19 ms, n = 10; CTX, 86 ± 19 ms, n = 13; t(21) = 0.90, p = 0.38). The inset is an 
example trace showing the ISI measured between the first and second AP. Data are shown as the mean 
± SEM. Statistical significance was calculated with an unpaired student’s t-test (B, C). *p < 0.05. 
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In contrast to the BLA-projecting neurons, fear conditioning did not alter the 
maximum dV/dt (p = 0.88; Figure 6.4B,C) or the AP half-width (p = 0.071; Figure 6.5A,B) of 
the mPFC-projecting neurons. Also the AP threshold (p = 0.17) and amplitude (p = 0.30; 
Table 6.2) as well as the first ISI (p = 0.38) did not differ in neurons from COND and CTX 
mice (Figure 6.5C). These results indicate that contextual fear conditioning resulted in 
neuronal population specific changes in the AP waveform, which were altered in the BLA- 
but not in the mPFC-projecting neurons. On the other hand fear conditioning did not alter the 
AP threshold or amplitude in either neuronal population. 
 
6.5 Contextual fear conditioning increases the post-burst AHP in the BLA- but not in 
the mPFC-projecting neurons 
The post-burst afterhyperpolarisation (AHP) is an important regulator of overall neuronal 
excitability (McKay et al, 2009). It is generated by the Ca2+ influx that occurs through 
voltage-gated Ca2+ channels during a train of APs. The rise in Ca2+ levels results in the 
activation of Ca2+ dependent K+ currents, which then cause membrane hyperpolarisation 
(Abel et al., 2004; Stocker et al., 2004). Post-burst AHP consist of the medium (mAHP) and 
slow AHP (sAHP) components. The mAHP is activated within milliseconds following the AP 
and has a decay time in the range of 50-200 ms. The sAHP reaches its maximum peak over 
several hundred milliseconds and decays over the course of seconds (Sah & Faber, 2002; 
Stocker et al., 2004; Andrade et al., 2012). Learning dependent changes in the post-burst AHP 
have been shown to be induced by a variety of behavioural tasks including spatial learning 
and fear conditioning (Oh et al., 2003; McKay et al., 2009, Song et al., 2012; Sehgal et al., 
2014; Disterhoft & Oh, 2006). 
The amplitude of the mAHP is mediated by the number of AP fired in a train, with 
more APs resulting in increased amplitudes of the mAHP. However, for a fixed number of 
APs, the mAHP becomes larger at higher firing frequencies (Abel et al., 2004).  Therefore, in 
order to investigate the effect of fear conditioning on the mAHP, we evoked 5 AP at 
frequencies ranging from 20-100 Hz. The mAHP was measured as the maximum negative 
peak following the last AP in the train. Figure 6.6A shows the representative voltage 
responses of BLA- and mPFC-projecting neurons from COND and CTX mice to 2 ms current 
pulses of 2 nA delivered at 100 Hz. We found that fear conditioning caused an increase in the 
mAHP amplitude in the BLA-projecting neurons at all frequencies between 60-100 Hz (p < 
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0.05; Figure 6.6B). Additionally, in agreement with previous research (Abel et al., 2004) we 
found a significant effect of AP frequency on the amplitude of mAHP (p < 0.0001).  
In order to measure the sAHP we used a previously described protocol (McKay et al., 
2009) in which a train of 15 APs was elicited at 50 Hz. The sAHP was measured 1 s after the 
end of the last AP (Figure 6.6C). Similarly to the mAHP, the sAHP was significantly 
increased in BLA-projecting neurons from COND mice when compared to those from CTX 
mice (p = 0.02; Figure 6.6D).  
In contrast to the BLA-projecting neurons, the behavioural group had no effect on the 
amplitude of the mAHP in the mPFC-projecting neuronal population (p = 0.91; Figure 6.6B). 
However, as expected we found a significant effect of AP frequency on the amplitude of the 
mAHP (p < 0.0001). No differences in the amplitude of the sAHP were present between 
COND and CTX mice in the mPFC-projecting neurons (p = 0.60; Figure 6.6D). These results 
confirm that the AP firing frequency mediates the amplitude of the mAHP. More importantly, 
however, fear conditioning causes an increase in the amplitude of mAHP and sAHP, but does 
so only in the BLA-projecting neurons. The mPFC-projecting neurons are not affected by 
behavioural training. 
Taken together, these results show that contextual fear conditioning causes neuronal-
population specific changes in intrinsic excitability. This is marked by a depolarised shift in 
the RMP, a slower maximum dV/dt, longer AP half-width and an increased post-burst AHP. 
These changes are limited to the BLA-projecting neurons and are absent in mPFC-projecting 
neurons. 
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Figure 6.6. Fear conditioning induces a neuronal population specific increase in the post-burst 
AHP A, Example traces showing the voltage change in response to 2 ms current pulses of 2 nA at 100 
Hz in BLA- (red) and mPFC-projecting (green) neurons from COND and CTX mice (traces are shown 
as an average of 3 repetitions, APs are truncated). The mAHP was measured as the maximum negative 
peak following the last AP in train (black arrow). B, Fear conditioning increased the amplitude of the 
mAHP in the BLA-projecting neurons (F1,76 = 6.52; p = 0.0194). This difference was most pronounced 
at frequencies between 60-100 Hz (p < 0.05). There was also a significant increase in the mAHP 
amplitude as a function of AP frequency (F4,76 = 14.88; p < 0.0001) as well as a significant frequency 
by group interaction (F4,76 = 4.48; p < 0.0026). In contrast, fear conditioning had no effect on the 
amplitude of the mAHP in the mPFC-projecting neurons (F1,84 = 0.01; p = 0.91). However, the mAHP 
amplitude was significantly affected by changes in AP firing frequency (F4,84 = 13.95; p < 0.0001) C, 
Example traces showing 15 APs at 50 Hz evoked by 2 ms current pulses of 2 nA, in the BLA- (red) 
and the mPFC-projecting (green) neurons from COND and CTX mice (APs are truncated). The sAHP 
was measured at 1 s following the last AP in train (black line). D, BLA-projecting neurons from 
COND mice (-0.81 ± 0.20 mV, n = 11) showed an increase in sAHP when compared to those from 
CTX mice (-0.22 ± 0.09 mV, n = 9, t(18) = 2.55, p = 0.02). This difference was not present when 
comparing neurons from COND (-0.79 ± 0.27, n = 9) and CTX mice (-0.64 ± 0.14, n = 12) in the 
mPFC-projecting group (t(19) = 0.53, p = 0.60). Data are shown as the mean ± SEM. Statistical 
significance was calculated by a two-way mixed-design ANOVA with Bonferroni’s multiple 
comparisons test (B) or an unpaired student’s t-test (D). *p < 0.05. 
 
 
6.6 Changes in the excitability of BLA-projecting neurons are learning-dependent 
We found that contextual fear conditioning causes long-lasting changes in the intrinsic 
excitability of BLA-projecting PL neurons. However, the footshock that the mice are exposed 
to during training is also a stressful and mildly painful experience. It is, therefore, not clear 
whether the observed changes in excitability are learning-dependent or whether they arise 
from the pain or stress associated with the footshock. This is an important consideration given 
the fact that neurons in the mPFC are known to play a role in the experience of pain (Johansen 
et al., 2001). Moreover, some mPFC neurons have been shown to respond selectively to the 
expectation of aversive events (Baeg et al., 2001; Gilmartin & McEchron, 2005). It was 
therefore the second aim of this project to investigate whether the observed changes in 
intrinsic excitability were due to learning or whether they could have resulted from the 
aversive experience of the footshock. Because no differences in intrinsic excitability were 
found in the mPFC-projecting neuronal population, we limited our investigation to BLA-
projecting neurons. 
In order to control for the aversive effect of the footshock on neuronal excitability we 
introduced a second control group – the IMM group (Figure 6.1A). In contrast to COND mice, 
IMM mice do not form an association between the context and the aversive event (as 
measured by freezing) and this is known as the immediate shock deficit (Fanselow, 1986; 
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Landeira-Fernandez et al., 2006). Using this control allowed us to compare the changes in 
intrinsic plasticity of neurons from mice that had successfully undergone conditioning to 
those that did not despite having been exposed to the same aversive stimulus (Figure 6.1B,C).  
The analyses of the subthreshold parameters of intrinsic excitability revealed that 
neurons from COND mice had significantly more depolarised RMP compared to those from 
IMM mice (p < 0.05). No statistically significant difference was present between the RMP of 
CTX and IMM mice (p ≥ 0.05; Table 6.3). We found no significant between-group 
differences in the: RN (p = 0.54), fR (p = 0.40), sag ratio (p = 0.76), membrane τ in both the 
depolarising (p = 0.063) and hyperpolarising directions (p = 0.79) and in the rheobase (p = 
0.50; Table 6.3). These results indicate that the depolarised shift in the RMP was specific to 
neurons from COND mice. On the other hand fear conditioning did not alter any of the other 
subthreshold parameters measured. 
 
 
Table 6.3 Electrophysiological properties of BLA-projecting neurons,  
including the IMM group 
 IMM (n = 11)c COND (n = 14)b CTX (n = 10)b 
RMP (mV) -68 ±  1.29* -65 ±  0.71a -69 ± 0.83 
RN (mΩ) 175 ± 7.67 168 ± 11.36 158 ± 9.62 
fR (Hz) 0.56 ± 0.08 0.74 ± 0.13 0.53 ± 0.12 
Sag ratio (%) 8.26 ± 1.03 8.99 ± 1.09 7.79 ± 1.42 
Membrane τ  depolarising (ms) 23.11 ± 0.69 26.03 ± 1.24 26.76 ± 1.05 
Membrane τ  hyperpolarising (ms) 25.30 ± 1.80 24.94 ± 1.12 26.46 ± 1.94 
Rheobase (pA) 58 ± 4.23 67 ± 6.50 60 ± 5.97 
AP threshold (mV) -39 ± 0.89 -36 ± 0.48a -38 ± 0.99 
AP amplitude (mV) 83 ± 0.83 81 ± 1.25 83 ± 0.95 
AP max dV/dt (mV/ms) 351 ±  9.92* 318 ±  9.06 346 ± 5.89 
AP half-width (ms) 0.99 ±  0.02* 1.10 ±  0.03 1.00 ± 0.02 
aFor these parameters n = 12. Values for 2 cells were excluded due to offset problems. 
bValues are the same as those presented in Table 6.1 
cStatistical significance was calculated using a one-way ANOVA with Dunnett’s multiple comparisons 
test where neurons from the IMM mice were compared to those from COND and CTX mice. 
Data are shown as the mean ± SEM. *p < 0.05 (IMM compared to COND). 
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We next compared the number of APs fired by neurons from IMM, COND and CTX 
mice to depolarising current pulses of incrementing intensities and the maximum number of 
APs elicited by these pulses. Figure 6.7A shows some example responses of BLA-projecting 
neurons from COND and IMM mice to fixed-duration current step injections. We found no 
effect of contextual fear conditioning on the number of APs fired in response to depolarising 
steps at any current intensity (p = 0.24; Figure 6.7B). Similarly, the maximum number of APs 
elicited was comparable in neurons from all three behavioural groups (p = 0.27; Figure 6.7C). 
 
 
Figure 6.7 Contextual fear conditioning does not alter the number of APs fired by BLA-
projecting neurons from all three behavioural groups. A, Example traces for BLA-projecting 
neurons from COND and IMM mice in response to 800 ms step current injections of 20 to 80 pA at 20 
pA increments. B, There was no difference in the number of APs fired in response to depolarising 
steps of different current intensities between neurons from COND, CTX and IMM mice (F2,448 = 1.50, 
p = 0.24). C, The maximum number of APs elicited did not differ between neurons from COND (16 ± 
0.72, n = 14), CTX (17 ± 0.87, n = 10) and IMM mice (17 ± 0.99, n = 11; F2,32 = 1.35, p = 0.27).  Data 
are shown as the mean ± SEM. Statistical significance was calculated using a two-way mixed-design 
ANOVA (B) or a one-way between-subjects ANOVA (C). Data for COND and CTX mice are the 
same as those presented in Figure 6.3 
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We then moved on to analysing the AP kinetics. Figure 6.8A shows representative traces of 
the first AP in BLA-projecting neurons from COND, CTX and IMM mice with sufficient 
current to trigger four APs in 800 ms with the corresponding phase plots presented in Figure 
6.8B. We found that neurons from the COND mice had a significantly slower maximum dV/dt 
compared to those from the IMM mice (p < 0.05). There were no differences between the 
maximum dV/dt of neurons from CTX and IMM mice (p ≥ 0.05; Figure 6.8B,C). Additionally 
we found that neurons from the COND group had significantly longer AP half-widths 
compared to those from the IMM group (p < 0.05). There was no significant difference in the 
AP half-width between the neurons from CTX and IMM mice (p ≥ 0.05; Figure 6.8D,E). Fear 
conditioning did not alter the AP threshold (p = 0.068) or amplitude (p = 0.51; Table 6.3). 
Finally, the analysis of the first ISI did not reveal any differences between neurons from 
IMM, COND and CTX mice although a strong trend towards significant inter-group 
differences was present (p = 0.0522; Figure 6.8F). These results show that changes in the AP 
kinetics occur only in neurons from COND mice and are absent in neurons from CTX and 
IMM mice. Fear conditioning, however has no effect on the AP threshold or amplitude.  
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Figure 6.8 Fear conditioning induced changes in AP kinetics are learning-dependent. A, Example 
traces showing the first AP fired by BLA-projecting neurons from both COND and IMM mice in 
response to a 800 ms step current injection sufficient to evoke 4 APs. B, Phase plot for the 
corresponding APs shown in (A). The maximum dV/dt was measured as the peak of the phase plot. C, 
The maximum dV/dt was reduced in neurons from COND mice (318 ± 9.06 mV/ms, n = 14) when 
compared to those from IMM mice (351 ± 9.91 mV/ms, n = 11; p < 0.05). There was no difference in 
the maximum dV/dt between neurons from CTX (346 ± 5.89 mV/ms, n = 10) and IMM mice (p ≥ 
0.05; F2,32 = 4.54, p = 0.02) D, Example traces showing the AP half-width measured at half the 
distance between the AP threshold and peak for BLA-projecting neurons from both COND and IMM 
mice. E, The AP half-width differed significantly between COND (1.09 ± 0.03 ms, n = 14), CTX (1.00 
± 0.02 ms, n = 10) and IMM mice (1.00 ± 0.02; n = 14) following fear conditioning (F2,32 = 4.25, p = 
0.02). Neurons from COND mice had significantly increased AP half-widths when compared to those 
from IMM mice (p < 0.05). No difference was present in the AP half-width of neurons from CTX and 
IMM mice (p ≥ 0.05). F, Fear conditioning did not alter the first ISI of neurons from COND (133 ± 12 
ms, n = 14), CTX (93 ± 15 ms, n = 10) and IMM mice (90 ± 15 ms, n = 11) although a strong trend 
towards significantly different group means was present (F2,32 = 3.24, p = 0.0522). The inset is an 
example trace showing the ISI measured between the first and second AP. Data are shown as the mean 
± SEM. Statistical significance was calculated using a one-way between-subjects ANOVA with 
Dunnett’s multiple comparisons test (C,E,F, IMM compared to COND and CTX), *p < 0.05. Data for 
COND and CONT mice are the same as those presented in Figure 6.4 and Figure 6.5  
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Finally, we analysed the amplitude of the mAHP and sAHP. Figure 6.9A shows the 
representative voltage responses of BLA-projecting neurons from COND and IMM mice to 2 
ms current pulses of 2 nA delivered at 100 Hz. We found that cells from the COND mice had 
increased mAHP when compared to those from CTX mice at all frequencies between 40-100 
Hz (40-60 Hz: p < 0.05, 80-100 Hz: p < 0.01). No significant differences in the mAHP were 
present between neurons from CTX and IMM mice (Figure 6.9B). Moreover, as before we 
found a significant effect of the AP frequency on the amplitude of the mAHP (p < 0.0001). 
Similarly to the mAHP, the sAHP was significantly larger in neurons from COND mice when 
compared to those from IMM mice (p < 0.05). There was no significant difference between 
the sAHP of neurons from CTX and IMM mice (p ≥ 0.05; Figure 6.9C,D). These results 
indicate that the increase in the post-bust AHP observed in the BLA-projecting neurons 
following fear conditioning was learning-dependent. 
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Figure 6.9. Fear conditioning induces a learning-dependent increase in the post-burst AHP. A, 
Example traces showing a train of APs fired at a 100 Hz by BLA-projecting neurons from COND and 
IMM mice in response to 2 ms current pulses of 2 nA (traces are shown as an average of 3 repetitions, 
APs are truncated). The mAHP was measured as the maximum negative peak following the last AP in 
train (black arrow). B, Mean amplitude of the mAHP across 20-100 AP frequencies for all behavioural 
groups. The amplitude of the mAHP was significantly larger in neurons from COND mice when 
compared to those from IMM mice at AP frequencies between 40-100 Hz (40-60 Hz: p < 0.05, 80-100 
Hz: p < 0.01). No significant differences in the amplitude of the mAHP were present between neurons 
from CTX and IMM mice (p ≥ 0.05; F2,116 = 5.85; p = 0.0073). There was a significant main effect of 
the AP frequency on the mAHP amplitude (F4,116 = 23.41; p < 0.0001) and a significant frequency by 
group interaction (F8,116 = 3.34; p = 0.0018). C, Example traces showing 15 APs at 50 Hz elicited by 2 
ms current pulses of 2 nA in the BLA-projecting neurons from COND and IMM mice (APs are 
truncated). The sAHP was measured at 1s following the last AP in train (black line). D, The sAHP in 
neurons from COND mice (-0.81 ± 0.20 mV, n = 11) was larger when compared to that from IMM 
mice (-0.28 ± 0.10 mV, p < 0.05). No difference in the sAHP amplitude was present in neurons from 
CTX (-0.22 ± 0.09 mV, n = 9) and IMM mice (p ≥ 0.05; F2,28 = 5.32, p = 0.011). Data are shown as the 
mean ± SEM. Statistical significance was calculated using a two-way mixed-design ANOVA with 
Bonferroni’s multiple comparisons tests (B) or a one-way between-subjects ANOVA with Dunnett’s 
multiple comparisons test (IMM compared to COND and CTX; D), *p < 0.05, **p < 0.01 (IMM 
compared to COND). Data for COND and CTX mice are the same as those presented in Figure 6.6. 
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To summarise, we have found that fear conditioning results in learning-dependent changes in 
the intrinsic properties of PL neurons. These are: a depolarised shift in the RMP, a slower 
maximum dV/dt, a longer AP half-width and an increase in the post-burst AHP. We know that 
these changes are learning dependent because they occur only in neurons from COND mice 
and are absent in those from CTX and IMM mice. Furthermore, we have demonstrated that 
changes in intrinsic excitability occur in the BLA-projecting but not in the mPFC-projecting 
neurons. This indicates that learning-induced intrinsic plasticity does not occur globally in the 
PL but is instead limited to specific neuronal populations, which can be distinguished based 
on the neurons’ long-range projection targets.  
  97 
7. Discussion 
 
The first aim of this project was to explore whether learning alters the intrinsic excitability of 
the prelimbic neurons (PL) that project to the ipsilateral basolateral amygdala (BLA) or to the 
contralateral medial prefrontal cortex (mPFC). For this purpose we combined contextual fear 
conditioning with retrograde labelling and patch-clamp electrophysiology. We demonstrated 
that: (1) contextual fear conditioning does alter the intrinsic excitability of PL neurons, (2) 
these changes are neuronal population specific - plasticity occurred in the BLA-projecting 
neurons but was absent in the mPFC-projecting neurons. The second aim of the project was 
therefore to determine whether the observed changes in intrinsic properties were learning-
dependent or whether they could have instead been induced by stress and/or pain associated 
with the footshock. In order to address this, we introduced a second behavioural control group 
in which the mice were exposed to the same number of footshocks as the conditioned group 
(COND) but instead failed to form an aversive memory of the context. By adding the 
immediate shock group (IMM) we showed that the observed changes in intrinsic properties 
were indeed learning-dependent – they occurred only in neurons from COND mice and were 
absent in neurons from both context only (CTX) and IMM mice. These findings therefore 
indicate that learning in a contextual fear conditioning task induces intrinsic plasticity of PL 
neurons that is not generalised across all neurons but is instead limited to specific neuronal 
populations.  
 
 
7.1 Fear conditioning induces intrinsic plasticity in the BLA- but not in the mPFC-
projecting PL neurons 
Fear conditioning has been shown to induce intrinsic plasticity in a number of brain regions 
including the hippocampus (McKay et al., 2009; Song et al., 2012), the BLA (Sehgal et al., 
2014; Senn et al., 2014), and the infralimbic cortex (IL; Santini et al., 2008). Our results 
confirm that fear conditioning alters neuronal intrinsic excitability and we expand on the 
above findings by showing that these changes also occur in the PL. More importantly, by 
investigating two distinct neuronal populations we show that the BLA-projecting but not the 
mPFC-projecting neurons are altered by fear conditioning. This finding is in agreement with 
other recent research showing that fear conditioning preferentially recruits selected neuronal 
CHAPTER 7 - DISCUSSION 
 98 
populations within the same brain region based on the neurons’ long-range projection targets 
(Knapska et al., 2012; Senn et al., 2014). 
The mPFC is an important region for the acquisition and storage of long-term fear 
memories (Frankand et al., 2004; Einarsson and Nader, 2012) as well as the executive control 
over emotional responses (Fuster 2008; Euston et al., 2012). While individual mPFC 
subregions contribute differently to the processing of fear memories and extinction, the PL 
seems to be of particular importance for mediating the expression of learned fear (Vidal-
Gonzales et al., 2006; Corcoran and Quirk, 2007; Laurent and Westbrook, 2009; Sierra-
Mercado et al., 2011; Burgos-Robles et al., 2009; Fenton et al., 2014). Consequently, any 
change in the intrinsic properties of PL neurons could alter the manner in which fear 
responses are generated. This is particularly relevant in the context of the BLA-projecting 
neurons. The PL is bi-directionally connected to the BLA (McDonald, 1991, 1996; Vertes, 
2004) and this pathway is important for fear learning and expression (Corcoran and Quirk, 
2007; Stevenson, 2011; Vouimba and Maroun, 2011). Indeed, fear conditioning has been 
shown to increase the amplitude of evoked field potentials at the PL-BLA pathway and this 
increase correlates positively with freezing levels during memory retrieval (Vouimba and 
Maroun, 2011). Furthermore, the disruption of the communication between the PL and the 
BLA results in impairments in the expression of fear memory (Steveneson, 2011). Finally, the 
BLA-projecting PL neurons have been shown to be preferentially recruited during states of 
high fear (Orsini et al., 2011). Given the above evidence, any alteration in the excitability of 
the BLA-projecting PL neurons could therefore influence BLA-mediated fear expression 
and/or memory allocation to these neurons.  
In spite of seeing a learning-induced intrinsic plasticity in the BLA-projecting neurons 
we found no effect of fear conditioning on the intrinsic properties of the mPFC-projecting 
neurons. One possibility for this finding could simply be that these neurons are not recruited 
by fear conditioning. Perhaps interhemispheric communication between mPFC neurons is 
more critical in tasks requiring higher cognitive processing such as working memory, error 
detection or decision making (Euston et al., 2012). Another possibility is that these neurons 
do play an important role in fear memory but do so at more remote time points. Indeed, the 
mPFC is important for the consolidation, storage and retrieval of remote long-term memories. 
For example, spine growth in the mPFC has been shown to be necessary for the consolidation 
of contextual fear memories and this increase does not become evident until approximately 
one week after conditioning (Restivo et al., 2009; Vetere et al., 2011). Furthermore, remote, 
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but not recent, memory retrieval results in increased metabolic activity (Bontempi et al., 
1999) and immediate early gene expression in the mPFC (Frankland et al., 2004; Maviel et 
al., 2004). Finally, the lesioning or the inactivation of the mPFC blocks remote memory 
retrieval in a variety of behavioural paradigms (Takehara et al., 2003; Frankland et al., 2004; 
Maviel et al., 2004; Teixeira et al., 2006; Ding et al., 2008; Oswald et al., 2010; Lesburguères 
et al., 2011). A scenario in which the mPFC-projecting neurons are recruited at more remote 
time points seems therefore plausible. On the other hand, the early involvement of the BLA-
projecting neurons makes perfect sense. Fear memory is available for recall as early as 2 h 
following conditioning (Burgos-Robles et al., 2009) suggesting that the involvement of the 
PL-BLA pathway is necessary from very early time points.  
  
 
7.2 Fear conditioning causes a depolarised shift in the resting membrane potential 
Our results show that BLA-projecting neurons display more depolarised resting membrane 
potentials (RMP) following fear conditioning, while no changes are present in other 
subthreshold membrane parameters (Table 6.1 and 6.3, Chapter 6). This change in RMP is in 
agreement with other studies that have found a positive shift in the RMP following associative 
learning (Gainutdinov et al., 1998; Kemenes et al., 2006).  
The RMP is an important mediator of the overall neuronal excitability. For example, 
more depolarised RMP can enhance cell excitability by bringing the membrane potential 
closer to the action potential (AP) firing threshold, which results in an increased AP discharge 
to a given current injection. Moreover, because voltage-gated ion channels depend on the 
membrane voltage, a shift in the RMP can produce changes in the neuronal input resistance 
and enhance neuronal firing independently of the AP threshold (Dougherty et al., 2012). 
However, in our study the depolarised shift in the RMP was not accompanied by changes in 
other subthreshold membrane parameters or by an increase in neuronal firing (Table 6.1 and 
6.3; Figure 6.3 and 6.7; Chapter 6). Interestingly, similar results have been reported in a study 
on the cerebral giant cells of a snail, where a single-trial associative learning paradigm 
resulted in a depolarised shift in the RMP that emerged between 16-24 h following 
conditioning and persisted for at least 14 days. At baseline conditions, this depolarisation was 
not accompanied by changes in neuronal input resistance or firing frequency. However, upon 
exposure to the conditioned stimulus (CS) the depolarised RMP caused an increase in 
neuronal firing, showing that a change in the RMP was sufficient to drive an increase in the 
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network’s response to the CS (Kemenes et al., 2006). In the context of our paradigm, it could 
therefore be hypothesised that the depolarised RMP could contribute to/drive increased firing 
upon re-exposure to the conditioning environment. 
Another possible function for a shift in the RMP is to regulate subsequent neuronal 
excitability and synaptic plasticity. For example, prolonged AP firing of lateral amygdala 
(LA) neurons can rapidly decrease membrane excitability in vivo by reducing the number of 
APs evoked by subsequent depolarising current steps. Interestingly, this reduction in 
excitability is sensitive to shifts in the membrane potential. When LA neurons are stimulated 
at more hyperpolarised RMPs to induce bursting in the theta rhythm, the observed decrease in 
excitability is only transient. However, when the membrane potential is depolarised to more 
physiological levels, the same stimulation results in a robust decrease of excitability. This 
decrease in intrinsic excitability reduces the efficacy of subsequently induced synaptic LTP 
(Rosenkranz, 2011). Given the fact that changes in intrinsic excitability can readily control 
the induction of synaptic plasticity in vivo what role could this serve in the intact brain? A 
possible physiological function for this phenomenon is to reduce subsequent associative 
learning while leaving previous plasticity intact. This would have important implications for 
the formation of long-term memories and could act as a mechanism that is used during 
heightened periods of activity (Rosenkranz, 2011), such as fear conditioning. 
 
 
7.3 Fear conditioning causes changes in the AP waveform 
In addition to a more depolarised RMP, we found a change in the AP waveform. We observed 
that fear conditioning reduced the maximum velocity of the upstroke phase of the AP. This 
was manifested by a slower maximum rate of depolarisation (dV/dt) in neurons from COND 
mice when compared to those from CTX and IMM (Figure 6.4 and 6.8, Chapter 6). 
 The rising phase of the AP occurs due to the ‘explosive’ and regenerative activation of 
the Na+ inward current resulting in rapid membrane depolarisation. Measurements taken at the 
maximum dV/dt can be a direct estimation of the maximum Na+ current flowing during the 
AP upstroke phase, when contributions from other channels are likely to be small (Bean, 
2007). A reduction in the value of the maximum dV/dt indicates a decrease in Na+ channel 
availability either through a decrease in the channel density or a change in the channel 
properties. Indeed, it has been shown that repeated neuronal depolarisation can result in an 
activity-dependent decrease in the maximum dV/dt that is mediated by a reduction in Na+ 
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currents. This effect is most pronounced in the dendrites but can nonetheless be observed in 
the soma. Importantly, the decrease in Na+ currents is greater at more depolarised membrane 
potentials (Colbert et al., 1997), suggesting that the depolarised shift in the RMP that we 
observed could at least partially contribute to the reduction of the maximum dV/dt.  
  Apart from a decrease in the maximum dV/dt we also found a significant broadening 
of the AP half-width in COND mice when compared to CTX and IMM mice (Figure 6.5 and 
6.8, Chapter 6). These results are in agreement with other studies that have also shown a 
learning-induced increase in the AP width (Matthews et al., 2008; Senn et al., 2014).  
Neuronal output has been typically perceived as a binary code with graded synaptic 
potentials being converted into all or nothing AP. However, it is now becoming clear that the 
AP waveform could be an important carrier of information and is subject to plasticity changes 
(Debanne, 2004). Indeed, the same pyramidal neurons are capable of producing different AP 
shapes depending on previous stimulus history and conductances, with broader AP encoding 
larger stimulus amplitudes. This ‘AP waveform code’ was found to be highly reliable, 
resulting in increased information transfer when compared to AP timing alone (Polavieja et 
al., 2005; Juusola et al., 2007).  
Action potential repolarisation and hence duration is controlled by several classes of 
K+ channels. In the cell body these are: the voltage-gated Kv4 channels, which mediate the A-
type current, Kv3 channels and the large conductance BK channels, which require both 
intracellular Ca2+ and membrane depolarisation for their activation (Sah & Faber, 2002; Kim 
et al., 2005; Bean, 2007). In the axon, the width of the AP is controlled largely by voltage-
gated Kv1 and Kv3 channels (Geiger and Jonas, 2000; Kole et al., 2007; Debanne et al., 
2011). The broadening of the AP is probably most important at the level of axon terminals, 
where even small differences in the AP width can produce significant changes in the timing 
and strength of synaptic transmission (Bean, 2007). For example Geiger & Jonas (2000) 
showed that APs in the mossy fibre terminal undergo activity-dependent broadening as a 
consequence of repetitive theta burst stimulation. This is due to a decreased rate of 
repolarisation mediated by the inactivation of low-threshold voltage-gated Kv1 channels. On 
the functional level, the broadening of the presynaptic AP enhances Ca2+ influx through 
voltage-gated Ca2+ channels resulting in an increased neurotransmitter release and an increase 
in the amplitude of excitatory postsynaptic currents (EPSP, Geiger & Jonas, 2000).  
At the somatic level a decrease in BK channel activity can result in a significant 
broadening of the AP and in turn lead to elevated presynaptic Ca2+ influx and an increase in 
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synaptic transmission in nearby neurons (Deng et al., 2013). Importantly, learning-dependent 
increases in intrinsic excitability can in part be mediated by a decrease in BK currents 
(Matthews et al., 2008). The fact that the kinetics of single APs and the associated synaptic 
transmission are sensitive to recent activity and the general network state, suggests that 
neurons might convey messages through a mix of both analogue and digital signals (Alle and 
Geiger, 2006; Kole et al., 2007; Shu et al., 2007).  
The exact shape of the AP can differ between the soma and the axon (Geiger & Jonas, 
2000; Kole et al., 2007). For example, Kole et al., (2007) demonstrated that in neocortical 
layer 5 neurons the width of the AP recorded at the soma decreases steeply in the first 50 
micrometres of the axon initial segment (AIS) after which it remains constant as it spreads 
throughout the axonal arbour. This dynamic reduction in width is due to the slowly 
inactivating Kv1 channels present in high density in the AIS. The somatic and axonal AP 
waveform are also modulated in a highly compartmentalised and independent fashion, with 
rapid high-frequency AP bursts causing the broadening of somatic AP and sustained 
subthreshold activity selectively increasing the axonal AP duration (Kole at al., 2007). 
However, under certain conditions, such as subthreshold somatic depolarisations, the somatic 
AP waveform can survive the initial axonal filtering and propagate over much longer 
distances along the axon. Indeed, when steady-state somatic depolarisations precede the AP, 
the duration of the AP increases rapidly in the soma and can propagate up to 400-600 microns 
into the axon. The resulting changes in the axonal APs occur more slowly than those observed 
in the soma but in agreement with previous observations also produce an increase in EPSPs in 
nearby neurons (Shu et al., 2006; Kole et al., 2007). The enhanced propagation of the somatic 
AP waveform is likely due to the passively spreading somatic depolarisation leading to the 
inactivation of axonal Kv1 channels (Kole et al., 2007; Shu et al., 2007). The effect of the 
axonal AP broadening is most pronounced at membrane potentials near the firing threshold 
but it is tempting to think that even a modest depolarisation could impact the shape of the 
axonal AP. This is important in the context of our study given the fact that neurons from 
COND mice have significantly more depolarised RMP when compared to those from CTX 
and IMM mice (Table 6.1 and 6.3). However, even if the more depolarised RMP does allow 
the AP shape to propagate further along the axon, it is unlikely to increase synaptic 
transmission at the PL-BLA synapse. Somatic depolarisation has been shown to influence the 
AP waveform up to approximately 400-600 microns along the axon, whereas the distance 
between the PL and BLA is in the order of several millimetres. However, even if the shape of 
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the somatically recorded AP does not travel all the way to the BLA, it could still have 
important functional consequences locally. Indeed, even modest subthreshold depolarisations 
can affect the shape of the AP in axon collaterals and en passant terminals of layer 5 cortical 
neurons (Foust et al., 2011), and cause an increase in the amplitude of EPSPs in nearby 
pyramidal cells (Alle & Geiger, 2006; Shu et al., 2006). 
Apart from travelling forward along the axon, in certain neuronal types such as the 
hippocampal CA1 and cortical pyramidal neurons, APs also actively backpropagate into the 
dendrites (Stuart and Sakmann, 1994; Johnston et al., 1996; Stuart et al.,1997a, 1997b). 
Activity-dependent inactivation of somatic and dendritic Kv4.2 channels results in AP 
broadening and enhanced AP backpropagation. This in turn can impact the time course and 
degree of Ca2+ influx as well as the associated second messenger cascades, gene expression 
and synaptic plasticity (Frick et al., 2004; Kim et al., 2005; Chen et al., 2006). Additionally, 
the increase in AP width can also help shape future synaptic inputs. For example Häusser et 
al., (2001) found that backpropagating APs can serve as a negative feedback mechanism by 
shunting dendritic EPSPs and thus controlling the probability of the next AP generation. By 
examining two types of neurons - neocortical layer 5 neurons and Purkinje neurons - that have 
distinctly different AP waveforms, they found that the AP waveform affected the degree of 
EPSPs shunting with broader APs producing more shunting (Häusser et al., 2001). Moreover, 
a later study by Zhou et al. (2005) showed that the AP half-width measured at the soma 
correlates with the direction of synaptic modifications induced through a spike timing 
dependent plasticity protocol (STDP). STDP can be defined as a phenomenon in which the 
induction of either LTP or LTD depends on the precise temporal order of repeated pre- and 
postsynaptic APs (STDP; Dan and Poo, 2006). Zhou et al. (2005) found that experimentally 
induced broadening of the APs to over 1.5 ms resulted in a shift in the balance of STDP 
towards LTD. In our experiments the width of APs in COND animals rarely lasts longer than 
1.1 ms and does not exceed 1.3 ms (Table 6.3; Figure 6.5 and 6.8, Chapter 6) so the results 
observed by Zhou et al. (2005) cannot be applied to our study. However the interaction 
between AP width and dendritic EPSPs is still worth noting. 
Finally, the AP waveform can also be altered by rapidly induced structural plasticity 
of the AIS. Prolonged depolarisation of hippocampal cultured neurons, through incubation in 
a high KCl containing medium, results in the shortening of the AIS. This structural plasticity 
results in a slower maximum dV/dt, broader AP width, an increase in the first inter-spike-
interval and a decrease in the number of APs fired. These changes are due to the structural 
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plasticity and not a change of somatic Na+/K+ channels (Evans et al., 2013). The activity-
dependent changes in the AIS are most likely triggered by the activation of L-type Ca2+ 
channels (Grubb & Burrone, 2010; Evans et al., 2013). 
 
 
7.4 Fear conditioning increases the post-burst afterhyperpolarisation  
Our results showed that contextual fear conditioning increases the afterhyperpolarisation 
(AHP) occurring after a train of APs. This was manifested by an increase in both the medium 
(mAHP) and slow (sAHP) component (Figure 6.6 and 6.9, Chapter 6). Unexpectedly, our 
results do not support previous findings, most of which consistently show a decrease of post-
burst AHP following learning in a variety of behavioural paradigms including trace-eyelid 
conditioning (Moyer et al., 1996; Thompson et al., 1996; Kuo et al., 2008; Oh et al., 2009), 
spatial learning in the Morris water maze (Oh et al., 2003), operant conditioning (Saar et al., 
1998) as well as fear conditioning (McKay et al., 2009; Song et al., 2012; Sehgal et al., 2014). 
In fact, the post-burst AHP is considered to be a marker for successful learning and a lack of 
decrease has been associated with a failure to acquire the task (Moyer et al., 1996; Oh et al., 
2003; Song et al., 2012).  
Both mAHP and sAHP are generated by Ca2+ dependent K+ currents that are activated 
by a Ca2+ influx that occurs during a train of APs (Sah & Faber, 2002; Abel et al., 2004). The 
pharmacological block of the small conductance Ca2+ activated K+ channels (SK) facilitates 
learning (Messier at al., 1991; Deschaux et al., 1997; van der Staay et al., 1999; Stackman et 
al., 2002; Criado-Marrero et al., 2014). Moreover, the pharmacological activation or the 
genetic overexpression of SK2 channels - the specific channels underlying mAHP - reduce 
spontaneous firing rates in vivo and impair memory acquisition over a range of behavioural 
tasks, including contextual fear conditioning (Hammond et al., 2006; McKay et al., 2012; 
Stackman, Jr. et al., 2008; Vick et al., 2010). In slices, the activation or overexpression of 
SK2 channels increases the mAHP, decreases the number of APs as well as the synapatically 
evoked glutamatergic EPSPs, and attenuates LTP (Hammond et al., 2006; McKay et al., 2012; 
Criado-Marrero et al., 2014).  
The exact effect of sAHP modulation on behaviour has been investigated to a lesser 
degree because the specific Ca2+ activated K+ channels generating the current responsible for 
sAHP have yet to be identified (Sah & Faber, 2002; Stocker et al., 2004). It is known 
however, that the sAHP plays a role in the late phase spike frequency adaptation leading to a 
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strong reduction in AP firing (Madison & Nicoll, 1982; Stocker et al., 2004) and it might 
impair NMDA receptor mediated responses (Disterhoft et al., 2004). The channels mediating 
sAHP are thought to be important for memory encoding and a baseline increase in the sAHP 
in ageing animals is believed to underpin learning deficits (Disterhoft et al., 2004). 
If the reduction in post-burst AHP is associated with successful learning why did we 
find an increase in both AHP components in COND mice? One possibility is that these mice 
did not successfully learn the context-shock association. However, this is unlikely for two 
reasons. Firstly, the percentage of successful learners in our fear conditioning paradigm is 
very high and constitutes approximately 70% (Figure 6.1, Chapter 6). Moreover, even though 
we cannot in all certainty exclude the possibility that the mice used for our recordings failed 
to learn the task, we regularly validated the behavioural protocol by testing memory recall in a 
subset of mice not used for electrophysiology. Secondly, in all the studies reported above, 
unsuccessful learning resulted in no change of the post-burst AHP relative to control animals. 
It could therefore be implied that non-learners should display similar intrinsic properties to 
control/naïve animals (Moyer et al., 1996; Oh et al., 2003; Song et al., 2012). This is clearly 
not the case in our experiments as the post-burst AHP is specifically increased in neurons 
from COND mice when compared to those CTX and IMM mice showing that the observed 
increase in post-burst AHP is not due to a failure to learn the context-shock association.  
If the increase in post-burst AHP is learning-specific, what could be its physiological 
role? First of all, it is worth noting that the AHP plays an active role in regulating firing 
frequency – a reduction in AHP increases neuronal firing, whereas an increase in AHP causes 
a marked decrease in firing (Moyer et al., 1996; Thompson et al., 1996; Kuo et al., 2008; 
McKay et al., 2009; Song et al., 2012; Sehgal et al., 2014; McKay et al., 2012; Criado-
Marrero et al., 2014). Surprisingly, in our study we find no difference in number of AP fired 
in response to depolarising current pulses (Figure 6.3 and 6.7, Chapter 6). However, given the 
fact that the effect of the post-burst AHP on regulating neuronal firing is well established 
(Madison & Nicoll, 1982; Sah & Faber, 2002; Stocker et al., 2004), it seems likely that in our 
study, the AHP could still have reduced neuronal firing. Instead of causing a marked 
reduction in the number of AP it might have alternatively acted as a feedback mechanism to 
compensate for neuronal overexcitability by bringing the firing rates down to control levels. 
Indeed, Ca2+ entry during repetitive firing provides the cell with a simple and precise indicator 
of its recent activity (Helmchen et al., 1996) and can act as a negative feedback system by 
activating AHP conductances (Wang, 1998). Additionally, apart from mediating post-bust 
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AHP, SK channels also play an important role in regulating synaptic transmission and 
plasticity in the prefrontal cortex (Faber & Sah, 2007). During basal synaptic transmission 
they are activated by Ca2+ influx through NMDA receptors as well as voltage-gated Ca2+ 
channels. Their activation results in the attenuation of excitatory synaptic transmission (Faber, 
2010). The activation of SK channels could therefore act as a filtering mechanism to reduce 
unnecessary or conflicting synaptic input.  
Another reason for the activation of the Ca2+-depenent K+ channels in our study could 
be linked to the specific role played by the PL in fear conditioning. Given the well established 
role of the PL in mediating the expression of conditioned fear (Vidal-Gonzales et al., 2006; 
Corcoran and Quirk, 2007; Laurent and Westbrook, 2009; Sierra-Mercado et al., 2011; Fenton 
et al., 2014), the activation of Ca2+-depenent K+ channels could act as a balancing force to 
prevent fear expression outside of the conditioning context. This mechanism would be of 
particular importance in the PL-BLA pathway, which mediates fear learning and expression 
(Stevenson, 2011; Vouimba and Maroun, 2011; Orsini et al., 2011). 
 
 
7.5 Could the behavioural protocol and the neuronal population matter? 
Many studies have investigated the effect of behavioural training on intrinsic excitability 
across brain regions, using a variety of behavioural paradigms. Most of them report an 
increase in intrinsic excitability following learning (Moyer et al., 1996; Thompson et al., 
1996; Saar et al., 1998; Oh et al., 2003; Kuo et al., 2008; Matthews et al., 2008) including fear 
conditioning and extinction (Santini et al., 2008; McKay et al., 2009; Song et al., 2012; 
Sehgal et al., 2014; Senn et al., 2014). This is usually manifested by a reduction in the post-
burst AHP and/or increased AP firing rates in response to depolarising current injections. In 
our study we find a change in intrinsic properties following learning. However, given our data 
it is not possible to conclude whether these changes represent a clear increase or a decrease in 
excitability. The depolarised RMP and increase in AP half width are typically associated with 
an increase in intrinsic excitability. On the other hand, a slower maximum dV/dt and increased 
post-burst AHP are indicators of decreased excitability. Finally, we observe no change in the 
overall number of AP fired in response to depolarising current pulses, which is the parameter 
most frequently associated with directional changes in neuronal excitability. The apparent 
lack of increase in excitability that we observed is therefore surprising and reconciling our 
results with previous research presents something of a challenge. 
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One possible reason for the discrepancies could be that the rules governing learning in 
the PL are different to those for the hippocampus (Moyer et al., 1996; Thompson et al., 1996; 
Oh et al., 2003; Kuo et al., 2008; Matthews et al., 2008; McKay et al., 2009), amygdala 
(Sehgal et al., 2014; Senn et al., 2014) or IL (Santini et al., 2008). To our knowledge only two 
accounts exist where the intrinsic excitability of PL neurons following fear conditioning has 
been investigated. The first one by Santini et al. (2008) suggested that fear conditioning does 
not alter the excitability of PL neurons. However, this is surprising given the well-established 
role of the PL in fear learning and expression (Vidal-Gonzalez et al., 2006; Burgos-Robles, 
2009; Choi et al., 2010; Sotres-Bayon and Quirk, 2010; Sierra-Mercado et al., 2011; Courtin 
et al., 2013). The second account took a similar approach to ours and investigated intrinsic 
excitability specifically in the BLA-projecting PL neurons. This unpublished study by Song et 
al. (2013) showed that auditory trace fear conditioning suppresses the excitability of BLA-
projecting PL neurons by reducing the number of APs evoked by depolarising current steps. 
Given that we observed no change in neuronal firing, it implies that our observations do not 
fully match those reported by Song et al., (2013). However, the apparent lack of increase in 
excitability that we both observe indicates that the rules governing learning can differ 
significantly between brain regions. Moreover, by comparing our results to those reported by 
Santini et al., (2008) it becomes apparent that a given brain region should not be treated as a 
whole and instead different neuronal populations within a single region could be differently 
altered by learning. The importance of targeting specific neuronal populations when 
investigating learning induced alterations in neuronal activity is being noticed. Recent studies 
have found that depending on their long-range connectivity, distinct neuronal populations in 
the BLA are differently activated by fear conditioning and extinction (Knapska et al., 2012; 
Senn et al., 2014).  
Another reason for the discrepancies between our results and previous studies could be 
due to the exact behavioural protocol used. The majority of studies investigating learning 
induced changes in intrinsic excitability have used auditory fear conditioning protocols 
(Santini et al., 2008; McKay et al., 2009; Song et al., 2012; Song et al., 2013; Sehgal et al., 
2014; Senn et al., 2014). However, fear learning in paradigms were the footshock is paired 
with a tone could occur on different rules to the one in which the presentation of the shock is 
unsignalled. Being able to distinguish between two different protocols could be of particular 
relevance to the PL. Indeed it is known that neurons in the PL show sustained responses to the 
conditioned tone (Burgos-Robles et al., 2009) as well as receive monosynaptic inputs from 
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the hippocampus (McDonald, 1991; Gabbott et a., 2002, 2006; Hoover and Vertes, 2007) 
likely conveying contextual information (Euston et al., 2012; Tronson et al., 2012). The fact 
that the PL recruites different neuronal mechanisms to process various fear conditioning 
paradigms has been demonstrated by Gilmartin & Helmstetter (2010). They showed that 
NMDA (N-methyl-D-aspartate) receptor mediated transmission is necessary for some but not 
all forms of contextual fear learning (Gilmartin & Helmstetter, 2010). The inhibition of PL 
activity with the GABAergic (γ-aminobutyric acid) agonist muscimol or the blockade of 
NMDA receptor mediated signalling with APV impairs the acquisition of contextual fear 
memory in an auditory fear conditioning paradigm. However, the memory impairment is only 
present when the tone is paired with the footshock. In contrast, when the tone is presented but 
it is not paired with the shock, the infusion of muscimol or APV has no effect on contextual 
fear acquisition. This unexpected finding shows that mechanisms supporting contextual fear 
conditioning are not the same across all training paradigms (Gilmartin & Helmstetter, 2010). 
Finally, correlating neuronal activity with learning in a contextual fear conditioning paradigm 
might be more challenging than for auditory fear conditioning. This could be due to the fact 
that the context is less distinct as a CS than a tone (Maren et al., 2013). The specific nature of 
the changes in intrinsic properties could therefore be more subtle/complex. 
 
 
7.6 Implications of changes in intrinsic excitability 
The study of intrinsic plasticity is particularly useful in the context of learning and memory 
because it can affect a wide range of neuronal functions including the presynaptic release of 
neurotransmitters, the way synaptic inputs are integrated, the AP output at the soma and the 
active back-flow of information into the dendrites. Furthermore, it could act as a regulator of 
synaptic plasticity, support rule learning, or in some cases serve as part of the memory trace 
itself (Zhang and Linden, 2003; Frick et al., 2004; Frick and Johnston, 2005; Disterhoft and 
Oh, 2006; Mozzachiodi and Byrne, 2010; Szlapczynska et al., 2014). The functional 
consequences of intrinsic plasticity for memory formation will depend on the nature of the 
change (e.g. increase or decrease in excitability), its cellular localization (e.g. neuron-wide or 
global versus individual dendritic branch), or its time course (transient, long-term). Several 
learning paradigms (including trace eyelid conditioning, olfactory discrimination, and fear 
conditioning) have been used to demonstrate a neuron-wide change in intrinsic excitability 
(Moyer et al., 1996; Saar et al., 1998; Kuo et al., 2008; McKay et al., 2009; Oh et al., 2009; 
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Sehgal et al., 2014). The significance of a global increase in neuronal excitability is not clear, 
but it may promote memory consolidation by (i) reducing the threshold for the induction of 
other forms of plasticity such as synaptic or structural plasticity, (ii) enhancing the likelihood 
that these neurons will be engaged in memory encoding, or (iii) enabling the selective re-
activation of these neurons during post-training rest/sleep (Zhang and Linden, 2003; Frick and 
Johnston, 2005; Disterhoft and Oh, 2006; Euston et al., 2007; Peyrache et al., 2009; Zhou et 
al., 2009; Benchenane et al., 2010; Mozzachiodi and Byrne, 2010; Popa et al., 2010; 
Szlapczynska et al., 2014). The fact that an increase in intrinsic excitability could for example 
promote memory allocation to specific neurons is an interesting concept. Zhou et al., (2009) 
experimentally manipulated levels of the cellular transcription factor CREB (cyclic adenosine 
3′,5′-monophosphate response element binding protein) in lateral amygdala (LA) neurons. 
They found that neurons expressing higher levels of CREB were more excitable and because 
of this they were more likely to get activated during fear conditioning and be recruited into 
storing the conditioning episode (Zhou et al., 2009).  
Intrinsic plasticity is also closely coupled to synaptic plasticity and has been suggested 
to act as a possible substrate for metaplasticity (Frick and Johnston, 2005; Chen et al., 2006). 
Metaplasticity is a phenomenon whereby the neuron’s ability to undergo synaptic plasticity is 
subject to the character of previously induced neuronal changes (Abraham and Bear, 1996). 
Therefore any long-term change in intrinsic properties that occurs as a consequence of 
behavioural learning or neuronal activity could in turn modulate the rules governing the 
induction of synaptic plasticity (Johnston et al., 2003; Sjöström et al., 2008).  Indeed, activity 
induced alteration in the voltage-gated ion channel function is bound to influence the manner 
in which future synaptic inputs are integrated (Cash & Yuste, 1999; Magee, 2000; Williams 
and Stuart, 2003b; Magee & Johnston, 2005). Moreover, when backpropagating AP are paired 
with local EPSPs, this can results in increased Ca2+ influx the induction of NMDA receptor 
dependent LTP (Magee and Johnston, 1997; Waters et al., 2003; Letzkus et al., 2006; 
Sjöström and Häusser, 2006; Sjöström et al., 2008). Interestingly, depending on the exact 
timing of the backpropagation APs and the location of the activated synapses, the 
backpropagating AP can act as a bidirectional switch promoting the induction of either LTP 
or LTD (Letzkus et al., 2006; Sjöström and Häusser, 2006). Finally, short trains of 
backpropagationg APs have also been shown to cause an enduring depression of R-type Ca2+ 
channels in individual dendritic spines, which in turn inhibits the induction of synaptic 
plasticity (Yasuda et al., 2003).  
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Another possible function of intrinsic plasticity is the homeostatic regulation of 
neuronal activity (Turrigiano et al., 1994; Desai et al., 1999; Pratt and Aizenman, 2007; 
Grubb and Burrone, 2010; O’Leary et al., 2010). It could serve as a feedback mechanism that 
would allow the network to remain stable following for example Hebbian plasticity or acute 
changes in neuronal excitability (Aizenman and Linden, 2000; Frick et al., 2004; van Welie et 
al., 2004; Narayanan and Johnston, 2007; Brown and Randall, 2009). Intrinsic plasticity is 
well suited for this role because it plays a part in the regulation of neuronal firing rates (Frick 
& Johnston, 2005). Indeed, it has been shown that sustained alterations in neuronal activity 
can alter the expression of voltage-gated ion channels responsible for shaping firing patterns. 
For example, the long-term blocking (several days) of neuronal activity in cultured cortical 
pyramidal neurons can result in the upregulation of Na+ channels and a downregulation of 
sustained K+ currents. This in turn results in a lower threshold for AP initiation as well as 
increased firing frequency upon stimulation (Desai et al., 1999; Aptowicz et al., 2004). 
Another example comes from the studies on crustacean models. The lobster stomatogastric 
ganglion (STG) neurons fire in bursts upon synaptic and modulatory stimulation but fire 
tonically when pharmacologically isolated. However, 3-4 days of isolation of these neurons in 
culture results in a change of their firing pattern from tonic to bursting upon depolarisation. 
This is a consequence of an increase in Ca2+ and decrease in K+ conductances that compensate 
for the absence of their normal synaptic inputs (Turrigiano et al., 1994; 1995). In contrast, 
exposing cultured hippocampal neurons to periods of sustained depolarisation by using a 
medium containing high KCl levels, results in a hyperpolarising shift in the RMP direction. 
Interestingly, the shift in the RMP becomes more hyperpolarized as KCl treatment 
concentration is increased. Importantly, however, when these cells are then reexposed to high 
KCl conditions they compensate by depolarising less than would be predicted for untreated 
cells (O’Leary et al., 2010). Blocking neuronal activity with glutamatergic antagonists CNQX 
and APV also results in a homeostatic increase in excitability through an increase in the 
number of AP. This effect is bidirectional because treatment with bicuculline - The GABAA 
receptor antagonist causes a decrease in neuronal excitability (Karmarkar and Buonomano, 
2006).  
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7.7 Conclusions and future perspectives 
Overall our study provides further evidence for learning-induced changes in intrinsic 
excitability. We extend previous findings by showing that fear conditioning induces intrinsic 
plasticity in the PL in a neuronal population specific manner. Moreover, our results add to the 
growing evidence for the importance of the PL-BLA pathway in fear memory processing. The 
exact direction of the observed changes, namely a decrease vs increase in excitability, could 
however not be concluded. This could have been due to the type of conditioning protocol used 
or the brain region/neuronal population under investigation. However, the specific pattern of 
changes that we observed could be interpreted in the light of feedback mechanisms employed 
by the neurons to prevent overexcitability and/or regulate the induction of subsequent 
synaptic plasticity by keeping previous associative plasticity intact. Moreover, our results 
could add to the understanding of the importance of more subtle and analogue forms of 
communication between neurons. 
Given our findings, an important question arises: how does a change in intrinsic 
excitability translate into behaviour? One way to address this question would be to use 
optogenetic tools to experimentally control the activity of BLA-projecting PL neurons. This 
could be achieved by using a combination of viral tools with retrograde labelling to express 
light-sensitive microbial opsins in the specific neuronal population of interest (Zhang et al., 
2010, 2011, Luo et al., 2008; Johansen et al., 2012; Madisen et al., 2012; Packer et al., 2013). 
The exact choice of these light-sensitive proteins would then allow for a bi-directional control 
of the cells’ activity. For example, neurons expressing the depolarising cation channel 
Channelrhodopsin-2 (ChR2) in their membrane would be activated by light of an appropriate 
wavelength, whereas those expressing the hyperpolarizing proton pump Archaerhodopsin 
(Arch) would instead be inhibited (Chow et al., 2010; Zhang et al., 2010). In the context of 
our study ChR2 or Arch expressing BLA-projecting neurons could then be activated/inhibited 
during contextual fear memory retrieval. If the activation/inhibition of these neurons were 
indeed necessary for the expression of conditioned fear, an alteration in freezing level would 
be observable when compared to control animals. 
Another direction for future research would be to use pharmacological approaches to 
better understand the channels mediating the learning-induced changes in excitability that we 
observed. Because we found a reduction in the maximum dV/dt, an increase in AP half-width 
and an increase in the post-bust AHP, the most obvious candidates for investigation would 
include: i) Na+ channels that mediate the depolarising phase of the AP, ii) BK and/or Kv4 
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channels which control AP repolarisation and iii) SK channels underlying the post-burst AHP 
(Bean, 2007; Sah & Faber, 2002). Moreover, by using drug infusions in vivo as well as 
genetic overexpression/knockout approaches it might be possible to elucidate the importance 
of these channels for mediating fear expression and memory. 
Finally, because the time course of changes in intrinsic plasticity is most often limited 
to several days (Moyer Jr et al., 1996; Thompson et al., 1996; Saar et al., 1998) it would be 
interesting to investigate how long the changes that we observed persist for. Furthermore, as 
suggested earlier in this section, different memory phases might require the activation of 
different neuronal populations. For this reason, it would be interesting to investigate whether 
the intrinsic properties of mPFC-projecting neurons could be altered at more remote time 
points. In conclusion this work not only demonstrates that contextual fear conditioning 
induces neuronal population specific changes in intrinsic excitability, it also sets the stage for 
understanding the functional role of these changes for memory expression. 
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