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Abstract
Dysphagia affects 590 million people worldwide and increases risk for malnutri-
tion. Pure´ed food may reduce choking, however preparation differences impact
nutrient density making quality assurance necessary. This paper is the first
study to investigate the feasibility of computational pure´ed food nutritional
density analysis using an imaging system. Motivated by a theoretical opti-
cal dilution model, a novel deep neural network (DNN) was evaluated using
390 samples from thirteen types of commercially prepared pure´es at five dilu-
tions. The DNN predicted relative concentration of the pure´e sample (20%,
40%, 60%, 80%, 100% initial concentration). Data were captured using same-
side reflectance of multispectral imaging data at different polarizations at three
exposures. Experimental results yielded an average top-1 prediction accuracy of
92.2%±0.41% with sensitivity and specificity of 83.0%±15.0% and 95.0%±4.8%,
respectively. This DNN imaging system for nutrient density analysis of pure´ed
food shows promise as a novel tool for nutrient quality assurance.
Keywords: nutrient sensing, deep learning, image processing,
pure´ed food
1. Introduction
Dysphagia (swallowing difficulty) affects approximately 590 million people
worldwide (Cichero et al. (2016)) and at least 15% of American older adults (Sura
et al. (2012)) increasing these individuals’ risk for malnutrition (Ilhamto et al.
(2014); Sura et al. (2012)). Malnutrition impacts quality of life (Keller et al.
(2004)) and accounts for significant annual burden to the health care system of
approximately $15.5 billion in the United States (Goates et al. (2016)) and 7.3
billion in the UK (Russell (2007)). Modified texture diets (e.g., pure´ed food)
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have been used to allow safe ingestion of nutritional requirements in this pop-
ulation (Germain et al. (2006)). However, based on differences in preparation
methods, nutrient composition can be highly variable (Ilhamto et al. (2014)).
This has practical implications especially for older adults with a generally lower
intake; food must be as nutritious as possible to ensure adequate nutrient con-
sumption. Additionally, pure´e thickness has safety implications; too thin a pure´e
may cause choking (Ilhamto et al. (2014)). Thus, pure´ed food quality assurance
is required (Ilhamto et al. (2014)).
There is currently a lack of tools to quantitatively and objectively assess the
nutritional density of pure´es. To in part address this, international definitions
for modified texture foods (including pure´e) were recently released by the In-
ternational Dysphagia Diet Standardization Initiative (IDDSI) (Cichero et al.
(2016)). However, implementation of these international definitions does not
address nutrient density beyond pure´e consistency and adoption may be limited
in practice. An automated imaging system may help reduce variance within
or between human assessors due to differences in learning or experience; a sea-
soned pure´e cook has more intuition about what makes a safe and nutritious
pure´e than a new cook (Ilhamto et al. (2014)). A system that can quantify the
concentration of the pure´e could reduce cost and time while providing insight
into nutrient density of a pure´e in health care settings.
Optical imaging systems provide a powerful solution to this problem. Specif-
ically, these systems use the same type of information (visible optics); however,
computational models provide objective and repeatable predictions. Borrowing
from the field of biomedical optics, photon migration models have been used
to estimate quantitative tissue properties such as blood oxygen saturation and
hemoglobin concentration (Bigio & Fantini (2016)). Though primarily used in
biomedical applications, these models provide a theoretical basis for quanti-
tative nutritional assessment using optical imaging data. Additionally, recent
advances in machine learning have been successfully applied to a vast range of
fields from object recognition to pharmacy and genomics (LeCun et al. (2015)).
Specifically, deep neural networks (DNNs) are biologically inspired by the visual
cortex for decision making (Bengio (2009)), and have been used with great suc-
cess for specific complex tasks such as speech recognition (Hinton et al. (2012);
Dahl et al. (2012); Hannun et al. (2014)), object recognition (Krizhevsky et al.
(2012); He et al. (2015); LeCun et al. (2004); Simonyan & Zisserman (2014)), and
natural language processing (Bengio et al. (2003); Collobert & Weston (2008)).
In image classification and other applications, however, there is often insufficient
training data to properly train a conventional DNN due to nature of supervised
learning which require a large number of network parameters and an abundance
of labeled training data. In the case of pure´ed food analysis, data insufficiency
becomes a prominent concern due to the limited amount of available labeled
data. Labeled data requires the acquisition of spectral and texture information
of the pure´ed food via imaging, and the cumbersome manual labeling process
of the images by trained personnel.
In this paper, we assess the feasibility of computational nutritional den-
sity analysis using an imaging system to provide feedback without the need for
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human assessor input. This preliminary dilutions study is motivated by the end-
goal of nutrient density assessment. Using relative water concentration to initial
concentration (i.e., pure commercially prepared product), we prepare a dilution
series to observe the effect of relative increased water content on optical proper-
ties (color information, texture information, satruation etc.) for the purpose of
determining the feasibility of using an optical imaging techniques for discrimi-
nation. Instead of traditional supervised learning, we use stacked autoencoders
with a final softmax layer for dilution classification (i.e., discriminating between
20%, 40%, 60%, 80%, 100% initial concentration). Autoencoders are DNNs that
leverage unsupervised learning to provide a robust solution that is generalizable
and extensible without compromising performance to complete a specific task.
Specifically, this is the first study to our knowledge to assess the feasibility of
using machine learning (DNNs) to automatically predict the concentration (as
a proxy for nutrient density) of commercially-prepared pure´es. Furthermore,
the use of DNNs for this task is motivated by the results of a theoretical optical
dilution model. In particular, since neural networks are biologically inspired
machine learning methods and since in practice, food and food quality are often
visually assessed, a theoretical optical validation of perceptually quantifiable
nutrition composition can provide strong support for using machine learning.
For example, passing input, such as a hypothetical concentration into a theoret-
ical model, would yield an ideal output similar to the perception of the human
eye. This present study, involving visible spectrum multispectral imaging data
at different polarizations, provides a novel application of image classification to
analyze thirteen types of commercially-prepared pure´es across three food cate-
gories (fruit, meat, vegetables) at five dilutions relative to initial concentration.
2. Material and Methods
2.1. Sample preparation
Thirteen commercially-prepared pure´e flavors across three food categories
were selected for this study: fruit (apple, apricot, banana, blueberry, mango,
strawberry), meat (beef, chicken), and vegetables (carrot, butternut squash,
parsnip, pea, sweet potato). Pure´e flavors were selected to maximize variations
in texture and color. For each pure´e, a five tier dilution series was prepared
relative to initial concentration: 20% (most diluted), 40%, 60%, 80%, and 100%
(not diluted). For each dilution in the series, six 5 mL samples were systemat-
ically loaded onto a standardized transparency sheet grid from approximately
one centimeter above the sheet at room temperature and imaged immediately,
yielding a total of 390 samples.
2.2. Data acquisition
Same-side reflectance was used (i.e., the light source and camera were posi-
tioned at the same location). A DSLR camera (Canon T4i) was used for high
resolution image capture in the visible spectrum with consistent white balancing,
aperture, and exposure settings. Both unpolarized and linearly polarized data
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were acquired by positioning an oriented linear polarizer in front of the camera
lens. The use of polarization provided higher variability of a pure´e’s appearance
by focusing on surface-level texture (horizontal polarization) and color (vertical
polarization) information. To simulate various lighting conditions, three expo-
sures were acquired (1/20 s, 1/10 s, and 1/5 s) for each polarization. These
variations enable the system to learn more robust concepts about the pure´es.
Over the course of imaging, the room temperature varied from 21.9◦C to 23.9◦C.
2.3. Sample subimages
Since neural networks are biologically inspired and food consistency is presently
visually inspected, it may be helpful to describe the data in terms of tangible
features such as color and texture. It is important to note that color and texture
are meant only to provide intuition into the data collected and were not used
as hand-crafted features; features used for distinguishing between classes (clas-
sification) were automatically learned given no priors through the deep neural
network (see Section 2.5 for more details). Figure 3 provides a summary of
color and texture across the samples. The images in Figure A.3 were acquired
from the sixth sample location on the sheet. To minimize glare the horizontal
polarization of entire sample subimages were selected to provide further context
with an ISO 100 and exposure 1/20 s.
2.4. Training data set-up
Images were processed and data were analyzed using Mathworks MATLAB
version R2016b. Each image was white normalized by selecting a reference white
rectangle from an in-frame white reflectance target. All images were labeled and
deconstructed into six, 100×200 pixel subimages (one for each sample on the
sheet). As indicated in Figure 1, each three channel (i.e., RGB) subimage was
decomposed into fifty-four patches using half overlapping windows of 50×100
pixels. Rectangular patches were selected to improve the variance observed
within a patch. These patches were downscaled to 50% of their original size
(25×50) using bicubic interpolation. The three RGB channels were concate-
nated to yield 378, 25×50×3 (or 75×50) pixel patches for processing for a given
dilution for a specific pure´e flavor and 1890 patches for a specific pure´e flavor.
Therefore, the final set of images consisted of 13,230 auto-labeled patches.
2.5. Network architecture
Images were then passed into a deep neural network (DNN), consisting of
two layers of pretrained stacked autoencoders and a final softmax activation
layer. At a high level, five global, general networks were formed using randomly
initiated weights and passing through all of the unlabeled patches (i.e., there
was no flavor or dilution information provided to the system). These general
networks were then fine-tuned using flavor-specific labeled data. Given a specific
flavor, the system predicted the dilution class to which a patch from an image
belonged.
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Figure 1: Deep neural network architecture. A subimage is decomposed into a series of patches
which are then downscaled to half their original dimensions (100×50 –>50×25). RGB channels
for each patch are concatenated to create one 50×75 image per patch. Each patch is passed
through two stacked autoencoders and a softmax layer to distinguish between classes (i.e.,
softmax classification layer). For a given flavor, the network output is one of five dilution
classes (20%, 40%, 60%, 80%, and 100%).
The autoencoders were implemented as feed-forward fully-connected im-
plementations which use a logistic sigmoid function as a transfer function for
nonlinearity. The input layer consisted of 3750 input neurons from image di-
mensions 50×75. Similar to the process described by Hinton et al. (Hinton
& Salakhutdinov (2006)) the first autoencoder layer was pretrained to receive
the high-dimensional data from input layer and convert it to lower-dimensional
data with 100 outputs via a learned nonlinear mapping. This large reduction
in dimensionality was desirable based on the relatively basic characteristics of
the data (e.g., texture and color). The output from the first autoencoder was
passed into the second autoencoder in which dimensionality was further reduced
to 50 outputs via a second learned nonlinear mapping, providing a “distilled”
feature set and back propagation was performed after training. Following the
unsupervised learning from the stacked autoencoder, one final softmax layer was
leveraged as a means to map the automatically learned “distilled” features onto
one of five output classes (20%, 40%, 60%, 80%, or 100% initial concentration)
as the top-1 hit (i.e., the one class with the strongest prediction) class label.
Finally, the autoencoders and softmax layer were stacked together to form a
general deep network where each autoencoder operates as a discrete feature
extractor (Hinton & Salakhutdinov (2006)). This forced the network to learn
increasingly higher level features. Running a final iteration of backpropagation
across the whole system (i.e., the fine-tuning phase), we make use of the retained
features that differentiate between classes (Hinton & Salakhutdinov (2006)) (i.e.,
inherent features that represent a concept such as the blueberry-ness of a spe-
cific concentration). From this global, general network, an additional step of
fine-tuning was deployed for each flavor separately. This final fine-tuning step
is the only iteration which uses the labeled, flavor-specific data. As a result,
no hand-crafted features were used for the purpose of distinguishing between
classes; all features were automatically discovered through the use of the stacked
autoencoders.
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2.6. Validating our network: Pretraining and testing the network
For each flavor-specific network, k-fold cross-validation was used by reserving
one of the six positions for testing and completing training with the remaining
five positions and conducting one final iteration of back propagation across the
entire system for further fine-tuning of the weights. This was repeated five
times for each flavor-specific network; specificity and sensitivity measures were
averaged across each of the left-out positions. Accuracy of the network was
assessed using confusion matrices whereby labels assigned by the network (i.e.,
observed class) were compared to the ground truth labels (i.e., expected class)
and summarized by sensitivity and specificity for each class and across all classes
for a given pure´e flavor.
2.7. Comparative analyses
For comparative purposes, two methods were applied for feature extraction:
1) automatic extraction and learning of features by the second autoencoder, and
2) evaluation of hand crafted features based on color (64 features) and texture
(seven features) characteristics (Zhang & Wu (2012)). For further formulations
of features, refer to Section 3.1.
Once features were extracted (either from each of five general networks sec-
ond autoencoders or from hand crafted features), each feature set for every
patch was passed into one of three methods for distinguishing between dilution
classes and making a prediction about to which dilution class a patch belonged:
softmax layer, random forest, support vector machine (both linear and radial
basis function kernel). The main difference in implementing these methods is
that the random forest and support vector machine approach require features
to be provided, while the softmax approach relies on automatically learned and
generated features. For comparative purposes we provided the random forest
and support vector machine approaches with hand-crafted features as well as
the auto-generated features output from autoencoder 2. For further explanation
of these machine learning methods, refer to Section 3.2.
2.8. Data analyses
Descriptive analyses were summarized based on accuracy at predicting con-
centration for a given pure´e flavor from confusion matrices. Texture was sum-
marized using entropy. Entropy is a rotation-invariant statistical measure of
disorder, and thus was used to quantify texture variation similar to other food
classification studies (Bosch et al. (2011); Zhu et al. (2011)). In particular, local
neighborhood entropy was used to assess the variation (or heterogeneity) of dis-
crete image patches. Then, the spatial local neighborhood entropy distribution
was used to summarize the texture of the entire image. Specifically, given a
grayscale image I, local texture was computed as a region-wise neighborhood
entropy computation:
Hi = −
∑
xj∈Ni
pNi(xj) · log2(pNi(xj)) (1)
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where Hi is the local entropy of the i
th pixel neighborhood Ni, pNi is the in-
tensity histogram (i.e., sample intensity probability distribution) of pixel neigh-
borhood Ni, and xj ∈ Ni is the intensity value of pixel j. According to this
formulation, samples with smooth homogeneous texture contain little intensity
variation over localized patches, resulting in a sparse pNi and thus low entropy.
Conversely, samples with inhomogeneous or heterogeneous rough texture con-
tains highly varying intensity values, resulting in a dense pNi and thus high
entropy. We used 9× 9 pixel neighborhoods, resulting in 81 pixel intensities to
populate a distribution containing 256 bins.
Color was summarized using the mean and standard deviation of red, green
and blue values. Finally, saturation was summarized as a value between 0 and 1
where 1 represented totally saturated (white); saturation served as an indicator
whether we could expect the system to work. If entropy was low and saturation
was high, the data would represent pure white and may not contain discernible
features upon which to correctly classify an image.
3. Theory
3.1. Comparative analyses: hand crafted features
The color features were constructed using a discrete quantized color his-
togram. Color histograms are relatively invariant to rotation and translation,
and coarse color quantization encourages perceptual similarities through en-
larged bin sizes. Environmental consistency (e.g., exposure time, white correc-
tion, illuminant spectrum, etc.) is important for such color comparisons. A
controlled optical setup was used to fix the relevant optical parameters, and is
discussed further in Section 2.2. Specifically, 64 color features were extracted
by quantizing each color channel into four bins, yielding 4×4×4 = 64 features.
Given 64 colors, the number of pixels within a patch pertaining to each of the 64
color bins was counted. Normalized histograms were used such that the value
for each bin in the histogram represented the percent of pixels belonging to that
color bin. Mathematically, given image I(x, y), the quantized values at each
coordinate q(x, y) was computed as:
q(x, y) = arg min
i
{||I(x, y)− ci||2} (2)
where ci ∈ C is the set of uniformly spaced bins spanning the color space. The
final quantized feature set was computed as:
fc(i) =
∑
(x,y)∈D
δ(q(x, y), i) (3)
where D is the image domain, and δ is the Kronecker delta function:
δ(i, j) =
{
1, if i = j
0, if i 6= j (4)
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With regards to texture features, we used a set of texture descriptors based
on differential translation histograms (Zhang & Wu (2012)). First, all patches
were converted from color to grayscale, yielding Ig(x, y) ∈ R. Then, the trans-
lational sum and difference maps were computed:
s∆(x, y) = Ig(x, y) + T∆Ig(x, y) (5)
d∆(x, y) = Ig(x, y)− T∆Ig(x, y) (6)
where T∆ is the translation operator by coordinates ∆. Then, the normalized
sum and difference translation histograms were computed as:
hs,∆(i) =
1
N
∑
(x,y)∈D
δ(s∆(x, y), i) (7)
hd,∆(i) =
1
N
∑
(x,y)∈D
δ(d∆(x, y), i) (8)
where D is the image domain, N is the number of pixels, and δ(·) is the Kro-
necker delta function from Eq. (4). These histograms represent texture descrip-
tors. For example, pixels in homogeneous regions which exhibit low texture will
be approximately equal, resulting in s∆(x, y) ≈ 2Ig(x, y) and d∆(x, y) ≈ 0 for
all (x, y) in the homogeneous region.
Using these fundamental computations, the following texture features were
computed for each patch (Zhang & Wu (2012); Unser (1986)):
Mean: µ =
1
2
∑
i
ihs,∆(i) (9)
Contrast: cn =
∑
j
j2hd,∆(j) (10)
Homogeneity: hg =
∑
j
1
1 + j2
hd,∆(j) (11)
Energy: en =
∑
i
hs,∆(i)
2
∑
j
hd,∆(j)
2 (12)
Variance: σ2 =
1
2
∑
i
(i− 2µ)2hs,∆(i) +
∑
j
j2hd,∆(j)
 (13)
Correlation: cr =
1
2
∑
i
(i− 2µ)2hs,∆(i)−
∑
j
j2hd,∆(j)
 (14)
Entropy: hn = −
∑
i
hs,∆(i) log(hs,∆(i))−
∑
j
hd,∆(j) log(hd,∆(j)) (15)
3.2. Comparative analyses: methods for distinguishing between dilution classes
As mentioned previously, three methods for distinguishing between dilu-
tion classes were used: a softmax layer, and for comparative purposes, random
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forests (Breiman (2001)), and support vector machines (SVM) (Cortes & Vap-
nik (1995)). Here we describe a softmax layer. A softmax layer used the output
features from the second autoencoder with the dilution labels to output the
top-1 hit (i.e., the one class with the strongest prediction) class label. This
method was applied to the features output from autoencoder 2 for each of the
five general networks for the autoencoder based features only (i.e., hand crafted
features were not fed into the softmax layer). k-fold cross-validation was applied
to each iteration and results were averaged across the five networks.
3.3. Optical dilution model
An optical dilution model was developed to motivate the use of deep neural
networks for dilution classification. As a photon traverses through the pure´e
sample, it undergoes a series of scattering and absorption events according to
the constituent chromophores, resulting in the perceived color. As the pure´e
becomes diluted, the relative concentration of water increases while the photon
path length stays relatively constant, leading to decreased overall absorption
and thus changes in perceived color. Mathematically, expressing this using the
Beer-Lambert law of light attenuation produces:
A = log
(
I0
I
)
= H2O · cH2O · lH2O + p · cp · lp (16)
where A is absorbance, I0 and I are the incident and reflected illumination re-
spectively, H2O and p are the chromophore extinction coefficients for water
and pure´e, c is the chromophore concentration, and l is the mean photon path
length through the absorbing medium. Assuming a homogeneous dilution mix-
ture (lH2O ≈ lp), normalized incident illumination (I0 = 1), and normalized
relative concentration (cH2O + cp = 1), this formulation simplifies to:
A = −(H2O(1− cp) + pcp)l (17)
where l = lp = lH2O. Representative perceptual image patches were derived
from the mixture absorbance spectra by computing the perceived spectra color
according to the CIE LMS cone responsivity curves:
Iv =
∫ 700
400
Zv(λ) · exp
(
−((λ)H2O(1− c(λ)p ) + (λ)p c(λ)p )l
)
dλ (18)
where Iv and Zv are the image and spectral cone response for color channel
v ∈ {R,G,B}.
4. Results
To understand the performance of the deep neural network (DNN) for pre-
dicting pure´e sample concentration, results are organized as follows: (1) sup-
porting evidence from the optical dilution model that dilution is quantifiable
through perceptual data; (2) descriptive analyses of each image class in terms
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Figure 2: (a) Normalized absorbance spectra for blueberry (Teoli et al. (2016)) and wa-
ter (Robin & Edward (1997)). (b) Effect of increasing dilution (decreasing relative pure´e
concentration) on the water-blueberry mixture spectral curve. As pure´e dilution increases,
the overall absorption decreases due to fewer photon absorption events during the photon
migration path, leading to lighter observed images (bottom patch). These findings are valid
for other absorbing pure´e chromophores without loss of generality.
of color, texture and saturation to provide quantitative insights; (3) sample
patches for each class across every pure´e flavor as a means to visualize and un-
derstand the underlying data; (4) an amalgamation of observations taken from
confusion matrices to support accuracy of the system.
4.1. Optical dilution model
The optical dilution model was evaluated with a candidate pure´e, blueberry,
to motivate the use of neural networks as pure´e concentration estimators. Fig-
ure 2 demonstrates how the absorbance spectrum changes according to the
pure´e concentration (i.e., dilution) according to (17) using published absorbance
curves for water (Robin & Edward (1997)) and blueberry (Teoli et al. (2016)).
Blueberries contain anthocyanins which are pH sensitive chromophores which
shift from red to blue with increasing pH. For example pH = 1 appear red, while
at a pH = 4.5 they appear colorless and at pH 7-8 they appear blue (Wrol-
stad et al. (1993)). As the undiluted blueberry pur ee becomes more diluted,
its pH increases causing a shift from red to blue. In its undiluted state the
spectral curve matches that of blueberry. As the pure´e becomes diluted with
water, which has weak visible absorption, the mixture’s absorbance decreases,
resulting in an observable difference in spectral composition. These phenomena
are reflected in the generated theoretical image patches in Figure 2 b according
to (18). These findings support the hypothesis that pure´e concentration can be
quantifiably estimated using a perceptual machine learning framework; there
is consistency between what is visually observed and what can be quantifiably
described by the optical dilution model. Thus, DNNs, which leverage visually
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observable information and model complex non-linear relationships, seem to be
a good model for predicting pure´e concentrations since they are biologically in-
spired and modeled after the human visual cortex for decision making (Bengio
(2009)).
4.2. Descriptive analyses
Figures A.1 and A.2 provide qualitative information about each class of im-
ages with respect to color (mean R, G, B), texture (based on entropy, a statistical
measure of variation) and saturation (where 0 is black and 1 is white). In terms
of color, with the exceptions of banana and chicken the colors appeared more
vibrant as percent initial concentration increased. This is intuitive since the
lower percent initial concentration (i.e., more diluted) samples contained more
water than their higher initial concentration counterparts, resulting in texture
and surface tension more similar to water than the pure pure´e. While the sam-
ples were all imaged using the same lighting conditions, camera settings, and
were white corrected, there was a large range of saturation, texture (entropy),
and RGB values. The samples most at risk for oversaturation were the 20% of
initial concentration (IC) and the least at risk for oversaturation were the 100%
IC. At both the 20% and 100% dilutions, the most saturated samples were
chicken (saturation: 20% IC 0.992±0.008, 100% IC 0.988±0.015) and the least
saturated samples were blueberry (saturation: 20% IC 0.538±0.071, 100% IC
0.128±0.035). With respect to texture (entropy), note the specks of blueberry
seeds in blueberry, the smooth shininess of banana, beef and chicken, the more
granular surface texture in the butternut squash, and the consistent, fine gran-
ularity across the sweet potato classes as shown in Figure 3. In terms of texture
(entropy) the more diluted samples were more similar in appearance to water
and aside from their color, looked similar. Samples of lower dilution (more
highly concentrated) tended to have higher entropy, however the most cohe-
sive of samples (e.g., banana, beef, chicken, sweet potato) exhibited extremely
smooth surface textures (i.e., lower entropy) across classes. This observation
can be explained given that starches and proteins have a tendency to form gels
(Alvarez & Canet (2013)) as these were the products with the highest starch
contents (sweet potato: 5 g/128 mL, banana: 3 g/128 mL) or protein contents
(beef: 12 g/10 0mL, chicken: 16 g/100 mL). For a full list of saturation and
RGB values refer to Table A.3; for descriptive statistics pertaining to compu-
tational texture features (e.g., mean, contrast, homogeneity, energy, variance,
correlation, and entropy), refer to Table 4.
4.3. Sample patches
Figure 3 depicts sample patches for each class of pure´e flavor taken from the
eighth patch generated from the first subimage. The sample blueberry patches
match the theoretical patches generated using the optical dilution model in Fig-
ure 2 which supports the hypothesis that quantifiable observational evidence can
be used to estimate relative nutrient concentration. A color intensity gradient
across the concentrations was observed. Several pure´e flavors, most prominently
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Figure 3: Sample patches for each pure´e flavor and dilution. Note the visible color and texture
variation across dilution classes and the indistinguishable nature of the poorest performing
pure´e flavor highlighted in red. The sample blueberry patches outlined in blue had the best
accuracy (99.6%±0.6%) with the autoencoders and softmax approach; these patches match
the theoretical patches generated with the optical dilution model well (see Figure 2).
in banana and beef, also exhibited a gradient across an image class most no-
tably in the higher concentrations. For example from bottom to top, the 100%
beef samples darken. This was due to the highly cohesive nature of these sam-
ples; much more of the 5 mL sample loaded onto the sheet vertically rather
than spreading horizontally. Specifically, this was due to the properties of the
initial viscosity of the samples (i.e., there was variance in the viscosity of the
100% initial concentration) not as a result of the preparation of the dilution
series. These gradients are visual indications which the network may be using
to distinguish between different concentration classes.
4.4. Network accuracy
The observations noted provide both quantitative (Figures A.1 and A.2) and
qualitative (Figure A.3) insight into performance. The method with the highest
performance across flavors was our proposed DNN with an overall accuracy of
92.2%±4.1%, sensitivity of 83.0%±1.5%, and specificity of 95.0%±4.8%. This
was closely followed by the handcrafted features paired with random forests for
discrimination between dilutions. As illustrated in Tables A.1,A.2, the most
consistently highest performing pure´e flavor was strawberry. Pertaining to the
most highly performing method for discrimination was the stacked autoencoders
and softmax layer approach, blueberry performed best. Across 10 trials, the
mean accuracy for classifying blueberry dilutions was 99.6%±0.6% (sensitivity
98.9%±1.9%, specificity 99.7%±0.5%). These results are consistent with the de-
scriptive analyses based on the high variance of color, entropy (texture) observed
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between classes of blueberry dilutions in addition to less image saturation across
dilution classes. For example the lowest concentrations appeared more grey-blue
compared to a more red-purple of the high concentration sample. Additionally,
the blueberry samples also contained flecks of blueberry seeds or peels more
visible in the lower concentrations than higher concentrations. These intuitive
observations are congruent with the optical dilution model and the quantitative
descriptive analyses with consistent and high accuracy. All other pure´e fla-
vors’ average accuracy ranged between 73.3%±7.8% (chicken) and 98.2%±1.2%
(strawberry). Across all seven methods for discrimination between dilutions,
chicken was the most difficult flavor which was reflected in the single poorest
accuracy, sensitivity and specificity for every method. This was unsurprising
since chicken samples were relatively indistinguishable to the human eye for the
first several concentrations as they all simply looked white with no discernible
features. This was consistent with the low entropy and high saturation seen in
Table 1.
Table 1: Summary of sensitivity, specificity and accuracy across all flavors using either self-
generated features extracted from an autoencoder or color and texture based handcrafted
features using four methods to discriminate between dilutions: softmax layer, random forest,
SVM - linear kernel SVM, and SVM - radial basis kernel.
SUMMARY OF PERFORMANCE ACROSS 13 FLAVORS
Method Sens Spec Acc
(AutoFeat) (µSens ± σSens) (µSpec ± σSpec) (µAcc ± σAcc)
SVM Linear 0.690 ± 0.187 0.900 ± 0.074 0.844 ± 0.061
SVM Radial Basis 0.609 ± 0.179 0.868 ± 0.082 0.794 ± 0.070
Random Forest 0.790 ± 0.143 0.937 ± 0.046 0.903 ± 0.039
Softmax 0.830 ± 0.150 0.950 ± 0.048 0.922 ± 0.041
Method Sens Spec Acc
(HandFeat) (µSens ± σSens) (µSpec ± σSpec) (µAcc ± σAcc)
SVM Linear 0.665 ± 0.188 0.890 ± 0.081 0.830 ± 0.057
SVM Radial Basis 0.577 ± 0.175 0.850 ± 0.078 0.770 ± 0.063
Random Forest 0.826 ± 0.158 0.949 ± 0.047 0.920 ± 0.044
5. Discussion
While the highest performing method for discrimination between classes
was the DNN, arguably, the combination of hand-crafted features with random
forests for discrimination performed comparably. However, when generalizabil-
ity is considered our DNN method using stacked autoencoders and a softmax
layer provides several advantages. First, since autoencoders leverage unsuper-
vised learning for the purpose of training, labels are unnecessary to create a
global dilution model. Our initial global model contained all 13 flavors (flavors
unlabeled) to learn the five dilutions. To fine tune this global model of dilution
13
classes for a specific flavor a relatively small amount of labelled data for the
new flavor would be required compared to forming a new flavor specific model
as in the case of hand-crafted features with random forests for distinguishing
between dilutions. Second, while it is unclear how either method would per-
form on more complex foods (e.g., regular texture, multiple food types on a
plate), the deep learning approach may show more promise for extensibility
since DNNs have historically be more flexible as evidenced by high accuracy
across diverse applications (e.g., speech recognition (Hinton et al. (2012); Dahl
et al. (2012); Hannun et al. (2014)), object recognition (Krizhevsky et al. (2012);
He et al. (2015); LeCun et al. (2004); Simonyan & Zisserman (2014)), and nat-
ural language processing (Bengio et al. (2003); Collobert & Weston (2008))). A
third advantage is in the case of introducing a new flavor. Specifically, for the
hand-crafted feature and random forest approach, no classification can be made
without training a new model. Instead, our approach is based upon a general
global dilution model and may therefore be used a starting point for discrimi-
nating between classes; initial accuracy could then be improved by fine-tuning
the global dilution model for a new-flavor specific model.
The subimages and patches used for this study reflected the 1/10 s expo-
sure time. By re-running the same tests on the 1/20 s data, we may be able to
improve performance. Since the color of the same sample compared between ex-
posures was not equal it appears there is a fundamental difference with how the
light interacts with the samples. It would be interesting to test this hypothesis
by investigating whether there is a correlation between the degree of difference
and composition and to explore whether there are correlations between color
(and perhaps relative or normalized entropy) and composition of macronutrients
(e.g., carbohydrates, protein, fat) or micronutrients (e.g., vitamin A, iron). Ad-
ditionally, as part of future work, this computational nutritional density analysis
should be validated with traditional rheology methods. For future extension,
additional testing should be conducted using nutrient specific manipulations in
which food components to determine whether the optical dilution model holds
true for changes in substances extending beyond water content.
The system proposed here is the first step towards the end-goal of a “smart”
imaging system to automatically detect the concentration and composition of
commercially prepared pure´ed samples. As such, the output from the system
offered only the best label. Future work will explore the confidence of a par-
ticular class instead of simply the output (i.e., label) from the softmax layer.
In addition, classification was performed on a patch by patch basis; it may be
more meaningful to instead classify based on the entire subimage using either
a weighted average with mean squared error as a measure of accuracy or even
simply taking the mode class of patches. The end goal would be to provide a
means for a cook, dietitian or caregiver to run an image through the pre-trained
system and have a relative nutrient density estimate to inform nutritional den-
sity and texture safety measurements. Future directions of output from the
system should be based on input from end-users to ensure output from the sys-
tem is most clinically meaningful and relevant. In addition, since our system
generalized well to new data, we expect this approach will allow for robust ex-
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tensions including combining classification of pure´e flavor as well as dilution,
and to extend beyond pure´ed food to other modified textures (e.g., from regular
to minced, to pure´ed, and to liquidized) consistent with the recent development
of the International Dysphagia Diet Standardization Initiative’s dysphagia diet
terminology (Cichero et al. (2016)).
6. Conclusions
In this paper, we demonstrated the feasibility of automatic nutritional den-
sity analysis using deep neural networks to predict the concentration of com-
mercially prepared pure´es. Using multispectral imaging data at different po-
larizations, a stacked autoencoder attained promising accuracy across thirteen
common pure´ed foods. Of the 13 pure´e flavors tested, the most promising
methodology was using DNNs comprised of stacked autoencoders with a soft-
max layer to distinguish between dilutions. Over all flavors and across 10 tri-
als the mean accuracy of this method was 92.2%±4.1% with mean sensitivity
83.0%±15.0%, and mean specificity 95.0%±4.8%. Dilution classification results
were strongest for pure´e flavors with observable texture differences reflected in
higher entropy, higher variation in color across dilution classes, and lower satu-
ration. In contrast, pure´e flavors performed more poorly when there were fewer
visual cues to discriminate between dilution classes which was further reflected
in low color variation, low entropy across classes, and high saturation. These
findings begin to clarify the constraints of working towards classification with
naturalistic images taken in the field. If accuracy can be further improved and
the system can achieve similar accuracy on a wider range of modified texture
foods, this machine learning DNN imaging system for nutrient density analysis
of pure´es show promise as a tool for pure´e nutrient quality assurance.
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Figure A.1: Descriptive analysis plots of pure´e flavors based on color. RGB values have been
normalized. Typically, color varied between the dilution classes of a pure´e flavor and were
distinguishable between different pure´e flavors.
20
Figure A.2: Descriptive analysis plots of pure´e flavors based on saturation and texture (en-
tropy). Saturation was normalized; entropy was used to describe texture. Typically, saturation
and texture, varied across a pure´e flavor’s dilution classes and were distinguishable between
different pure´e flavors.
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Figure A.3: Sample horizontal polarized subimages taken with ISO 100, EXP 1/20 s. Note
the visible variations across dilutions for the best performing pure´e flavor, with the stacked
autoencoders and softmax layer, highlighted in blue (average accuracy blueberry: 99.6%) and
the indistinguishable color and lack of texture consistent across the poorest performing pure´e
flavor highlighted in red (average accuracy chicken: 73.3%); the subimages at 60% and 80%
appear nearly absent or completely saturated.
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Table A.1: Summary of sensitivity, specificity and accuracy for each flavor using self-generated
features extracted from an autoencoder and four methods for to discriminate between dilu-
tions: softmax layer, random forest, SVM - linear kernel SVM, and SVM - radial basis kernel.
Results summarized represent five randomly initiated networks with 6-fold cross-validation
(i.e., leave one of each of the six imaged positions out for testing) for each flavor.
AUTOENCODER 2 FEATURES
SVM Linear Kernel
Flavour Sens Spec Acc
µSens ± σSens µSpec ± σSpec µAcc ± σAcc
Apple 0.732 ± 0.211 0.923 ± 0.065 0.880 ± 0.043
Apricot 0.750 ± 0.112 0.927 ± 0.036 0.887 ± 0.026
Banana 0.607 ± 0.214 0.859 ± 0.119 0.792 ± 0.096
Beef 0.608 ± 0.252 0.868 ± 0.096 0.798 ± 0.070
Blueberry 0.840 ± 0.101 0.956 ± 0.031 0.931 ± 0.030
Carrot 0.628 ± 0.171 0.884 ± 0.068 0.820 ± 0.043
Chicken 0.395 ± 0.322 0.781 ± 0.186 0.621 ± 0.156
Mango 0.668 ± 0.243 0.894 ± 0.080 0.841 ± 0.072
Parsnip 0.765 ± 0.198 0.928 ± 0.071 0.889 ± 0.085
Pea 0.657 ± 0.140 0.892 ± 0.052 0.834 ± 0.037
Squash 0.713 ± 0.195 0.911 ± 0.067 0.865 ± 0.057
Strawberry 0.918 ± 0.063 0.979 ± 0.016 0.966 ± 0.013
Sweet Potato 0.688 ± 0.202 0.903 ± 0.080 0.850 ± 0.062
Across Flavours 0.690 ± 0.187 0.900 ± 0.074 0.844 ± 0.061
SVM Radial Basis Kernel
Flavour Sens Spec Acc
µSens ± σSens µSpec ± σSpec µAcc ± σAcc
Apple 0.635 ± 0.188 0.895 ± 0.063 0.828 ± 0.061
Apricot 0.702 ± 0.134 0.907 ± 0.052 0.859 ± 0.046
Banana 0.509 ± 0.159 0.807 ± 0.129 0.717 ± 0.105
Beef 0.446 ± 0.267 0.795 ± 0.108 0.679 ± 0.082
Blueberry 0.736 ± 0.096 0.923 ± 0.035 0.880 ± 0.028
Carrot 0.573 ± 0.131 0.865 ± 0.064 0.786 ± 0.049
Chicken 0.385 ± 0.317 0.776 ± 0.190 0.609 ± 0.162
Mango 0.655 ± 0.240 0.889 ± 0.082 0.833 ± 0.078
Parsnip 0.627 ± 0.232 0.880 ± 0.091 0.813 ± 0.107
Pea 0.578 ± 0.128 0.851 ± 0.061 0.777 ± 0.043
Squash 0.645 ± 0.193 0.887 ± 0.081 0.827 ± 0.060
Strawberry 0.852 ± 0.063 0.958 ± 0.016 0.935 ± 0.019
Sweet Potato 0.567 ± 0.181 0.854 ± 0.094 0.773 ± 0.076
Across Flavours 0.609 ± 0.179 0.868 ± 0.082 0.794 ± 0.070
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Table A.1 continued:
AUTOENCODER 2 FEATURES
Random Forest
Flavour Sens Spec Acc
µSens ± σSens µSpec ± σSpec µAcc ± σAcc
Apple 0.824 ± 0.140 0.952 ± 0.039 0.925 ± 0.036
Apricot 0.859 ± 0.097 0.962 ± 0.030 0.940 ± 0.029
Banana 0.841 ± 0.160 0.956 ± 0.043 0.931 ± 0.050
Beef 0.708 ± 0.204 0.910 ± 0.064 0.862 ± 0.046
Blueberry 0.906 ± 0.077 0.975 ± 0.026 0.961 ± 0.027
Carrot 0.709 ± 0.144 0.914 ± 0.062 0.866 ± 0.033
Chicken 0.522 ± 0.206 0.826 ± 0.085 0.744 ± 0.073
Mango 0.759 ± 0.195 0.928 ± 0.060 0.890 ± 0.053
Parsnip 0.867 ± 0.144 0.963 ± 0.039 0.942 ± 0.046
Pea 0.728 ± 0.119 0.920 ± 0.040 0.876 ± 0.032
Squash 0.793 ± 0.175 0.941 ± 0.048 0.908 ± 0.041
Strawberry 0.934 ± 0.066 0.983 ± 0.017 0.973 ± 0.014
Sweet Potato 0.813 ± 0.126 0.948 ± 0.038 0.918 ± 0.032
Across Flavours 0.790 ± 0.143 0.937 ± 0.046 0.903 ± 0.039
Softmax Layer
Flavour Sens Spec Acc
µSens ± σSens µSpec ± σSpec µAcc ± σAcc
Apple 0.871 ± 0.154 0.966 ± 0.041 0.947 ± 0.033
Apricot 0.920 ± 0.073 0.979 ± 0.017 0.967 ± 0.018
Banana 0.874 ± 0.188 0.964 ± 0.054 0.944 ± 0.057
Beef 0.709 ± 0.249 0.914 ± 0.076 0.865 ± 0.063
Blueberry 0.989 ± 0.019 0.997 ± 0.005 0.996 ± 0.006
Carrot 0.769 ± 0.194 0.935 ± 0.074 0.897 ± 0.059
Chicken 0.501 ± 0.286 0.824 ± 0.124 0.733 ± 0.078
Mango 0.748 ± 0.232 0.923 ± 0.074 0.883 ± 0.068
Parsnip 0.923 ± 0.118 0.980 ± 0.033 0.968 ± 0.038
Pea 0.765 ± 0.113 0.935 ± 0.032 0.898 ± 0.024
Squash 0.887 ± 0.138 0.969 ± 0.039 0.952 ± 0.043
Strawberry 0.955 ± 0.048 0.988 ± 0.013 0.982 ± 0.012
Sweet Potato 0.884 ± 0.133 0.969 ± 0.039 0.951 ± 0.035
Across Flavours 0.830 ± 0.150 0.950 ± 0.048 0.922 ± 0.041
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Table A.2: Summary of sensitivity, specificity and accuracy for each flavor using 71 hand-
crafted features pertaining to color and texture and three methods to discriminate between
dilutions: random forest, SVM - linear kernel SVM, and SVM - radial basis kernel. Results
summarized represent the average from five random forests each containing 10 trees, or one
run of SVM for each of linear and radial basis kernels. All methods used 6-fold cross-validation
(i.e., leave one of each of the six imaged positions out for testing) for each flavor.
HANDCRAFTED FEATURES
SVM Linear Kernel
Flavour Sens Spec Acc
µSens ± σSens µSpec ± σSpec µAcc ± σAcc
Apple 0.695 ± 0.150 0.908 ± 0.062 0.859 ± 0.040
Apricot 0.731 ± 0.108 0.919 ± 0.036 0.876 ± 0.015
Banana 0.638 ± 0.270 0.876 ± 0.098 0.813 ± 0.098
Beef 0.496 ± 0.317 0.817 ± 0.178 0.720 ± 0.116
Blueberry 0.760 ± 0.098 0.927 ± 0.030 0.888 ± 0.030
Carrot 0.644 ± 0.183 0.889 ± 0.074 0.829 ± 0.053
Chicken 0.398 ± 0.216 0.764 ± 0.150 0.632 ± 0.068
Mango 0.696 ± 0.172 0.907 ± 0.054 0.858 ± 0.040
Parsnip 0.850 ± 0.151 0.958 ± 0.047 0.933 ± 0.055
Pea 0.556 ± 0.220 0.858 ± 0.111 0.774 ± 0.064
Squash 0.741 ± 0.197 0.921 ± 0.055 0.879 ± 0.070
Strawberry 0.864 ± 0.157 0.962 ± 0.049 0.941 ± 0.036
Sweet Potato 0.580 ± 0.200 0.861 ± 0.112 0.787 ± 0.053
Across Flavours 0.665 ± 0.188 0.890 ± 0.081 0.830 ± 0.057
SVM Radial Basis Kernel
Flavour Sens Spec Acc
µSens ± σSens µSpec ± σSpec µAcc ± σAcc
Apple 0.613 ± 0.225 0.870 ± 0.086 0.806 ± 0.082
Apricot 0.729 ± 0.066 0.917 ± 0.033 0.874 ± 0.025
Banana 0.441 ± 0.219 0.780 ± 0.118 0.662 ± 0.116
Beef 0.381 ± 0.310 0.745 ± 0.151 0.612 ± 0.086
Blueberry 0.548 ± 0.095 0.839 ± 0.059 0.756 ± 0.066
Carrot 0.585 ± 0.118 0.865 ± 0.061 0.794 ± 0.039
Chicken 0.332 ± 0.177 0.730 ± 0.104 0.566 ± 0.066
Mango 0.701 ± 0.125 0.911 ± 0.062 0.862 ± 0.046
Parsnip 0.580 ± 0.180 0.859 ± 0.054 0.783 ± 0.066
Pea 0.515 ± 0.208 0.837 ± 0.111 0.746 ± 0.057
Squash 0.731 ± 0.185 0.918 ± 0.054 0.873 ± 0.070
Strawberry 0.806 ± 0.186 0.943 ± 0.051 0.912 ± 0.049
Sweet Potato 0.539 ± 0.183 0.838 ± 0.075 0.758 ± 0.049
Across Flavours 0.577 ± 0.175 0.850 ± 0.078 0.770 ± 0.063
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Table A.2 continued:
HANDCRAFTED FEATURES
Random Forest
Flavour Sens Spec Acc
µSens ± σSens µSpec ± σSpec µAcc ± σAcc
Apple 0.871 ± 0.170 0.966 ± 0.051 0.946 ± 0.048
Apricot 0.923 ± 0.068 0.980 ± 0.020 0.968 ± 0.017
Banana 0.855 ± 0.177 0.960 ± 0.050 0.936 ± 0.053
Beef 0.775 ± 0.155 0.935 ± 0.043 0.900 ± 0.039
Blueberry 0.929 ± 0.090 0.981 ± 0.022 0.971 ± 0.028
Carrot 0.769 ± 0.173 0.935 ± 0.056 0.897 ± 0.043
Chicken 0.532 ± 0.257 0.833 ± 0.103 0.748 ± 0.087
Mango 0.742 ± 0.241 0.923 ± 0.069 0.881 ± 0.061
Parsnip 0.922 ± 0.141 0.979 ± 0.036 0.967 ± 0.040
Pea 0.811 ± 0.138 0.948 ± 0.047 0.917 ± 0.040
Squash 0.882 ± 0.165 0.969 ± 0.041 0.951 ± 0.047
Strawberry 0.908 ± 0.139 0.976 ± 0.036 0.962 ± 0.035
Sweet Potato 0.812 ± 0.134 0.948 ± 0.043 0.919 ± 0.032
Across Flavours 0.826 ± 0.158 0.949 ± 0.047 0.920 ± 0.044
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