Kvantti Monte Carlo -simulointi positroneille kiinteässä aineessa by Simula, Kristoffer
Quantum Monte Carlo simulation of
positrons in solids
Kristo er Simula
School of Science
Thesis submitted for examination for the degree of Master of
Science in Technology.
Espoo September 18, 2017
Thesis supervisor:
Prof. Filip Tuomisto
Thesis advisor:
Tkt. Ilja Makkonen
aalto-yliopisto
perustieteiden korkeakoulu
diplomityön
tiivistelmä
Tekijä: Kristo er Simula
Työn nimi: Kvantti Monte Carlo -simulointi positroneille kiinteässä aineessa
Päivämäärä: September 18, 2017 Kieli: Englanti Sivumäärä: 7+65
Perustieteiden korkeakoulu
Professuuri:
Työn valvoja: Prof. Filip Tuomisto
Työn ohjaaja: Tkt. Ilja Makkonen
Positroniannihilaatiospektroskopia on kokeellinen menetelmä, jolla voidaan kohde-
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havaitsemaan puutuvia atomeja, eli vakansseja, tai niiden kasautumia kiteisissä
aineissa, mitkä puolestaan usein määrittävät materiaalien elektronisia, mekaanisia
ja termisiä ominaisuuksia. Positroniannihilaatiospektroskopian kokeellinen käyttö
tarvitsee vahvan teoreettisen taustatuen, jotta sen tuottamia tuloksia voidaan
tulkita ja tehdä johtopäätöksiä havaittujen aineen atomivirheiden sekä mitatun
spektrin tarjoaman epäsuoran informaation perusteella.
Laajalti käytetyn tiheysfunktionaaliteorian tuottaessa usein luotettavia teoreettisia
tuloksia löytyy edelleen kysyntää tarkemmalle monen hiukkasen kvanttitilojen
laskemiselle. Näin ollen realistisissa kiteissä vuorovaikuttavien elektronien sekä
niiden joukkoon upotetun positronin teoreettinen tutkimus on tärkeää. Tämä työ
esittelee variaatio Monte Carlo -menetelmän käyttöä positronien simuloimiseen pe-
riodisessa aineessa. Tietääksemme tämä on ensimmäinen kerta, kun tämänkaltaista
menetelmää on käytetty positroniannihilaation tai -tilojen mallinnuksessa.
Aluksi esitetään yleiskatsaus monen hiukkasen kvantti-ilmiöiden sekä periodisten
kiteiden teoriaan. Myös tarpeellisia laskennallisia menetelmiä teoreettisessa mallin-
nuksessa käydään läpi. Työn loppuosa käsittelee variaatio Monte Carlo menetelmää
sekä siihen perustuvaa positronin mallinnuksen menetelmää. Lopuksi näytetään
tuloksia positronien simulaatiosta työssä kehitetyllä Monte Carlo menetelmällä
sekä analysoidaan niitä.
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Positron annihilation spectroscopy is a non-destructive method used to extract infor-
mation from atomic matter. It is particularly useful in characterizing open-volume
defects and their complexes, which often determine the electronic, mechanical and
thermal properties of the studied material. Experimental use of positron annihila-
tion spectroscopy requires a strong theoretical background for drawing conclusions
from the measurements and making a link between the atomic structures of the
defects detected and the indirect information included in the measured spectra.
While the widely used density functional theory enables e cient and practical
modeling and provides rather reliable theoretical predictions, a demand for more
accurate quantum many-body methods remains. Therefore the theoretical study
of interacting electrons in a solid-state atomistic system with an included positron
remains important. In this work, an implementation of a variational Monte Carlo
simulation for positrons in periodic solids is presented. To the knowledge of the
author, this is the first time such a method is used to model positron states and
annihilation.
First an overview to the theoretical study of many-body quantum phenomena and
periodic solids is presented. Then relevant computational methods are discussed.
The second part of the thesis focuses on the variational Monte Carlo method and
a novel implementation for positrons in solids. Finally some results for positrons
in solids calculated using the variational Monte Carlo method developed in this
work are presented and analysed.
Keywords: Quantum Monte Carlo, Variational Monte Carlo, Positron annihila-
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11 Introduction
Positrons are the antiparticles of electrons arising from electromagnetic quantum
fields. They were first predicted by Dirac in 1928 [1] and the first experimental
observations were made by Anderson in 1933 [2]. In 1940s and 1950s the annihilation
of positrons with electrons was studied theoretically and methods for studying it
experimentally were developed. In the late 1960s it was understood that positrons
and their annihilation were very sensitive to defects in metals [3, 4, 5, 6]. The
development of slow positron beams [7] and the theory of positrons in semiconductors
and defects later on [8] allowed for e ective positron spectroscopy methods to be
developed.
Positron annihilation spectroscopy (PAS) is a non-destructive method that can be
used to study various properties of materials [9]. PAS relies on the facts that positrons
have positive charges and they annihilate with electrons. The positron inclusion to
and annihilation radiation from solids can be accurately simulated and measured.
Positron annihilation with an electron produces two “ rays of identical energies of 511
keV, which can be measured as they radiate out of the sample. Being very sensitive
to open volume defects positrons can identify and measure concentrations of defects
in materials. Also by measuring the directions or energies of the annihilation “ it is
possible to extract information on the electron density and momentum distribution at
the annihilation site. By measuring the positron lifetime and the Doppler broadening
of the annihilation “ in the sample, it is possible to obtain information on the defects
in it. Thus the local electronic and atomic structures around defects in materials
can be studied e ectively. This is the power of PAS, as the defects often determine
the crucial properties of atomic matter.
In order to e ectively use PAS, an accurate theory for the positron annihilation
must be used. The theory must be able to predict the atomic structures and electronic
states accurately. By far the most popular method used for this purpose is the two-
component density functional theory (TCDFT) [10], that can be used to model
positrons at lattice defects. It uses functionals of the electron and positron densities
to approximately describe the exchange-correlation e ects of electrons and positrons.
Despite its wide use and e ectiveness, TCDFT does not describe all the quantities
related to the annihilation of electron and positron properly [11]. This leads to poor
estimates of the positron lifetime and the annihilation radiation spectra. Thus more
accurate modeling methods are sought for [12].
Quantum Monte Carlo (QMC) is a method where the many-body Schrödinger
equation of non-relativistic particles is represented as random walk in a high-
dimensional space in a way that the physical averages are exactly calculated [13].
The extreme accuracy of QMC becomes with the price of great computational cost,
and thus QMC needs e cient algorithms and computers in order for it to be used
e ectively. Thanks to the modern computers and the fact that the main operations
of QMC are inherently parallel, allowing for massive parallelization of tasks, accurate
QMC simulations can e ectively be used in simulation of real materials.
One of the simplest of the QMC methods used is the so called Variational Monte
Carlo (VMC) [14]. It uses a stochastic integration method to obtain expectation
2values of a trial wave function. For N electrons the integrals are 3N dimensional,
making Monte Carlo integration much more e cient than the standard numerical
integration methods, such as the Simpson’s rule. The drawback of VMC is that the
expectation values depend greatly on the trial wave function used. This is why VMC
is often used as a preparatory simulation for the much more accurate di usion Monte
Carlo method.
This thesis presents shortly the relevant theory of the study of electronic structure
of matter and the positrons implanted in them. Also the main methods used
to simulate the systems described by the theory part are presented with their
corresponding algorithms. The study focuses on implementing a VMC method for
simulation of positrons in solids so that it could be used to prepare a trial wave
function for di usion Monte Carlo. The implementation is also presented, as well as
the results from the two-component VMC simulation implemented.
2 Theory
These sections cover the basic principles of the many-body physics in solids. The
sections follow mainly the following book references: [15] (fundamental concepts,
crystal lattice, Hartree-Fock), [16] (Bloch waves, reciprocal space), [17] (reciprocal
space).
2.1 Fundamental concepts
2.1.1 Many-body Schrödinger equation at the ground state
All properties of a non-relativistic electronic system can in principle be solved from
the many-body Schrödinger equation [18]:
Hˆ  = E , (1)
where   denotes the wavefunction of the system, which can be a function of e.g.
particle coordinates and spins of the system. The solution of the eigenstates of the
system as well as the eigenvalues E of the states allow the extraction of all the
properties of the system. The Hamiltonian Hˆ for a system of electrons and nuclei is
Hˆ = ≠ ~
2
2me
ÿ
i
Ò2i ≠
1
4fi‘0
ÿ
i,I
ZIe2
|ri ≠RI | +
1
8fi‘0
ÿ
i”=j
e2
|ri ≠ rj|
≠ÿ
I
~2
2MI
Ò2I +
1
8fi‘0
ÿ
I ”=J
ZIZJe2
|RI ≠RJ | .
(2)
Above, the first term describes the kinetic energy of electrons. The second gives
the Coulomb interaction between electrons and nuclei, and the third the Coulomb
interaction energy between electrons. The two last terms in (2) correspond to the
kinetic energy of nuclei and the Coulomb repulsion between them. e is the unit
charge, ~ the reduced Planck constant, i and j the electron labels and ri:s the electron
3coordinates. The capital letters I and J label nuclei, and RI :s refer to coordinates
of the nuclei. Finally, ZI refer to the atomic number of nucleus I.
The masses of the nuclei are very large compared to other parameters of the
Hamiltonian. When solving the Schrödinger equation the Hamiltonian in (2) is
usually simplified by setting Mi to infinity, thus setting the kinetic energy of the
nuclei to zero. This is known as the Born-Oppenheimer approximation [19]. It is
based on the assumption that the wave functions of the electrons and the nuclei can
be separated. The nuclei can be treated as classical particles, acting on electrons via
an external potential. This approximation simplifies solving the system wavefunction
from the Schrödinger equation. The term with the nuclei interacting with each other is
also of minor importance for static solutions when the electronic states are considered.
The e ect of the nuclei on the electrons can be expressed in terms of an external
potential for the electrons. In Hartree energy units, where ~ = e = me = 1/4fi‘0 = 1,
the interaction energy operator between electrons and the nuclei becomes
Vˆext =
ÿ
i,I
VI(|ri ≠RI |), (3)
where VI is the interaction energy of an interacting electron-nucleus pair. The kinetic
energy operator of electrons is
Tˆ = ≠12
ÿ
i
Ò2i (4)
and the electron-electron interaction term is
Vˆint =
1
2
ÿ
i”=j
1
|ri ≠ rj| . (5)
With equations (3)-(5), the Hamiltonian can be written as
Hˆ = Tˆ + Vˆint + Vˆext + EII , (6)
where EII is the interaction energy of the nuclei. This form of the Hamiltonian is
the starting point in the study of the electronic structure.
With the Born-Oppenheimer approximation, the positions of the nuclei are
not treated as quantum mechanical wavefunction parameters when matter con-
sisting of electrons and the nuclei are considered. When Schrödinger equation
with Hamiltonian of Eq. (6) is solved, Eq. (1) gives the ground state solu-
tion for the system as  ({ri,‡i}). The wavefunction of N particles is written
as  ({ri,‡i}) =  (r1, r2, ..., rN ,‡1,‡2, ...,‡N). Here ri and ‡i are the positions and
spins of particle i, respectively.
With the wavefunction   of a system described by the Hamiltonian in Eq. (6) it
is possible to calculate values of the observables of interest as expectation values of
operators Oˆ representing the observables:
ÈOˆÍ = È | Oˆ | ÍÈ | Í . (7)
4In this way, the energy of the system is calculated as the expectation value of the
Hamiltonian in (6)
E = ÈHˆÍ = È | Hˆ | ÍÈ | Í = ÈTˆ Í+ ÈVˆintÍ+
⁄
d3rVext(r)n(r) + EII . (8)
Above, n(r) is the electronic density, which is obtained as the expectation value of
the density operator, nˆ(r) = qi=1,N ”(r≠ ri):
n(r) = È | nˆ(r) | ÍÈ | Í = N
s
d3r2...d3rN
q
‡1 | (r, r2, r3, ..., rN)|2s
d3r1, d3r2...d3rN | (r1, r2, r3, ..., rN)|2
. (9)
The electron density in equation (9) is a fundamental observable in the electronic
structure studies. For example, with density functional theory the ground state
of a system is solved by minimizing an energy functional of electron density. The
label ‡1 refers to the spin component, which is either up or down. By removing the
summation over spin component one can extract the density of a certain spin.
The eigenstates of the Hamiltonian are either saddle points or minima of the
energy obtained from (8). By e.g. varying the value È |Hˆ| Í in Eq. (8) and using the
method of Lagrange multipliers the stationary points can in principle be found. The
ground state is found by minimizing  ({ri}) with respect to wavefunction parameters,
by also taking into account the particle symmetry[20]. Only in the simplest cases
this can be done exactly, and mostly the eigenstates are found using approximative
methods.
2.1.2 Statistical mechanics
Statistical mechanics studies the available states for the system and predicts macro-
scopic observables in terms of approximations of the microscopic configurations. It is
important to know the basic principles in the field, since then one is able to inspect
many-body phenomena of large systems. The main concepts also give insight into
the phenomena observed in the systems studied in this thesis. Central quantities
are usually energy E, obsviously, and entropy S. The most probable state for a
system can be achieved by minimizing a certain free energy functional F . A common
functional is the Hemholtz free energy F = E ≠ TS, where T is the temperature.
It can be used to find the most probable system state at constant temperature and
volume for a closed system.
It is convenient to express observables of statistical mechanics in terms of a density
matrix:
flˆ =
ÿ
i
| iÍ flii È i| , (10)
where  i represents the eigenstate of the system and flii the probability for the
system to lie in that state. It is good to note that the probability is not the same
as the probability to find an eigenstate of a pure quantum system fli = | i|2. As
the Boltzmann factor e≠—Eˆi , — = 1/kBT , gives the unnormalized probability of the
5system to lie in the eigenstate  i, we get for the normalized probability
flii =
e≠—Eiq
j e≠—Ej
, (11)
where the summation in the denominator runs over all the system eigenstates. This
sum is the canonical partition function of the system, Z = Tre≠—Hˆ , where Tr
indicates a trace. Trace is a summation over the all of the eigenstates of the system.
In terms of Z, Eq. (10) and Eq. (11) we get a new expression for the density matrix:
flˆ = e
≠—Hˆ
Z
. (12)
With the use of trace and Eq. (12) the expectation values of observables Oˆ of
the system can be written in a new form,
ÈOˆÍ = TrflˆOˆ. (13)
In this way we get for the free energy F
F = Trflˆ
A
Hˆ + 1
—
lnflˆ
B
. (14)
The canonical partition function is a measure of the available states of a system
connected to a thermal bath with fixed number of particles. If the particle number is
allowed to vary, the steps (10)-(13) can be made with a generalized density matrix:
flˆ = e
≠—(Hˆ≠µNˆ)
Z
, (15)
where
Z = Tre≠—(Hˆ≠µNˆ) (16)
is called the grand partition function. In eqs. (15-16), µ is the chemical potential
and Nˆ is the particle number operator.
As for fermions the number of particles in a single quantum state is either 0 or 1,
Eq. (13) can be expressed as
ÈOˆÍ = ÿ
i,‡
f‡i È ‡i | Oˆ | ‡i Í , (17)
where f‡i gives the probability of the state i with spin ‡ to be occupied, and
È ‡i | Oˆ | ‡i Í is the expectation value of the observable at the eigenstate i. The
probability of occupation is obtained for fermionic electrons from the Fermi-Dirac
distribution:
f‡i =
1
e—(‘‡i ≠µ) + 1
. (18)
In this way one can obtain the energy of a system with non-zero temperature as
E(T ) =
ÿ
i,‡
f‡i ‘
‡
i , (19)
where ‘‡i is the energy of the eigenstate | ‡i Í.
62.2 Electrons in periodic solids
2.2.1 Crystal lattice
Crystal lattices are atomic structures, where the same pattern of atomic configuration
repeats itself in every direction. Two concepts are needed to completely describe the
structure of a crystal lattice: the lattice vectors and the atomic basis. These contain
all the necessary information about the atomic configuration and symmetries as well
as the atomic species of a crystal.
Lattice vectors (blue arrows in Fig. 1) are a set of linearly independent vectors
that form a basis into the space the atoms lie at. The space spanned by the lattice
vectors is called the unit cell. In a N -dimensional space, the set of lattice vectors is
(a1, a2, ..., .aN).
Atomic basis vectors (magenta arrows in right-hand side pictures of Fig. 1) point
to the atomic positions in the unit cell. The atomic basis of a unit cell with m atoms
can be written as (b1,b2, ...,bm).
When the lattice vectors and the atomic basis are known, an infinite crystal can
be formed based on the information they provide. A spatial translation operator in
N -dimensional space can be defined as
T(n1, n2, ..., nN) = n1a1 + n2a2 + ...+ nNaN . (20)
Based on the periodicity requirement of the crystal structure, there must be an atom in
every point bi +T(n1, n2, ..., nN) for every i = (1, ...,m) for integers (n1, n2, ..., nN).
Thus an infinte crystal can be formed from the unit cell by making copies of it
translated by T with all the possible integer sets (n1, n2, ..., nN).
The topmost pictures in Fig.1 depict 2-dimensional structures: square (left)
and honeycomb (right) lattice. The honeycomb lattice contains two di erent kinds
of atoms. It can be seen that these atoms are connected to the unit cell by the
translation of some linear combination of lattice vectors, T (n1, n2, ...). This linear
combination always contains an integer coe cient ni for every basis bi vector in a
crystal lattice.
The lower pictures of Fig.1 represent the same crystalline structure, but in a
di erent basis of lattice vectors. The structure has the atomic configuration of
diamond. The unit cell in the left-hand side is formed into a cubic lattice vector
basis, where the representation of diamond must have eight atoms in the unit cell.
All of the lattice vectors are orthogonal and have the same length. The left picture
shows the primitive unit cell of a diamond structure, wich is the smallest volume
in which the information about the diamond structure can be coded. The cell has
two atoms and the lattice vectors are arranged into the so called face-centered cubic
basis. The information about the lattice vectors and atomic bases of Fig.1 can be
seen in Table 1.
The green sections in Fig.1 are colored in order to show di erent method to define
a unit cell. The one in the picture depicting the honeycomb lattice is the unit cell
defined as the area between the lattice vectors. The unit cells are defined in the same
way in the 3-dimensional structures. Another option for the unit cell in this case is
the Wigner-Seitz cell. It can be constructed by drawing lines from a lattice point
7!htbd
Figure 1: Upper left: A square atomic lattice with a monoatomic basis. Blue arrows
represent the lattice basis vectors. The Wigner-Seitz cell is colored in green. The
periodic images of the atom are depicted in gray. Upper right: A 2D honeycomb
lattice with a basis of 2 atoms, colored in red and pink. Magenta arrow is the basis
vector of the second atom, the first atom is at the origin. The unit cell of the lattice
is colored in green. Bottom left: A diamond structure in a cubic lattice with 8 basis
atoms. Black spheres are the periodic images of the atoms in the cell. Lower right:
Unit cell the of diamond structure in a face-centered cubic lattice with 2 basis atoms.
8Table 1: The lattice vectors and atomic positions of the structures in Fig. 1. Lattice
vectors are in the units of the lattice constant, and the atomic base is in terms of
the lattice vectors. Instead of vectors, the atomic positions of the cubic diamond
structure are shown as matrices with atomic position vectors as the rows, representing
the two sublattices embedded in the unti cell.
Crystal a1 a2 a3 b1 b2
Square
lattice
(1, 0, 0) (0, 1, 0) (0, 0, 0)
Honeycomb
lattice
(0, 1) (12 ,
Ô
3
2 ) (0, 0) (1,
1Ô
3)
Cubic
dia-
mond
(1, 0, 0) (0, 1, 0) (0, 0, 1)
Qccca
0 0 0
1
2
1
2 0
0 12
1
21
2 0
1
2
Rdddb
Qccca
1
4
1
4
1
43
4
3
4 0
0 34
3
43
4 0
4
3
Rdddb
Fcc dia-
mond
(12 ,
1
2 , 0) (
1
2 , 0,
1
2) (0,
1
2 ,
1
2) (0, 0, 0) (
1
4 ,
1
4 ,
1
4)
9with an atom at it’s center to all of it’s nearest neighbours. Then the Wigner-Seitz
cell is the space enclosed by planes at the middle of the lines, perpendicular to them.
These planes are lines in 2-dimensional lattices. Wigner-Seitz cell of square lattice is
depicted in green in upper right picture of Fig. 1.
2.2.2 Reciprocal lattice
Crystals are periodic in terms of a unit cell that repeats itself to directions of
the lattice vectors. This means that the usual properties studied in crystals are
describable in terms of periodic functions, for which it applies that
f(r) = f(r+T(n1, n2, ...nN)) (21)
for integers (n1, n2, ..., nN). The property defined by f in Eq. (21) can be, e.g.,
electron or positron density. According to the well-known Fourier theory, every
function f(x) that is periodic with some period of x is representable as a linear
combination of Fourier components:
f(x) =
ÿ
p
cpe
2fiipx, (22)
where e2fipx are the basis functions spanning a Fourier space, and cp are the coe cients
of the linear combination in that space. The 3D equivalent of (22) for a periodic
function in a crystal is
f(r) =
ÿ
p
cpe
2fiip·r (23)
for a set of Fourier components p. Since f is periodic according to (21), the following
relation holds:
f(r+T(n1, n2, ..., nN)) =
ÿ
p
e2fiip·(r+T (n1,n2,...,nN )) =
ÿ
p
cpe
2fiip·r. (24)
Equation (24) holds only if
e2fiip·T(n1,n2,...,nN ) = 1 (25)
so that
p ·T(n1, n2, ..., nN) = p · (n1a1 + n2a2, ..., nNaN) = n1j1 + n2j2, ..., nNjN , (26)
where ji and ni are integers for all i = (1, ..., N). If we now define G = 2fip and allow
only G that give 2fi ◊ integer values for G · ai for all i we can define the reciprocal
lattice of a crystal lattice defined by ai.
The values of G that fulfill the condition in (26) are of the form
G = m1aú1 +m2aú2 + ...+mNaúN , (27)
where ni are integer values and aúi are the basis vectors of the reciprocal lattice.
These must fulfill the condition
aúTi aj = 2fi”ij. (28)
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For example, in three dimensional space the reciprocal basis vectors are obtained as
aú1 = 2fi
a2 ◊ a3
a1 · (a2 ◊ a3)
aú2 = 2fi
a3 ◊ a1
a2 · (a3 ◊ a1)
aú3 = 2fi
a1 ◊ a2
a3 · (a1 ◊ a2) .
(29)
The properties studied in crystals are often easier to be described in the reciprocal
space. For example, the Bragg reflection occurs in planes that lie at lattice points and
are perpendicular to the lattice vectors. The unit cell of the reciprocal space, defined
as the space enclosed by (aú1, aú2, ..., aúN ), is called the first Brillouin zone (BZ). More
common definition for BZ is that it is the Wigner-Seitz cell of the reciprocal space.
The first BZ is important for its ability to contain all the necessary information
about the periodic properties of a crystal. For example the band structures of solids
are usually described inside the first BZ.
Now let’s get back to equation (23). We have seen that only certain reciprocal
vectors give non-zero components in the Fourier expansion of a periodic function.
Thus the Fourier expansion for a periodic function should be written
f(r) =
ÿ
G
cGe
iG·r, (30)
where G are the lattice points, and
cG =
1
 cell
⁄
 cell
drf(r)e≠iG·r. (31)
2.2.3 Bloch waves
The external potential V (r) caused by the crystal nuclei on electrons is periodic in
its nature. This potential obeys the translation symmetry of Eq.(21), i.e. V (r +
T(n1, n2, ..., nN )) = V (r). For independent electrons in this kind of external potential
the single-particle Schrödinger equation can be written as
HˆÂi(r) =
C
≠ ~
2
2me
Ò2 + V (r)
D
Âi(r) = ‘iÂi(r). (32)
Now we define a translation operator Tˆn for which applies that Tˆnf(r) = f(r +
T(n1, n2, ..., nN)). Clearly TˆnHˆ = Hˆ, since the Laplacian is invariant under trans-
lations and the potential was defined periodic. Since the wavefunction must also
be periodic, i.e. TˆÂi(r) = Âi(r), we get that The translation operator and the
Hamiltonian commute:
TˆnHˆ = HˆTˆn. (33)
When two operators commute, they have common eigenstates. This means
that solving the states of the system for Hˆ can be performed indirectly by solving
11
the eigenstates of the translation operator Tˆn. This can be done followingly. The
translation operators form a group in a way that every operation between two of the
translation operators create an operator which is itself a translation operator. In
terms of our definition of the operator the following formula holds:
Tˆn1Tˆn2 = Tˆn1+n2 . (34)
Since the eigenvalue of a translation operator is defined as
TˆnÂi(r) = t(n)Âi(r) (35)
we must have
t(n1)t(n2) = t(n1 + n2). (36)
If we define a primitive translation tˆai so that tˆaif(r) = f(r+ ai), i = 1, 2, ..., N , we
get
Tˆn = tˆn1a1 tˆ
n2
a2 ...tˆ
nN
aN
. (37)
Since
tˆaiÂi(r) = t(ai)Âi(r) (38)
the modulus of t(ai) must be 1 in order to keep Tˆn in (37) bounded. Thus
t(ai) = e2fiili . (39)
This means that by translating an eigenfunction with an integer linear combination
of the lattice vectors the amplitude of the eigenfunction stays unaltered, but the
phase of it changes: TˆnÂi(r) = e2fii(l1+l2+...+lN )Âi(r). If our crystal is finite with
dimensions N1a1 ◊N2a2 ◊ ...◊NNaN the eigenfunction must be exactly the same
when translated by TNiai with some i = 1, 2, ..., N . In other words
TˆaiNiÂi(r) = [t(ai)]Ni Âi(r) = Âi(r), (40)
so it must be
[t(ai)]Ni = 1. (41)
This is true only if li is 1/Ni. Thus we get tˆai = e
2fii
Ni and
Tˆn = e(2fii(n1/N1+n2/N2+...+nN/NN )) = eik·Tn , (42)
where k = n1N1a
ú
1 + n2N2a
ú
2 + ...+ nNNN a
ú
N . All the possible values of k lie in the first BZ.
The number of di erent points of k corresponds to the number of unit cells there is
in a finite crystal, so that in the case of an infinite crystal the reciprocal space has a
continuum of the wave vector values.
Now the Bloch theorem can be stated. Because
TˆnÂ(r) = Â(r+Tn) = eik·TnÂ(r), (43)
the translation of a wave function inside a crystal only a ects the phase of the
function, while the amplitude stays the same. The wavefunction therefore consists of
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a part that has a modulus of one and does not maintain its phase in the translations
between unit cells, and a part that is periodic in the solid. According to Eq. (43),
the wavefunctions can be defined as the states with definite k, so that
Âk(r) = eik·ruk(r), (44)
where uk(r + TN) = uk(r). Since there was only as many k-points as there were
primitive cells in a finite crystal, the number of possible k-vectors for the eigenstates
is N1 ◊ N2 ◊ ... ◊ NN . These all are included in the first BZ. Since the first BZ
corresponds to the unit cell in the reciprocal space, all the periodic properties of
the crystal can be described as a property per first BZ. For example, the dispersion
relation for the Bloch states is obtained from the Schrödinger equation
HˆÂk = ‘kÂk, (45)
And the all of the information of all the electron bands can be included in the first
Brillouin zone. When Eq.(45) is solved, the resulting orbitals for particles with wave
vector k and band index i can be represented as a Fourier sum:
Âi,k(r) =
1Ô
 
ÿ
m
cki,me
i(k+Gm), (46)
where   is the volume of the crystal. It is good to bear in mind that the periodicities
‘k = ‘k+G and Âi,k = Âi,k+G, when G is a reciprocal lattice vector.
In the case of N particles, the many-body Bloch state can be written as [21]
 k({ri}) = eik·
qN
i=1 riUk({ri}). (47)
A property of a periodic system, described by e.g. f(k), can be calculated by
integrating the property value over the first Brillouin zone. For example, if we want
to calculate the band structure energy, i.e. the energy of the filled bands in total, we
need to compute the integralÿ
n
1
 BZ
⁄
 BZ
‘n,k (‘n,k ≠ µ)dk. (48)
Above,   is the Dirac step function, n indexes the bands,  BZ is the volume of the
first Brillouin zone and µ is the Fermi level (see Sec. 2.1.2). This integral gives
the total energy of a system with electrons lying in the energy bands. Due to the
limited computer power, this kind of integral can be approximated by summing over
a discrete set of k-points that lie inside the first BZ:
1
 BZ
⁄
 BZ
æÿ
k
wk, (49)
where wk gives the weight for each of the k-points of the discretization grid. Thus
the band structure energy can be evaluated asÿ
k
wk‘n,k (‘n,k ≠ µ). (50)
Also other properties of the system than energy can be evaluated by approximating
the integral over the first BZ with the same discretization.
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2.3 Hartree-Fock theory
D. R. Hartree presented a way to approximately solve the Schrödinger equation
for electrons by treating electrons as non-interacting [22]. Instead of the electronic
interactions, an e ective "mean-field" potential that covered most of the interactions
was introduced into the system. The e ective potential included the energy arising
from the Coulomb interactions, but it lacked exchange-correlation interactions as
the many-body wavefunction of the system was defined as a single product of all the
particle orbitals. In this way the Pauli exclusion principle was not introduced in the
wavefunction.
The Hartree theory presented above is not able to accurately describe quantum
many-body systems, for which the exchange and correlation e ects usually play a
crucial role. Fock [23] introduced a model in 1930 that took ideas of the Hartree
model and expanded it so that exchange e ects were included. The solution of the
full many-body problem is a product of the di erent single-electron states and it
must obey the antisymmetry rules. The model introduced by Fock was such that the
wavefunction was written as a determinant of single-particle orbitals, better known
as the Slater determinant [24].
The Slater determinant for N electron orbitals is written as
 (r1,‡1, r2,‡2, ..., rN ,‡N , ) =
1Ô
N !
---------
Â‡11 (r1) Â‡21 (r2) . . . Â‡N1 (rN)
Â‡12 (r1) Â‡22 (r2) . . . Â‡N2 (rN)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Â‡1N (r1) Â‡2N (r2) . . . Â‡NN (rN)
--------- . (51)
Above, Â‡i (r) is a single-electron orbital for electron i with spin ‡ at point r. The
ground state for a non-interacting system of electrons with half-integer spins at zero
temperature is a state where the electrons are occupying the lowest eigenstates of
the system, i.e. the states with lowest energy. In finite temperatures the eigenstates
are occupied according to the Fermi-Dirac distribution presented in (18).
Now if we take an expectation value for the trial function in (51) as in (7) by
using the Hamiltonian in (6) and the above wavefunction, and assuming that the
Hamiltonian is independent of the spin or diagonal in the spin basis, we get
E = ÈÂ| Hˆ |ÂÍ = ÿ
i‡
⁄
drÂ‡úi (r)
5
≠12Ò
2 + Vext(r)
6
Â‡i + EII
+ 12
ÿ
i,j,‡i,‡j
⁄
drdrÕÂ‡iúi (r)Â
‡jú
j (rÕ)
1
|r≠ rÕ|Â
‡i
i (r)Â
‡j
j (rÕ)
≠ 12
ÿ
i,j,‡
⁄
drdrÕÂ‡úi (r)Â‡új (rÕ)
1
|r≠ rÕ|Â
‡
i (r)Â‡(rÕ).
(52)
The first term in (52) is a sum over the kinetic energies and external potentials of the
single-electron orbitals. The second term is the classical Coulomb interaction energy
of the electrons, with the unphysical self interaction term (i = j) included. The last
term accounts for the exchange interaction. Due to the single-particle wavefunction
orthogonality, it is non-zero only in the case of parallel spins for particles i and j.
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The self-interaction term is cancelled in the sum of the Coulombic and exchange
terms.
By minimizing (52) with respect to the degrees of freedom of the wavefunction
in (51), the orthogonality as the Lagrange factor, one can obtain the ground state
wavefunction of the Hartree-Fock approach. Variation of the  ‡úi for each spin ‡
produces the Hartree-Fock equations for the single-particle wavefunctions:SU≠12Ò2 + Vext(r) +ÿj,‡j
⁄
drÕÂ‡júj (rÕ)Â
‡j
j (rÕ)
1
|r≠ rÕ|
TVÂ‡i (r)
≠ÿ
j
⁄
drÕÂ‡új (rÕ)Â‡i (rÕ)
1
|r≠ rÕ|Â
‡
j (r) = ‘‡i Â‡i (r).
(53)
In addition to the exchange interaction included by the Hartree-Fock model,
quantum chemistry usually includes correlation e ects in simulations, which can
be defined as the energy di erence between the Hartree-Fock energy and the real
ground-state energy of the system:
EC = |E0 ≠ EHF |. (54)
The correlation energy cannot at present be calculated analytically, and in DFT,
approximative functionals of the electron density must be used for the correlation.
An overview of the exchange-correlation functionals is presented in Sec. 2.4.3.
2.4 Density functional theory
2.4.1 Theoretical basis
Electronic structure calculations beyond the Hartree-Fock approximation can be
performed with the so called density functional theory (DFT). In principle DFT is an
exact many-body quantum theory, taking into account the exchange and correlation
e ects of the electrons, but in the absence of exact approximations for the functionals
covering the exchange and correlation e ects it remains an approximative method.
DFT relies on two main assumptions [25]. First, the external potential Vext(r)
(see Eq.(2)), usually the potential caused by the nuclei, in which an electronic system
lies in is assumed to be determined exactly by the ground state electronic density of
the system. This yields that with the ground state electronic density it is, in principle,
possible to construct a Hamiltonian that gives the many-body eigenstates for the
system. Thus all the properties of the system can be, in principle, extracted from
the ground state electronic density. The second assumption states that a functional
of the density can be constructed for the total energy of the system, and that the
density at the global minimum of that functional is the ground state density.
That said, the construction of a solvable energy functional of the density is
a problem not solved so far for an interacting many-body electron system. The
Hohenberg-Kohn theorem of Ref.[25] would be of little use if there was not the
assumption made by Kohn and Sham [26] for the ansatz of the many-body solution:
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the ground state density is identical with a density of a similiar system with non-
interacting particles. This assumption replaces the problem of solving the ground
state of a many-body system by solving a similiar system of independent electrons.
The di cult exchange and correlation terms are isolated in this auxiliary solution
into a separate, approximative functional.
2.4.2 Mathematical formulation
The energy functional of the electron density E[n] in the Hohenberg-Kohn theorem
is of the form
EHK [n] = T [n] + Eint[n] +
⁄
drVextn(r) + EII . (55)
In Eq. (55) there are the usual terms for kinetic energy (T [n]), electron interaction
energy (Eint[n]), and the energy caused by the external potential in the third term
as functionals of the electron density n(r). The final term EII is the nucleus-nucleus
interaction energy. It is immediately seen that the energy functional has the same
components as the expectation value of the Hamiltonian in Eq.(8).
The auxiliary system with non-interacting particles has a Hamiltonian of the
form
Hˆaux = ≠12Ò
2 + V (r). (56)
Above, the first term is the kinetic energy operator of the electrons and the second one
is the potential energy. The eigenfunctions of the Hamiltonian are the single-electron
orbitals Âi, which are populated by electrons for the states with lowest energies ‘i at
the ground state.
The energy functional is of the form[26]
EKS[n] = Ts[n] +
⁄
drrVext(r)n(r) + EHartree[n] + EII + Exc[n], (57)
where
EHartree =
1
2
⁄
d3rd3rÕ
n(r)n(rÕ)
|r≠ rÕ| (58)
is the self-interaction energy of the electron density. This di ers from the Hohenberg-
Kohn approach from its electronic interaction and kinetic energy parts. Ts[n] is
the kinetic energy functional for the independent electrons, and instead of Eint[n]
component for the fully interacting electrons there are components EHartree[n] and
Exc[n]. Exc[n] includes the energy of the exchange and correlation e ects. By
substracting Eq. (57) from Eq. (55) an expression for the exchange-correlation
functional can be drawn:
Exc[n] = T [n]≠ Ts[n] + Eint[n]≠ EHartree[n]. (59)
Now it should be clear how the term Exc[n] covers for the energy parts left out
by the non-interacting electron approximation. This is the term most di cult to
approximate in calculations but despite its small value crucial for the correct solutions
of the properties of the system.
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Writing explicitly the terms in (57) shows the relation between the Schrödinger
equation of independent electrons with Hamiltonian as in (56). The electron density
is obtained from the independent electron orbitals Â‡i as
n(r) =
Nÿ
i=1
|Âi(r)|2 , (60)
where N is the number of electrons in the system. With the wave function notation
it is possible to write an expression for the non-interacting kinetic energy term:
Ts[n] = ≠12
Nÿ
i=1
ÈÂi|Ò2 |ÂiÍ . (61)
2.4.3 Exchange-correlation functional
The e ectiveness of the DFT is in transforming the calculation of the complex
many-body problem of interacting electrons into a much simpler calculation of
non-interacting particles, with the many-body e ects isolated into the exchange-
correlation functional. While exact functionals of the exchange correlation e ects are
unknown and probably complicated, there exists relatively simple approximations
of the functional that are both accurate and quick to use in calculations. In the
following few of the most widely used exchange correlation functionals are presented
as they are, without a deep dig into their foundations.
The local spin density approximation (LSDA) approximates the exchange-correlation
energy as the integral over all space, with an exchange-correlation energy density
‘xc(nø(r), n¿(r)) approximated to be at each point r the same as it would be in a
homogenous electron gas with density nø(r), n¿(r), where the spin up and down
components of the density are separated:
ELSDAxc [nø, n¿] =
⁄
drn(r)‘homxc (nø(r), n¿(r))
=
⁄
drrn(r)
Ë
‘homx (nø(r), n¿(r)) + ‘homc (nø(r), n¿(r))
È
,
(62)
where ‘homxc is split into parts including exchange and correlation separately. The
exchange density part ‘x for an unpolarized system is
‘homx (nø(r), n¿(r)) = ‘homx (nø(r)) + ‘homx (n¿(r)), (63)
where
‘homx (n‡(r)) = ≠
3
4
3 6
fi
n‡(r)
4 1
3
. (64)
The correlation energy density part ‘c is not solved analytically due to date, and
multiple approximations exist. The most accurately the correlation e ects are
included into DFT calculations with Monte Carlo simulations, for which the details
can be found from Refs. [13], [27] and [28].
An improvement to the results provided by LSDA is obtained by applying a more
accurate approximation to ‘xc with a method that takes into account not only the
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electron density but also the gradient of the density. These approximations are called
generalized-gradient approximations (GGAs). They can be written as
EGGAxc (nø, n¿) =
⁄
d3rn(r)‘xc(nø, n¿,
---Ònø---, ---Òn¿---, ...). (65)
This thesis uses the so called Perdew, Burke and Enzenhorf (PBE) GGA. Its form
can be found from Ref. [29].
2.4.4 Solving the ground state
Now, with the information at hand, one can derive a variational equation for the
energy functional in (57) with the constraint of constant density in order to achieve
an e ective local potential term for the non-interacting electrons:
VKS(r) = Vext(r)+
”EHartree[n]
”n(r) +
”Exc[n]
”n(r) = Vext(r)+VHartree([n], (r))+Vxc([n], (r)).
(66)
When VKS(r) is substituted to the Hamiltonian of the wavefunctions of the non-
interacting electrons, the Kohn Sham equations for the electrons in the non-interacting
system can be constructed:3
≠12Ò
2 + VKS(r)≠ ‘i
4
Âi(r) = 0. (67)
The procedure of the common DFT applications is the following (see Fig. 2).
First there is an initial guess for the electron density. Based on the density, it is
possible to get the local potential for the electrons, i.e. VKS(r) in Eq. (66). With
the potential the Kohn-Sham Hamiltonian (67) can be formed and the Kohn-Sham
equations (67) can be solved. The eigenfunctions Âi(r) of the Kohn-Sham equations
are the independent-electron orbitals, which can be used in Eq. (60) to obtain a new
electron density.
The new electron density can be tested against the old, and if the di erence is
larger than some pre-set convergence criteria, a new Kohn-Sham potential is evaluated
based on the new electronic density. The loop is repeated until the convergence
is achieved. After a satisfactory electron density has been obtained, properties
of the system can, in principle, be obtained based on the first assumption of the
Hohenberg-Kohn theorem that the Hamiltonian of a system giving all the eigenstates
of the system can be evaluated based on the ground state density. Electron density
can be used to evaluate the atomic forces [30, 31], acting on nuclei if present in
the system, so that the overall structure of the system can be relaxed. The overall
process containing the repeatedly iterated electron densities and evaluated atomic
forces is followed by a new guess for the atomic positions. When the change in the
atomic positions has been repeated until convergence, the best DFT estimate for
the ground state of the material within the Born-Oppenheimer approximation has
been found. Then system properties can be evaluated, or alternatively take the
Kohn-Sham orbitals as an input for Quantum Monte Carlo.
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Initial guess for the electron density:
Evaluate the local potential from the density:
Use potential to solve Kohn-Sham equations:
Calculate electron density:
Test self-consistency Monte Carlo
Evalluate properties: energy, forces, densities 
etc.
New guess for Not self-consistent Self-consistent
Self-consistent
Figure 2: The scheme of a self-consistent DFT simulation. The initial electron
density is evaluated with succeeding solutions of the Kohn-Sham evaluations based
on the potentials obtained from the electron density. After self-consistent density is
obtained, system properties can be evaluated from the density.
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The electron density is often modelled in a plane-wave basis, where the electron
orbitals in (60) are approximated as in Eq. (46). The number of k points, which is in
principle infinite in periodic systems, must be chosen finite due to the computational
limitations. This is tested by performing DFT calculations for energy first with a
small grid of k points. Then the number of k points is increased until the energy of
the unit cell converges.
Another parameter that must be chosen in the DFT simulations with a plane-
wave basis based on convergence is the number of Gm in Eq. (46). This is done by
performing multiple DFT simulations while increasing some cuto  energy value Ecut so
that the sum in (46) is truncated so that only the terms satisfying Ecut < 12 |k +Gm|2
are included for each k. After the energy in the repeated DFT simulations converges,
one has found a suitable value for Ecut.
2.4.5 Two-component electron-positron density functional theory
Two-component DFT uses functionals of not only on the electron density n≠, but also
on the positron density n+ [9]. The non-interacting Kohn-Sham scheme is modified
to include the positron, so that the energy functional becomes
E[n≠, n+] = E[n≠(r)] + Ts[n+] +
1
2
⁄
drdrÕ n+(r)n+(r
Õ)
|r≠ rÕ|
+ Exc[n+(r)]≠
⁄
dr≠dr+
n≠(r≠)n+(r+)
|r≠ ≠ r+|
≠
⁄
drVextn+(r) + Ee≠pc [n≠, n+],
(68)
where the first term in the left is the energy functional in Eq. (57). The second
term accounts for the kinetic energy of the positron, the third is the positron self-
interaction term. In a case of one positron in the system, the positron-positron
exchange and correlation is accounted with the exchange-correlation functional Exc.
The classical interaction between a positron and the electrons is calculated in the
second term of the second line in (68). The last line includes the energy terms arising
from the external potential and the correlation term Ee≠pc between the positron and
the electrons.
A variation of Eq. (68) with the constraint of electron and positron number being
unchanged can be performed and when the functional is minimized, the following
equations are obtained
≠12Ò
2Â≠i (r) =
C
„(r) + ”Exc[n≠]
”n≠(r)
+ ”E
e≠p
c [n≠, n+]
”n≠(r)
D
Â≠i (r) = ‘≠i Â≠i (r) (69)
≠12Ò
2Â+i (r) =
C
≠„(r) + ”Exc[n+]
”n+(r)
+ ”E
e≠p
c [n≠, n+]
”n+(r)
D
Â+i (r) = ‘+i Â+i (r), (70)
where
„(r) =
⁄
drÕ n≠(r
Õ)≠ n+(rÕ)
|r≠ rÕ| + Vext(r) (71)
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contains the Hartree and external potentials. When Eqs.(69)-(70) are solved, electron
and positron densities are obtained according to Eq.(60).
Usually the calculations are conserned with the situation of only one positron in
a solid. In that case the positron correlation term Exc[n+] corrects the positron’s
Hartree self-interaction parts, i.e.
Exc[n+] = ≠12
⁄
drdrÕ n+(r)n+(r
Õ)
|r≠ rÕ| , (72)
and hence the corresponding parts in the positron’s potential cancel as
”Exc[n+]
”n+(r)
= ≠
⁄
drÕ n+(r
Õ)
|r≠ rÕ| (73)
In the case of one positron in an infinite solid the positron is in a delocalized
state. In that case the two-component calculations is done with two assumptions.
First, the positron density is not assumed to a ect to the electron density. The
second assumption is that the electron-positron correlation can be computed in a
zero-density limit for the positron [10]. With these assumptions the two-component
DFT calculation can be performed so that the electronic density is first calculated
without the positron, and then the single-particle wave function of the potential is
solved with the following potential
V+(r) = ≠
⁄
drÕ n≠(r
Õ)
|r≠ rÕ| ≠ Vext(r) + Vcorr(r), (74)
where Vcorr(r) is the positron correlation in the zero positron density limit.
The variational equations (69),(70) are often solved in the zero positron density
limit, also in the cases of localized positrons where the positron has a finite density.
In the case the positron has time to a ect the local ionic structure around the
localization site, it is necessary to relax the system also with positron injected in it.
This is the case, for example, when positrons are localized in the vacancies.
2.5 Quantum Monte Carlo
Usually the problems of many-body quantum physics include integrals of high di-
mension d. Computing high-dimensional integrals numerically with simpler methods,
such as the Simpon’s rule, usually involves averaging over function values in a cubic
mesh of grid points. With large systems or dense meshes the computational e ort
demanded by these integrals is too high. If M is defined to be the total number of
grid points, the error scales in a d dimensional integral as M≠ 4d , so that with higher
dimensions also more e ort is needed to squeeze the error in required limits.
The Monte Carlo method is an approximative statistical integration method
where the integral is replaced by a sum over points sampled with a properly chosen
probability distribution [14]. The statistical sampling of points allows for considerably
faster way to integrate over high-dimensional spaces. The sampling methods are
also inherently parallel, allowing for an e cient parallelization of the computing
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algorithms. The statistical error in Monte Carlo falls o  as the square root of the
sampling points regardless if the dimensionality. Thus it is also e cient to produce
high quality results. This section gives an overview of the foundations of variational
Monte Carlo (VMC) method and introduces the mathematical way of expressing the
electron wave functions e ectively for the VMC optimization.
2.5.1 Statistical foundations
Let us consider a system with N electrons in 3 dimensional space. The configurations
of the electrons are denoted as R = (r1, r2, ..., r3), where ri is the position of electron
i. For simplicity, the electrons are considered as spinless fermions. The electrons
are assumed to be distributed according to a probability density P , so that the
probability of finding the system in configuration R is P (R), and
P (R) > 0 (75)
⁄
dRP (R) = 1, (76)
Where the latter equation accounts for the normalization of the wave function
represented with the probability P. A sample of M configurations, or walkers in
QMC terms, {Rm} = (R1,R2, ...,RM) distributed according to P is the data set
the QMC works on. A random variable Zf is defined as
Zf =
f(R1) + f(R2) + ...+ f(RM)
M
, (77)
where f is a function with mean µf and standard deviation ‡f :
µf =
⁄
dRf(R)P (R), (78)
‡f =
⁄
dR [f(R)≠ µf ]2 P (R). (79)
Zf is the value that can be e ciently approximated with the QMC method. According
to the central limit theorem, with large enough M , Zf is normally distributed
with mean µf and the standard deviation of ‡fÔM . Thus with large enough set of
configurations the average of some function f of R distributed as P (R) can be
approximated as the average of the set {f(Rm);m = 1, 2, ...,M}. The estimate
obtained in this way converges towards the correct value as the set size increases,
and moreover, the standard deviation of the estimate falls o  as 1Ô
M
.
These ideas can be applied to an integral
I =
⁄
dRg(R) (80)
followingly. The integrand can be written in a di erent form g(R) = f(R)P (R),
where f(R) = g(R)P (R) . We name function P as the importance function, and choose
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it to obey eqs. (75)-(76). Thus P can be treated as a probability density. The
importance function is an important part of Monte Carlo simulations, as it gives a
configuration distribution from importance sampling. Importance function represent-
ing a probability distribution produces dense areas in the sampling space to places
where the probability is high. Thus if the importance function is chosen to be a
square of a quantum wave function, a realistic distribution of system configurations
can be obtained.
Now, according to the principles above, I can be approximated by drawing a set
of points {Rm} from the probability density P (R) and computing the average of f
as
I ¥ 1
M
Mÿ
m=0
f(Rm). (81)
As M æŒ, approximation of I converges towards the correct value. In applications
the number of sample points M must be set by hand.
2.5.2 The Metropolis algorithm
The Metropolis algorithm [32] is a sampling method that allows the sampling of a
probability distribution without the knowledge of the normalization of the distribution.
The sampling is performed by moving a walker, or walkers, Rm i.e. evaluating new
configurations based on the previous one. Evaluating a set of configurations by
moving walkers in the configuration space is done according to the following rules:
1) Take some initial configuration R as the starting point for a walker.
2) Propose a next configuration RÕ for the walker drawn from a transition proba-
bility density T (R æ RÕ) of moving a walker from R to RÕ .
3) Accept the new configuration RÕ with probability
A(R æ RÕ) = min
A
1, T (R
Õ æ R)P (RÕ)
T (R æ RÕ)P (R)
B
. (82)
If the move to RÕ is accepted, RÕ is taken as the next configuration in the walk.
If the move is rejected, R is used again.
4) Use the next point in the walk as R and return to step 2.
The Metropolis algorithm works in a way that in step 3 most of the moves are
rejected if P (R) is high, i.e. if the current configuration is very probable in the
system. The same principle works in the opposite way as well. T (R æ RÕ) is often
chosen to be a Gaussian centered at R with some standard deviation. The standard
deviation of the Gaussian should be adjusted so that the acceptance rate during the
sampling is approximately 50%. The adjustment can be done during the sampling,
based on the rates of the previous steps.
The initial configuration R for the Metropolis algorithm biases the first steps of
the walker so that they are not distributed according to P (R). After some number
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of steps the walker is said to be equilibrated, as the walker is set in a region of P . All
the configurations before this should be discarded as warm-up points for the actual
algorithm. The first steps made to get rid of the biased configurations are called the
equilibration steps.
The way Metropolis algorithm works can be understood followingly. If there is a
large amount of walkers that have reached their equilibration period, the average
number of walkers in volume element dR is n(R)dR, where n is the density of the
walkers. Because the walkers have reached their equilibrium state, they make steps
according to P (R). Thus the average flow of walkers from R to RÕ should be the
same as from RÕ to R. The probability of a walker at R to move into infinitesimal
volume dRÕ is A(R æ RÕ)T (R æ RÕ)dRÕ . Thus the average flow from volume dR
to dRÕ is
J(dR æ dRÕ) = A(R æ RÕ)T (R æ RÕ)dRÕ ◊ n(R)dR. (83)
After all the walkers have equilibrated, the flow to the other way should be the same,
i.e. we should have a detailed balance:
J(dR æ dRÕ) = J(dRÕ æ dR). (84)
This leads to the following relation:
n(RÕ)
n(R) =
A(R æ RÕ)T (R æ RÕ)
A(RÕ æ R)T (RÕ ,æ R) (85)
and since
A(RÕ æ R)
A(RÕ æ R) =
T (R æ RÕ)P (R)
T (RÕ æ R)P (RÕ) , (86)
we get that
n(R)
n(RÕ) =
P (R)
P (RÕ) . (87)
Now it can be seen that the equilibrium walker density n(R) is proportional to the
probability distribution P (R).
2.5.3 Variational Monte Carlo
The variational Monte Carlo method is used to solve the quantum wave functions of
some system by using a combination of Monte Carlo integration and the variational
method. In quantum physics the variational method can be used so that the ground
state of a system can be found by varying the wavefunction so that the energy is
minimized. VMC needs a good trial wave function  t as an initial guess, and it can
produce quite good estimates of the ground state of the system.  t and Ò t are
required to be continuous in the regions of non-zero potential. Also the values fors  út t, s  út Hˆ t and s  út Hˆ2 t are required to exist.
Usually in Monte Carlo simulations the wave function is optimized by repeatedly
evaluating the energy of the system by approximating the high-dimensional integral
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according to the principle of Eq. (81). The energy of the system is the expectation
value of its Hamiltonian,
E = ÈHˆÍ =
s
dR út (R)Hˆ t(R)s
dR út (R) t(R)
. (88)
Above, the integral in the denominator is for normalization. If the energy expression
is written as
E =
s
dR| t(R)|2
Ë
 t(R)≠1Hˆ t(R)
È
s
dR| t(R)|2
, (89)
it can be seen that the integral can be evaluated with the Monte Carlo method and
the Metropolis algorithm. If | t(R)|2 is treated as the probability distribution, the
integral of E can be approximated as the average value of the so called local energy
EL =  t(R)≠1Hˆ t(R) over the points sampled from the probability distribution:
E = 1
M
Mÿ
m=1
EL(Rm), (90)
where Rm are the configurations drawn from | t(R)|2.
Usually the wave function in VMC simulations depends on some chosen set of
parameters {–} [33]. In a wave function represented in a Slater-Jastrow form (see
next section), the parameters are included in the Jastrow factor. These parameters
define the "shape" of the wave function. In case the wave function is to be optimized
by VMC, the local energy evaluations must be followed by a new guess for the
parameters. Thus the average of the local energy changes in the next computation of
Eq. (90). These variations can be done with respect to the constraint of, for example,
one of the followings.
E({–}) = È {–}t (R)|Hˆ| {–}t (R)Í > E0 (91)
‡2({–}) = È {–}t (R)||EL ≠ E|2| {–}t (R)Í > 0, (92)
where EL is the local energy, and E0 represents the energy of the ground state of the
system. The first condition follows from the fact that the trial wave function  –t (R)
is never, or at its best, the exact ground state. Thus its energy is always higher or
equal to that of the ground state. The second condition follows from the fact that
with the exact ground state as the trial wave function, the variance of the local energy
is zero. Thus, only the parameter variations that either lower the system energy or
the variance of the local energy can be chosen as the new set of parameters. The
iteration of either rejecting or accepting new parameters based on the constraints
above can be continued until the desired accuracy is reached. The reader is referred
to studies in refs. [34] and [35] for information about the optimization methods of
{–}.
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2.5.4 Slater-Jastrow wave function
A suitable form for the trial wave function in VMC calculations is the so called
Slater-Jastrow wave function [36]. It has the following form:
 (R) = eJ(R)D(R), (93)
where J(R) is the Jastrow factor, including the correlation terms between the
particles in the system, and D(R) is the Slater determinant of electron orbitals,
introduced in Eq. (51). The factor with the Jastrow factor in its exponential is
positive valued, and therefore it does not a ect to the nodal surface of the wave
function. The Slater determinant is antisymmetric, and therefore it accounts for the
antisymmetry of the wave function.
The Jastrow factor attempts to incorporate the correlation e ects. This is the
term that is dependent on the set of variables {–}, which are not known exactly, and
which are optimized with the VMC algorithms to find the correct shape for the wave
function. The construction of a Jastrow factor should be take into account several
conditions. It needs to describe correctly the correlation e ects and it needs to be
parametrized e ciently. It should also be continuous everywhere and it’s gradient
should be continuous wherever the potential is finite. In principle, the longer the
VMC algorithm is run, the better the approximation for {–} and therefore for the
correlations becomes. However, the accuracy of the final result is always in the limits
of the quality of the wavefunction. The form of the Jastrow factor is
J(R) =
N≠1ÿ
i=1
Nÿ
j=i+1
u(rij) +
Nionsÿ
I=1
Nÿ
i=1
‰(riI) + ... (94)
Above, the first term is for interacting particle (electron, positron, hole) pairs of
particles labelled by i and j, and the second term for the interacting particle-nucleus
pairs. The nuclei are labelled by I. The Jastrow term can have higher many-body-
interaction terms, but these two are often su cient to approximate the system energy
[14]. They can for example have the forms of power expansions of the particle-particle
and particle-nucleus distances rij and riI up to the order of rC+Nuij and r
C+N‰
iI as [35]
u(rij) = (rij ≠ Lu)C ◊ (Lu ≠ rij)◊
1
–0 +
Ë  ij
(≠Lu)C +
–0C
Lu
È
rij +
qNu
l=2 –lr
l
ij
2
(95)
‰(rij) = (riI ≠ L‰I)C ◊ (L‰I ≠ riI)◊
A
—0I +
C
≠ZI
(≠L‰I)C +
—0IC
L‰I
D
riI +
qN‰
m=2 —mIr
m
iI
B
. (96)
Above,   is the Heaviside function and  ij has the value of 1/2 or 1/4 depending
on whether particles i and j have opposite or parallel spins, respectively. The  
term ensures that the particle cusp conditions at rij = 0 are fulfilled. More about
the cusp-conditions can be found later in Sec.3.2.4. Both of the terms tend to zero
at cuto  lengths Lu and L‰I . The functions have C ≠ 1 continuous derivatives. If
C = 2, the gradients of u and ‰ are continuous at the cuto  length, but the second
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derivative is not, and therefore the local energy is discontinuous. When C = 3, both
the gradients and the local energies are continuous at the cuto  lengths.
The Slater determinant is usually in a form with separate determinants for both
of the electron spin components, as [33]
D(r) = Dø(r1, r2, ..., rNø)D¿(rNø+1, ..., rN), (97)
where the up and down arrows denote the spin component and ri for the electron
positions. It should be noted that the number of orbitals included in the determinants
is only the number of electrons in the system having the spin component of the
corresponding determinant. The Slater determinant includes the exchange e ects
of the electrons. This term is usually left unchanged in VMC simulations as the
Jastrow term is evaluated to obtain the final shape of the wave function. In some
cases also a multideterminant expansions, D(R) = qn cnDn(R), can be used and
the coe cients cn can be evaluated along with the parameters of the Jastrow factor
[35].
In order to construct a trial many-body wave function of a system including
electrons and positrons by using VMC, the inclusion of positron into the system
must be carefully defined. In Jastrow factor the terms including positron interaction
with internal and external components of the system must therefore be added. The
positron orbital is included in the system wave function by treating it as a third
spin component, the first and second being the up and down spin components of the
electrons. The third spin component di ers from the first two only by its sign in
charge in the Hamiltonian. Thus the Slater determinant part of the wave function
becomes
D(r) = Dø(r1, r2, ..., rNø)D¿(rNø+1, ..., rN)D+(r+1 , r+2 , ..., r+N+), (98)
where r+i are the coordinates of the positrons. Since the usual case of interest is
that only one positron is included in the system, D+(r+) only includes one positron
orbital, so that
D+(r+) = Â+(r+). (99)
3 Implementation of quantum Monte Carlo
This section introduces basic methods to implement a QMC algorithm. These
methods are used in a QMC simulation program CASINO [35]. CASINO is a many-
body QMC package capable of performing VMC simulations, and it is also the
package modified for VMC simulation of positrons in solids in this work.
3.1 Metropolis sampling
Let us consider a system of N electrons in 3 dimensions. From some randomly
picked initial configuration R, CASINO proposes a new one RÕ by using a Gaussian
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transition probability density:
T (R æ RÕ) = 1Ò
(2fi)3N‡
exp
Qca≠
---R ≠RÕ---2
2‡
Rdb , (100)
where ‡ is the variance of the transition density, or in CASINO terms, the VMC
time step of succeeding steps. CASINO uses two alternative sampling strategies:
either the whole configuration is moved by sampling a new one from Eq. (100), or
only one electron is moved at a time. The latter one is usually preferred because of
the high serial correlation of the former one [35]. The local energy is evaluated every
time (or more rarely if there is serial correlation, see vmc_decorr_period in section
4.4) the configuration is updated, but when single electrons are moved at a time the
local energy is computed after more steps.
In the usual Metropolis sampling procedure explained in section 2.5.2 a set of
configurations distributed according to the square of the wavefunction (i.e. the
probability distribution of the configurations) is obtained when new configurations
are accepted with the probability [14]
A(R æ RÕ) = min
A
1, |D
2(R)|e2J(R)
|D2(RÕ)|e2J(RÕ )
B
. (101)
However, CASINO uses a variation of this traditional procedure because of it’s
better e ciency. This method is called the two-level sampling [32], in which the
acceptance probability is split into two parts as
A(R æ RÕ) = A1(R æ RÕ)A2(R æ RÕ), (102)
where
A1(R æ RÕ) = min
A
1, |D
2(R)|
|D2(RÕ)|
B
(103)
and
A2(R æ RÕ) = min
A
1, e
2J(R)
e2J(R
Õ )
B
. (104)
The advantage of the two-level sampling algorithm is that it enables the use of
fewer Jastrow factor evaluations. It is computed so that first the probability A1 is
calculated, and only in the case that the first level is passed A2 is calculated. The
reason for computing first the determinant part of the probability is that A1 is in
general lower than the second-level probability A2.
3.2 Evaluation of the local energy
For configuration R the local energy can be evaluated as
EL(R) =
Nÿ
i=1
≠12 
≠1(R)Ò2i (R)+
Nÿ
i=1
V (R)+
Nÿ
i=1
 ≠1Vˆ psnl,i (R)+
ÿ
i>j
ve≠e(R). (105)
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The first term above represents the kinetic energy, the second the local potential
energy, usually caused by ions, the third part includes the non-local parts of the
ionic pseudopotential and the last one describes the electron-electron interactions.
The potential terms are evaluated by using pseudopotentials, which represent an
e ective ion-core interaction. The local part of the potential is computed separately
for short- and long-range components, where the former is evaluated straight from
the local part of the pseudopotential plus the 1/r potential field from the ion charge,
and the latter is computed from Ewald fields and the 1/r term. Electron interaction
is computed from the Ewald fields. More discussion on the Ewald fields can be found
at Sec. 3.2.3.
3.2.1 Kinetic energy
The kinetic energy term in Eq.(105) consists of the sum of kinetic energies of the
particles in the system. The exponential form of the  , defined in Eq. (93) can
be handled more easily by expressing kinetic energy with the logarithm of the
wavefunctions. If a variable Ti is defined as
Ti = ≠14Ò
2
i ln ( ) = ≠
1
4Ò
2
i [ln (D(R)) + J(R)]
= ≠14
SUÒ2iD(R)
D(R) ≠
AÒiD(R)
D(R)
B2
+Ò2iJ(R)
TV (106)
and the so called drift vector as
Fi =
1Ô
2
Òiln (| |) = 1Ô2
CÒiD(R)
D(R) +ÒiJ(R)
D
, (107)
the kinetic energy of particle i can be written as
Ki = 2Ti ≠ |Fi|2. (108)
If we have a set of configurationsRi distributed according to | (R)|2, then integration
by parts gives
ÈKÍ = È|F|2Í = ÈT Í , (109)
and out of these VMC by default evaluates ÈKÍ, since for total energy this leads
to the lowest variance, but for kinetic energy estimator casino uses ÈT Í = Èqi TiÍ,
which usually gives lowest variation for the kinetic energy.
The terms with Slater determinants in eqs. (106) and (107) can be evaluated
using the Laplace expansion. The column-wise Laplace expansion represents the
determinant of a matrix as a cofactor expansion, so that the Slater determinant can
be expressed as
D(R) =
ÿ
j
 j(ri)cof(Dij(R)), (110)
where cof(Dij(R)) = (≠1)i+jMij is the cofactor of a matrix element in the Slater
matrix of the form of Eq. (51). Mij is a determinant of a submatrix of the Slater
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matrix, constructed by removing the ith column and jth row of the matrix. The
matrix element ij of the Slater matrix is the electron orbital Âj(ri).
Because the ith column includes all of the ith electron coordinates ri, the cofactors
at Eq. (110) are independent of these coordinates. Thus with the Laplace expansion
the following results are obtained:
ÒiD(R)
D(R =
ÿ
j
(Òi j(ri)) cof(Dij(R)), (111)
Ò2D(R)
D(R) =
ÿ
j
1
Ò2 j(ri)
2
cof(Dij). (112)
3.2.2 Non-local parts of the pseudopotential
The pseudopotential acts on the particles separately and for each particle it projects
its angular momentum components to multiply them with the corresponding angular
momentum channel potentials. Thus the non-local potential is a sum of potentials of
angular momentum potential channels of all the electrons. The non-local potential
term in Eq. (105) in the case of only one atom can be explicitly written as a function
of the distance from the atom as [37]
Vnl(ri) =
ÿ
i
ÿ
l
V psnl,l(ri)
2l + 1
4fi
⁄
Pl
Ë
cos(◊Õi)
È  (r1, ..., ri≠1, rÕi, ri+1, ..., rN)
 (r1, ..., ri≠1, ri, ri+1, ..., rN)
d rÕ .
(113)
Above, the sum over i goes over all the electrons and l indicates the angular momentum
channels. V psnl,l(ri) is the potential of channel l at particle distance ri. Pl denotes a
Legendre polynomial. The integral over the surface of the sphere centered in the
center of the atom and having a radius of ri can be evaluated numerically by CASINO
by using the quadrature rule.
The pseudopotentials are evaluated up to the highest channel lmax. The set of
angular momentum channels consists usually for quantum numbers s, p and d. In
the case of a single particle, which lies at the lowest available single-particle state, all
projections to other than the s-channel are zero and therefore positron only feels the
potential of the s-channel. For the positron, the pseudopotential used at the present
implementation is the same pseudopotential as for electrons but with opposite sign.
3.2.3 Ewald interaction
In periodic systems the potentials caused by the charges in the cells have to be
included with the charges of the periodic images of the systems. This can be done
with the so called Ewald method [38, 39]. The following considerations and equations
are in 3 dimensions.
If there is a unit point charge at rj in a periodic simulation cell, its charge density
can be evaluated as
pj(r) =
ÿ
R
5
”(r≠ rj ≠R)≠ 1 
6
, (114)
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where R are the translation vectors of the lattice, and   is the volume of the
simulation cell. Thus the charge density consists of the point charges of every
simulation cell and a cancelling background charge. For this charge density, the
Ewald potential of a particle in the presence of point charges in a periodic lattice is
vE(r, rj) =
ÿ
R
erfc(“ 12 |r≠ rj ≠R|)
|r≠ rj ≠R|) .
fi
 “
+ 4fi 
ÿ
G ”=0
exp(≠G2/4“)
G2
exp(iG · (r≠ rj)).
(115)
G are the reciprocal translation vectors. “ is the screening parameter. It must be set
properly so that the computational cost is minimized, bearing in mind that smaller
values slow down the R sums and higher the G sums. Default value in CASINO is
(“ = 2.8/  13 )2.
The full periodic potential at r is the sum of the Ewald terms of every charged
particle in the system multiplied by the particle charges:
v(r) =
Nÿ
j=1
qjvE(r, rj). (116)
Thus, for a particle at ri the full periodic potential is
v(ri) =
ÿ
j ”=i
vE(ri, rj) + qi›. (117)
The equation above includes both the interactions with other charged particles in
the system as well as the interaction of the particle with its periodic images, which
is included in the second term in the sum. It can be written as
› = limræri
A
vE(r, ri)≠ 1|r≠ ri|
B
=
ÿ
R ”=0
erfc(“1/2R)
R
≠ 2“
1/2
fi1/2
≠ fi “ +
4fi
 
ÿ
G ”=0
exp(≠G2/4“)
G2
.
(118)
Thus, with the equation introduced above, the Ewald potential energy term in
the Hamiltonian of Eq. (105) is
U(R) = 12
Nÿ
i=1
ÿ
j ”=i
qiqjvE(ri, rj) +
›
2
Nÿ
i=1
q2i
= 12
Nÿ
i=1
ÿ
j ”=i
qiqj (vE(ri, rj)≠ ›)
(119)
3.2.4 Cusp conditions
The Jastrow factor in the trial wavefunction of the VMC simulations is the part
of the wavefunction that includes the correlation e ects of the particles. It needs
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to be optimized before expectation value evaluation. However, due to the inverse
dependency of the Coulomb interactions on the interparticle distances, divergences
may appear at the coalescent points of the particles. With overlapping electrons the
divergences have positive values, and when an electron and a positron are overlapping,
their opposite charges cause the Coulomb energy to diverge towards minus infinity
[40]. These divergences may bias the system optimization as possible divergent local
energies are found from the sampled configuration sets.
Kato cusp conditions [41] are used to get rid of interaction divergences. Their
e ect is based on the cancellation of the potential energy terms by the kinetic energies
at coalescent points. These conditions are included in the Jastrow factor [42]. In the
following the routine of imposing the cusp conditions for parallel and antiparallel
spin pairs is introduced. Since we are using pseudopotentials to approximate the
interactions of electrons with the nuclei, we do not need the cusp conditions for any
nuclear interactions.
Consider the wavefunction with two electrons with antiparallel spins very close to
each other. It is assumed that the wavefunction is non-zero at the coalescent point of
the two particles. This condition applies to almost all systems with antiparallel spin
pairs. If only the coordinates of the two electrons i and j are taken into account,
with interparticle distance and center of mass vectors denoted by rij and rˆij, the
Kato cusp condition is [14]A
ˆ (rij, rˆij)
ˆrij
B
rij=0
= 12 (rij, rˆij)rij=0, (120)
where the wavefunction is expressed as the spherical average over the coalescent
point rij = 0.
In the simple case of only one nucleus at the origin, the wavefunction of the
system (dependent on only the spins i and j) is of the form
 (rij, rˆij) = J(ri, rj, rij)D(rij, rˆij). (121)
If   experiences a small change of the electron coordinates from the coalescent point,
the change of the wave function is
”  =  rij=0
Y][
CA
ˆJ
ˆri
B
≠
A
ˆJ
rj
BD
rij=0
”ri +
ˆJ
ˆrij
”rij
Z^
\
+ exp
Ë
Jrij=0
È
(ÒijD)rij=0 · rij +O(r2ij).
(122)
Above, ”ri and ”rj are the magnitudes of the changes of the electron coordinates when
the interparticle distance rij is increased from zero, and the condition ”ri = ≠”rj
holds. Now, if one takes a spherical average of the wavefunction from the coalescence
point, the terms involving ”ri and ”rij get small so that they can be included to the
error term O(r2ij). Thus we get
”  =  rij=0
A
ˆJ
ˆrij
B
rij
+O(r2ij), (123)
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so that the cusp condition for antiparallel electron pairs becomes equivalent to the
condition that A
ˆJ
ˆrij
B
rij
= 12 . (124)
If alternatively the coalescent particles have parallel spins, a di erent approach
must be used to include cusp conditions into the Jastrow factor. The cusp condition
for parallel spin pairs is [14]A
ˆ 1m
ˆrij
B
rij=0
= 14( 1m)rij=0, (125)
where the wave function  1m is the rijY1m component of  , and Y1m is a spherical
harmonic of the order (1,m). If we expand   at rij = 0 we get
  = exp
Ë
Jrij=0
ÈY][1 +
A
ˆJ
ˆrij
B
rij=0
rij +
CA
ˆJ
ˆri
B
≠
A
ˆJ
rj
BD
rij=0
”ri +O(r2ij)
Z^
\
◊
Ë
(ÒijD)rij=0 · rij +O(r2ij)
È
(126)
Now when we increase the electron-electron distance from zero, the change in ri is
”ri = rijcos◊i/2+O(r2ij), ◊ being the angle between ri and rij. With this displacement,
we get
  = exp
Ë
Jrij=0
ÈY][1 +
A
ˆJ
ˆrij
B
rij=0
rij +O(r2ij)
Z^
\
◊
Ë
(ÒijD)rij=0 · rij
È
1m
.
(127)
Thus we get for the parallel spin pair-cusp correction to beA
ˆJ
ˆrij
B
rij=0
= 14 . (128)
In the case of positrons in the system, the positron-electron cusp corrections are
implemented consistently with Eq. (128).
Figure 3 shows the e ect of imposing Kato cusp conditions into VMC calculations.
In the left-hand side picture, the local energies have much larger variance than in the
right-hand side, where the cusp conditions are implemented. The sampling without
cusps has many large positive peaks. If positrons were included in the system, also
large negative-valued peaks could be seen.
3.3 Variance minimization
The optimization of the wave function is an essential part of any VMC calculation.
The optimization is usually balancing between the decisions of how many parameters
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Figure 3: Graphs of local energies at each configuration generated with the Metropolis
algorithm. In the left, local energies are calculated from a Slater wave function, and
therefore it does not satisfy cusp conditions. The graph on the left shows local energies
of configurations with Jastrow factor included in the wave function. It can clearly be
seen that there are large divergences in the local energies in the calculation without
the Jastrow factor. Figure reprinted from Ref. [34] with permission, Copyright IOP
Publishing.
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to use in calculations and how fast the calculations should be performed. The
optimizable parameters in this thesis are the u and ‰ terms of the Jastrow factor.
Out of the two cost functions, i.e. local energy and it’s variance (see Sec. 2.5.3), the
local energy is seen to give lower variational energies, but variance minimization has
been more robust [34]. Since this thesis is about developing CASINO and testing
the developed parts, the robustness is taken as a more important quality and thus
variance minimization is used.
If the optimizable parameter set is denoted by –, the variance of a VMC energy
is
‡2(–) =
s | (R)|2|EL ≠ E|2dRs | (R)|2dR , (129)
where  (R) = eJ–(R)D(R), and E and EL have the forms of local energy and total
energy in Eq. (88), respectively. From now on the current wavefunction will be
denoted as  –0 and the proposed wave function as  –. If we have a set of Nc
configurations sampled with Metropolis and distributed as | –0(R)|2, the variance
for the wavefunction  – can be evaluated with the so-called reweighed variance:
‡2w =
T––01
T––0
22 ≠qR 1W––0(R)22
ÿ
R
|E–L(R)≠ Ew|2W––0(R), (130)
where
Ew =
1
T––0
ÿ
R
Re (E–L(R))W ––0(R), (131)
is the so called reweighed energy, and
T––0 =
ÿ
R
W––0(R), (132)
is the total weight, when the weights are
W ––0 =
-----  –(R) –0(R)
-----
2
. (133)
It is good to note that by altering the parameters – the weights cannot diverge,
since the parameters in the Jastrow factor do not a ect the nodal surface of the
wavefunctions. Therefore one should only pay attention to possible divergences
arising from other sources.
An alternative for the reweighed variance is the unreweighed variance:
‡2u =
1
NC ≠ 1
ÿ
R
|E–L(R)≠ Eu|2, (134)
which includes the unreweighed energy:
Eu =
1
NC
ÿ
R
Re (E–L(R)) . (135)
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Reweighed and unreweighed variances have the same minima when the sets –0
and – are equal, and when the same set of configurations are used. In other cases,
however, their minima di er and they might even di er with their corresponding
reweighed or unreweighed energies. Both of the variance types are zero when the
optimizable wavefunction is an eigenstate of the Hamiltonian of the system at hand,
and therefore they are suitable cost functions for the wavefunction optimization.
When the reweighed variance is used, divergences may occur as the parameter
values are altered and the weights vary. This might lead to instabilities in the
optimization [43]. Therefore the default procedure in CASINO VMC computations
is to use the unreweighed variance.
The basic procedure for VMC wave function optimization is to take an initial
wavefunction, sample a set of configurations, compute the average energy and it’s
variance and alter the Jastrow parameters until a minimum of the variance is found.
Then it is usually necessary to sample a new set of configurations from the optimized
wavefunction and repeat the variance minimization. After several cycles like these the
average energy and the variance start to converge, and the optimization is complete.
The procedure used by CASINO for finding the variance minima for a certain set of
configurations and the wavefunction is described in ref. [44].
3.4 Electron orbitals from density functional theory compu-
tations
A plane-wave pseudopotential code PWSCF within the Quantum Espresso package
[45] produces the Kohn-Sham orbitals of each electron at each k point as CASINO
inputs when required. The orbitals are evaluated in the reciprocal space, and thus
they have the form of Eq. (46). The wave functions are labelled by their corresponding
k points and bands, and thus they can be represented as di erent combinations of
positive integer values for k point and band indices. The k points lie inside the
first Brillouin zone, and they are defined for each DFT simulation separately in
order to reach convergence for function values, usually for energy, in Eq. (50). The
number of bands at each k point is in principle infinite, as they represent the possible
eigenstates for the electrons, but with DFT orbitals are evaluated for every electron
at the occupied states at each k point.
In DFT simulations the simulation of a primitive cell of a crystal under periodic
boundary conditions with a n◊m◊ l k point grid corresponds to a simulation of a
supercell of n◊m◊ l times the primitive cell with a single k point. For example, with
simulation cell doubled in size, the reciprocal lattice basis vectors become half the
size of the smaller cell. The eigenstates with non-zero wavevectors can be mapped
from the smaller cell onto the   point (k=0) of the larger cell by a translation of the
reciprocal basis vectors. Since using a smaller simulation cells is cheaper in memory
it is wiser to use primitive cells with k-point meshes when performing DFT.
The mapping of the states at non-zero wave vectors to the   point of the supercell
can be understood with the following reasoning [46]. If we consider ai and aúi as the
real and reciprocal space basis vectors of a primitive cell, the basis vectors Ai of a
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supercell made out of repetitions of the primitive cell can be obtained from
A =
SWUA1A2
A3
TXV =
SWUm11 m21 m31m12 m22 m32
m13 m23 m33
TXV
SWUa1a2
a3
TXV =Ma. (136)
In the simulations performed in this study, all supercells are made with diagonal M.
Non-diagonal M produces supercells with di erent "form" than that of the primitive
cell. With the reciprocal lattice vectors aúi of the primitive cell, the reciprocal vectors
of the supercell are obtained as
Aú =M≠1aú, (137)
and thus it can be seen thatM is demanded to be non-singular. The above definition
of the reciprocal vectors of the primitive cell and the supercell lets us to define the
all of the reciprocal vectors and therefore the reciprocal grids for both cell sizes:
gi =
3ÿ
j=1
pijaúj (138)
Gi =
3ÿ
j=1
qijAúj , (139)
with the obvious property that gi µ Gi, when pij, qij œ Z.
A wave vector k in a primitive cell is said to fold onto supercells wave vector K,
if there is a vector G0 so that
K = k≠G0. (140)
The above condition holds for every k and K with only single vector G0 and for
every K there are Nk =  PCBZ/ SCBZ k vectors that fulfill Eq. (140) with some G0,
 PSBZ and  SCBZ defined as the volumes of the first Brillouin zones of the primitive
cell and the supercell, respectively [47].
The Schrödinger equation can be solved from both the primitive cell and the
supercell system. Then dispersion relations E(k) and E(K) can be obtained. The
folding of the wave vectors allow us to present the Bloch states of the supercell  SCKN
as linear combinations from the Bloch states of the primitive cell  PCkn [48]:
 SCKN =
Nkÿ
k=1
ÿ
n
a(N,K;n, k) PCkn . (141)
This means that the supercell Bloch states at certain K include the states for the
electronic and positronic particles at multiple k of the primitive cell. For example,
if the Schrödinger equation is solved in a primitive cell with a   point- centered
2◊ 2◊ 2 k-point grid, the states at every k-point can be folded onto the   point
of a supercell constructed as 2◊ 2◊ 2 times the primitive cell, i.e. with the values
m11 = m22 = m33 = 2 in Eq. (136).
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Since DFT treats the electrons as independent particles, and the correlation e ects
are included in a separate, usually local, functional in the Kohn-Sham equations,
the small size of the simulation cell does not restrict the correlation e ects out
of the simulation. However, in a many-body quantum theory such as the VMC
the long-range correlation e ects of the electrons are explicitly taken into account
by modeling finite-sized exchange-correlation hole, and thus the primitive cells are
usually too small for excact description of correlation.
The way the problem is treated is to read in the electron orbitals at each k point
of the DFT simulation of a primitive cell with  -centered n◊m◊ l k point grid and
to map the orbitals into the  -point of a supercell of n◊m◊ l times the primitive
cell. Naturally the number of electrons in the supercell is then n◊m◊ l times the
number of electrons in the DFT simulation. In the larger simulation cell the VMC
computations in reciprocal space happen in the   point. When the electron Bloch
orbitals are fed into the Slater determinant of Eq.(51) and the primitive cell states
are folded into the   point of the supercell used in the VMC computations, the Slater
determinant changes as
D(R) = 1Ô
N !
-----------------
 PCk1,1(r1)  PCk1,1(r2) . . .  PCk1,1(rN)
 PCk1,2(r1)  PCk1,2(r2) . . .  PCk1,2(rN)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 PCk2,1(r1)  PCk2,1(r2) . . .  PCk2,1(rN)
 PCk2,2(r1)  PCk2,2(r2) . . .  PCk2,2(rN)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 PCkNk ,N(r1)  
PC
kNk ,N
(r2) . . .  PCkNk ,N(rN)
-----------------
æ 1Ô
N !
---------
 SCK0,1(r1)  SCK0,1(r2) . . .  SCK0,1(rN)
 SCK0,2(r1)  SCK0,2(r2) . . .  SCK0,2(rN)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 SCK0,N(r1)  SCK0,N(r2) . . .  SCK0,N(rN)
---------
(142)
Above, each supercell Bloch state  SCKn contains information on 8 electrons according
to Eq. (141). Because of the folding the supercell of n◊m◊ l times the primitive
cell can be simulated with the information obtained from a primitice cell simulated
with a n◊m◊ l k-vector grid.
In order to construct a Slater determinant from the Kohn-Sham orbitals, one
needs the Fourier coe cients cki,m for each of the electrons, according to Eq. (46),
as well as one set of the reciprocal lattice vectors Gm used in the DFT simulations
and defined with the restriction of 12 |k +Gm|2 < Ecut. This is done by the existing
interface between the Quantum Espresso package and CASINO.
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4 Variational Monte Carlo with positrons
4.1 Outline
The VMC simulation of positrons in solids is done by modifying an existing Monte
Carlo package CASINO [35]. The package has positron implementations for non-
periodic systems, such as molecules in a Gaussian basis, and for homogenic electron
gas with plane wave basis, but there are no functionalities for atomistic periodic
systems. Therefore in order to implement positron components for periodic systems
the package needs to be expanded so that it becomes able to read in two-component
trial wave functions and process the input so that the Metropolis sampling can be
performed. This requires not only modifications for the input functionalities, but
also the construction of a two-component Slater-Jastrow wavefunction (see section
2.5.4) in an appropriate basis such as plane waves and a suitable input file format in
which to write it. After CASINO has an input format for two-component systems
and it is able to process it for Metropolis, the interactions and expectation value
evaluations can be studied.
In order to obtain a trial wave function into an input file of CASINO, orbitals must
be available for the particles in the system. With the orbitals a Slater determinant
can be constructed. The approach used is to perform a DFT simulation for the system
at hand, take the self-consistent Kohn-Sham orbitals from the simulation, and use
these as the single-particle orbitals out of which the Slater determinant is constructed.
A code included in the DFT simulation package Quantum Espresso [45], called
PWSCF, has an existing interface with CASINO, which writes the self-consistent
electron orbitals of each spin component, k point and band into an input file format
of CASINO. Quantum Espresso also uses norm-conserving pseudopotentials, which
are required by CASINO package. This makes Quantum Espresso a suitable package
for trial wave function construction. CASINO can read periodic wave functions in
plane wave and blip bases [35], which PWSCF is able to produce.
Since there are no possibility to include positrons into a Quantum Espresso
simulation, the positron orbital must be evaluated separately. For this purpose we
use a two-component DFT simulation package called Doppler [49]. Doppler needs
the atomic structure and the electronic density as inputs, based on which it performs
two-component simulations. To obtain the inputs, an interface between the Quantum
Espresso and Doppler packages needs to be made, so that Doppler can use Quantum
Espresso outputs as its inputs. The positron orbital is then obtained from Doppler
simulation. Then the positron orbital must be included into the input file of CASINO
provided by PWSCF-CASINO interface [50] (see section 3.4) and teach CASINO to
read in the positron orbital.
Figure 4 shows a sketch of the programs and interfaces used in the VMC simulation
of positrons in solids. As can be seen from the picture, besides rewriting the source
code of CASINO, interfaces need to be constructed between PWSCF and Doppler,
and Doppler and CASINO. This requires also extension of the Doppler package so
that it can produce outputs suitable for CASINO input.
This section briefly describes the usage of PWSCF, Doppler and CASINO in the
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Figure 4: A scheme of the programs used to initialize and perform VMC simulations
for positrons. The Quantum Espresso DFT package provides electron orbitals for
CASINO and electron density for Doppler. Doppler is then used to obtain the
positron orbital for the CASINO input already including electron orbitals from
Quantum Espresso. The interface between CASINO and Quantum Espresso (green)
is implemented, and the other two interfaces (blue) are written for this thesis.
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two-component simulation of positrons in solids.
4.2 Quantum Espresso
DFT is the starting point for the two-component simulation. With a simulation
cell defined with the combination of a Bravais lattice and the atomic basis, one is
able to start a PWSCF simulation with only one input file. The input file name is
specified in the excecution of the program. This subsection provides example inputs
for the PWSCF used mostly in the simulations for this thesis. For more thorought
description of the usage and input files of PWSCF the reader should turn to refs.
[51, 52].
A self-consistent simulation can be performed with a following command:
$PARA_PREFIX pw.x $PARA_POSTFIX <in.pw> out.pw.
Above, pw.x is the command for running a DFT simulation, in.pw is the input file
and out.pw is the file for the output. $PARA_PREFIX and $PARAPARA_POSTFIX
are predefined variables containing system-specific commands and instructions for
parallelization. For example, $PARA_PREFIX can be defined to be mpirun or srun,
or some other wrapper program including the excecution commands for a specific
system. $PARA_POSTFIX can be included a flag ≠nproc 4, for example, to tell
the program that the simulation should be run with 4 processing units.
The input file consists of di erent cards, specified as &<name of the card>. The
&CONTROL-card should be included with at least the following variables:
&CONTROL
prefix = ”silicon”
restart_mode = ”from_scratch”
calculation = ”scf”
pseudo_dir = $PSEUDO_DIR
wf_collect = .true.
outdir = ”./”
/
Above, prefix-flag specifies the naming convention for files generated by the sim-
ulation. The simulation is put to start from the scratch and to perform a single
self-consistent DFT calculation with the calculation-flag put to "scf". A directory
containing a suitable pseudopotential for the simulation must also be provided. The
simulation is put to collect all the data of the DFT-optimized wavefunction and to
gather all the output files into the current directory.
Next card is "system":
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&SY STEM
ibrav = 0
celldm(1) = 10.261212118
nat = 2,
ntyp = 1,
ecutwfc = 18.0,
nosym = .true.
noinv = .true.
nbnd = 5
/
Above the setting ibrav = 0 tells the system that the input geometry is provided
expilicitly; the lattice constant is given in bohrs in the following line. The simulation
cell basis is defined to include two atoms of one atom type and the kinetic energy
cuto  for orbitals is provided in Rydbergs with the flag ecutwfc. Thus the value of
ecutwfc determines the cuto  according to which the number of G vectors is chosen
in the electron orbital plane wave expansions of the form represented in Eq. (46)(see
section 2.4.4 ). Because the interface between Quantum Espresso and CASINO does
not work coherently when symmetries are used, all of the symmetries are disabled by
setting the flags nosym and noinv to .true.. The example input file provided here is
for a Si diamond simulation cell with fcc lattice and two-atom basis, and the Si is
treated as having 4 valence electrons. The simulation cell geometry is presented in
bottom right picture of Fig:1 and in Table 1 as Fcc diamond. for We provide more
bands for the valence electrons than just the number of occupied states in the ground
states, i.e. 8/2 = 4 with 8 half-spin valence electrons. Thus the nbnd-flag specifying
the number of bands in the simulation is set to 5.
"Electrons"-flag specifies the necessary parameters for handling the self-consistency
cycle:
&ELECTRONS
diagonalization =Õ cgÕ
conv_thr = 1.0d≠ 8
mixing_beta = 0.7
/
This example uses a conjugate-gradient algorithm for diagonalization, the convergence
treshold for the energy di erence between succeeding energy evaluations is set to
10≠8 Ry and the parameter that defines how much of the previous iterations electron
density is mixed to the succeeding one is set to 0.7.
Because we have specified ibrav = 0 in the SYSTEM-card, the simulation cell, i.e.
the bravais lattice vectors must be specified by hand in the card CELL_PARAMETERS:
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CELL_PARAMETERS alat
0.5 0.5 0.0
0.0 0.5 0.5
0.5 0.0 0.5
Above, a fcc primitive cell is specified. The rows represent the x, y and z com-
ponents of the three lattice vectors. alat tells the program that the values are given
in units of the lattice constant. Now all but atoms are provided for the simulation
cell. Atom species must be introduced under the card "ATOMIC SPECIES":
ATOMIC_SPECIES
Si 28.086 Si.pseudo.UPF
where the atom symbol, mass and the used pseudopotential are provided. The
atomic positions are given in a self-explanatory card
ATOMIC_POSITIONS crystal
Si 0.00 0.00 0.00
Si 0.25 0.25 0.25
The crystal-keyword tells that the values are given in units of the lattice vectors,
defined in CELL_PARAMETERS-card. The first value in the left corresponds to
the first lattice vector and so on.
Finally, a k-vector grid must be provided. It is done by providing the following
card:
K_POINTS automatic
2 2 2 0 0 0
The card includes a tag automatic, which instructs the program to automatically
construct a 2◊ 2◊ 2 Monkhorst-Pack k point grid around the   point, i.e. the point
k = (0, 0, 0).
If one wants to obtain a CASINO input file for the plane waves extracted from
the self-consistent Kohn-Sham orbitals, a flag -pw2casino must be included in the
$PARA_POSTFIX- variable in the excecution of Quantum espresso. This makes
Quantum Espresso to call two routines, pw2casino.f90 and pw2casino_write.f90.
These routines construct a CASINO input file called prefix.pwfn.data (prefix
specified in the SYSTEM-card) based on the information of the simulation cell
provided in the input and the Kohn-Sham orbitals. Main parts of the constructed
input file for CASINO is shown in Fig. 5. As can be seen from the figure, the
primitive cell is provided first by writing the Bravais lattice basis vectors and the
atomic basis. Then the reciprocal grid of G vectors used in the DFT simulations
is provided. Finally for each spin, k point and band the corresponding Fourier
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Figure 5: Sketch of the wavefunction input file for CASINO. First the primitive cell
is defined with the Bravais lattice and the atomic basis. Then the grid of G-vectors
in the reciprocal lattice are procided. Finally for each spin component, k-point and
band the Fourier coe cients of the electron wave functions are written.
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coe cients of the electron orbitals in a plane wave basis (see section 3.4) are written.
The coe cients are usually in a complex form. In case of inversion symmetry in the
system real coe cients can be used, which gives a speed up by a factor of 4.
After a self-consistent DFT run, a post-processing script called pp.x must be
called in order to extract the self-consistent electron density into a separate file. The
script can be excecuted with a similiar command as for the pw.x:
$PARA_PREFIX pp.x $PARA_POSTFIX <in.pp> out.pp
Only one card is required in the input file of pp.x, called the INPUTPP:
&INPUTPP
prefix =Õ siliconÕ
outdir =Õ ./Õ
filplot =Õ sichargeÕ
plot_num = 0
/
in INPUTPP, prefix is required to be the same as in the pw.x-input file. The directory
for the output files is set to be the current directory, and the charge density is set to
be written to a file named "sicharge". Setting the value of the flag plot_num to zero
tells the pp.x to extract the charge density to "sicharge"-file.
Finally, after performing the DFT simulation with PWSCF, one should call a
routine of module upf2casino.f90, which converts the pseudopotential used in the
DFT simulation into a format suitable for CASINO. This is done by calling the
following command:
upf2casino.x <dft_pseudopotential> casino_pseudopotential
If instead the pseudpotential is taken from a library of CASINO, so that the files
are in format of CASINO, the pseudopotential must be turned into an upf format
before the DFT simulation. This is done with the subroutine casino2upf.f90. If the
CASINO formatted pseudopotential is called casino_pseudopotential and one wants
an upf file dft_pseudopotential for DFT simulations, the following command should
be used:
casino2upf.x <casino_pseudopotential> dft_pseudopotential.
4.3 Doppler
After a succesful DFT simulation Doppler can be used to evaluate the positron state
with the two-component DFT. Doppler must be provided with the self-consistent
charge density and the simulation cell. Information of both of these is included in the
charge file provided by the PWSCF post-processing script pp.x. If one in addition to
two-component DFT simulation wants to produce a CASINO input plane-wave file
including the positron orbital, the CASINO file including the electrons produced by
pw2casino.f90 script must be provided to Doppler as well.
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The main input file of Doppler is called "input". It includes keywords, followed by
values for the keyword flags in the following line. In preparation of CASINO input
for two-component systems one should pay attention to at least the following flags:
input_eldenval
.true. 4 sicharge
input_geometry
.true. 4 sicharge
input_elpwfn
.true. 1 silicon.pwfn.data
pw_cutoff
8.5
write_pwfn
.true.
setting the first entry of input_eldenval to .true. tells Doppler that there will be
an input for the electron density. Number 4 is a label for the file type specified by
the Quantum Espresso simulation, and sicharge is the name of the file including the
charge density. The same entries are given for the next flag specifying that the same
file will be used to get the geometry of the simulation cell. Then the program is told
that there is an electron plane-wave input file for CASINO, named silicon.pwfn.data.
The flag pw_cutoff is provided a cuto  value for the positron wavefunction, i.e.
the value determining how many G vectors are to be included in the plane-wave
expansion of the positron orbital. This value should be approximately the same as
the value ecutwfc in the pw.x input file. One should also note that this value is
given to Quantum Espresso in Rydbergs, whereas for Doppler this value should be
given in Hartree. Finally, by setting the flag write_pwfn to .true. can be instructed
the program to write the plane-wave input for CASINO that will include both the
electron and positron orbitals.
After the Doppler is excecuted by calling a binary called "atsup", it first performs
a two-component DFT relaxation. The self-consistent electron density, computed
without the e ect of the positron, is used to evaluate an e ective potential for the
positron. In this potential, the positron orbital is solved by taking a zero density
limit in the positron correlation functional.
The positron orbital is included in the CASINO input file consistently with
electrons by writing its Fourier coe cients in the reciprocal space, with the coe cients
corresponding to the same grid of reciprocal lattice vectors Gm as the electron
coe cients. The positron orbital is only represented in the   point, since there is only
a single positron in the simulations in the infinite crystal, which is in the minimum
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energy point   in the parabolic positron band, and it does not need to be evaluated at
multiple k points. The positron orbital can be taken from the two-component DFT
simulation by adding functionalities into the Doppler package [49]. After Doppler
has run the simulation for the desired system, it has the positron density calculated.
The positron orbital is calculated as Â+(r+) =
Ò
n+(r). Since Doppler computes the
positron density in real space, also the positron orbital will be in real space. In order
to obtain the orbital in reciprocal space, it needs to be Fourier transformed.
The Fourier tranform of the orbital is performed by adding a new module into
the Doppler source code. The module includes discrete fourier transform routines
from the fast Fourier transform package called the FFTW [53]. It defines the forward
and backward Fourier transforms as
Y (k1, k2, ..., kd) =
n1≠1ÿ
j1
n2≠1ÿ
j2
...
nd≠1ÿ
jd
X(j1, j2, ..., jd)e≠i2fik1j1/n1e≠i2fik2j2/n2 ...e≠i2fikdjd/nd
(143)
Y (k1, k2, ..., kd) =
n1≠1ÿ
j1
n2≠1ÿ
j2
...
nd≠1ÿ
jd
X(j1, j2, ..., jd)ei2fik1j1/n1ei2fik2j2/n2 ...ei2fikdjd/nd ,
(144)
respectively. Above, ni is the number of grid points in dimension i, ji is the grid
point label of i, ki represents the reciprocal space point coordinates, and Y and X
are the Fourier transformed and original functions in a finite grid. In order to not
lose information, the Fourier routines compute the transformed entity into a grid of
same size as the original function.
CASINO defines the Fourier transforms between the real and reciprocal grids as
fˆ(G) = 1 
⁄
 
f(r)eiG·rdr (145)
f(r) =
ÿ
G
fˆ(G)e≠iG·r, (146)
where fˆ(G) = (G) are now the Fourier coe cients of the reciprocal grid and
G1,G2, ...,GN are the reciprocal lattice vectors of a N dimensional space. If we
inspect, for example, the reciprocal space with the reciprocal basis vectors bi, the
reciprocal lattice vector components would be Gi = Aibi, where Ai are integer
coe cients. In this way the casino wave functions in 3N dimensions (N primitive
cells) are
 ˆ(G) = 1 N
⁄
 (r1, r2, ..., rN)eir1·G1 ...eirN ·GNdr1...rN (147)
 (r1, ..., rN) =
ÿ
G
 ˆ(G)e≠ir1·G1 ...e≠irN ·GNdG (148)
Thus we need to transform the positron wave function by using Eq.(144). If we
equate the exponential basis functions of the reciprocal space in Eqs.(144) and (147),
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we get Gi = 2fiki/ni. Then when we perform the Discrete Fourier transform, we can
only keep the coe cients that satisfy 12 |G|2 < Ecut, where Ecut is the energy cuto 
value used to choose the electron coe cients for the CASINO input by PWSCF. The
coe cients picked from the positron orbital that is transformed into the reciprocal
space are then merged by the Doppler with the CASINO input file, so that the positron
coe cients are written in the end of the Slater determinant file, presented in Fig. 5.
Care must be taken that the coe cients are in the order of the corresponding list of
G-vectors in the beginning of the file. Also the coe cients need to be normalized so
that they sum up to one, as qi--- ˆ(Gi)---2 = 1.
Then the obtained reciprocal space coe cient array cm (see Eq. 46) is merged
with the electron plane-wave input file of CASINO provided by PWSCF, so that the
coe cients are listed after the electron coe cients. The positron orbital is always
mapped to the   point. This merged plane-wave file is provided as an output from
Doppler with the name "pwfn.data".
It is good practice to check that the positron lifetime given by the Doppler is
approximately corresponding to the experimental results. In this way the quality
of the wave function provided for CASINO can be ensured. It is important to have
reasonably accurate electron and positron orbitals at this stage, since they are not
modified further by CASINO, that restricts it’s modifications into the Jastrow factor.
4.4 CASINO
After procedures described in the ealier stages of this section, all the necessary input
files can be provided for two-component VMC simulation. As default, CASINO
takes in 4 input files: input, correlation.data, <prefix>_pp.data and pwfn.data.
the pwfn.data-file, as described above, is constructed with the subsequent runs of
Quantum Espresso and Doppler. It holds the geometry of the simulation cell, the
reciprocal grid and the electron and positron orbitals. <pseudo>_pp.data includes
the pseudopotentials for di erent ions in the simulation cell. This can be obtained
from CASINO’s own pseudopotential libraries, or it can be obtained by calling the
Quantum Espresso excecutable upf2casino.f90, see Sec. 4.2.
Files input and correlation.data are the only ones that must be specified by hand.
input (see Fig. 6) holds all the the parameters needed to specify the details of the
simulation, and correlation.data (see Fig. 7) holds the Jastrow factor that is to be
optimized. Usually the adjustable parameters in correlation.data and input must
be found by experiment, starting from small simulations and adding accuracy and
computational power until the total energy of the system, or the variance of the total
energy, stops from changing.
In the input file, neu and ned specify the number of up- and down-spin electrons,
respectively. nhu then specifies the number of holes, or in our case positrons, in
the system. Then the program is told to treat the system with periodic boundary
conditions and in a plane-wave basis. The block npcell tells CASINO how many
times the simulation cell provided by PWSCF is to be multiplied as integer values
of the lattice vectors, i.e. the k point grid provided in the PWSCF’s input card
K_POINTS should be written here (see section 3.4). particles-block must always
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be provided when the system contains non-electron particles. The first entry specifies
the index for the particle, second and third the mass and charge, respectively, fourth
the spin and final entry names the particle. psis with entry "slater" is default, telling
that the non-Jastrow part of the wave function consists of one ore multiple Slater
determinants.
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Figure 6: input-file for CASINO, holding all the parameters for di erent options in
the QMC simulation.
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The flag runtype determines how the qmc is to be performed. Giving it a value
"vmc_opt" makes CASINO to perform wave funtion optimization, while the value
"vmc" is used only for expectation value evaluation. By setting newrun to "F" the
CASINO is made to produce a set of equilibration configurations before the actual
statistical accumulation. The number of equilibration configurations is determined
in the flag vmc_equil_nstep. The number of configurations used in the local energy
and other expectation value evaluations is given by flag vmc_nstep, which should
be at least as big as the value of flag vmc_nconfig_write, which is the number of
configurations to be written into a file for later use. vmc_nblock specifies how many
times during the statistics accumulation the energies, expectation values and other
data is written to the output. As the succeeding configurations generated from the
current wave function with a VMC sampling algorithm are usually correlated, not
all of the configurations should be used in the local energy evaluation. Thus the flag
vmc_decorr_period should be used. If it is set to 10 as in Fig. 6, CASINO will
produce 9 configurations after previous local energy evaluation before evaluating the
energy again. All of the obtained VMC data during the simulation can be collected
to a file named "vmc.hist" by setting the flag writeout_vmc_hist to "T".
The wave function optimization method is set with the flag opt_method, in the
case of the example figure a variance minimization method is chosen. opt_cycles
determines how many times a new set of vmc_nstep configurations are generated
after an optimized wave function. Setting opt_jastrow to "T" ensures that the
Jastrow factor is optimized. Also use_jastrow should be set to "T". There are many
expectation values that can be requested from CASINO before running VMC, but
in the example figure only densities of di erent spin components and the positron-
electron contact density is requested.
The block plot_expval is not an input for the actual VMC run, but it is there to
instruct a CASINO post-processing script how to plot obtained spin densities. It
tells a script called plot_expval to generate a file to be plotted in 2 dimensions, with
200◊ 200 grid, in the plane enclosed by the first and second lattice vectors. Block
plot_jastrow tells CASINO to plot Jastrow factor terms for spin 3 component, i.e.
for the positron, so that for u-term the Jastrow acting between up-electron (spin
component 1) and positron is plotted.
The file correlation.data in Fig. 7 includes the necessary information for defining
a Jastrow factor. First, the parameters of the u term in Eq. (94) are given.
Expansion order gives the value of Nu. The value of Spindep determines which
particle pairs will have their own u terms, and therefore optimizable parameters –i.
By setting the value to 3 gives separate u terms for parallel-spin electron, opposite-
spin electrons, down-electron-positron, up-electron-positron and positron-positron
pairs. The cuto  determines the sphere, in which the u term is optimized, and setting
a value 1 or 0 after the cuto  value tells whether the cuto  should be optimized or
not. Finally there are the parameter values for the u term, which are provided as
an empty list, meaning that all of them will start from zero and will be optimized.
Since we have demanded separate u terms for five di erent kinds of particle pairs and
set the value of Nu to be 4 in the example of the figure, the number of optimizable
parameters in all of the u terms in total will be 20.
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Figure 7: Casino input file holding the parameters of the Jastrow factor.
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The ‰-term is provided similarly to the u term in correlation.data. Value of N‰
is given for the line below the text "Expansion order". The value given to the line
below "spindep" determines how many particle types will have their own ‰-terms,
and parameter values are given as for the u term. In case of Spindep set to the
value of 2 we will have separate terms for all of the di erent spin types, i.e. for
up- and down spins and the positron. Therefore the number of parameters in the
parameter list will be 12 in the example shown in Fig. 7. There is also an option for
imposing the electron (or positron) cusp-conditions, but this is unnecessary when
pseudopotentials are used.
When starting a two-component wave function optimization with VMC, flag
runtype in the should be set to "vmc_opt". Then one should consider the number
of equilibration steps. Usually few thousand is enough. The number of statistics
accumulation steps determines how accurately the expectation values are evaluated
and the wave function optimized with the variation algorithm, but it is important to
notice that the accuracy will stop improving after certain number of steps. A good
practice is to keep increasing the value of the flag vmc_nstep until the total energy
of the system stops decreasing. The same practice should be used when determining
the value of opt_cycles. Usually few cycles with new set of configurations generated
from the previously optimized wavefunction are enough to reach ground state wave
function. The flag vmc_ncofig_write should be chosen by the criteria of how
many configurations generated by the optimized wave function one wants to save for
subsequent runs. As mentioned, the value of this flag can be as high as the value of
the flag vmc_nstep.
The serial correlation of the subsequently generated configurations should be
eliminated by setting the value of vmc_decorr_period to a value of higher than 10,
which is usually enough. An alternative method is to adjust the value of a flag called
correlation_time. CASINO also performs reblocking of data while running a VMC
simulation, so that it piles energies of succeedingly generated configurations into
blocks of di erent lenghts, averages the energies over the blocks, and evaluates the
variance of the local energy of the simulation as the variance of these block averages.
When the block lenghts are high enough, the variance describes the real variance
of an uncorrelated simulation. CASINO’s internal routines determines these block
lenghts and evaluates expectation values also based on this method. The user can
also do the reblocking manually after the simulation with the so-called plot_reblock
utility.
Besides the number of steps in the Monte Carlo evaluation of integrals, the
accuracy of a VMC simulation is a ected by the number of parametrers included in
the Jastrow factor. Thus one should consider the values of Expansion order and
Spin dep in the correlation data when the u- and ‰-terms are used. When positrons
are present, Spin dep should always be 3 for u term and 2 for ‰. Expansion order
should be at least 4, but this can be increased until the wave function optimization
cannot push the system energy any lower.
For each VMC cycle with di erent set of configurations CASINO produces the
Jastrow of the optimized wave function in files called correlation_out. < i >, where
i labels the di erent cycles of the simulation. These files are in the format of
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correlation.data, including the optimized Jastrow factors. They should be studied
with the corresponding energies and variances of the energy, and the file that has
produced the lowest variational energy should be copied over the empty Jastrow file
for subsequent runs.
After one has obtained a satisfactorily optimized Jastrow factor, it can be used for
evaluating expectation values with the e cient and accurate Monte Carlo integration
method. The input-file flag newrun should be set to "F", and the output file
conFig.out should be present in order to use the equilibration data saved in there
from the optimization run.
5 Results
5.1 Orbitals from density functional theory
The VMC tests for periodic systems with positrons were performed for a system of
silicon atoms arranged in the diamond structure, see Fig. 1. The simulation cell
was chosen as a DFT-relaxed structure with a lattice constant of 10.26 Bohr. The
lattice vectors and the atomic basis of the simulation cell can be seen in table 1 in
Sec. 2.2.1 as the parameters corresponding to the diamond structure. The number
of electrons in the simulation cell was 8.
In the DFT simulation the cuto -value for the plane-waves was chosen to have the
value of 9.0 a.u. The symmetries were switched o  so that the interface between Quan-
tum Espresso and CASINO would work consistently. A PBE exchange-correlation
functional was used, see Sec. 2.4.3. For the approximate solution of the electronic
orbitals in Eq. (32) a conjugate-gradient method was used. The convergence treshold
for the energy of the DFT simulation was chosen to be 0.5◊ 10≠8 a.u. A   point-
centered 2◊ 2◊ 2 k-point mesh was used. The pseudopotential used was a smooth
relativistic Hartree-Fock pseudopotential from Refs. [54, 55].
Table 2 presents the energy components obtained from the self-consistent DFT run.
The plane-wave cuto  value included 465 G vectors in the plane-wave representation
of the electronic orbitals.
Table 2: Energy components of the self-consistent DFT simulation performed for the
primitive cell of 2 silicon atoms in a FCC cell. The energy unit is Hartree/primitive
cell.
Energy component Results reference
Total energy –7.50123277144655 ≥–7.91[56]
Kinetic energy 3.32050937352954
Local potential energy –2.42868586421251
Non local potential energy 1.57458455379575
Electron-electron energy 0.662652665594480
Ion-ion energy –8.39947251180505
After the self-consistent DFT simulations the obtained electron density in a
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20◊ 20◊ 20 real space grid was given as an input to two-component DFT simulation.
Boronski-Nieminen positron correlation functional was used [10]. Two-component
DFT computations give a positron lifetime of 217.644 ps with the annihilation rate
of 4.782 ps≠1. The lifetime is reasonably close to the experimental value of 220 ps
[57] and to the all electron result of 211 ps in Ref. [58]. The positron state was
computed in the ground state at   point, where it’s energy eigenvalue was ≠0.284476
a.u. The DFT correlation energy of the positron was ≠0.292238 a.u.
5.2 Two-component variational Monte Carlo
5.2.1 Wave function optimization
The DFT computations for the primitive cell with the embedded positron provided
the wavefunctions of the form of Eq. (46) to be used as an input for VMC simulations.
The simulations were performed for a 2 ◊ 2 ◊ 2 supercell. In this way the VMC
simulation cell consists of 8 primitive cells with corresponding wavefunctions defined
at   points of the cells, see Sec. 3.4. Thus the number of electrons in the simulation
is 64, with equal number of up and down spins, and the number of positrons is one.
The positron orbital is defined at the   point of the primitive cell.
The number of the wave function optimization cycles was chosen to be 3, and
variance minimization was used. In order to see how the positron inclusion to the
system a ects the VMC convergence, a system with only electrons was compared
against three VMC simulations with di erent number of optimizable Jastrow param-
eters and configurations. At each separate VMC simulation with di erent number of
optimization parameters the number of configurations was chosen so that convergence
of the wave function was reached.
The simulation without a positron was performed with the Jastrow parameters
– and — optimized with the parameter numbers of Nu = N‰ = 8 for both the u
and the ‰ terms. Separate Jastrow components for up and down electron pairs,
parallel spin electron pairs and electron-nucleus pairs were used. At each optimization
cycle with di erent sets of Jastrow parameters the sampling was equilibrated with
6000 configurations produced before the actual configuration-generation run. The
configuration generation run consisted of 30000 steps. To prevent serial correlation of
the configurations, the energy sampling was performed at every 10th configuration.
Figure 8 shows the obtained local energies and their corresponding variances at
each optimization cycle for the system without positrons. The simulation starts with
the value of the Jastrow factor being zero, and hence the energy of the first cycle is
the Hartree-Fock energy of the Slater determinant of the form of Eq. (51). After the
Jastrow parameters are optimized based on the first set of configurations produced
by the Slater determinant of orbitals, the total energy converges for the succeeding
cycles to the value of ≠7.766 a.u. per primitive cell. However, the variance of the
local energy among the configurations continues to converge at the second and third
optimization cycles, after which it has the value of 1.089 a.u.
The VMC simulations with positrons included were performed with three di erent
parameter sets. In all of the cases the Jastrow cuto s were optimized. The number of
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parameters for Nu and N‰ were 4, 8 and 14 in di erent simulations, and their energy
and variance convergences are depicted in Fig. 8 with red, magenta and cyan lines,
respectively. In the case of 14 parameters for u and ‰ terms also an additional p
term was included in the Jastrow factor and optimized. The p term reduces errors at
the corners of the simulation cell [35]. The simulations with 4, 8 and 14 parameters
in the Jastrow components were optimized with the numbers of equilibration steps
being 3000, 6000 and 6000 and the number of statistics accumulation steps being
20000, 30000 and 80000, respectively.
The simulations with the positrons show that the parameter optimization does not
converge as quickly as the one without them. The energies after the first optimization
in the second cycle are all between ≠7.8 and ≠7.82 au per primitive cell, and the
energy with 4 Jastrow parameters is even lower than the one with 8. After convergence
with the fourth configuration set the local energies with 4 and 8 parameters are close
to each other with values of ≠7.815 and ≠7.816 au, respectively. The simulation
with 14 Jastrow parameters has a lower value of ≠7.820, since the larger number of
Jastrow parameters and the additional p term are able to describe the correlations
more accurately and therefore lower the energy.
The most accurate simulation with 14 Jastrow parameters has an energy di erence
of ≠0.044 a.u. per primitive cell with the simulation without positrons. The
simulation cell is 8 times the primitive cell, and thus the positron correlation energy
per positron in our calculations is ≠0.432 a.u. In DFT parametrization of correlation
energy by Boronski and Nieminen [10] the correlation energy for a single positron in
homogenous electron gas, with the density of the average valence electron density of
our simulation cell, is ≠0.33 a.u. This means that we get approximately 50% higher
value for the correlation energy than Boronski and Nieminen, if we approximate the
electron density in the simulation cell to be homogenous. However, the system under
study in our case is not homogenous. When considered nuclear repulsion and other
di erences between our silicon lattice and the homogeneous system considered by of
Boronski and Nieminen, the di erence is acceptable. However, further studies are
needed to better understand the convergence of our result.
Table 3: Energies and standard deviations of the VMC simulations.
Simulation Energy Standard deviation
Electron system –7.765679503879 0.000744857154
Nu = 4 –7.815332418940 0.001036707380
Nu = 8 –7.816038837580 0.000746161173
Nu = 14 –7.820035950441 0.000471730369
The convergent variance of the simulation with 4 Jastrow parameters is higher
than the rest of the variances with and without positrons, which are very close to
each other around a value of approximately 1.114 a.u.2 per primitive cell. This large
di erence may be due to the lower number of equilibration steps with the simulation
with 4 Jastrow parameters.
Table 3 sums up the energies and standard deviations of the simulations.
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Figure 8: The VMC energy and variance of the primitive cells in the sampled
systems. The values are presented for each cycle of wavefunction optimization, so
that each value corresponds to a certain parameter set of the Jastrow factor. The
blue dashed line represents a system without positrons, and the rest of the lines
represent VMC simulations with di erent values of Nu and N‰ (see eqs. (94) and
(96))
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5.2.2 The Jastrow factor
Figure 9 presents all the components of the Jastrow factor of the wavefunction
optimized with VMC by using the values of Nu = N‰ = 14. The Jastrow factor
includes 4 components for the interparticle correlations of the u term: antiparallel
spin electron pairs, parallel spin electron pairs, positron-electron pairs and positron-
positron self interaction term. These are shown with blue lines in Fig. 9. There
are also two components for the ‰-term: electron-nucleus and positron-nucleus
correlations. These are depicted in red in Fig. 9. All of these six components are
optimized by altering their corresponding cuto s and 14 optimizable terms – (u
term) and — (‰-term).
The electron-electron u terms show that the correlations cause the wavefunction
to have smaller values when electrons approach each other. This e ect is stronger
when electrons have antiparallel spins and no Pauli repulsion. As the distance
between the electrons increases, the correlation e ects converge towards zero. In the
case of electron-positron pair the correlation e ects cause the wavefunction to have
larger values at shorter distances due to screening. The correlation e ects seem to
behave in the same way as the antiparallel electron pairs, but with sign reversed. In
the case of only one positron in the system, the p-p- term is not relevant.
The correlations between electrons and nuclei make the electrons to be at greater
probability close to the nuclei. As the distance between electrons and the nuclei
increases the ‰-term decreases monotonically to zero. In the case of the positron-
nucleus term the behaviour is non-monotonical, as it has very small values close
to the zero distance, then a minimum at a distance of 0.76 a.u., and at greater
distances it increases monotonically towards zero. This behaviour seems to follow the
behaviour of the local part of the pseudopotential used. These results will become
more relevant when separate pseudopotentials are constructed for the positrons. At
present this analysis has little meaning.
5.2.3 Positron density
With the optimized wavefunction with Nu = N‰ = 14, a statistic accumulation run
was performed with 6000 equilibration steps and 100000 configurations, so that with
the serial correlation correction the positron density was accumulated with 10000
configurations by computing the expectation value of the operator p+(r) = ”(r≠ ri,+)
from the set of configurations. CASINO performs the density sampling in the
reciprocal space, and the obtained density was Fourier transformed into real space
according to Eq. (146).
Figure 10 shows 3D plots of the simulation cell atoms and electron and positron
densities. The Si atoms are shown as yellow spheres. Electron density isosurfaces
are depicted in blue, whereas positron density is plotted in red. The electron density
is plotted at high density values in all of the pictures, and it can be seen that the
resulting isosurfaces are found from between the atoms in the areas of covalent bonds.
At the top of Fig. 10, there are pictures of the simulation cell with zero (left) and
low (right) positron density values. The isosurfaces of low positron density are found
from close to the atoms. As the value of the isosurface is increased, first in the
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bottom left picture the positron density is found to lie in interstitial regions and low
electron density. There are isosuraces in two di erent kinds of regions. The first
region has the positron isosurfaces around the covalent bonds between the atoms.
The second has as far from the atoms as possible. This second region is also where
the highest valued isosurfaces of the positron density are found, as can be seen from
the bottom right picture.
The behaviour of the positron density obtained from the two-component VMC
simulations is reasonable. The second second region of isovalues in the bottom left
picture referred to above is probably due to noise. Noise also clearly has a role on
the results in the high density plot.
59
0 2 4 6 8
r ij  (au)
-1
-0.5
0
0.5
1
u i
j
 
0 2 4 6 8
r ij  (au)
-1
-0.5
0
0.5
1
u i
j
 
0 2 4 6 8
r ij  (au)
-1
-0.5
0
0.5
1
u i
j
 +
0 2 4 6 8
r ij  (au)
-1
-0.5
0
0.5
1
u i
j
+ +
0 1 2 3 4 5
r iI  (au)
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
iI
Electron-nucleus
0 1 2 3 4 5
r iI  (au)
-1
0
1
2
3
4
5
6
iI
Positron-nucleus
Figure 9: The values of the u and ‰ parameters of the Jastrow factor as a function
of distance. The first two rows show the optimized Jastrow parameters for electrons
with antiparallel spins, same-spin electrons, electron-positron pairs and positron
positron pairs. The two lowest figures show the electron-nucleus and positron-nucleus
terms of the Jastrow factor, i.e. the ‰-terms.
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Figure 10: Plots of the positron density in the simulation cell of diamond silicon. The
Si atoms are depicted in yellow. The electron density is plotted as a blue isosurface
of high density values. Positron density isosurfaces are depicted as red. The di erent
pictures correspond to di erent positron isovalues. Top left: zero positron density.
The electrons are found in between the atoms at the positions of the atomic bonds.
Top right: Low positron density is found around the atoms. Bottom left: Higher
values of positron density. Bottom right: Very high values of positron density.
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6 Conclusions
In this thesis, an overview of the theory of computational positron simulation in
solids was presented. Particular focus was in implementing a variational Monte Carlo
(VMC) method for solid state systems including positrons, so that the two-component
density functional theory (TCDFT) results could be used as an input. The future aim
in the two-component VMC simulations is to obtain an optimized wave function for
more accurate simulations using the so called di usion Monte Carlo method. After a
thorough presentation of VMC method the two-component VMC implementation was
introduced, and the results obtained from the simulations using the implementation
were shown.
The two-component VMC implementation was done by expanding, interfacing
and using three separate simulation packages, namely PWSCF (DFT), Doppler
(TCDFT) and CASINO (VMC). The DFT simulations were performed, and the
quality of the TCDFT results were confirmed by comparing the resulting positron
lifetimes with an experimental result. Two-component VMC simulations converged
with reasonable computation e ort, and the positron inclusion gave lower energies
for the simulation system than the computations with no positrons. The Jastrow
parameters were found to describe electron and positron correlations reasonably well.
Finally the positron density of the VMC optimized wave function was computed,
and it was found to correspond, at least qualitatively, the densities obtained from
TCDFT simulations.
Even thought the trial wave function of the test system with an included positron
was found to converge, it was not accurate enough to accurately describe some system
properties, such as the electron-positron contact density. While it is possible to
continue the VMC optimization with larger number of optimization parameters,
a more reasonable way to continue is to modify CASINO so that it is able to
perform di usion Monte Carlo simulations with the two component VMC results.
This should be doable with the VMC implementation done in the thesis. Also the
trial wave function should be represented in a more suitable basis than the plane
wave basis so that less computational power could be used in the simulations. In
addition separate pseudopotentials for the positrons should be evgaluated. The
implementation performed in this thesis provides a good starting point for QMC
simulation of positrons in solids.
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