We are interested in finding a family of solutions to a singularly perturbed biharmonic equation which has a concentration behavior. The proof is based on variational methods and it is used a weak version of the Ambrosetti-Rabinowitz condition.
Introduction
This paper was motivated by some results for the following class of semilinear elliptic equations ǫ 2 ∆u + V (x)u = f (u), in R N , u ∈ H 1 (R N ). (1.1) This problem has recently been extensively studied, see for example [3, 5, 6, 7, 9, 10, 14, 15] and the references therein. The existence and concentration of spike-layered solutions was first studied by Floer and Weinstein in [6] in the one dimensional case. Later, Oh in [9] and [10] extended this result to higher dimensions considering a larger class of nonlinearities. These results have inspired Rabinowitz in [14] to deal with this class of problems, considering the so called Rabinowitz condition under the potential V,
In [14] , it is used a mountain-pass type argument to show the existence of a ground-state solution to (1.1) where ǫ = 1. In [15] , Wang proves that the maximum points of the solutions obtained in [14] converge to a global minimum point of V as ǫ → 0, characterizing the concentration behavior of this family of solutions. In [5] , del Pino and Felmer developed a method to obtain a family of solutions concentrating around a local minimum point of V . In [7] , Jeanjean and Tanaka proved the same result obtained in [5] , but with the nonlinearity f satisfying weaker assumptions. More specifically, they considered the case where f neither satisfies the monotonicity condition on the function s → f (s)/s, nor the so called Ambrosetti-Rabinowitz condition (AR) 0 < µF (s) ≤ f (s)s, for all s = 0 and for some µ > 2.
The purpose of this paper is to provide similar results to the following biharmonic Schrödinger elliptic equation
The nonlinearity f will be assumed to satisfy a weaker superlinearity condition than (AR). More specifically, we assume the following conditions on f and V :
(V 2 ) 0 < V 0 := inf
(f 1 ) f ∈ C 1 (R). Our main result is the following.
Theorem 1.1. Assume that conditions (V 1 ), (V 2 ) and (f 1 ) − (f 5 ) hold. Then for each sequence ǫ n → 0, along a subsequence, there exists a nontrivial weak solution u n of (1.2) (with ǫ = ǫ n ). Moreover, if x n is the maximum point of
In [11] , we establish the same conclusion of Theorem 1.1 in the case of the potential V satisfies a local condition given by del Pino and Felmer in [5] .
Although so many of our arguments were inspired in the works mentioned above, it is worth pointing out that some of them have to be deeply modified because of some difficulties that the lack a general maximum principle to the biharmonic operator gives rise. For instance, in [15] Wang uses a Harnack type inequality to prove the uniform decay of some translations of solutions that we were not able to find to biharmonic subsolutions. Hence, we use an L ∞ estimate from Ramos [13] and an L p estimate from Agmon [1] in order to prove the same result to the fourth-order operator. Some arguments about compactness in Nehari manifolds found in [2] seems to be useful in this argument too. Finally, the lack of a standard form of the Ambrosetti-Rabinowitz condition in our work represents some difficulty to prove that the (P S) sequences are bounded, which required some arguments of Miyagaki and Souto in [12] and also represents a difficulty to prove that the Nehari manifold is homeomorphic to the unitary sphere in H 2 (R N ). This last problem can be dropped out using some arguments of Weth and Szulkin in [16] . This paper is organized as follows. In the second section, we use some arguments of [14] to prove the existence of a family of solutions to (1.2). The third section is devoted to prove that this family has a concentration behavior.
Existence
In main result this section is the following:
Then there exists ǫ 0 > 0 such that problem (1.2) has a nontrivial weak solution u ǫ provided that ǫ < ǫ 0 .
We observe that (1.2) is equivalent to the problem 1) and the equivalence among the solutions u ǫ of (1.2) and v ǫ of (2.1) is given by u ǫ (ǫx) = v ǫ (x). In order to use variational methods, lwe consider the Sobolev space H 2 (R N ) endowed with the inner product
which gives rise to the following norm
.
From now on we denote by
We consider the functional I ǫ defined on E ǫ by
where
for all u, v ∈ E ǫ . Hence, critical points of I ǫ are weak solutions of (2.1).
Our first lemma provides conditions under which I ǫ satisfies the geometric hypotheses of the Mountain Pass Theorem.
Lemma 2.1. Assume that conditions (f 2 ) − (f 4 ) hold. Then, for each ǫ > 0 there exist ρ, r > 0 and ϕ ∈ E ǫ with ϕ ǫ > r, such that
Proof. Using (f 2 ) and (f 3 ) and the Sobolev embeeding, we can prove that for all η > 0, there exists a constant C(η) > 0 such that
Hence, by choosing η ∈ (0, 1/2), there exists a small r > 0 in such a way that
Then,
Therefore, I ǫ (tu) → −∞ as t → +∞ and the proof is complete. As a consequence of Lemma 2.1, for every ǫ > 0,there corresponds a minimax value associated with (2.1) and given by
In order to get least energy solutions for (2.1), consider the Nehari manifold
Unlike in [14] , when f does not satisfies the Ambrosetti-Rabinowitz condition things become much more difficult to prove that N ǫ is homeomorphic to the unitary sphere in E ǫ . However, following some arguments found in [16] , we can show that N ǫ is homeomorphic to the unitary sphere using the superlinearity condition (f 4 ). Hence, similar analysis to that in [14] shows that
and N ǫ = {ϕ ǫ (u)u; u ∈ E ǫ \{0}}, where ϕ ǫ (u) > 0 is such that I ǫ (ϕ ǫ (u)u) = max t≥0 I ǫ (tu). Hence, every solution in the level c ǫ is a least energy solution. We now use some arguments of Jeanjean and Tanaka in [7] and Miyagaki and Souto in [12] to prove that the Palais-Smale sequences of I ǫ are bounded.
Proof. Suppose by contradiction that v n ǫ → ∞ as n → ∞. Let us define
We claim that one of the two statements holds:
ii) There exist (y n ) ⊂ R N and constants R, β > 0 such that lim inf
Indeed, suppose that ii) does not hold. Then for all R > 0,
Hence (i) is proved to hold, and the claim is verified.
Suppose that i) holds. By (f 2 ), (f 3 ) and i), for all µ > 0,
For every µ > 0 and n sufficiently large, we have
By (3.7) and (2.5) it follows that lim inf
, for all µ > 0.
Since I ǫ (0) = 0 and I ǫ (v n ) → c as n → ∞, we have s n ∈ (0, 1) for every n sufficiently large. Therefore,
On the other hand,
which contradicts (2.7) because R 0 > 0 is arbitrary. Therefore, we conclude that i) does not hold, and consequently ii) occurs. From this, we can definē
andw(x) = 0 almost everywhere in a subset Σ of B R (0) with positive measure. Since (I ǫ (v n )) is bounded, we have
(2.8)
which contradicts (2.8), and the proof is complete.
The following result establishes the existence of a ground-state solution to the corresponding problem to (1.2) for the case of a constant potential V . The proof can be carried out following the same arguments employed by Rabinowitz in [14, Theorem 4.23].
Lemma 2.3. Suppose that f satisfies (f 1 ) − (f 5 ). Then, there exists a groundstate solution to the following problem
where I α is the energy functional associated to (2.9) and
The following result gives us an estimate to the energy level c ǫ , provided ǫ is sufficiently small. Proposition 2.1. Let c V∞ be the minimax energy level associated to (2.9) with α = V ∞ . Then there exists ǫ 0 > 0 such that c ǫ < c V∞ , for all ǫ ∈ (0, ǫ 0 ).
Proof. Let w be a solution of (2.9) such that I V∞ (w) = c V∞ . Fix a function
2 , the previous inequality and (V 2 ) imply that
Note that there exists R 1 > 0 such that for all R > R 1 ,
From (2.11), (2.13) and the definition of v R , it follows that
which implies that
(2.14)
Let γ R := max t≥0 I V∞ (tv R ) and note that
We now verify that γ R = c V∞ + ψ(R), where ψ(R) → 0 as R → ∞. In fact, we observe that
Following [16] , we can prove that ϕ V∞ :
Since w is a solution of (2.9) with α = V ∞ , it follows that
Take R 2 > 0 sufficiently large such that
follows from (2.16), (2.17), (2.14) and (2.12), that
which implies that c ǫ < c V∞ , provided 0 < ǫ < δ/(R 0 + 2) := ǫ 0 .
Remark 2.1. We observe that if the functional I ǫ satisfies the (P S) c condition for all c < c V∞ , then the proof of Theorem 2.1 would be complete. In fact, combing this condition with the Mountain Pass Theorem, there exists a weak nontrivial solution v ǫ of (2.1) for every ǫ > 0 sufficiently small.
The remainder of this section will be devoted to the proof of the following result.
Proposition 2.2. The functional I ǫ satisfies the (P S) c condition for every c < c V∞ .
The proof is carried out by a sequence of lemmas.
Lemma 2.4. Let ǫ > 0 and (u n ) be a (P S) c sequence for I ǫ in E ǫ , such that u n ⇀ u in E ǫ . The sequence v n := u n − u is a (P S) d sequence to I ǫ , where
Proof. We first show that I ǫ (v n ) → c − I ǫ (u), as n → ∞. In fact, by the weak convergence and Brezis-Lieb Lemma (see [4] ), it follows that
and I ǫ (v n ) → c − I ǫ (u), as n → ∞ as desired. In order to prove that
, from the weak convergence and the Brezis-Lieb Lemma, it follows that
Proof. Let s n > 0 be such that s n v n ∈ N V∞ . We claim that lim sup
In fact, suppose by contradiction that there exist a subsequence (s n ) and δ > 0 such that
Using the facts that
From (V 2 ) it follows that for a given η > 0, there exists R > 0 such that
By Lemma 2.2 and the Sobolev embeddings, it follows that
We now claim that there exist R 1 , β > 0 and a sequence (y n ) ⊂ R N such that lim inf
In fact, on the contrary, for all R 1 > 0,
By Lion's Lemma (see [8] ), v n → 0 as n → ∞ in L q (R N ) for all 2 < q < 2 * . Since by (f 2 ) and (f 3 ), for ν > 0, there exists C ν > 0 such that |f (s)s| ≤ ν|s| 2 + C ν |s| p+1 , for all s ∈ R, it follows from Sobolev embeddings that
This implies that v n → 0 in E ǫ , which contradicts our assumption. Letv n (x) = v n (x + y n ) and note that using the same arguments that in Lemma 2.2, one can prove that (v n ) is a bounded sequence in E ǫ . Hence, v n ⇀v in E ǫ along a subsequence. By (2.21),v = 0 in a positive measure subset Λ ⊂ B R1 (0). Using Fatou's Lemma, (f 5 ), (2.19) and (2.20) it follows that
which is impossible because ∀η > 0 is arbitrary. This contradiction proves that (2.18) holds. Therefore, we have two cases to consider:
ii) lim n→+∞ s n = 1. If i) occurs, then there exists a subsequence (s n ) such that s n → s < 1. We can also consider that s n < 1 for all n ∈ N. From Remark 1.1, it follows that
Taking n → ∞, we obtain that c V∞ ≤ d as required. which is the desired conclusion.
Suppose that ii) holds. In this case,
Therefore, it remains to prove that
For any R > 0, the Sobolev embeddings and the continuity of V imply
Hence,
By (V 2 ), given η > 0 there exists R > 0 sufficient large such that
Using that (v n ) is bounded and Sobolev embeddings, yields
By (2.24) and (2.22), we have
By the mean value theorem,
and the result follows after passing to the limit n → ∞. As a consequence of the above lemma, we have:
Finally we can proceed with the proof of Propostion 2.2.
Proof of Proposition 2.2. Let (u n ) be a (P S) c sequence for I ǫ . By Lemma 2.2, (u n ) is a bounded sequence in E ǫ . Then there exists u ∈ E ǫ such that u n ⇀ u in E ǫ . If we denote by v n = u n − u, it follows that v n ⇀ 0 in E ǫ . By Lemma 2.4, it follows that (v n ) is a (P S) d sequence for I ǫ , where
Since u is a weak solution of (2.1), then I ǫ (u) ≥ c ǫ > 0 and d ≤ c < c V∞ . By Corollary 2.1, v n → 0 in E ǫ and proof is complete. Therefore, Remark 2.1 implies that there exists a nontrivial weak solution v ǫ to (2.1) for every ǫ > 0 sufficiently small, and Theorem 2.1 follows.
Concentration
In this section our goal is to prove the concentration phenomenon stated in Theorem 1.1. Invoking Lemma 2.3, let w ∈ H 2 (R N ) be a ground state solution to the problem
We begin by showing the following limit:
Note that w ǫ → w in H 2 (R N ) and I V0 (w ǫ ) → I V0 (w) as ǫ → 0 where I V0 is the energy functional associated to (3.1). Let ϕ ǫ (w ǫ ) be such that ϕ ǫ (w ǫ )w ǫ ∈ N ǫ . Suppose that ϕ ǫ (w ǫ ) → 1 as ǫ → 0. Note that
Using the Lebesgue Dominated Theorem, it follows that lim sup
On the other hand, since
It remains to prove that
We claim that (ϕ ǫ (w ǫ )) is bounded. In fact, on the contary, there exists ǫ n → 0 such that ϕ ǫn (w ǫn ) → +∞. Let Σ ⊂ R N be such that |Σ| > 0 and w(x) = 0 for all x ∈ Σ. Hence, calling Remark 1.1, it holds for all n ∈ N that
On the other hand, by (f 4 ) and Fatou's Lemma it follows that lim inf
which implies that w ǫn 2 ǫn → +∞, as n → ∞, which contradicts the fact that w ǫn → w as n → ∞.
We can now verify that ϕ ǫ (w ǫ ) 0 as ǫ → 0. In fact, on the contrary there exists ǫ n → 0 such that ϕ ǫn (w ǫn ) → 0 as n → ∞. By (f 2 ) − (f 3 ) one can prove that
Hence by (3.2) and (3.3), one can see that w ǫn ǫn → 0, which contradicts the fact that w ǫn → w and I V0 (w) = c V0 > 0. Then there exist α, β > 0 such that
Using that w epsilonn → w in H 2 (R N ) and w is a solution of (3.1), it follows by (f 5 ) that ϕ ǫ (w ǫ ) → 1.
In the following, we consider a sequence (ǫ n ), with ǫ n → 0 as n → ∞, and let u ǫn be a solution of (1.1) given by Theorem 2.1. Let v n (x) := v ǫn (x) = u ǫn (ǫ n x) . Similar arguments employed in proof of Lemma 2.2 show that (v n ) is a bounded sequence in H 2 (R N ).
Lemma 3.2. There exists (y n ) ⊂ R N and R, β > 0 such that
Proof. Suppose the assertion of the lemma is false. Then by Lemma I.1 of [8] (with q = 2 and
where 2 < r < 2 * . Hence by the Lebesgue Dominated Convergence Theorem, we get
Then c ǫn → 0 as n → ∞, which contradicts Lemma 3.1 and this contradiction proves the lemma.
Define the function w n (x) = v n (x + y n ) = u n (ǫ n x + ǫ n y n ). Note that w n satisfies Proof. Suppose by contradiction that there exists a subsequence (ǫ n y n ) such that ǫ n y n → ∞ as n → ∞. Since (w n ) is a bounded sequence, there exists
where 2 ≤ q < 2 * as n → ∞. Note that by (3.5), w 0 = 0. From (V 2 ), one can prove that w 0 satisfies (2.9) with α = V ∞ .
Using (V 2 ), Lemma 3.1 and Fatou's Lemma, we get
which give us a contradiction.
Note that by the last result, we can assume that there exists x 0 ∈ R N such that ǫ n y n → x 0 as n → ∞. We can suppose also that w n ⇀ w 0 in H 2 (R N ) where w 0 = 0. Proof. By (3.4) and elliptic regularity theory, one can prove that in fact w n → w 0 in C 4 loc (R N ) as n → ∞. Then for each x ∈ R N , w 0 satisfies the following equation
and there exists 0 < τ ≤ 1 such that τ w 0 ∈ N V0 , where N V0 denotes the Nehari manifold associated to (3.1). Fatou's Lemma and Remark 1.1 imply that
and this implies that τ = 1. Therefore w 0 ∈ N V0 and
Proof. By Lemma 3.1, we have
which implies that I V0 (w n ) → c V0 as n → ∞. We now prove that ϕ V0 (w n ) → ϕ 0 > 0 along a subsequence. We first observe that there exists M > 0 such that |ϕ V0 (w n )| ≤ M , ∀n ∈ N. In fact, since w n 0 there exists δ > 0 such that w n H 2 (R N ) > δ along a subsequence. On the other hand, since I V0 (w n ) → c V0 and I ′ V0 (w n )w n = 0 for all n ∈ N, it is easy to see that (w n ) is a bounded sequence in
Hence, ϕ V0 (w n ) → ϕ 0 ≥ 0. We now observe that ϕ 0 > 0, otherwise
. Therefore, we conclude the lemma from the next result. In the proof of the next result we use some arguments of Alves and Figueiredo found in [2] .
Proof. By the Ekeland Variational Principle, we can assume that (z n ) is a (P S) cV 0 sequence for I V0 in H 2 (R N ). Then it is possible to show that I ′ V0 (z) = 0 which implies that z ∈ N V0 . Using Remark 1.1 and Fatou's Lemma, it follows that
which implies that I V0 (z) = c V0 . (3.6)
Let v n = z n −z and note that by Brezis-Lieb Lemma, (v n ) is (P S) d sequence for I V0 where d = c V0 − I V0 (z) = 0. Note that v n ⇀ 0 in H 2 (R N ) and we claim that in fact v n → 0 in H 2 (R N ). On the contrary, if v n 0 in H 2 (R N ), we can use the same arguments than in Lemma 2.5 to prove that (v n ) is a (P S) d sequence to I V0 for d ≥ c V0 > 0. But this contradicts the fact that (v n ) is a (P S) 0 sequence and this contradiction proves the lemma.
Combing Lemma 3.5 with the Sobolev embeddings, it follows that w n → w in L 2 * (R N ) as n → ∞. Therefore, we obtain Lemma 3.7. w n (x) → 0 as |x| → ∞, uniformly in n.
Proof. By the uniform L ∞ estimates to solutions of subcritical biharmonic equations given by Ramos in [13] , we have
where C is independent of n. Given any x ∈ R N , the function w n ∈ L q (B 1 (x)) for all q ≥ 1. By [1, Theorem 7.1] it follows that
with C > 0 being a constant independent of x and n. If q > N , we have the continuous imbedding W 4,q (B 1 (x)) ֒→ C 3,α (B 1 (x)) for α ∈ 0, 1 − By (3.7), it follows that |w n (x)| → 0 as |x| → ∞ uniformly in n.
In order to prove the concentration behavior of solutions, we claim that there exists ρ > 0 such that u n L ∞ (R N ) = w n L ∞ (R N ) > ρ, for all n ∈ N along a subsequence. In fact, if w n L ∞ (R N ) → 0, since for all η > 0 there exists A η > 0 such that |f (s)s| ≤ η|s| 2 + A η |s| p+1 , for all s ∈ R, it follows that
In particular, for 0 < η < 1/2, we have
Hence, if w n L ∞ (R N ) → 0, then w n 2 H 2 (R N ) → 0 as n → ∞, which contradicts the fact that w n → w and w = 0. Let x n be the maximum point of |u n | in R N . Then p n := x n − ǫ n y n ǫ n is the maximum point of |w n |. By Lemma 3.7, there exists R 0 > 0 such that p n ∈ B R0 (0) for all sufficiently large n. Then, along a subsequence p n → p 0 as n → ∞. Hence x n = ǫ n p n + ǫ n y n → x 0 as n → ∞, which proves Theorem 1.1.
