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Abstract
The Ghanaian Cedi has recently experienced persistent depreciation against it’s major trad-
ing partners. This paper investigates the role inflation and monetary policy plays in the per-
sistent depreciation. The paper makes use of the ARDL and Bounds test of cointegration as
well as the Toda & Yamamoto (1995) Augmented Granger Causality test to determine the long
and short run dynamics of the impact of monetary policy and inflation on exchange rates in
Ghana, using data ranging from 1970 to 2017. The paper finds short-run depreciation effect of
contractionary monetary policy on the exchange rate, reflecting the exchange rate puzzle. The
long run results however show an appreciating effect. Inflation is also found to depreciate the
currency both in the short and long-run. The causality tests also reveal a bi-directional relation-
ship between the exchange rate and the inflation rate, while a unidirectional causal relationship
exists between monetary policy and the exchange rate. The paper recommends that inflation
stabilization policies should be prioritized in Ghana, as a means to curb the rising exchange
rates. Improvement in the terms of trade through export promotion should also be given the
needed attention as this is found to appreciate the currency in the long-run.
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1 Introduction
The recent surge in free trade among countries has made the exchange rate one of the most signifi-
cant macroeconomic variable that is widely studied in the literature. Exchange rates have an effect
on the returns to trade among countries as it determines the value of exports and imports. As a
result, exchange rate stabilization has become a major target for governments of most developing
countries. Being heavily import dependent, developing countries have had to face a recurring de-
preciation of their currencies. This has had a very significant effect on domestic businesses that
are mostly dependent on imported raw materials and intermediate goods. The exchange rate has
implications for the rate of economic growth of countries because of the effect it has on the demand
for imports and exports.
The demise of the Bretton Woods system in 1973 has seen countries abandon the fixed exchange
rate system and adopt floating exchange rate systems. The exchange rate is now determined by the
demand and supply of a currency against other currencies. This change has exposed the exchange
rate to severe volatility as it is easily affected by factors that affect the demand and supply of a
particular currency. The exchange rate is therefore one of the most volatile macroeconomic variable
today. This has triggered attempts to understand the effect of fluctuations of other macroeconomic
variables on the exchange rate. Both country-specific and cross-country studies on factors affect-
ing the exchange rate have been conducted worldwide and these factors have been well documented.
Theories such as the International Fisher’s Effect (IFE), Purchasing power parity (PPP) and
Mundel Fleming models have linked exchange rates to inflation and interest rates (Ebiringa &
Anyaogu, 2014). The IFE and PPP theories for instance establish a depreciating effect of high
inflation on the local currencies of countries. The IFE states that the future spot exchange rate is
determined by the nominal interest rate differential (Sundqvist, 2002). The theory suggests that
countries with high interest rates will have their currencies depreciating with increasing nominal
interest rates, compared to their trading partners, reflecting differences in the expected inflation
(Ebiringa & Anyaogu, 2014). Countries with high interest rates have high levels of inflation rates
rates than those with lower interest rates. Hence, the currency depreciates when inflation rates
are high. The PPP, attributable to Cassel (1918) also states that the equilibrium rate of exchange
between currencies is determined by the quotient between the purchasing power of both currencies.
Therefore, when a county’s rate of inflation rises compared to its trading partners, it’s currency
will depreciate and vice versa.
Ghana has experienced a consistent decline in the value of the currency against the major trading
currencies. Several measures undertaken by the Bank of Ghana, such as the re-denomination of the
currency in 2007 has seen little success. This situation has shifted a lot of attention into examining
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the factors responsible for the continuous depreciation of the currency. This paper therefore seeks
to determine if the rising levels of inflation has been particularly responsible for the rising exchange
rates. The paper also seeks to test the validity of the exchange rate puzzle for Ghana.
The paper adopts an ARDL and Bounds testing technique to determine the short and long run
dynamics of the relationship between the exchange rate, the inflation and monetary policy rate
in Ghana, using annual time series data ranging from 1970 to 2017. A test of long-run causality
will also be done to further establish these relationships. The paper hypothesizes that higher
inflation rates and expansionary monetary policy lead to exchange rate depreciation, in line with
conventional macroeconomic thinking.
2 Relevant Literature
2.1 Theoretical Review
The international Fisher’s Effect (IFE) otherwise known as the Fisher’s hypothesis , credited to
Irving Fisher establishes a relationship between the differences in nominal interest rates and the
spot exchange rates between countries. It suggests that the future spot exchange rate is determined
by the nominal interest rate differential (Sundqvist, 2002). It states specifically that, the exchange
rate is expected to change in opposite direction to the interest rate differential. It is an extension
of the Fisher effect, which shows that the differences between the nominal interest rate and the
real interest rate is the expected inflation. hence, a higher interest rate differential reflects a higher
rate of inflation. Therefore, countries with low interest rates have a lower inflation rates compared
to countries with high interest rates. High rates of inflation in a country is therefore expected to
lead to a depreciation of the currency of the country compared to the her trading partners. This
theory therefore establishes a positive relationship between the exchange rates and the inflation rate.
The Purchasing Power Parity (PPP) also establishes a relationship between the price level and
the exchange rates across countries. The theory states that the rate of exchange between the curren-
cies of two countries is determined by the ratio of the purchasing power between the two countries.
The theory builds on the Law of one Price (LOP) which asserts that the tradable value of goods
across countries will be equal if converted to the same currency (Adrangi et al., 2011). If this is
not the case, the exchange rates between these countries will adjust to ensure that the value of the
good remains the same across countries. The theory therefore attempts to quantify the relationship
between exchange rates and inflation by establishing that, exchange rates are caused by differences
in the inflation rates across countries (Kara & Nelson, 2002). Therefore, higher inflation rates in
one country will lead to the depreciation of its currency. This is due to the fall in the demand for its
exports relative to its imports. This adjustment in the exchange rate is expected to continue until
the inflation rate is equalized across countries. Though theoretically appealing, the PPP theory
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has faced several criticism from empirical studies. Much of the criticisms have been based on it’s
assumptions which are considered unrealistic, its neglect of the effect of the supply and demand of
foreign exchange and the fact that it rarely occurs. Eleftheriou & Mu¨ller-Plantenberg (2018) argue
that the prices of traded goods affect the exchange rate through two major means, the price level
effect and the interest rate effect. The price level effect reflects the PPP theory. They however
argue that the two effects move in opposite directions. Hence the interest rate effect works to
neutralize the price level effect, suggesting that market arbitrage is not a conducive condition for
the PPP theory. They rather argue that the main force driving the exchange rate is the currency
market pressure.
The interest rate parity theory has mostly been used to explain the relationship between interest
rates and exchange rates. The theorem links the the forward exchange rate to the market interest
rate differential (Aliber, 1973). In other words, the interest rate charge reflects the exchange value
of a currency with other currencies (Ebiringa & Anyaogu, 2014). Therefore, lower interest rates is
associated with lower exchange value of the domestic currency (depreciation) and higher interest
rates implies higher exchange value (appreciation) of the domestic currency. This assertion is in
line with traditional macroeconomic thinking that higher interest rates or contractionary mone-
tary policy tends to appreciate the domestic currency while lower interest rates or expansionary
monetary policy depreciates the currency. Hnatkovska et al. (2016) however find that contrary to
conventional thinking, contractionary monetary policies lead to depreciation of the currencies of
developing countries, a phenomenon they call the exchange rate puzzle. This paper will attempt
to determine if the exchange rate rate puzzle exist for Ghana, in the short and long run.
2.2 Empirical Review
Expansionary monetary policy is generally known to result in the depreciation of a country’s cur-
rency relative to its trading partners, while contractionary monetary policy leads to currency ap-
preciation. High interest rates lead to a fall in output, relative domestic prices and demand, which
includes demand for imports. Lower domestic prices implies higher export demand which increases
the demand of the local currency relative to other currencies, resulting in domestic currency ap-
preciation. Several empirical studies have established this fact. Zettelmeyer (2004) studies this
situation for Austria, Canada and New Zealand. He finds that on average, a 100 basis point con-
tractionary shock appreciates the currency by 2 to 3 percent. Using intra-day data, Kearns et al.
(2006) also study the impact of monetary policy on the exchange rate in the US economy. They
find that a 25 basis point monetary policy tightening will cause the dollar to appreciate by 0.35%.
They further argue that the effect depends on how the tightening affects the expectations of future
monetary policy. If expectations are revised by the full amount of the change in interest rates, the
impact on exchange rates is higher. Khordehfrosh Dilmaghani & Tehranchian (2015) also find sim-
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ilar results for selected developing economies using a GMM approach. They find that expansionary
monetary policy depreciates the currencies of developing countries while contractionary monetary
policy appreciates the currency.
Hnatkovska et al. (2016) however discover an exchange rate puzzle. They find that unlike developed
countries, contractionary monetary policy depreciates the currencies of developing countries. They
identify three major channels through which monetary policy affects the exchange rate, namely;
the liquidity demand effect, the fiscal effect and the output effect. The liquidity demand effect
leads to currency appreciation in response to contractionary monetary policy while the output and
fiscal effects lead to currency depreciation. They argue that for developing countries, the effect of
the output and fiscal effects outweigh that of the liquidity effect, resulting in currency depreciation.
They call this phenomenon the exchange rate puzzle. De Leo et al. (2017) however argue that
the source of the puzzle was more empirical than theoretical. They argue that the puzzle emerged
because of the failure of Hnatkovska et al. (2016) to account for responses of developing economies
to business cycle shocks in the US economy. They argue that if these shocks are accounted for,
the puzzle disappears. They basically see the exchange rate puzzle as a consequence of model
misspecification.
This controversy calls for further analysis of this relationship especially on country by country ba-
sis. In this spirit, this paper will attempt to determine the short and long run impact of monetary
policy on the exchange rate, for the Ghanaian economy.
Several country-specific studies have established a significant relationship between inflation,
monetary policy and the exchange rate. The nature of the relationships are however varied across
studies. Ali et al. (2015) studies the impact of interest rates, inflation and money supply on the
exchange rate volatility in Pakistan using a Vector Error Correction Model (VECM), for monthly
data from July-2000 to June-2009. They find that contrary to conventional thinking, higher infla-
tion leads to the appreciation of the currency of Pakistan. Higher interest rates were also found to
depreciate the currency. This goes against earlier findings of Bashir & Luqman (2014) for Pakistan.
They find that high inflation depreciates the currency, using time series data from 1972 to 2013.
Abbas et al. (2012) also explore the relationship between interest rates, inflation and the exchange
rate for 10 African countries for a 15 year period. They find positive but insignificant relationships
between inflation, interest rates and the exchange rate, using OLS estimations. Amin et al. (2018)
find similar insignificant results for Bangladesh, using VECM on time series data from 1980 to
2015. Ebiringa & Anyaogu (2014) use ARDL cointegration analysis to explore the exchange rate,
inflation and interest rate relationships for Nigeria using time series data from 1971 to 2010. They
find a positive relationship between inflation and the exchange rate, and a negative relationship
between interest rates and the exchange rate.
Nucuet al. (2011) also study the relationship between exchange rate and key macroeconomic vari-
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ables for Romania. The results establishes a direct relationship between exchange rate, inflation
and the interest rate.
The review reveals the varied nature of the relationship between inflation,monetary policy and
the exchange rates across countries. This makes it relevant to undertake a study for Ghana to
understand the dynamics of the effect of these variables on the exchange rate. Previous studies
in this area have concentrated on the effect of exchange rates on inflation. Mahamadu & Phillip
(2003) for instance study the relationship between inflation and exchange rate for Ghana. Their
empirical results show that inflation is positively related to the money supply and exchange rate.
Nchor et al. (2015) also study the effect of exchange rates on inflation for the Ghanaian economy,
using data from 1991 to 2013. They find that in the short run, depreciation of the Ghana Cedi
increases inflation. Adu et al. (2015) also find evidence of an exchange rate pass through effect for
Ghana, using quarterly data from 1980 to 2014. They further find that positive supply side shocks
appreciate the exchange rate while demand side shocks depreciate the exchange rate.
Other macroeconomic variables such as GDP growth rates, external debts, and trade openness have
been identified by other authors as significantly affecting the exchange rate. This paper will control
for some of these variables.
2.3 Evolution of the Ghana Cedi and Exchange rates in Ghana
After independence in 1957, Ghana dropped the British West African pound and adopted the
Ghanaian pound between 1958 to 1965. In 1965, the government adopted the decimal system and
hence changed the currency to the Cedi, which after undergoing several revisions through the years
was renamed the Ghana cedi in 2007, after a re-denomination exercise which was meant to help
manage the rapid depreciation of the currency.
Ghana’s story with the exchange rate started with the abandonment of the British west African
pound. Ghana used a fixed exchange rate regime from 1957 to 1982 in line with the Bretton Wood
agreement. The cedi was fixed to the British pound up to 1966 and the American dollar up to 1982
by law. The economic liberalization of 1983, following the Economic Recovery Program and the
subsequent Structural Adjustment Program, saw a slow movement of the exchange rate till 1991
when the inter-bank exchange rate system was adopted. Currently, Ghana runs a managed float
system. The exchange rate is determined by the forces of demand and supply but with some level
of intervention by the Bank of Ghana.
Some major events in the exchange rate history include, several devaluation episodes from 1983
until 1991 when the inter-bank system was adopted. Persistent inflation significantly eroded the
value of the cedi until 2007 when the government decided to re-denominate the currency and the
name was changed to the Ghana cedi. This has however not helped much as the currency continues
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to depreciate significantly against the major trading currencies in the world. The graph below
shows the trends in exchange rates, policy rate and inflation from 1970 to 2017.
Figure 1: Trends in Exchange rate, Inflation and Monetary policy
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3 Methodology
3.1 Data and Variable Description
The data sets for the estimations are retrieved from the 2018 World Bank Development Indicators
data set for Ghana and from the Bank of Ghana database. The time period ranges from 1970 to
2017. This time period was chosen based on data availability. The independent variable is the
exchange rate, represented by the end of period exchange rate rate (Local currency per dollar). By
this definition, a high value of the exchange rate implies a depreciation of the local currency while
a lower value implies an appreciation. The independent variables of interest include, Consumer
price index which proxies for inflation and the monetary policy rate and money supply which are
the tools of monetary policy. A broad measure of money is taken here. Specifically, the paper uses
M2+ (Millions of GHS) which is the highest monetary aggregate used by the Bank of Ghana. It
is the sum of M2 and foreign currency deposits. Control variables include the GDP growth rate,
government consumption expenditure as a percentage of GDP, terms of trade, which is proxied by
the net barter terms of trade index, and debt service on external debt as a percentage of GDP.
Consumer price index, the monetary policy rate and the money supply are obtained from the bank
of Ghana database, while the rest of the variables are are obtained from the 2018 Word Develop-
ment Indicators database.
By way of a prior expectations, CPI is expected to have a positive relationship with the exchange
rate as conventional economic theory stipulates. The monetary policy rate is expected to have a
negative effect on the exchange while money supply is expected to have a positive effect. GDP
growth rate and the terms of trade index are expected to have a negative effect on the exchange
rate, while government expenditure and debt servicing are expected to have a positive effect.
3.2 Estimation Technique
To determine the long and short run effects of monetary policy and inflation on the exchange
rate, the paper uses the Autoregressive Distributed Lag model (ARDL) and Bounds testing of
cointegration, espoused by Pesaran et al. (2001). The advantage of this technique is that it works
with a combination of I(0) and I(1) integrated processes, unlike the Vector Error Correction which
requires that all the series be I(1). Hence the long-run relationships can be accurately estimated
irrespective of the order of integration, as long as no series is I(2). Also, since the ARDL model
ensures that each underlying variable stands as a single equation, the problem of endogeneity is
managed well (Nkoro et al., 2016). However, before the ARDL model can be used, preliminary tests
such as stationarity needs to be conducted to ensure that no variable is I(2), and the determination
of the appropriate number of lags required for the model., The bounds test of cointegration then
has to be conducted to determine the existence of long run relationships. The error correction
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model will then be estimated to determine the short run dynamics of the model. For the results
to be valid, the model must pass diagnostic tests of heteroscedasticity, autocorrelation and model
stability.
The general form of the model is specified as:
exch = f(mpr, cpi, gdp, tot, gxp, dse,ms)
The specific form of the model is is written as:
lnexch = β0 + β1lnmpr + β2lncpi+ β3gdpg + β4lntot+ β5lngxp+ β6lndse+ β7lnms+ t (1)
Where lnexch is the log of exchange rate, lnmpr is the log of the monetary policy rate, lncpi is
the log of CPI, gdpg is GDP growth rate, lntot is the log of terms of trade, lngxp is the log of
government consumption expenditure(% of GDP), lndse is log of debt service on external debt
(% of GDP) and lnms is the log of money supply. β0 is the intercept and β1, β2, ..., β7 are the
respective coefficients. t is the random error term.
3.3 Test of Stationarity
Nkoro et al. (2016) defines non-stationary series as a stochastic process that contains unit roots
or structural breaks. A time series is non-stationary if it has a time-varying mean and variance
(Gujarati & Porter, 2009). To run an ARDL model, the order of integration of the various series
used is very important. As stated earlier, it is important that no variable is an I(2) series. For this
paper, the Augumented Dickey Fuller test is used to determine the stationarity of the variables.
The ADF test is a test of the presence of unit root in a series. This test is better than the standard
Dickey- Fuller test because it is still valid even if the errors are correlated. The general ADF test
model is stated as:
∆Yt = γ0 + ρ1Yt−1 +
n∑
i=1
γi∆Yt−i + µi (2)
Where ∆ is the difference operator. The null hypothesis of the test is that the series contains a
unit root process. This is the same as saying ρ1 = 0. Failure to reject the null hypothesis leads
means the series is non-stationary. This test will be conducted on all the variables in the model.
3.4 ARDL Bounds Test of Cointegration
Cointegration tests are necessary for the establishment of long- run relationships between variables.
This idea was formalized by Granger (1981) and Engle & Granger (1987). The presence of coin-
tegration provides the statistical basis on which an error correction model can be run. The error
correction model provides both the short and long-run dynamics of the relationships between the
variables. The ARDL bounds test of cointegration, attributable to Pesaran et al. (2001) will be
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used in this paper. This technique is used because of several advantages it has over other conven-
tional Johanson cointegration test. First, it does not require any unit root pre-testing and also
allows for various variables to have different optimal lags (Ozturk & Acaravci, 2010). Model (1) is
parametized in ARDL form as:
∆lnexcht = α+
k1∑
j=1
bj∆lnexcht−j+
k2∑
j=0
cj∆lnmprt−j+
k3∑
j=0
dj∆lncpit−j+
k4∑
j=0
ej∆gdpgt−j+
k5∑
j=0
fj∆lntott−j
+
k6∑
j=0
gj∆lngxpt−j+
k7∑
j=0
hj∆lndset−j+
k8∑
j=0
ij∆lnmst−j+β0lnexcht−1+β1mprt−1+β2lncpit−1
+ β3gdpgt−1 + β4lntott−1 + β5lngxpt−1 + β6lndset−1 + β7lnmst−1 + µt (3)
∆ is the difference parameter. bj , cj , dj , ej , fj , gj , hj , ij are the short-run parameters while β0, β1, ..., β7
are the long run parameters.
The bounds test of cointegration basically conducts a joint significance test of all the long-run
parameters. The null hypothesis therefore is that there exist no long run relationships. Pesaran
et al. (2001) provide a set of critical values for I(0) and I(1) variables. The I(0) critical bounds
assume that all the variables are I(0) or in other words, there is no cointegration and the I(1)
critical bounds assumes that all the variables are I(1), suggesting the presence of cointegration.
The updated test computes the critical values and the p-values according to Kripfganz & Schneider
(2018). The null hypothesis is rejected if the p-values of the the critical values, are less than the
desired level of significance.
3.5 Error Correction Model
If the bounds test establishes the existence of cointegration in the model, the ARDL model is
reparametized into an error correction model which which espouses the long-run and short-run
relationships. Equation 4 and 5 below show the long-run and short-run ECM equations respectively.
lnexcht = α+
m∑
i=1
φilnexcht−1 +
m∑
i=1
βi1mprt−1 +
m∑
i=1
γilncpit−1 +
m∑
i=1
δigdpgt−1 +
m∑
i=1
θilntott−1
+
m∑
i=1
Φilngxpt−1 +
m∑
i=1
ρilndset−1 +
m∑
i=1
ϕilnmst−1 + µt (4)
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∆lnexcht = a0+
k1∑
j=1
bj∆lnexcht−j+
k2∑
j=0
cj∆lnmprt−j+
k3∑
j=0
dj∆lncpit−j+
k4∑
j=0
ej∆gdpgt−j+
k5∑
j=0
fj∆lntott−j
+
k6∑
j=0
gj∆lngxpt−j +
k7∑
j=0
hj∆lndset−j +
k8∑
j=0
ij∆lnmst−j + ψECTt−1 + t (5)
The error correction term ECTt−1 represents the speed of adjustment. It represents how much of
deviations away from the long-run results are corrected each period. The coefficient ψ is expected
to be negative and statistically significant.
For the results to be valid, the model must be free from heteroscedasticity and autocorrelation.
The models must also be dynamically stable. Heteroscedasticity test will be conducted using the
White’s test. The Breusch-Godfrey test will also be used to test for autocorrelation. The CUSUM
and CUSUM squared graphs will be used to determine if the model is dynamically stable.
3.6 Causality Tests
The paper also seeks to determine the direction of causality between exchange rate, inflation and
the monetary policy variables used in the model. This follows from the findings from the literature.
Most authors for instance have focused on the impact of exchange rate on inflation rather than
the direction of causality taken by this paper. The goal here will be to determine if such long-run
reverse causation between these variables in the Ghanaian economy.
The paper will resort to the approach of Toda & Yamamoto (1995) in estimating long-run causality
between time series variables.
It is noted generally that the use of conventional Granger (1969) causality test among cointegrated
series may end up in spurious results (Aziz et al., 2000). Toda & Yamamoto (1995) argues that
the F-statistic of the Granger causality test may not be valid since it’s distribution is not standard
when the series is cointegrated. The Toda & Yamamoto (1995) test is applied to level VARS ir-
respective of whether they are cointegrated or not. The test procedure involves the estimation of
an augmented VAR (p + d) model. Where p is the optimal lag length for the original VAR and d
is the maximum order of integration of the variables. The test involves two basic stages. The first
stage involves the determination of the maximum order of integration d and the optimal lag length
of the VAR. For this paper, the Akaike Information Criteria(AIC) is used to determine the optimal
lag length. The second stage involves the estimation of the VAR (p + d) system and conducting
the relevant tests of causality.
Concentrating on only the main variables of interest in this paper, the Toda & Yamamoto
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(1995) test equations, in line with Seabra et al. (2005) are presented as:
lnexch =
k+d∑
i=1
α1ilnexcht−1 +
k+d∑
i=1
β1ilncpit−1 +
k+d∑
i=1
φ1ilnmprt−1 +
k+d∑
i=1
ϕ1ilnm2gdpt−1 + µ1i (6)
lncpi =
k+d∑
i=1
β2ilncpit−1 +
k+d∑
i=1
α2ilnexcht−1 +
k+d∑
i=1
φ2ilnmprt−1 +
k+d∑
i=1
ϕ2ilnmst−1 + µ2i (7)
lnmpr =
k+d∑
i=1
φ3ilnmprt−1 +
k+d∑
i=1
α3ilnexcht−1 +
k+d∑
i=1
β3ilncpit−1 +
k+d∑
i=1
ϕ3ilnmst−1 + µ3i (8)
lnms =
k+d∑
i=1
ϕ4ilnmst−1 +
k+d∑
i=1
α4ilnexcht−1 +
k+d∑
i=1
β4ilncpit−1 +
k+d∑
i=1
φ3ilnmprt−1 + µ4i (9)
Out of these estimations the various direction of causality can the be tested using a Wald test. The
test and the various null hypothesis are presented in tabel(7) in the analysis. The null hypothesis
is rejected when the p-value of the test statistic is less than the chosen level of significance.
4 Estimation Results and Interpretations
4.1 Summary Statistics
Summary statistics of the variables used in the model are presented in the tables below. Exchange
rates had a mean value of 0.687 and standard deviation of 1.093. Monetary policy rate averaged
20.198% with a variance of 10.307. Money supply, proxied by M2+ averaged about GHS6850m
over the period. M2+ is defined as the sum of M2 and foreign currency deposits. The CPI has
averaged 37.18 over the entire period with a variance of 59.257. It can be inferred that the CPI
has been very volatile over the period.
Exchange rate has a negative correlation with the monetary policy rate as expected. It suggests
that high policy rates appreciate the currency while lower policy rates depreciate the currency.
Exchange rate also has a positive correlation with the money supply. These correlations reflect
the conventional idea that expansionary monetary policy depreciates the currency while a contrac-
tionary monetary policy appreciates it. The correlations between exchange rate, the money supply
and the CPI are very high. This could suggest that money supply and inflation are very significant
determinants of exchange rates in Ghana. The CPI is found to be highly correlated with money
supply as expected.
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Table 1: Descriptive Statistics and Correlation Matrix
Variable Mean Std Dev Min Max 1 2 3 4 5 6 7 8
1 Exchange rate(GHS/$) 0.687 1.093 0.001 4.351 1.000
2 Monetary policy rate 20.198 10.309 5.5 45 -0.135 1.000
3 Consumer Price index 37.818 59.279 0.002 232.257 0.9866 -0.191 1.000
4 M2+ (millions of GHS) 6850.523 15197.04 0.044 66170.1 0.9611 -0.110 0.948 1.000
5 Terms of Trade index 141.628 37.231 89.216 215 0.330 -0.639 0.377 0.385 1.000
6 Gov’t Con. Exp. (% of GDP) 10.633 2.077 5.861 15.308 -0.121 0.328 -0.126 -0.1345 -0.173 1.000
7 Debt serv. on External debt (% of GDP) 3.908 2.570 0.890 10.498 -0.3618 0.718 -0.434 -0.3284 -0.634 0.212 1.000
8 GDP growth rate 1.568 4.688 -14.455 12.424 0.431 0.007 0.482 0.366 0.021 0.333 -0.152 1.000
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4.2 Stationarity test results
As stated earlier, stationarity test of the various variables used in the model is done using the
Augmented Dickey Fuller test. The results are presented in the table below.
Table 2: Augmented Dickey Fuller Test of Stationarity
Variable Level 1st Difference Order
lnexch -0.079 -4.768*** I(1)
lnmpr -1.810 -4.702*** I(1)
lncpi -2.885** I(0)
lnms -2.237 -3.738*** I(1)
gdpg -3.398** I(0)
lntot -1.832 -4.738*** I(1)
lngxp -3.071** I(0)
lndse -1.674 -4.656*** I(1)
*** shows significance at 5%
** shows significance at 1%
The order of integration shows that some of the variables are stationary at levels whiles some
are only stationary at first difference. The combination of I(0) and I(1) variables necessitates the
use of the ARDL model.
4.3 Bounds Test of Cointegration Results
Before the ARDL Bounds test of cointegration is run, it is necessary to determine the optimal
number of lags that are necessary for the model. Using the Akaike Information Criterion, an
optimal lag order of 3 is chosen for the model. The lag order chosen is ARDL(2,1,1,1,1,1,1,1). The
Bounds test of cointegration results are presented in the table below:
Table 3: Pesaran et al. (2001) bounds test results
Critical values 10% 5% 1%
I(0) I(1) I(0) I(1) I(0) I(1)
F 2.258 3.704 2.732 4.392 3.901 6.079
t -2.439 -4.056 -2.822 -4.537 -3.612 -5.532
Test results
value p-values
I(0) I(1)
F 8.427 0.000 0.001
t -5.302 0.000 0.015
H0: No level relationship
1
The p-values lead to the rejection of the null hypothesis at 5%. This implies that there is
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cointegration among the variables. In other words, there exist long run relationships among the
variables. This then allows for the estimation of the error correction model which provides the
long-run results as well as the short-run adjustments.
4.4 Long-Run and Error Correction Results
The table below presents the results for the long-run model as well as the short-run error correction
model.
Table 4: Estimated results for ARDL , Long-Run and Short-run ECM.
Dependent variable: Lnexch, ARDL(2,1,1,1,1,1,1,1)
Regressor Coefficient Standard Error P-Value
Long-Run Results
Lnmpr -0.634** 0.242 0.016
lncpi 0.533** 0.210 0.019
lntot -1.859*** 0.425 0.000
lngxp -0.429 0.334 0.212
lndse 0.588*** 0.130 0.000
lnms 0.427** 0.157 0.013
gdpg 0.091*** 0.023 0.001
Error Correction Model
lnexcht−1 0.228* 0.129 0.091
∆lnmpr 0.435* 0.241 0.085
∆lncpi 0.269 0.0.478 0.580
∆lntot 2.184*** 0.423 0.000
∆lngxp 0.226 0.238 0.354
∆lndse 0.047 0.143 0.745
∆lnms -0.189 0.441 0.672
∆gdpg -0.026 0.018 0.154
Intercept 4.497 2.051 0.024
ECTt−1 -0.919** 0.173 0.000
Log likelihood = 19.77 R-Squared = 0.8681
Ajusted R-squared = 0.7721
*** shows significance at 1%
** shows significance at 5% * Shows significance at 10%
From the table, the error correction term is -0.919 and statistically significant at 1%. This im-
plies that 91.9% of any disequilibrium in exchange rates in the current period is corrected in next
period. This means the model reflects a very fast rate of convergence to the long-run equilibrium.
The short-run results show that the lag of exchange rate, monetary policy rate and the terms of
trade index have a significant effect on the exchange rate. Other variables held constant a 1%
increase in past values of exchange rates causes current exchange rates to rise by 0.228%. This
results suggests some inertia in the behavior of exchange rates. Monetary policy rate has a pos-
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itive short-run effect on the exchange the exchange rate. Other variables held constant, a 1%
increase in the monetary policy rate increases the exchange rate by 0.435%. This result confirms
the existence of an exchange rate puzzle in the short-run. Contractionary monetary policy depicted
by higher policy rates, result in the depreciation of the currency2, ceteris paribus. The long-run
results however shows a negative relationship as expected conventionally. A 1% increase in the
policy rate reduces the exchange rate by 0.634% in the long-run ceteris paribus. This implies that
contractionary monetary policy in the long-run will appreciate the currency while an expansionary
monetary policy will depreciate the currency. This result is further supported by the long-run
coefficient of money supply. Money supply shows a positive relationship with exchange rate in the
long run. A 1% increase in the money supply results in a 0.403% depreciation of the Ghana cedi.
This is significant at 5%. This implies that irrespective of the monetary policy tool adopted, the
long-run effect of an expansionary monetary policy is a depreciation of the local currency.
CPI is found to have a positive effect on the exchange rate both in the short and long run. The
short run result is however statistically insignificant. The long-run results shows that a 1% increase
in the price level will depreciate the Cedi by 0.532%. This implies that in the short-run, higher
inflation may not have a significant effect on the exchange rate. However in the long-run, higher
inflation depreciates the currency. Terms of trade is found to have a very strong effect on the ex-
change rate rate both in the short and long run. The short-run effect is positive while the long-run
effect is negative. The negative sign of the long-run coefficient is as expected. A 1% increase in
the terms of trade index reduces the exchange rate by 1.859%. Higher terms of trade implies a
rise in value of exports. This implies that export demand is high and hence, the local currency
appreciates. The coefficient is significant at 1%. The positive sign of the short-run coefficient is
against a prior expectations. The short-run results shows that a one percent increase in the terms
of trade depreciates the Cedi by 2.184%. This relationship, though unexpected is possible. This is
especially true when the factors driving the rise in export value is not related to the the demand
for exports, but due to other factors such as higher cost of production. In cases like these, higher
terms of trade will reflect higher prices rather than a rise in export demand. This scenario has the
tendency to depreciate the currency.
Government spending was found to have a negative effect on exchange rates in the long-run,
while the short-run effect is positive. Both coefficients are however not statistically significant.
Debt service on external debt also has a depreciating effect on the exchange rate in the long-run
and short-run as expected. The short-run effect is however not statistically significant. In the
long-run, a 1% increase in debt service on external debt depreciates the currency 0.588% 3. This is
2Note: Per the definition of the exchange rate, a higher value implies a depreciation of the local currency.
3Higher debt service implies higher demand for foreign currency which results in the depreciation of the local
currency
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significant at 1% level. GDP growth rate is also found to have a positive and significant effect on
exchange rate in the long-run. A 1 percentage point increase in GDP growth rate will depreciate
the currency by 9.1%, other factors held constant. The short-run effect is negative but statistically
insignificant.
4.5 Diagnostic tests results
To ascertain the validity of the results, tests for autocorrelation, heteroscasticity and stability must
be conducted. The results for the various tests are presented in the sections below.
4.5.1 Heteroskedasticity
Heteroskedasticity exists in a model when the error variance is non-constant across observations
or across time. The presence of heteroskedasticity inflates the variances and hence affect precise
estimation and inferences. The White’s test of heteroskedasticity is used in this paper. The results
are presented below:
Table 5: White’s Test of Heteroskedasticity
H0: Homoskedasticity
Ha: Unrestricted heteroskedasticity
Chi-square p-value
39.00 0.4246
The p-values leads to failure to reject the null hypothesis. This suggests the that the error
variances are homoskedastic.
4.5.2 Autocorrelation
Autucorrelation generally occurs when the error terms are correlated across time or across obser-
vations. This also affects the standard errors of the coefficients and hence affects precise estimation
and inferences. The Breush-Godfrey test of autocorrelation in time series data is used in this study.
The test results are presented below:
Table 6: Breusch-Godfrey Test of Autocorrelation
H0: No serial correlation
Ha: Autocorrelation
Chi-square p-value
1.993 0.1580
The p-value leads to failure to reject the null hypothesis. This implies that the model is free
from autocorrelation.
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4.5.3 Stability
Stability test is conducted using the cumulative sum (CUSUM) and cumulative sum of squares
(CUSUMSQ) attributable to Brown et al. (1975). These test are general tests of structural breaks
and do not require an a prior determination of where the structural breaks occur (Ozturk &
Acaravci, 2010). The CUSUM and CUSUMSQ graphs are presented below:
Figure 2: CUSSUM Graphs: Test for Stability
(a) CUSUM graph
(b) CUSUMSQ graph
The figure shows that that the plot of the CUSUM and CUSUMSQ fall within the 5% critical
bounds. This implies that the model is dynamically stable.
4.6 Causality Test Results
To further determine the validity of the long-run model, a levels causality test is conducted between
the main variables of interest in the model. The Toda & Yamamoto (1995) procedure is used in this
paper. The optimal lag length for the VAR, p according to the the Akaike information criterion
(AIC) is 3. lnexch, lnmpr, lnm2p are all I(1) while lncpi is I(0). Therefore, the maximum order
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of integration , d is 1. A VAR(4) is therefore run. The test results are are presented in the table
below:
Table 7: Toda & Yamamoto (1995) Augmented Granger causality test
Null hypothesis Wald-test statistic P-value
Lncpi does not Granger cause Lnexch 8.30** 0.0403
Lnexch does not Granger cause Lncpi 11.87*** 0.0078
Lnmpr does not Granger cause Lnexch 11.03** 0.012
Lnexch does not Granger cause Lnmpr 4.22 0.2391
Lnms does not Granger cause Lnexch 6.95* 0.074
Lnexch does not Granger cause Lnms 3.49 0.3221
Lncpi does not Granger cause lnmpr 3.57 0.3117
Lnmpr does not Granger cause Lncpi 3.09 0.3775
Lnms does not Granger cause Lncpi 10.27** 0.0164
Lncpi does not Granger cause Lnms 11.82*** 0.008
Lnmpr does not Granger cause Lnms 16.14*** 0.0011
Lnms does not Granger cause Lnmpr 3.63 0.3046
*** shows significance at 1%
** shows significance at 5%
* shows significance 10%
The results show that both money supply, the policy rate and the CPI granger cause the
exchange rate, as expected. There however is a bi-directional causality between exchange rate and
CPI. Several studies have actually focused on the effect of exchange rate on inflation and have
found that higher exchange rates lead to higher inflation. Monfared & Akın (2017), Osabuohien
et al. (2018) find this positive effect for Iran and Nigeria respectively. Much care must therefore be
taken in exploiting the relationship between these two variables.
There doesn’t appear to be any causality between the monetary policy rate and the CPI, as the
p-values of both directions of causality leads to failure to reject the null hypothesis. There however
appears to be a bi-directional relationship between money supply and the CPI. Money supply is
expected to granger cause CPI. However CPI is not expected to granger cause money supply. The
finding of a bi-directional relationship is therefore unexpected and presents an empirical relationship
that can be further explored.
The monetary policy rate is also found to granger cause money supply. Given the broader definition
of money supply used, such a relationship is expected. Components of M2+ which are interest
bearing are likely to be be affected by the policy rate.
As reguired, the causality test results are robust to autocorrelation.
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5 Summary and Conclusions
The recent persistent depreciation of the Ghana Cedi has stirred up a discussion on the factors re-
sponsible for this phenomena. Popular among the culprits have been inflation and monetary policy.
The study therefore centered on the impact of inflation and monetary policy on the exchange rate.
Additionally, I sought to determine the direction of causality between inflation, exchange rates and
monetary policy. The main goal is to understand the dynamics of the relationship between these
variables as a basis for policy formulation and implementation. A data set covering the period
1970 to 2017, compiled from the WDI database and the Bank of Ghana database was used. The
study used the end-of-period exchange rate as the dependent variable. the consumer price index
(CPI) was used as a measure of inflation. The monetary policy rate and the money supply (broadly
defined) were the main monetary policy tools used. Other variables such as GDP growth, terms of
trade, government expenditure and debt servicing are controlled for. The paper adopted an Auto
regressive distributed lag model (ARDL) and Bounds test of cointegration to explore the long-run
and short-run dynamics of the relationships. The augmented granger causality test by Toda &
Yamamoto (1995) is used to perform long-run causality test.
The results established a long-run depreciating effect of contractionary monetary policy on the local
currency, irrespective of the tool of monetary policy used. Inflation is also found to depreciate the
currency in the long-run as expected. Terms of trade, and government expenditure were found to
have and appreciating effect on the currency while GDP growth rate depreciates the currency in
the long-run.
The error correction term also showed a very high rate of adjustment towards the long-run
equilibrium. The short-run model reveals that that lag-value of exchange rates has a positive and
significant effect on the exchange rate. The results also showed a positive short run relationship
between the policy rate and exchange rate. This result is against a prior expectations and reflects
the presence of an exchange rate puzzle in the short-run. Terms of trade is also found to have a
short run positive effect on the exchange rate.
The causality test results confirm that inflation and monetary policy indeed affect the exchange
rate. It also reveals bi-directional relationships between inflation and exchange rates. Similar
bi-directional relationships were found between inflation and money supply.
The results lead to the conclusion that the rising inflation in the contributes to the depreciation
of the local currency in Ghana. Both the long and short-run effects are consistent, although
the latter was not statistically significant. It can also be inferred that contractionary monetary
policy appreciates the currency in the long-run. The short-run effect was however the opposite.
Contractionary monetary policy tends to depreciate the currency in the short-run. The exchange
rate puzzle espoused by Hnatkovska et al. (2016) is confirmed to exist in Ghana in the short-run.
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The implication of this is that the bank of Ghana should act more carefully in attempting to use
monetary policy to stabilize the exchange rate in the short-run.
6 Policy Recommendations
Based on the findings in this paper I make the following recommendations.
• Inflation stabilization should be given more attention in an attempt to stabilize the exchange
rate. Measures put in place to stabilize the inflation rate will contribute to stabilizing the
exchange rates. The discovery of a bi-directional relationship between these two variables
also implies that more research should be conducted into the dynamics of the relationship
between these variables to better inform policy making.
• Contractionary monetary policy is also found to depreciate the local currency in the short-
run. The use of monetary policy as a tool to stabilize the exchange rate should therefore be
done with caution.
• Terms of trade was found to have the strongest impact on exchange rates both in the short
and long run. Therefore, efforts should be made to improve the value of Ghana’s exports.
This will help stabilize the exchange rates.
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