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ABSTRACT 
 
 
 
 
NASA/GFZ’s Gravity Recovery and Climate Experiment (GRACE) twin-satellite 
mission, launched in 2002 for a five-year nominal mission, has provided accurate 
scientific products which help scientists gain new insights on climate signals which 
manifest as temporal variations of the Earth’s gravity field. This satellite mission also 
presents a significant computational challenge to analyze the large amount of data 
collected to solve a massive geophysical inverse problem every month. This paper 
focuses on applying parallel (primarily distributed) computing techniques capable of 
rigorously inverting monthly geopotential coefficients using GRACE data. The gravity 
solution is based on the energy conservation approach which established a linear 
relationship between the in-situ geopotential difference of two satellites and the position 
and velocity vectors using the high-low (GPS to GRACE) and the low-low (GRACE 
spacecrafts) satellite-to-satellite tracking data, and the accelerometer data from both 
GRACE satellites. Both the direct or rigorous inversion and the iterative (conjugate 
gradient) methods are studied. Our goal is to develop numerical algorithms and a portable 
distributed-computing code, which is potentially “scalable” (i.e., keeping constant 
efficiency with increased problem size and number of processors), capable of efficiently 
solving the GRACE problem and also applicable to other generalized large geophysical 
inverse problems. 
Typical monthly GRACE gravity solutions require solving spherical harmonic 
coefficients complete to degree 120 (14,637 parameters) and other nuisance parameters.  
The accumulation of the 259,200 monthly low-low GRACE observations (with 0.1 Hz 
sampling rate) to normal equations matrix needs more than 55 trillion floating point 
operations (FLOPs) and ~1.7 GB central memory to store it.  Its inversion adds ~1 trillion 
FLOPs. To circumvent this huge computational challenge, we use a 16 nodes SGI 750 
cluster system with 32 733 MHz Itanium processors to test our algorithm. We choose the 
object-oriented Parallel Linear Algebra Package (PLAPACK) as the main tool and 
Message Passing Interface (MPI) as the underlying communication layer to build the 
parallel code.  MPI parallel I/O technique is also implemented to increase the speed of 
transferring data between hard drive and memory.  Furthermore, we optimize both the 
serial and parallel codes by carefully analyzing the cost of the numerical operations, fully 
exploiting the power of the Itanium architecture and utilizing highly optimized numerical 
libraries. 
For direct inversion, we tested the implementations of the Normal equations 
Matrix Accumulation (NMA) method, that computes the design as well as normal 
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equations matrix locally and accumulates them to global objects afterwards, and the 
Design Matrix Accumulation (DMA) approach, which forms small-size design matrices 
locally first and transfers them to global scale by matrix-matrix multiplication to obtain a 
global normal equations matrix. The creation of the normal equations matrix takes the 
majority of the entire wall clock time. Our preliminary results indicate that the NMA 
method is very fast but at present cannot be used to estimate extremely high degree and 
order coefficients due to the lack of central memory. The DMA method can solve for all 
geopotential coefficients complete to spherical harmonic degree 120 in roughly 30 
minutes using 24 CPUs. The serial implementation of the direct inverse method takes 
about 7.5 hours for the same inversion problem using the same but only one processor. 
In the realization of the conjugate gradient method on the distributed platform, the 
preconditioner is chosen as the block diagonal part of the normal equations matrix. The 
approximate computation of the variance-covariance matrix for the solution is also 
implemented. With significantly less arithmetic operations and memory usage, the 
conjugate gradient method only spends approximately 8 minutes (wall clock time) to 
solve for the gravity field coefficients up to degree 120 using 24 CPUs after 21 iterations, 
while the serial code runs roughly 3.5 hours to achieve the same results on a single 
processor. 
Both the direct inversion method and the iterative method give good estimates of 
the unknown geopotential coefficients. In this sense, the iteration approach is better for 
the much shorter running time, but only an approximation of the estimated variance-
covariance matrix is provided.  Scalability of the direct and iterative method is also 
analyzed in this study. Numerical results show that the NMA method and the conjugate 
gradient method achieve good scalability in our simulation. While the DMA method is 
not as scalable as the other two for smaller problem sizes, its efficiency improves 
gradually with the increase of problem sizes and processor numbers. The developed 
codes are potentially transportable across different computer platforms and applicable to 
other generalized large geophysical inverse problems. 
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CHAPTER 1 
 
 
INTRODUCTION AND MOTIVATION 
 
 
 
Accurate mapping of the Earth’s gravity field through space geodetic techniques 
is both a data processing (Input/Output) and computation intensive task. Several currently 
operating and planned dedicated satellite missions such as the CHAllenging Minisatellite 
Payload (CHAMP) (Reigber et al., 1999) with high-low satellite-to-satellite tracking (hl-
SST), the Gravity Recovery And Climate Experiment (GRACE) (Tapley et al., 2004) 
with high-low and low-low satellite-to-satellite tracking (hl-SST and ll-SST), and the 
Gravity Field and Steady-State Ocean Circulation Explorer (GOCE) (Rebhan et al., 2000) 
with hl-SST and satellite gravity gradiometer (SGG) provide the promise for mapping the 
gravity field with unprecedented accuracy and resolution. Consequently, solving for the 
spherical harmonic coefficients of the geopotential model to a high degree and order 
requires the accumulation of a large amount of observations into non-sparse normal 
equations matrices, and the solution of such a large linear system requires enhanced 
computing power and efficient algorithms. For the current GRACE mission and the 
planned GOCE mission, one of the major challenges is the enormous computer 
processing power required to analyze the voluminous data already which is far beyond 
the capability of any type of single processor. For example, to solve for the spherical 
harmonic coefficients complete to degree 150 using GRACE measurements, 
approximately 23,000 unknown parameters need to be estimated. Meanwhile, huge 
amounts of observation data are continuously accumulated every day. Specifically, a total 
of approximately 518,400 ll-SST observations are collected over a period of 30 days with 
a sampling rate of 0.2Hz. GOCE is designed to recover gravity field coefficients 
complete to degree 300, which means that more than 90,000 parameterized unknowns are 
to be computed. So, besides dealing with such a huge volume of data, we also need to 
optimize numerical algorithms to solve for the unknown potential coefficients with high 
degree and order both rapidly and accurately. Short running time expedites debugging 
and testing of new algorithms. For the stringent task of processing GRACE data powerful 
supercomputers (e.g., Cray T3E) have been used (Gunter et al., 2001). However, 
traditional supercomputers are expensive and need dedicated support and maintenance. 
As an alternative, a commodity cluster with parallelized algorithms on many processor 
elements (PEs) is a fast and efficient option to solve this problem; e.g., the cluster can be 
built using contemporary processors (Intel Pentium 4 or Itanium, AMD Athlon or 
Opteron) and high speed interconnections (Myrinet) on a Linux platform with affordable 
cost and comparable computing performance. Meanwhile, in order to achieve best 
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productivity, linear algebra packages, such as Basic Linear Algebra Subprograms 
(BLAS) and Linear Algebra PACKage (LAPACK) need to be adapted to parallel 
platforms as well. Currently, Scalable Linear Algebra PACKage (ScaLAPACK) 
(Blackford et al., 1996) and the Parallel Linear Algebra Package (PLAPACK) (Van de 
Geijn, 1997) are among the most popular implementations. 
The solution for the gravity field coefficients using the “brute force” method 
needs long waiting time on a serial implementation. Iterative methods can save 
considerable time and storage for the same problem. Klees et al. (2000) combine an 
iterative solution of the normal equations, using a Richardson-type iteration scheme, with 
the fast computation of the right-hand side of the normal equations in each iteration step 
by a suitable approximation of the design matrix to recover the GOCE gravity field. 
Kusche (2001) applied the multigrid solver to satellite data analysis using a space domain 
representation of disturbing gravity field and shows that the multigrid solver runs faster 
than the conjugate gradient solver with conventional pre-conditioners. On the other hand, 
a serial computing approach by Han (2004) implemented a more straightforward strategy 
for the observation equations based on the energy conservation principle (Jekeli, 1999). 
The advantage of this approach is that the in-situ potential difference observables have a 
simple linear relation to the unknown potential coefficients. A truncated Taylor series 
expansion of Legendre functions is used to avoid excessive computations when 
constructing the design matrix. No explicit appearance of the normal equations matrix 
saves limited memory for the computation and leaves space for higher degree and order 
gravity recovery. For the same reason, the conjugate gradient method (Schuh, 1996) is 
applied to solve the normal equations. A block-diagonal matrix which contains most of 
the power of the full normal equations matrix is constructed as a preconditioning matrix 
to increase the convergence rate. Also, this preconditioning matrix can be viewed as an 
approximation of the variance-covariance matrix. This algorithm has been demonstrated 
on the CRAY SV1 machine in a serial computation environment (Han, 2004). 
In the parallel computing approach, Gunter (2000) applied a parallel least-squares 
algorithm with PLAPACK using simulated GRACE data. His work mainly concentrated 
on solving the over-determined least-squares problem and on comparing the QR 
factorization with the Cholesky decomposition. In his research, the design matrix is 
assumed to be available at the very beginning. Pail and Plank (2002) evaluate three 
numerical methods (preconditioned conjugate gradient method, semi-analytic approach, 
and distributed non-approximative adjustment) on the gravity recovery of GOCE 
gradiometer data and conclude that the three methods deliver nearly identical results with 
a preference for the non-approximate adjustment method.  
In this study, we focus mainly on implementing a parallelization of the least-
squares solver based on PLAPACK for the energy conservation approach (Jekeli, 1999) 
using simulated GRACE gravity data on a 16-node (32 PEs) Itanium cluster provided by 
the Ohio Supercomputing Center and located at the Laboratory for Space Geodesy and 
Remote Sensing, The Ohio State University. The parallel environment applied in this 
study includes Linux cluster, Message Passing Interface (MPI) (Snir et al., 1996), parallel 
Input/Output (I/O), and linear algebra package (PLAPACK). We choose PLAPACK over 
ScaLAPACK mainly because it can convert the formidable task of parallel coding to a 
relatively easy and manageable one using its object-oriented feature. And high level 
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abstraction hides the detailed implementation of data distribution to PEs and their inter-
communication through MPI.   
Two methods are implemented in parallel mode: 
• direct inversion method with no approximation (“brute force”), 
• iterative method (conjugate gradient method).  
The developed parallel method can be generalized to suit any gravity inversion 
problem or large linear system and is not limited to the current task. Parallel I/O is 
embedded in the process of generating the normal equations matrix which greatly reduces 
the I/O time by letting each processor work with only part of the whole data and then 
collect accumulated local contributions together to form the normal equations matrix. In a 
strict method, the normal equations matrix will be inverted with the parallel Cholesky 
solver using PLAPACK. This scheme is similar with the classical “Helmert blocking” 
technique in traditional Geodetic community (Wolf, 1978, Vaníček and Krakiwsky, 
1986). 
The outline of the thesis is as follows: 
Chapter 2 overviews the basic model of GRACE gravity recovery and outlines the 
processing method with the requirements which guide the design of the parallel system. 
Least-Squares adjustment using Cholesky decomposition, conjugate gradient method and 
their respective benefits are described as well.  
Chapter 3 gives an introduction and compares the hardware and software 
architecture of different parallel techniques. With a review of MPI and parallel I/O, 
PLAPACK is compared with ScaLAPACK on the internal mechanism of distributing 
data to nodes, inter-node communication and user-friendly features. In addition, an 
evaluation model for the parallel code is given at the end of this chapter. 
Chapter 4 describes the detailed implementations of parallel computing for the 
direct and iterative methods, which include parallel I/O to deal with a large number of 
data files, different matrix accumulation methods due to hardware limitations (Normal 
equations Matrix Accumulation (NMA) and Design Matrix Accumulation (DMA)). A 
parallel Cholesky factorization approach for the normal equations matrix inversion and 
the parallel conjugate gradient method for the iterative approach are also presented. 
Chapter 5 gives results for the parallel implementations of direct inverse and 
iterative methods. Simulated GRACE data based on the Earth’s gravity field model 
EGM96 are generated for this study. The performance is evaluated based on different 
grid and node sizes. The accuracies of the estimated coefficients and their variance-
covariance matrix are also taken into considerations. Serial implementations of the same 
problem are coded for comparison studies.  
Chapter 6 summarizes the results and conclusions of this work. Future tasks of 
interest are discussed. 
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CHAPTER 2 
 
 
A LEAST-SQUARES ALGORITHM AND ALTERNATIVE METHODS 
 
 
 
2.1 The GRACE mission 
Launched in March of 2002, The joint NASA/GFZ GRACE mission consists of 
two identical satellites flying about 220 kilometers apart in a near-circular orbit with a 
mean altitude of 500 km and mean inclination of 89 degree, suitable for the mapping of 
the temporal gravity field for climate change studies. The scientific data of the GRACE 
mission consist of Global Positioning System (GPS) high-low measurements primarily 
for orbit determination and atmospheric limb-sounding, 3-axes accelerometer data to 
measure the non-gravitational force, inter-satellite (low-low SST) K-band microwave 
tracking (range and range-rate) and altitude data. The low-low SST measurement with a 
precision of 0.1 µ m/sec (range-rate) represents an opportunity to achieve unprecedented 
accuracy for gravity mapping, especially for the time-variable gravity field. Accurate 
range and range-rate measurements between these two satellites could make the orbit 
determination more precise as well. The data are used to recover a global gravity field 
solution every 30 days in the designed mission span of 5 years. (GRACE Science 
Mission Requirement Document, 2000).  
2.2 Estimation of gravity field parameters/coefficients 
The Earth’s gravity potential V is usually represented by spherical harmonic 
expansion as follows:  
( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ +⎟⎠
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⎛+= ∑∑∞
= =
+
2n
n
0m
nmnmnm
1n
mλsinSmλcosC)θ(cosP
r
R1
R
GMV  (2.1) 
where GM is the gravitational constant times the mass of the Earth; R is the mean 
equatorial radius of the Earth; r  , , λθ are the spherical coordinates (geocentric co-latitude, 
longitude, and radius, in the Earth-Centered Earth-Fixed frame). nmP  denotes the 
normalized Legendre polynomial of degree n and order m; nmnm S ,C  represent the 
normalized spherical harmonic coefficients (unknown parameters). The gravity recovery 
is based on a least-squares solution of the observation equations which link the unknown 
parameters (spherical harmonic coefficients) with the orbital observations (position and 
velocity vectors, range, range-rate, accelerometer observations, etc.) 
The contemporary method of using the satellite measurements for gravity field 
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modeling employs Newton’s second law (Tapley, 1973). The nonlinear equation of 
motion is solved by numerical integration as an initial value problem. The best 
approximation of the Earth’s gravity field is used as an initial model for the orbit 
determination and thus improved using the new observations with subsequent iterations. 
The relationship between the unknowns and the observables is non-linear thus making the 
construction of the design matrix complicated. The solution is sensitive to orbit dynamics 
and any change of the dynamic model will cause the re-processing of all the data due to 
non-linearity. In this method, the GPS high-low SST, KBR( K Band Range), 
accelerometer and other data are jointly used in both orbit determination and gravity 
recovery (Bettadpur, 2004). 
To avoid such problems, the energy integral method (Visser et al., 2003) was 
applied for GOCE satellite. A similar energy conservation method (Jekeli, 1999; Han, 
2004) employs the energy conservation principle to compute the in-situ potential 
differences of two GRACE satellites using KBR measurement, satellite orbits, 
accelerometer data, and altitude in the inertial (or non-rotating) coordinate system. The 
advantage of this method is the linear relationship between the potential differences and 
the unknown gravity coefficients. This will allow the change of any model without major 
re-processing of the data. Precise orbits are computed using the kinematic approach, the 
reduced-dynamic method, or the dynamic method can also be used. It is also found that 
the energy conservation model could easily incorporate observations of non-conservative 
accelerations (Han, 2004). This makes this model virtually suitable for different kinds of 
observations, e.g., observations from CHAMP, GRACE and GOCE. 
2.3 Energy conservative principle  
 Here energy conservation formulas for the disturbing potential differences from 
GRACE are given without any proof. For detailed information, see Jekeli (1999) and Han 
(2004). The observation equation is as follows: 
( ) 0T1122124321120112 δVδVdtδVRvvvvρδT −−⋅−⋅−+++++= ∫ xFxFx &&&&  (2.2) 
 where  ( ) 121201021v xδexx &&& ⋅−= , ( ) 012120112v xδexxδ ⋅−= && , 
1213v xδxδ && ⋅= , 
2
124 2
1v xδ &= , and 
( ) ( ) ( ) ( ){ }.xxxxxxxxxxxxxxxxωδVR 1010202012010202011122121221e12 &&&&&&&& −+−−−−−=  
In the above equations, T12 is the disturbing potential difference between two satellites in 
the inertial frame, x is the position vector, x&  is the velocity vector, and F is the net force 
vector including all non-conservative forces, measured by the accelerometer, such as 
drag, solar radiation pressure, etc. The superscript, 0, denotes a quantity based on the 
known reference field, and the symbol δ indicates an incremental quantity between the 
true field and the reference field.  The sixth term 12δVR of the right hand side of equation 
(2.2) is the potential rotation difference between two satellites. The seventh term is the 
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dissipating energy difference between the two satellites.  The eighth term TδV and the last 
term 0δV are the incremental temporal variation of the gravitational potential and the 
incremental energy constant of the system, respectively (Han, 2004). In this formula, the 
in-situ disturbing potential difference is directly connected with the GRACE 
measurements of the position vector, velocity vector, relative position and velocity 
vectors, and range rate between the two satellites. 
2.4 Direct inverse method  
The linear relationship between the in-situ potential difference and the unknown 
spherical harmonic coefficients is described as: 
∑∑
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where GM is the gravitational constant times the mass of the Earth; R is the Earth’s mean 
equatorial radius; (r1,θ1,λ1) and (r2,θ2,λ2) are the coordinates of the 1st and 2nd satellite, 
respectively; nmP is the fully-normalized, associated Legendre function of degree n and 
order m; nmC  and nmS  are the unknown spherical harmonic coefficients of degree n and 
order m ( Han, 2004). Nmax is the maximum degree of the unknown coefficients. 
According to the Gauss-Markov (GM) model, the linear observation equations 
can be expressed as: 
,eAξy +=  ),0(~ 12 −σ Pe   (2.4) 
[ ]T0max,N0,30,20 C...CC=ξ  [ ]T1max,N1,31,21max,N1,31,21 S...SSC...CC=ξ  
…. [ ]Tmmax,Nm,1mm,mmmax,Nm,1mm,mm S...SSC...CC ++=ξ  for .2 maxNm ≤<  
Here A is the design matrix; ξ  is the unknown parameter vector, ordered 
as T10 ][ mξξξ L  so that the number of the unknown parameters is ncoef = (Nmax+1)2 
-4; y is the observation vector, and e is the random error vector.  Note that unknown 
parameters are arranged in an order-wise sequence, which will form a nearly block 
diagonal normal equations matrix. The matrix will be strictly block-diagonal if 
observations are equally weighted and regularly distributed along the parallel (longitude), 
but not necessary for latitude. We assume the weight matrix P to be the identity matrix, 
which means that all observations are uncorrelated or even independent. We form the 
local design matrices on each computing node and write the normal equations as: 
.yAcAANcξN TT ,       ,      ˆ ===  (2.5) 
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The matrix N is usually both symmetric and positive-definite, which implies that the 
inverse exists for N.  
Directly inverting the full matrix N is a computationally demanding task. Since 
the normal equations matrix is symmetric and positive-definite, the Cholesky 
factorization can be chosen for the task. The normal matrix N is decomposed to a lower 
(or upper) triangular matrix L (resp. LT), namely 
.TLLN =   (2.6) 
The equation can be solved successively by two triangular updates using the factorized 
matrix L as: 
cLb =  and  (2.7) 
bxL =T , (2.8) 
where, from now on, x replaces ξˆ . 
2.5 Least-squares algorithm 
The common procedure of converting space gravity measurements usually 
consists of several steps, namely  
1. collecting data,  
2. forming observation equations and combining physical and dynamic models,  
3. constructing normal equations, and  
4. solving the normal equations.  
Usually steps (3) and (4) are the most computationally intensive tasks. In step (2), the 
design matrix of the linear equations is computed from the Legendre functions to 
maximum degree and order (e.g., 150) for different latitudes, which is very time-
consuming. Forming the normal equations matrix in step (3) requires the computation of 
the dyadic products among all row vectors of the design matrix. This step is 
computationally intensive for observations with very large row number. Finally, to invert 
a large full matrix in step (4) is also computationally demanding. 
The implementation of this method, however, is straightforward (GS 651, 2002). 
The normal equations matrix is formed by the direct sum of contributions from every 
single or group of observations (since we assume that all observations are independent). 
Let 
[ ]Tn21 AAAA L=  (2.9) 
be the design matrix with n blocks AiT (i = 1,2,…,n); then: 
∑∑
==
===
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i
T
i
T ∑ ∑
= =
=== cyAyAc   (2.11) 
The task of accumulating N is very suitable for parallel processing, since every 
computing node could allocate part of the whole design matrix and compute the local 
contribution. The final normal equations matrix is obtained by summing up every local 
contribution.  
 
8 
 
 
 
Figure 2.1 Creation of the global normal equations matrix N 
 
 
 
The accumulation is made up of rank-one (BLAS Level 2) or rank-k (BLAS 
Level 3) updates, which usually can be finished at one time. BLAS 2 operations (Matrix-
vector multiplications) are usually less efficient than the BLAS 3 routines (Matrix-matrix 
multiplications). The optimal performance could be achieved by carefully designing the 
distribution of the A matrix to nodes and utilizing the BLAS 3 rank-k update. Generally, 
k ≤ ni, where ni is the number of rows from the design matrix distributed to node i. 
Meanwhile, symmetric BLAS routines could also reduce the number of operations. The 
details will be given in Chapter 4. 
The floating point operation number for generating the lower part of the normal 
equations matrix from the design matrix is (2n-1)(m+1)m/2, the floating point operation 
number for the Cholesky decomposition is only m3/3. Where n is the number of 
observations and m is the number of parameters. When the number of observations is 
large, the majority of total time is spent on the accumulation of the normal matrix. The 
total number of operations is roughly on the order of O(nm2+m3/3). 
For ill-conditioned systems, the QR decomposition or the Singular Value 
Decomposition (SVD) will provide a more accurate approach to any least-squares 
solution. It can be built based on our existing code in the near future. 
2.6 Iterative methods  
The direct solution of Nx=c becomes impractical if N is very large, or if N is a 
sparse matrix. Iterative methods are alternatives which may replace the direct method, 
thereby generating a sequence of approximate solutions. Iterative methods usually only 
involve matrix-vector computations. The efficiency of the method is evaluated on how 
fast the convergence can be achieved.  
The conjugate gradient (CG) method is one of the commonly used iterative 
methods which could achieve near-optimal performance with a carefully chosen pre-
conditioner. It is most efficient if N is a square, symmetric, positive-definite (or positive-
semidefinite) matrix. In this section, following the method of steepest descent, the 
A1 
A2 
... 
… 
An 
Node1: A1TA1=N11 
Node2: A2TA2=N22 
Node i: AiTAi=Nii 
Node n: AnTAn=Nnn 
Global N=Nii+N22+…+Nnn 
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conjugate gradient method will be briefly introduced. For details, please refer to Golub 
and van Loan (1996). 
2.6.1 The method of steepest descent 
First a quadratic function is defined as: 
d
2
1)(f TT +−= xcNxxx   (2.12) 
where N is a matrix, c and x are vectors, and d is a scalar. f (x) is minimized by the 
solution of  Nx=c, if N is a symmetric and positive-definite matrix. This is simply 
because of the derivative being: 
.)(f cNxx −=′   (2.13) 
Let the gradient be equal to zero, then Nx=c is obtained. The solution of Nx=c is a critical 
point of f (x); therefore, finding an x that minimizes f (x) amount to solving the normal 
equations Nx=c. From a geometric point of view, that N is positive-definite, means that 
there exists a single value for x which lies at the bottom of a paraboloid to minimize 
f (x). 
The method of steepest descent starts with an arbitrary value x0, and slides down to 
the bottom of the paraboloid. The search stops only when the computed solution is close 
enough to the real one. 
When taking a step, the direction in which f  decreases most quickly is chosen, 
which is the opposite direction of cNxx −=′ )(f . For the ith step, let the error vector be 
defined as: 
.ii xxe −=   (2.14) 
It indicates how far we are away from the solution. The discrepancy vector may be 
defined as: 
)(fiii xNeNxcr ′−=−=−=   (2.15) 
The discrepancy vector could be thought as being the error vector in x transformed by N 
to the range space of TA , and can be treated as the direction of steepest descent. 
Therefore, the sequence of xi can be obtained as: 
iii1i rxx α+=+   (2.16) 
where iα should minimize f along a line; i.e., 0d
)(df
1i
i
=α
+x
x : (2.17) 
.)(f
d
d)(f
d
)(df
i
T
1ii
T
1i
i
T
1i
i 1i1i
rrrxxxx
xx
+++ −=′=α′=α
++
  (2.18) 
The above expression is set equal to zero, which tells us that α is chosen so that ir  and 
)(f 1i+′ x are orthogonal. Thus: ( )( ) ,)( iiiiiiiii1i1i NrrNrNxcrxNcNxcr α−=α−−=α+−=−= ++   (2.19) 
,0i
T
iii
T
ii
T
1i =α−=+ Nrrrrrr   (2.20) 
.
i
T
i
i
T
i
i Nrr
rr=α   (2.21) 
Summarizing, the method of steepest descent is as follows: 
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,ii Nxcr −=   (2.22) 
,
i
T
i
i
T
i
i Nrr
rr=α   (2.23) 
.iii1i rxx α+=+   (2.24) 
The above algorithm requires two matrix-vector multiplications per iteration; one 
multiplication can be replaced by the following relationship after computing 0r : 
iii1i Nrrr α−=+   (2.25) 
The disadvantage of using the above relationship is that there is no feedback 
from ix ; round-off errors may accumulate to cause ix  to converge to some point near x. 
The convergence of steepest descent is prohibitively slow if the condition number 
of N is large; i.e., if the eigenvalue ratio )(/)( n1 NN λλ  is large (Golub and van Loan, 
1996). Geometrically, f (x) forms an elongated hyperellipsoid; the lowest point lies in a 
relatively flat trough with steep side-walls, with the steepest descent bouncing back and 
forth between the sides of the trough while making little progress down the valley. 
2.6.2 The method of conjugate gradient 
Sometimes, the method of steepest descent will repeat the directions of earlier 
steps. If we can choose a set of orthogonal directions ( n10 ,,, ddd L ) (with diTdj = 0 for 
i≠j) which never repeat themselves, the iteration will be finished after a certain number of 
steps. In general, for each step: 
,iii1i dxx α+=+  or: .iii1i dee α+=+   (2.26) 
To use the above expression, we need to find the step size iα  and the search 
direction id . Using the idea that  
.01i
T
i =+ed   (2.27) 
We obtain, formally, for the step size ( ) 0iiiTi =α+ ded   (2.28) 
.
i
T
i
i
1T
i
i
T
i
i
T
i
i dd
rNd
dd
ed −=−=α   (2.29) 
Unfortunately, we cannot easily use the above formula without knowing N-1; if we knew 
it, the problem would already be solved. 
To overcome this difficulty, we set the step size so that the search direction 
becomes N-orthogonal instead of just orthogonal: 
0j
T
i =Ndd  for ji ≠  (2.30) 
Similar to the procedure (2.18) in the steepest descent method, we obtain from (2.15) and 
(2.26): 
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.0
)(f
d
d)(f
d
)(df
1i
T
i
i
T
1i
i
T
1i
i
T
1i
i
1i1i
==
−=
′=
α′=α
+
+
+
+
++
Ned
dr
dx
xxx
xx
 (2.31) 
Then, following the same steps as in (2.27-2.29), it is easy to arrive at: 
.
i
T
i
i
T
i
i
T
i
i
T
i
i Ndd
rd
Ndd
Ned =−=α   (2.32) 
Next, we need to define a suitable set of N-orthogonal search directions. We recall that in 
the method of steepest descent, discrepancies are chosen for the search directions. Here, 
we will start from this set of discrepancies ( 1n210 ,,, −rrrr L ) to construct the search 
directions id  by the Gram-Schmidt process: 
.
1i
0k
kikii ∑−
=
β+= drd  (2.33) 
Here ikβ is defined for ki > , and can be derived using (2.30) by transposing and 
multiplying jNd for ji > on both sides: 
.
j
T
j
j
T
i
ij Ndd
Ndr−=β   (2.34) 
The disadvantage of this method is that all the old search vectors must be kept to 
construct the new one. However, the dependency of the above formula can be reduced to 
one step by applying the properties to be proved below. 
From (2.26), we can obtain: 
.
1i
0j
jj0i ∑−
=
α+= dee  (2.35) 
If after n steps, the solution converges to x (cutting down on the error in every step), this 
would mean 0n =e . Substituting this into (2.35) by setting i=n, we get: 
.
1n
0j
jj0 ∑−
=
α−= de  (2.36) 
Putting (2.36) into (2.35), we obtain: 
∑−
=
α−=
1n
ij
jji .de  (2.37) 
Pre-multiplying the above equation by dkTN (k<i) results in: 
0
1n
ij
j
T
kji
T
k =α−= ∑−
=
NddNed  (2.38) 
0i
T
k =rd  for .ik  <  (2.39) 
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Formula (2.39) tells us that each discrepancy vector rj ought to be orthogonal to all the 
old search directions di. We can obtain another important property by pre-multiplying the 
relation (2.33) by jr : 
j
T
i
1i
0k
j
T
kikj
T
ij
T
i rrrdrrrd =β+= ∑−
=
 for ji ≤  (2.40) 
using (2.38), and thus: 
⎩⎨
⎧
==
<=
;ji  ,
;ji  ,0
i
T
ii
T
i
j
T
i
rrrd
rr  (2.41) 
This means that each discrepancy vector is orthogonal to all previous discrepancy 
vectors. 
Multiplying the second equation of (2.26) by –N, we get: 
.jjj1j Ndrr α−=+  (2.42) 
Multiplying Tir on both sides and rearranging the terms leads to: 
( ),1 1jTijTi
j
j
T
i +−α= rrrrNdr   (2.43) 
and with (2.34), resp. (2.42) to: ( )
.
j
T
jj
1j
T
ij
T
i
j
T
j
j
T
i
ij Ndd
rrrr
Ndd
Ndr
α
−−=−=β +  
Considering (2.40) and (2.41), this means: ( ) ( )
⎪⎩
⎪⎨
⎧
+>
+=α−=−
−
=β −−−+
+
;1ji                                                     ,0
;1ji  ,
1i
T
1i1i
i
T
i
1j
T
jj
T
j
j
T
i1j
T
i
ij Ndd
rr
rdrd
rrrr
 (2.44) 
and equation (2.33) becomes: 
∑−
=
−−β+=β+=
1i
0k
1i1i,iikikii drdrd  (2.45) 
with 
,
1i
T
1i
i
T
i
1i
T
1i
i
T
i
i1i,i
−−−−
− ==β=β rr
rr
rd
rr  (2.46) 
iβ  being an abbreviation of 1i,i −β . Summarizing the above, the method of conjugate 
gradients is given by: 
000 Nxcrd −==  , (2.47) 
i
T
i
i
T
i
i
T
i
i
T
i
i Ndd
rr
Ndd
rd =−=α  , (2.32) 
iii1i dxx α+=+ , (2.26) 
iii1i Ndrr α−=+  , (2.42) 
i
T
i
1i
T
1i
1i rr
rr ++
+ =β , (2.46) 
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i1i1i1i drd +++ β+= . (2.45) 
Generally, the convergence of the method of conjugate gradients is faster than 
steepest descent. If there were no round-off errors for computers (i.e., the floating point 
number is represented by an infinite number of digits), then the number of iterations for 
an exact solution would be at most, the number of distinct eigenvalues of the normal 
equations matrix. Duplicate eigenvalues would make this method even faster (Van der 
Sluis and Van der Vorst, 1986). 
Practically, orthogonality among the discrepancy vectors may not hold after 
several iterations due to computer rounding errors. Thus, only a finite number of steps 
can be guaranteed. Usually, we will treat this method as a common iteration method; the 
termination will be jointly determined by a maximum iteration number and the norm of 
the discrepancy vector. 
2.6.3 Preconditioning 
Preconditioning is a technique to improve the condition number of a matrix within 
a certain task. If M is a symmetric positive-definite matrix that approximates N, but is 
easy to invert, then: 
cMNxM 11 −− =  (2.48) 
should have the same solutions as Nx=c. However, if the condition number 
)()( 1 NNM κ<<κ − , or the eigenvalues of M-1N are more clustered than those of N, 
(2.48) can be solved faster than the original problem. M is called the “preconditioning 
matrix”. 
A preconditioned conjugate gradient method can be easily derived and is listed below: 
00 Nxcr −=  , (2.49) 
0
1
0 rMd
−= , (2.50) 
i
T
i
i
1T
i
i Ndd
rMr −=α  , (2.51) 
iii1i dxx α+=+ , (2.52) 
iii1i Ndrr α−=+  , (2.53) 
i
1T
i
1i
1T
1i
1i rMr
rMr
−
+
−
+
+ =β , (2.54) 
i1i1i
1
1i drMd ++
−
+ β+= . (2.55) 
The effectiveness of the preconditioning matrix is determined by the condition 
number of the new matrix NM 1−  and, sometimes, the clustering of the eigenvalues. 
Geometrically, finding a preconditioning matrix is equal to stretching the elongated 
ellipsoidal quadratic form until it appears more spherical, and the eigenvalues are close to 
each other. The ideal preconditioning matrix would be N itself, and the new matrix 
becomes the identity matrix; its quadratic form is perfectly spherical, and its eigenvalues 
are all the same. However, if we can invert the N matrix so easily, any iteration method 
would be useless. Therefore, to find a suitable preconditioning matrix that can balance 
the faster convergence of the iteration and, at the same time, keep the cost of computing 
rM 1−  low enough, is a very tough task. 
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The simplest preconditioning matrix is a matrix that only contains the diagonal 
part of N. It costs almost nothing to invert, but its performance is also mediocre. There 
exist many other preconditioning matrices; some are simple while others are 
sophisticated. Depending on the application and the sophistication, different 
preconditioning matrices can be adopted. 
For the normal equations (2.5) with 
AAN T=  
the computation of N is the most time-consuming part of the computation. In the 
conjugate gradient method, AAT is never explicitly computed. Instead, the product of 
Nd  is obtained by first computing Ad , then )(T AdA . This converts one matrix-matrix 
multiplication and one matrix-vector multiplication into two matrix-vector 
multiplications. 
2.7 Comparison 
The advantage of the direct inverse method is that there is no approximation. 
Secondly this method is straight-forward which makes the coding simple, and there is no 
need to do preprocessing or preconditioning. Meanwhile, this method has some 
drawbacks as well. Since we need to get the inverse of the normal equations matrix N, we 
have to generate the N matrix first. The procedure of accumulating the N matrix is the 
most time-consuming part of the whole work. At the same time, with the increasing 
number of unknown coefficients, a huge memory is required to store the normal 
equations matrix N. In PLAPACK there is no special routine for a symmetric matrix, so a 
full matrix has to be stored in the memory. For example, for the maximum degree of 120, 
a memory space of 1.7GB is required for the normal equations matrix N. For the Linux 
cluster used in this study, only 4 GB memory shared by 2 processors on one computing 
node is available which limits this method for recovering higher degree geopotential 
coefficients. In addition, huge amounts of operations are needed to fulfill the construction 
and inversion of the normal equations matrix N. For Nmax = 120, about O(1014) floating-
point operations are needed (Han, 2004).  But after optimizing and applying efficient 
BLAS-3 subroutines, this problem can be partially solved.  
As an alternative to the traditional direct inverse method, the conjugate gradient 
method has many valuable features. First of all, the normal equations matrix N is not 
explicitly used in the approach.  By treating a set (row or block) of data by as many 
operations as possible, a vector instead of a matrix is obtained as the result; that 
dramatically reduces the operations needed and the memory space required, and hence 
the clock time occupied. A preconditioning matrix is added to increase the convergence 
rate of this method. Here the preconditioning matrix is chosen as M, where M is the block 
diagonal part of the normal equations matrix N. Since M is a sparse matrix, M-1 is easy to 
compute and as block-diagonal matrix again, only needs a small memory to store. This 
feature of M-1 also makes the multiplication by M-1 not time-consuming at all. So the 
extra work of creating the preconditioning matrix is trivial. On the other hand, the small 
memory occupation comes at a price. In order to avoid the appearance of the normal 
equations matrix N, many overheads exit in the iteration loop which results in a vast 
volume of repeated computations. 
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CHAPTER 3 
 
 
PARALLEL TECHNIQUES 
 
 
 
3.1 Overview 
More than two decades ago parallel processing was introduced into the 
supercomputing community, either to reduce the running time needed to solve a problem 
or to increase the size of problems that can be solved. Its popularity in the field of 
scientific computations mainly lies in the fact that it can solve data-dense problems and 
computation-dense problems faster than by applying serial method. At the same time 
concentrated computing resources like processors, memories, etc make it possible to deal 
with large-scale problems that are already beyond the capability of sequential 
programming. In a parallel environment, the multiple processors may all reside on the 
same computer, or they may be spread across separate computers. When they are spread 
across separate computers, each computer is referred to as a node. 
Traditionally, programs are written for serial computers which we all have 
become familiar with. In this situation, only one instruction is executed at a time using 
one processor. But when turning to the parallel approach, many identical or different 
instructions are running on multiple processors at the same time. 
General procedures of parallel processing include: 1) dividing a large task into 
several smaller tasks that can be worked on simultaneously; 2) allocating these small 
tasks onto several processors as desired; 3) running tasks on some parallel programming 
environment; 4) thorough communication and coordination among these processors to get 
the result. We can see clearly that parallelized computing speeds up the execution of a 
program. Theoretically a program performed on n processors may get n times faster than 
that performed on a single processor. But for many occasions, that is not always true.  
Some added costs associated with parallelism need to be considered. Cooperation and 
communication between different processors is one source for this extra price. When the 
problem size is too small, the performance of parallel programming is even worse than 
the sequential one due to this overhead (Nagel, 1999). Synchronization among multiple 
processors performing identical or different instructions is another kind of overhead of 
parallelism, needed to be managed. Besides these, administering a parallel computing 
environment is more complicated than administering a serial environment. Then there 
must be a performance gain large enough to justify the overhead of parallelism and show 
the full potential of benefits of parallelism. 
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 Various parallel architectures of supercomputers have been invented over the 
years. There are several different methods to classify the parallel computers and no single 
taxonomy can be used to fit all of them. Machine architecture and memory architecture 
are the two most commonly used classifications. 
3.2 Machine architecture 
 
 
 
 
 
Figure 3.1: (a) A typical SIMD architecture and (b) a typical MIMD architecture. 
 
 
 
According to the relationship between the instruction and the data, Flynn (1974) 
gives four basic classes as follows:  
• SISD: Single Instruction Stream Single Data Stream 
A SISD computer is not a parallel computer. It is the conventional sequential 
computer that can only execute one set of data by only one processor at one time. 
• SIMD: Single Instruction Stream Multiple Data Stream 
A SIMD computer is characterized by the fact that all processors perform the 
same instruction and each processor works on its own data piece at the same time (Figure 
3.1 (a)) (Grama et al., 2003). This feature naturally meets the requirement of the vector 
computation, which consists in executing the same operation on every vector element. 
Because of the inherent synchronization in this model, interconnection between 
processors is not hard to administrate. Vector machines certainly belong to this class.  
• MISD: Multiple Instruction Stream Single Data Stream 
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A MISD computer is not very practical at the present time. 
• MIMD: Multiple Instruction Stream Multiple Data Stream 
A MIMD computer refers to a model with parallel execution in which each 
processor can operate a sequential program independently of the others (Figure 3.1(b)) 
(Grama et al., 2003). Processors can execute multiple job streams simultaneously. 
Meanwhile each processor can perform any operation regardless of what other processors 
do. These characteristics greatly fit the concept of parallelism: Dividing a large task into 
several smaller jobs and getting them operated on by multiple processors simultaneously. 
But synchronization and loading balance should be considered carefully.  
Beside these four basic categories, a subset of MSMD is introduced as: 
• SPMD: Single Program Multiple Data Stream 
The difference of SPMD and MIMD is that all processors operate with the same 
instruction on different data sets. It is the most popular model in the parallel computing 
field. 
3.3 Memory architecture 
According to the method that processors accumulate with other processors, there 
are three major classes: 
• Shared memory system 
The shared memory systems employ a limited number of powerful independent 
processors, each with access to the common memory. Only one processor can access the 
shared memory location at a time. Synchronization is achieved by controlling tasks' 
reading from and writing to the shared memory. The speed of data sharing is the speed of 
memory access. So it is very fast. But sometimes the communication bandwidth may 
cause a bottleneck. Hence the number of processors varies from two to tens. Figure 3.2 
illustrates a typical shared memory system architecture. 
 
 
 
 
 
Figure 3.2 Shared memory architecture 
 
 
 
• Distributed memory system 
The distributed memory systems may use an unlimited number of powerful 
independent processors, each equipped with its own memory. The number of processors 
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varies from two to thousands. In general, a message is constructed on one processor and 
is sent through an interconnection network to another processor, which then must accept 
and act upon the message. Although the overhead in handling each message may be high, 
there are typically few restrictions on how large the message can be. Thus, it can yield 
high bandwidth which can transmit a large piece of a data set from one processor to 
another in a very effective way. However, to minimize the need for expensive message 
passing operations, data structures within a parallel program must be spread across the 
processors so that most data referenced by each processor are in its local memory. Figure 
3.3 illustrates a typical distributed memory system architecture. 
 
 
 
 
Figure 3.3 Distributed memory architecture 
 
 
 
 
 
 
 
 
Figure 3.4 Combination system architecture 
 
 
 
• Combination system 
The combination systems have many computing nodes that are organized in a 
distributed manner. In particular, on each node two or four processors are linked as a 
shared memory system. High speed communication is available among those nodes. 
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Figure 3.4 illustrates a typical combination system architecture. At present this model is 
widely used on many kinds of parallel platforms. 
For some extremely large linear systems, even the total distributed memory still 
cannot handle the whole problem. Hence, the out-of-core mechanism was proposed. 
In Geodetic Science applications, parallel computing is usually focused on 
solving those large dense linear systems that traditional sequential computers or even 
vector supercomputers cannot accommodate. More details are found in Chapter 4. 
3.4 Message Passing Interface – MPI 
From the discussion above, we may already know the importance of 
communication to the whole parallel system. It may be relatively easier for the shared 
memory system, because all processors have the ability to access the public memory 
space. But when dealing with distributed or combination systems, each processor has its 
own memory. Then one processor cannot directly reference to another processor’s local 
memory. So it is crucial to choose a suitable type of communication and arrange the 
communication explicitly. For shared memory systems, OpenMP is a good choice. Here 
we mainly focus on Message Passing Interface (MPI) (Snir et al., 1996) which is the most 
widely used message passing library in distributed and combination systems. 
In May 1994, after two years’ work, the first version of MPI was introduced to the 
public by a group of sixty people representing forty different organizations. It is available 
online at http://www.mcs.anl.gov/Projects/mpi/standard.html. MPI has been developed to 
be a standard message-passing library for distributed memory parallel computing. Now a 
days it has been implemented on a wide variety of parallel machines. Both FORTRAN 
and C interfaces are available in MPI-1. C++ and FORTRAN 90 are also generated in 
MPI-2. All parallelism is explicit: The programmer is in charge of generating the 
parallelism of the whole program and then applying suitable MPI commands. The 
parallel paradigm used here belongs to the SPMD (Single Program Multiple Data) 
category. 
The first important object in MPI is the communicator which refers to the 
communication environment. It defines the scope on which a specific parallel execution 
happens. Processors can communicate only if they are in the same communicator. At 
most cases only one communicator is needed and it includes all the processors the 
programmer wants to use. Each processor has an identifying number, known as rank, 
within the communicator, which starts with zero. This ID number is used to distinguish 
the source and destination of messages. If one processor belongs to two different 
communicators, its two ranks may not be the same. 
Point - to - point communication is the basic communication paradigm applied in 
MPI (Figure 3.5) (Ohio Supercomputer Center (OSC), 2003). It involves two processors: 
One processor sends an array of data elements to another processor. Sending operations 
usually requires the sending process to specify the data location, size, type and the 
destination. Receiving operations should match a corresponding send-operation and 
provide enough memory space for the upcoming message. There are two different ways 
to achieve this kind of communication: 
• Blocking Sends and Receives 
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Blocking send and receive functions blocks the calling process. It can not return 
until the message transmission is completed. The meaning of completion to send is that 
the sent data can be reused after sending; to receive means that data received can be 
safely access. For sends, the data must be successfully sent or safely copied to system 
buffer space so that the variables passed to the send routine can be safely reused or 
overwritten. For receives, the data must be safely stored in the receive buffer so that it is 
ready for use. Here the blocking concept guarantees that message passing is successfully 
finished. But it also brings the possibilities of delays or even deadlock to the 
communication. In a deadlock situation each processor is blocked and waits for the other 
processor to act first. Then a careful administration of the communication is required. 
• Non-blocking Sends and Receives 
It is an alternative way to invoke sends and receives. Non-blocking means that a 
processing continues even if the message has not been transmitted successfully. So, it is 
deadlock-free and easy to arrange for the communication. But on the other hand, 
rewriting and reusing the data elements involved in a non-blocking send-and-receive 
routine may not be safe enough, which brings complexity to the coding. 
There are four communication modes for both blocking sends and non-blocking 
sends (OSC, 2003). 
• Synchronous send: It completes when the receiving processor starts operating the 
matching receive. It is useful when we want to know the receiving condition. 
• Buffered send: It always completes. 
• Standard send: Message sent without the information about the receiving status. It 
is the general-purpose send mode in MPI. 
• Ready send: Sending when the receive processor is ready. It always completes. 
 
 
 
 
Figure 3.5 Point-to-point communication 
 
 
 
For a more complicated communication involving multiple processors, MPI turns 
to collective communication. During this kind of communication all processors belonging 
to a communicator must call the collective routines at the same time. Some major 
operations it carries out are: 
• Barrier: It works like a red-green light to make synchronization among all 
processors. It may result in some execution delay. 
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• Broadcast: It is a one-to-all communication. Message is passed by one root 
processor to all the other processors in the same communicator. 
• Scatter: It is a one-to-all communication. The root processor divides the target 
message into several equal length chunks and sends each chunk to each processor 
in the communicator according to the rank order. 
• Gather: It is an all-to-one communication. Each processor, including the root 
processor, sends a data set to the root processor. Then the root processor collects 
these data according to the rank order. 
• All Gather: After finishing the gather routine, it broadcasts the result message 
from the root processor to all the other processors to let them own a copy. 
• Reduce: First gathering data from each processor, it then reduces these data (sum, 
max or user defined operation) to a single value and stores it in the root processor. 
• Other advanced operations. 
As processors become faster and computers become more parallelized, the I/O 
part of a code often dominates the majority of the total wall clock time that the code 
needs to run. This bottleneck dramatically decreases the speed and efficiency of a parallel 
program. One solution to this problem is to parallelize I/O. Here we implement MPI 
parallel I/O because it also serves as the communicator in PLAPACK which is the 
parallel library used in this study. MPI parallel I/O is a new feature of MPI - 2, but this 
version is not completely realized yet. The version used in this study is the widely 
implemented MPI-1 which is also imported with parallel I/O functionality. 
 
 
 
 
 
Figure 3.6 MPI parallel I/O 
 
 
 
MPI parallel I/O implements the logical decomposition .Multiple processors read 
data from a single file at the same time and write data to a single file at the same time. It 
is like sending data to the disk and receiving data from the disk. Each processor has its 
own “view” to the file. The view defines the range of data that is accessible to this 
processor. The data type of the target file and the partition of the file are also included in 
the view. Figure 3.6 illustrates the concept of MPI parallel I/O.  
……… 
PE1 PE2 PE3 PEn 
File segment 1 File segment 2 File segment n 
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3.5 PLAPACK 
Accompanying the development for supercomputer hardware, corresponding 
numerical analysis packages with general purpose libraries and user-friendly 
programming interface and infrastructure were also developed for the scientific 
community. However, unlike the sequential implementation of numerical algorithms, this 
approach was greatly limited by the complexity of the hardware architecture, which 
usually needs to carefully distribute and allocate the data to the array of processing units 
and its corresponding memory. Inter-processor communication is a sophisticated 
operation and an additional component in parallel computing. All these extra tasks make 
the debugging process of the parallel code time-consuming. Thus, selecting a suitable 
numerical package before starting any parallel programming becomes a valuable effort 
for the overall project. 
There are several popular parallel numerical packages available in the scientific 
community. LAPACK (Anderson et al., 1999) is a high performance and portable linear 
algebra library widely used in the sequential and central memory platforms. 
ScaLAPACK, based on LAPACK and proposed in the early nineties, exports the 
LAPACK libraries to the distributed memory parallel computers. It is designed for 
heterogeneous computing and is portable on any computer that supports Message Passing 
Interface (MPI) or Parallel Virtual Machine (PVM). The eventual goal of this package is 
to be suitable both in central memory and distributed memory systems (Blackford et al., 
1996). Another significant effort to transform the sequential libraries to parallel libraries 
is the PLAPACK project. In this implementation, high level abstraction enables an 
object-based coding style, a “MPI-like” programming interface hiding the detail 
distribution and indexing task, and provides a very straightforward method for the user 
group (Alpatov et al. 1997). In this study we choose PLAPACK because, in its parallel 
implementation, high-level abstraction enables an object-based coding style that hides the 
details of matrix and vector distributions and indexing task, and thus provides a very 
straightforward user interface. 
In order to achieve scalable performance, two-dimensional data distribution is 
required. Traditionally, there are three ways to partition and assign the matrix to 
processors: Blocked, wrapped or cyclic, and block wrapped.  
The conventional matrix decomposition method is called “Two-dimensional block 
cyclic decomposition”, which obeys the following procedures: 
 Dividing up the global array into blocks with m row and n columns, thereby thinking 
of the global array as composed only of these blocks. 
 Distributing the first row of array blocks across the fist row of the processor grid in 
order. In the event of running out of processor grid columns, cycling back to the first 
column. 
 Repeating this for the second row of array blocks, with the second row of the 
processor grid. In the event of running out of processor gird rows, cycling back to the 
first processor row and repeating it. 
On the other hand, PLAPACK employs a new, application-centric distribution for 
dense matrices, called Physical-Based Matrix Distribution (PBMD). The authors argue 
that one should never try to decompose a matrix before considering how to decompose 
the physical problem; the distribution of the matrix to the processors is related to the 
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distribution of the problem to be solved. For an abstraction of the problem described by 
the linear system Nx=c, the rules of physical-based matrix distribution are: 
 The column of the matrix N should be assigned to the same column of processors 
as the corresponding elements of the vector x. 
 The row of the matrix N should be assigned to the same column of processors as 
the corresponding elements of the vector c. 
The method adopted by PLAPACK can obtain a better load balance than other 
Linear Algebra libraries. For example, if we consider a matrix-vector multiplication, 
using the traditional method, the elements of the vector c will invariably be distributed 
differently than the vector x; extra communication is needed to redistribute the 
subvectors. In contrast, physical-based matrix distribution can be arranged to leave the 
result vector c distributed like the vector x; no additional communication is needed. 
Another benefit that physically based matrix distribution retains is for wrapped 
data distribution. By decomposing the vectors into more subvectors than processors, and 
applying either row or column wrapping, the matrix is wrapped, although tighter in one 
dimension than the other.  
The PLAPACK package adopts an object-oriented coding style, such as the 
Message Passing Interface infrastructure. Like other popular Linear Algebra libraries, 
PLAPACK is also built on Level 1, 2, 3 BLAS and MPI. Data distribution also simplifies 
the infrastructure implementation. Thus, the code can be written in a natural way, and we 
do not need to attempt to recognize the algorithm and code as it is self-explanatory. But 
PLAPACK does not use the traditionally sequential coding method. Through high-level 
abstraction, PLAPACK code can be written in a more natural way, just by describing 
what we want to do and hiding all the technical details, thereby reducing the amount of 
code required. Moreover, it is easy to learn and convenient to debug. 
Parallel processing requires efficient data distribution to computation nodes in 
order to achieve fast and efficient inter-node communication and loading balance. 
PLAPACK can do most of the work if one can make the abstraction of the problem to a 
linear system of equations. Inevitably, some overhead is added through the use of 
PLAPACK. However, the overhead can be kept to a minimum by handling the problem 
wisely. Specifically, inverting the normal equations matrix through the Cholesky or the 
QR decomposition method can be implemented very efficiently through its in-core 
algorithm. Gunter (2000) illustrates the efficiency and performance of PLAPACK via a 
traditional method for gravity field modeling. PLAPACK also provides the out-of-core 
algorithm for solving the linear system of equations that cannot fit into the physical 
memory of the computer node. 
3.6 Performance theories of parallel processing 
Gaining a better performance over a serial approach is the final goal of parallel 
processing. But as we stated above, doubling the computation resource cannot speed up 
the performance twice in many cases. There are many aspects that have influence on the 
execution of a parallel program. The interaction and communication among processors 
dominate the majority of the overheads associated with parallel programming. The fact 
that some processors may be at their idling status during the execution also contributes to 
this extra price. Synchronization at some point makes those processors that finish their 
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task sooner, wait for others to end their task. Uneven loading among all computing nodes 
brings the same problem. When using the interacting mode to input some parameters 
needed for the program, usually only one processor is enough to work on. After that, this 
processor can broadcast the received information to all others. So, when only one 
processor is working on some serial or unparallelized job, other processors are left idling. 
Excess computation is another source for the overheads contracted with parallelism. 
Sometimes the best known serial algorithm is hard to be parallelized, and we have to 
apply parallelism on a poorer serial code. Excess computation is the difference in 
necessary operations between the algorithm of parallel programming and the best serial 
programming of the same problem.  
Several metrics are introduced to measure the performance of parallel 
computation. Execution time is the direct indicator of system performance. It is easy to 
start and stop timing in the code without affecting the performance of the program. 
Beside execution time, measures such as speed-up, efficiency and scalability are also 
commonly referred to. 
Speed-up: For the same problem, we denote Ts as the execution time of the best known 
serial algorithm, and let Tp be the execution time of a parallel algorithm applying p 
processing elements. Speed-up S(p) is defined as the ratio of these two times. 
p
s
T
T)p(S = . (3.1) 
Theoretically, speed-up S(p) can not exceed the number of the processors used in a 
parallel algorithm. 
Efficiency: It is defined as the speed-up over the number of processors implemented. In 
an ideal situation, the efficiency can reach 1 when the speed-up reaches p. But in practice, 
processors assign their time not only on the computation of the problem, but also on 
communication, idling and excess computation as stated before. So it varies between 0 
and 1. We define the efficiency as E(p). 
p
)p(S)p(E = . (3.2) 
Scalability: Usually we write and debug a parallel program in a small “scale”, which 
means that we only use a small amount of input data and run them on a small number of 
processors. But the final target is to solve a much bigger problem on a larger number of 
processors. So, scalability is an important factor when we examine the performance of a 
parallel system. It observes a parallel algorithm’s capacity to boost up its performance 
with increased processing elements. It also reflects a parallel system's ability to utilize 
increasing processing resources effectively (Grama et al., 2003). 
Scalability is referred to the performance when both the problem size and the 
number of processors are increasing.  A parallel algorithm is called scalable if the 
efficiency is kept constant as the problem size and the number of processors are 
increasing. In many cases, with a fixed number of processors, efficiency will increase as 
the problem size increases. On the other hand, with a fixed problem size, efficiency 
usually decreases as the number of processors increases. We can see these characters on 
examples in Chapter 5. 
Amdahl’s law (Amdahl, 2000) is a simple, but useful model that provides the 
relationship between speed-up of a parallel application and the increase of the computing 
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elements. We use f to denote the fraction of the serial component of a parallel algorithm; 
then, (1-f) is the fraction of the remaining parallel part. Let S and P represent the 
execution time of the serial and parallel segments of the whole problem running on one 
processor; then: 
PSTs += , (3.3) 
p
PSTp += , (3.4) 
PS
S
T
S
s +
==f , (3.5) 
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T
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s +
==− f . (3.6) 
By putting (3.5) into (3.4), Tp can be rewritten as: 
p
T)1(TT ssp
⋅−+⋅= ff . (3.7) 
Then the speed-up S(p) is 
1)1p(
p
T
T)p(S
p
s
+−⋅== f , (3.8) 
and the efficiency E(p) is 
1)1p(
1
p
)p(S)p(E +−⋅== f . (3.9) 
From equation (3.9) we can see that, when the problem size is fixed, the fraction factor f 
is constant. With the number of processors increasing, the efficiency decreases.  
From what was discussed above, we can see that there are too many sources that 
play roles on the performance of a parallel system. In the hardware field, there are factors 
such as machine architecture, system design and operating system which are out of the 
user’s control. At the user’s level, the choices of language and corresponding compiler, 
program structure and the algorithm vary from one user to another; so, implementing the 
same parallel machine to solve the same problem by different people, different 
performances are to be expected. It is hard to build such a model that covers all of these 
influences completely. One fair solution is to track the system performance by applying 
execution time, while varying one or several elements of the parallel computation, such 
as the number of the processors or the problem size. So, in this study we use the 
execution time as our main measure to evaluate the effectiveness of different algorithms. 
3.7 Computational environment 
There are mainly four types of hardware configurations that support parallel 
computing. Among them, cluster has been viewed as a new member in the high 
performance computing (HPC) family in the past ten years.  It belongs to the combination 
system class. Figure 3.4 shows how two nodes are connected with a high-speed network, 
and on each node there are two processors that share memory and hard drive. Compared 
with traditional HPC systems, cluster machines have many advantages. First of all, they 
are cheap and powerful. Usually they are constructed from commodity PC components 
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with high performance/price ratio. Their theoretical performance approaches 1 
GFLOP/sec. Secondly it is easy to build large-scale clusters with hundreds, or even 
thousands of processors. This type of supercomputer has the capability of computing 
faster and more precisely, and manipulating vast amounts of data. Moreover, the 
implementation of the high-speed inter-processor network helps to achieve the full 
potential that a cluster machine provides. All these characteristics make it currently one 
of the fastest growing parallel systems.  In this study the implemented cluster machine is 
provided by the Cluster Ohio project, which is supported by the Ohio Supercomputer 
Center (OSC), the Ohio Board of Regents, and the OSC Statewide Users Group. It is a 
SGI 750 system with 16 computing nodes. On each node there are two 733 MHz Intel 
Itanium processors. Among these 16 nodes, one serves as the front end node that is in 
charge of interactive use, compiling and further tasks of this sort. All other 15 computing 
nodes are designated for serial and parallel jobs. A high speed system area network 
(SAN) connects each computing node with the other. It is a private network with no 
outside access, so that message passing can be performed efficiently and overhead can be 
minimized to a certain degree (Figure 3.7). The Itanium 2 cluster at OSC with 112 
computing nodes for parallel jobs is also utilized for larger scale cases. 
 
 
 
 
 
Figure 3.7 Architecture of cluster 
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CHAPTER 4 
 
 
PARALLEL IMPLEMENTATIONS 
 
 
 
4.1 Parallelism vs. linear algebra  
Below is a small example of vector-matrix multiplication using PLAPACK. It 
will give an idea of how linear algebra computations fit into the concept of parallel 
processing, and how parallel computing is different from traditional serial computing.  
In equation y = Ax, we let A be a 4 x 4 matrix, x be a 4 x 1 vector, y a 4 x 1 
vector. It can be rewritten as: 
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 (4.1) 
From equation (4.1) we can see that the first column of matrix A only needs to be 
rescaled with the first element of the vector x, and the same happens with the other 
columns of A and the other elements of x. 
At the same time, we also notice that 
j
3
0j
j,ii xay ∑
=
=  for 0,1,2,3i = . (4.2) 
It means that the first row of the matrix A only corresponds to the first element of the 
vector y, and the same is true again with the other rows of A and other elements of y. 
Based on the Physically Based Matrix Distribution (PBMD) concept adopted by 
PLAPACK, we start with the distributions of the vectors x and y. We use 4 processors in 
this sample case. Usually a two-dimensional topology is applied to the whole desired 
computing units, and we rank them either by row major order or column major order. We 
take the column major order in this case and start from 0. Thus vector x and y are 
assigned to the computing grid in column major as shown in Figure 4.1.a. We project the 
indices of x to the top and the indices of y to the left, and then the distribution of the 
matrix A is determined. The result after this action is shown in Figure 4.1.b. After the 
blocks of the matrix A moved to their right locations in the node mesh, we still need to do 
something more to fix the appearance of the elements of the vector x to make the local 
matrix-vector computation possible. For processor 0, the first column of the block matrix 
A00, namely [a00 a20] T, needs to be rescaled with x0, and x0 does exists on processor 0. So, 
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nothing needs to be done with x0. But, for the other column of A00, it is a different 
situation. It is required to meet x1 on processor 0, but x1 only exits on processor 1. So, we 
have to get a copy of x1 from processor 1, and do the same thing on other processors 
when necessary. By now, on each node, local matrix-vector multiplication is well defined 
and can commence (Figure 4.1.c). 
After local matrix-vector multiplication, each processor owns a part of the result 
of y. Summing within each row of the nodes, the final result of y is obtained within one 
column of nodes. The last step is to distribute the y vector to all nodes just like it was 
done with the x vector at the beginning (Figures 4.1.d and e). 
Above is a general description of a parallel matrix-vector multiplication. In 
practice, target matrices and vectors are decomposed into blocks. The size of each block 
is known as distribution blocking size. Each element in this example is replaced by sub-
vectors and matrix blocks. 
4.2 Block scheme 
During these days the hierarchical memory architecture is a dominant feature in 
almost all hardware platforms. The reason is that the time spent on data transfers between 
memory and registers is much longer than that of data operations on processor registers. 
There are three levels of caches used in the Itanium system to organize the data stream 
between memory and registers to achieve high performance. In this architecture, it is 
important to increase the ratio of computation over data movement. That means we need 
to apply an increased number of operations on a data set before moving on to a new data 
set. So, in order to meet the requirement of the hardware part and to fit naturally into the 
memory architecture, higher-level linear algebra operations are preferred. In this way we 
may expect better performance, closer to the theoretical peaks that are provided by the 
hardware. Thus the block approach is straightforward. 
For current linear algebra numerical libraries, Basic Linear Algebra Subprograms 
(BLAS) has been treated as a standard. Almost all linear algebra packages mentioned in 
the last chapter are based on BLAS. It contains three levels of linear algebra operations. 
BLAS-1 is for vector-vector computations; BLAS-2 is for vector-matrix computations; 
BLAS-3 is for matrix-matrix computations. It is obvious that higher-level BLAS 
operations match the hierarchical memory architecture better. 
In this study, we apply a block approach to implement higher-level BLAS 
operations, such as partitioning the matrices in question into several sub-matrices, etc. 
4.3 Direct inverse parallel approach 
The processing scheme includes the creation of a local normal equations matrix N 
and a vector c, or only a local design matrix on each computing node, then transforming 
the local contributions to global objects and, finally, estimating the parameters by 
inversion using the Cholesky decomposition. 
4.3.1 Creation of local contribution 
Input/Output often becomes the bottleneck in computing using fast processors. 
MPI parallel I/O is very efficient in such situations.  Furthermore, each set of 
observations can be worked with independently, making parallelism straight-forward. 
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Figure 4.1 Illustration of matrix-vector multiplication 
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where in the whole data file this processor begins its reading. Usually a local file pointer 
is placed on that designated position. In this way a huge set of data is decomposed into 
several small subsets of data and distributed among several processors. The parallel I/O 
technique of MPI is used in this case. Every processor operates on its assigned data 
simultaneously which greatly reduces the time spent on input.  For each set of 
observations a series of computations is applied.  
In particular, for latitude values of two satellites, the Legendre function is 
computed recursively. For other terms such as
1n
r
R +⎟⎠
⎞⎜⎝
⎛ , )mcos( λ and )msin( λ in equations 
(4.3) and (4.4), recursive formulas are implemented for faster processing, simply because 
the trigonometric and power operations are more expensive than simple additions and 
multiplications. At the same time, new results are derived from old results. This avoids 
the unnecessary CPU usage to compute the early steps. For example, in the process of 
forming the design matrix A, the value of 
1n
r
R +⎟⎠
⎞⎜⎝
⎛ is needed for every degree; instead of 
computing it directly using the intrinsic function in programming language, e.g., 
⎟⎠
⎞⎜⎝
⎛ +1n,
r
Rpow , the recursive formula below is adopted. The same approach is applied to 
the sine and cosine operations. In our test, this consideration eventually saves a lot of 
CPU time. The rule of thumb is to use as simple operations (addition, multiplication, 
subtraction) as possible. 
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By combining these terms a row vector of the design matrix A is formed, and its 
contributions to both the normal equations matrix N and the vector c are computed 
accordingly. We assume unit weights.  As the level-2 matrix-vector operation is not as 
efficient as the level-3 matrix-matrix operation, a blocking algorithm is applied to this 
step. A well optimized BLAS-3 operation is chosen to construct the local design matrix 
A. So, a block row instead of a row vector of the design matrix A is created. After 
repeating this procedure with every set of data on every node, several local normal 
equations matrices and corresponding vectors are obtained. 
Also because of the independency of the observations we can distribute the work 
among the various computing nodes for their respective contributions to the normal 
equations matrix N and the vector c. By accumulating all these contributions, we can 
generate the respective global normal equations matrix N and the corresponding vector c 
by equation (4.5), where p is the number of processors used: 
∑∑
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p
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Due to the memory limitation of our test platform, two methods were proposed 
for the problem namely the Normal equations Matrix Accumulation (NMA) and the 
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Design Matrix Accumulation (DMA). Figure 4.2 shows that NMA (left) begins with local 
computations on each node. For example, on processor PI, after a local design matrix Ai 
is formed, local BLAS2/3 routines are applied to get the local normal equations matrix Ni 
and the vector ci, respectively. By transferring local information to global objects, the 
final global normal equations matrix N and the vector c are obtained. The right side of 
Figure 4.2 illustrates the DMA approach: A global design matrix A is constructed after 
the creation of local design matrices (with Ai and Aj created on processor PI and PJ 
respectively), followed by the creation of the global normal equations matrix N and the 
global vector c.  
 
                                        PI                 PJ                  PI                PJ                                          
 
 
 
Figure 4.2 Two implementations of parallel least-squares, Normal equations Matrix 
Accumulation method (NMA, left) and Design Matrix Accumulation method (DMA, 
right), (PI and PJ   stand for processor I and processor J) 
 
 
 
Normal equations matrix accumulation means that the matrix N is formed on 
separate computation nodes and accumulated afterwards. The computation is independent 
on every node. In this way, usually a best performance could be achieved, based on the 
locally optimized BLAS-3 symmetric rank-k update (Syrk) call.  However, this method 
requires a huge amount of memory. For example, to compute geopotential coefficients up 
to degree 120, a memory space of 14,637x14, 637*8 = 1,713,934,152 byte is required 
only for the N matrix alone.  To circumvent the memory shortage, the Design Matrix 
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Accumulation method is adopted which, after forming local design matrices from 
individual data subsets, accumulates them to a global design matrix A, and then the 
normal equations matrix N is created by using the global matrix A. Since N is distributed 
among the computation nodes, this greatly alleviates the large demand for memory. In 
general, a large number of computation nodes will put less memory stress on the 
computation system. The distribution, on the other hand, would inevitably increase the 
communication overhead so that PLA_Syrk is slower than the Local Syrk. However 
further tuning and optimizing the parallel design and communication could minimize 
such effect. 
 
4.3.2 Transformation of the local contributions to global objects 
Moving local objects (matrix and vector) distributed on each node to global 
objects is very tricky in PLAPACK. PLAPACK provides this function through its own 
Application Interface (API). However, calling these APIs could cause inconsistencies or 
even deadlock if not properly used. Instead of these APIs, an alternative is to use the 
Copy function embedded in PLAPACK and a special object, called “multiscalar”, which 
serves as a carrier in this particular situation. “Multiscalar” represents a non-distributed 
matrix exiting as a unit entirely on one node. It also can be duplicated on one row or 
column of nodes, or even on every node. For our specific problem, we first copy local 
information to a “multiscalar” on each node. Then reduce these “multiscalars” to one new 
“multiscalar” which is created conformal to the target global matrix N and the vector c. 
The final step is to copy from this “multiscalar” to the global objects N and c.  
There is one drawback to this alternate way of transferring information from local 
to global level. Here, we need to create, on each processor, a matrix with the same size as 
the normal equations matrix N. Considering the already existing local normal equations 
matrix which has the same size, there are now two large-size matrices on one processor 
which only has 4 GB memory shared with another CPU. So the lack of memory reduces 
our use of this method to smaller size problems. The API method is adopted in our DMA 
approach. 
4.3.3 Cholesky decomposition 
Cholesky decomposition is chosen to solve the normal equations to estimate the 
gravity model coefficients. Compared with QR factorization, when the number of 
observations is greater than the number of unknown parameters, the number of operations 
using Cholesky is almost half that of QR. Hence, we used the parallel Cholesky solver 
provided by PLAPACK. 
4.4 Conjugate gradient parallel approach 
As we can see, the direct inverse parallel approach requires huge memory 
occupation for its dense matrix accumulation and inversion. This drawback highly 
restricts its implementation to the recovery of spherical harmonic coefficients of higher 
degree and order. By now, the highest degree and order we can solve with it is 120. On 
the other hand, the conjugate gradient method is a good alternative. It avoids the 
accumulation and inversion of the normal equations matrix, thus makes the computation 
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less time consuming. Meanwhile its requirement of memory is much smaller than that of 
the previous method. So it is suitable for very high degree and order gravity field 
estimation. 
The first step is to obtain the c vector, the diagonal blocks in matrix N for the 
preconditioning matrix M, and the 0Nx  vector which are all prerequisites for the whole 
computation. Then we construct the preconditioning matrix M and its inverse to make the 
iteration converge faster. The final step is to update the estimated parameters through the 
iteration (equations (2.49)-(2.55)). 
4.4.1 Preparation 
As applied in the previous case, parallel I/O is also implemented here. The whole 
vast data set is evenly divided into p small subsets; here p is the number of processors we 
want to use. These subsets are distributed onto each node, and each node works on its 
own designated subset at the same time. 
Compared with Han’s algorithm (Han, 2004), we do not use the Taylor expansion 
of the Legendre function to speed up. Since for parallel computing, the time spent on 
exact the Legendre function is trivial, we just apply the exact recursive Legendre formula 
without approximation, which makes coding and debugging much easier. 
 
 
 
 
 
Figure 4.3 Structure of the preconditioning matrix M 
 
 
 
The great advantage of the conjugate gradient method lies in the fact that there is 
no huge matrix (e.g., the normal matrix) to be accumulated and inverted; no obvious 
matrix appears in the whole process. So, in this step two vectors are formed for further 
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operations: c and 0Nx , and a sparse matrix M which collects the blocks from the diagonal 
of N that acts as the preconditioning matrix in later computation. Since the off-diagonal 
elements of the preconditioning matrix M are zero, we store M as a one-dimensional 
vector in row major, which can save a huge memory space. 
According to equation (4.5), the vector c is the sum of p local vectors ci. Thus, on 
each node we first compute the local vectors ci, respectively, and then accumulate all 
local contributions to the global c. Here the construction of the c vector is the same as 
that from the NMA method in the direct inverse parallel approach. 
From Chapter 2 we know that 0
T
0 AxANx = .Following equation (4.5) again, we 
can get: 
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So, we first need to make sure that every processor owns a copy of the vector 0x . Then, 
after local design matrix Ai is formed, we get local Niix0 by two matrix-vector 
multiplications. Hence we not only reduce the huge volume of computations needed for 
matrix-matrix multiplication, but also avoid the appearance of a dense normal equations 
matrix N. For Nmax=120, the size of N would be 14637x14637. The final step is then to 
gather all local vectors Niix0 and form the global vector Nx0. 
The M matrix actually is the block diagonal part of the normal equations matrix N 
as shown in Figure 4.3 and will be stored as a vector in the memory. We choose this 
sparse matrix as a preconditioning matrix to make the system converge faster. The 
normal equations matrix N is a block diagonal dominant matrix, and the M matrix 
contains most of the information of the normal equations matrix N. So, we can use the 
inverse of the preconditioning matrix M to approximate the variance-covariance matrix 
of x which is essentially N-1. At the same time, the inversion of M is very easy to perform 
due to its block diagonal pattern (Han, 2004). 
Since we need to recompute Nd in every iteration (equation (3.32)), we need to 
store the assigned input data on each local memory.  On each computing node, from this 
local memory row numbers of observations are operated at one time to form a local 
design matrix Ai each time. Then this nrow x ncoef matrix is divided into Nmax+1 blocks. 
The number of columns in every block matches the dimension of the corresponding 
diagonal block of the normal equations matrix, which makes the matrix-matrix 
multiplication well defined. After that, a symmetric rank-k update operation is applied on 
these block matrices one by one. The results are stored on a local Mi on row major. This 
procedure is illustrated in Figure 4.4. Thus all processors contribute to the global M. The 
sum of all local Mi amounts to the global M, just as in the situation when we use the local 
ci vectors to create the global c vector. But since we still need to invert the single blocks 
in M, we just leave these local blocks on each processor. By now, we have two global 
vector objects: c and Nx0, and p local blocks: Mi. 
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4.4.2 Preconditioning 
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Figure 4.5 Creation of the global M (p: number of processors, k: length of the segment of 
Mi on each processor, L: length of M) 
 
 
 
In this subsection we work on the creation of global conditioning matrix M and its 
inverse. Here the conditioning matrix M is a sparse matrix with non-zero elements only 
on its block-diagonal part. To save memory space, it is stored in a vector style in row 
major. So we cannot apply global inversion and multiplication operations provided by 
PLAPACK on this special format object. We have to manage the data distribution among 
processors and do these computations locally by ourselves. As we stated before, at this 
stage on each processor a local Mi already exists. We collect all these local contributions 
in the root processor and accumulate to get the final M. But this object only exists on the 
root processor. When we apply parallel inversion processing, we want these blocks 
distributed among all processors evenly, and then do the inversion block by block, 
simultaneously on each node. The multiplication of M-1 also requires the assignment of 
blocks. So, by scattering, each processor receives almost the same number of blocks as 
the others (Figure 4.5). After that inversion, the matrix-vector multiplication can go 
smoothly. When the multiplication of M-1 is called for, the target vector also needs to be 
divided into blocks before we distribute these blocks to corresponding processors to make 
the computations correctly. 
4.4.3 Iteration 
This part is relatively easy to handle when compared with the previous two tasks. 
In the iteration all variables are global objects except the conditioning matrix. Thus we 
can take advantage of those easy-to-use functions provided by PLAPACK. We do not 
need to take care of the data distribution, message transformation, etc. 
The whole scheme is shown in Figure 4.6.
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Figure 4.6 Parallel iteration scheme 
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CHAPTER 5 
 
 
RESULTS AND ANALYSIS 
 
 
 
In this chapter results from two independent gravity field recovery strategies are 
presented. In order to get a fair evaluation of the effectiveness of these strategies, they are 
tested on the same simulated GRACE data set and run on the same parallel platform. A 
comparison is given according to three major aspects: the quality of the estimated 
spherical harmonic coefficients and their variance – covariance information, performance 
(mainly the computation time), and other aspects like the ability to handle non-
gravitational parameters, which is relevant in real GRACE mission data processing. 
5.1 Results from the direct inverse method 
The results shown in this section are based on a 30-day simulated GRACE orbit 
with 10-second time interval and an inclination of 89 degrees. The disturbing potential 
differences in equation (2.3) are computed from the simulated orbit using the EGM96 
model. The computation platform is a 16-node SGI 750 system which is built on Intel 
Itanium processors. This system consists of 1 front end node and 15 computing nodes. On 
each node there are 2 processors sharing 4 GB memory. A high speed network (Myrinet) 
connects all these 16 nodes. 
Figure 5.1 illustrates clearly that, when solving the same problem, the parallel 
solution is faster than the serial solution. As expected, for up to degree and order 30, 
parallel computing performs five times faster compared to the same task executed in a 
serial environment. Running on 24 processors, less than 20 seconds is needed for the 
parallel code, while for serial computing the whole running time is more than 100 
seconds. For degree and order 120, as much as 3.5 hours are required for the serial job, 
which is nearly 14 times slower than the time for parallel execution. In Figure 5.1, the 
abscissa describes steps involved with generating the least-squares solution. In particular, 
step 1) includes input and creation of the matrix N and the vector c, step 2) covers the 
actual computation, and step 3) the output.  
Figure 5.1 shows that most of the time is spent on the input and the creation of the 
normal equations matrix N. The floating point operations for generating the normal 
equations matrix from the design matrix account to (2n-1)(m+1)m/2, or approximately 
O(nm2), where n is the number of observations and m is the number of parameters. The 
floating point operations of the Cholesky decomposition amount to only m3/3. When the 
number of observations is large and the number of parameters is small, the majority of 
the total time is spent on accumulating the normal equations matrix. 
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Figure 5.1 Execution time of serial and parallel direct inversion approaches. Nmax =30 
(top), DMA method ; Nmax=120 (bottom), DMA method, 1 month of data, using 12 nodes 
(24 CPUs)  
 
 
 
To compute the geopotential coefficients to a higher degree, say 120, the design 
matrix method (DMA) has to be used because of the limitation of the system memory. 
The normal equations matrix accumulation method (NMA), in the present configuration, 
can only solve the problem up to degree 60 (Figure 5.2(a)). The steps in Figure 5.2(a) are: 
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1) Initialization; 2) Preparing for reading; 3) Forming the local normal equations matrix 
Nii and the local vector ci; 4) Going from local to global; 5) Cholesky decomposition; 6) 
First triangular solver; 7) Second triangular solver; 8) Output. The steps in Figure 5.2(b) 
are: 1) Initialization; 2) Preparing for reading; 3) Forming the local design matrix Ai, the 
global A, and the global normal equations matrix N with the global vector c; 4) Cholesky 
decomposition; 5) First triangular solver; 6) Second triangular solver; 7) Output. Figure 
5.2 shows that the NMA method is much faster than the DMA method. The total time 
spent for degree 60 using the NMA method is almost five times faster than when using 
the DMA method.  The library used for the local BLAS-3 Syrk operation is highly 
optimized on the Itanium platform to fully utilize the CPU power. For global operations, 
communications are needed for different computation nodes. Beside the communication, 
the global Syrk operation is a combination of both the Syrk and Gemm call. The BLAS-3 
Gemm call needs to compute the full matrix, which is less effective than the symmetric 
rank-k update.  There are still possibilities to further optimize the DMA method code by 
carefully analyzing the code structure. 
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(a) Normal equations matrix accumulation method (NMA) 
 
Figure 5.2 Performance of the NMA and the DMA method for geopotential estimation. 
(Using 12 nodes, 24 CPUs)(continued) 
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Figure 5.2: continued 
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(b) Design matrix accumulation method (DMA) 
 
 
 
The solution for the geopotential coefficients up to degree 120 using the DMA 
method takes about 33 minutes on 24 CPUs for an exact solution. The computation time 
is dramatically reduced by running on parallel mode. Table 5.1 shows the speed-up and 
efficiency of the NMA and DMA methods with 24 processors involved. When the 
problem size is small, say up to degree and order 30 or 40, the number of speed-up for the 
DMA method is smaller than one. This means that its execution time is even longer than 
that of the serial mode. The extra time spent on communication and message passing is so 
big that the advantage of parallelism is sacrificed. But with the increasing problem size, 
the speed-up is increasing. With constant CPU number, efficiency is also increasing. 
Table 5.2 presents different performances of both methods when solving for unknown 
coefficients to degree and order 60. The number of computing units varies from 6 to 12, 
to 24. With the increasing number of CPUs, the efficiencies of both methods drop. The 
speed-up of DMA method with 24 CPUs is even smaller than that with 12 CPUs. It 
means that the communication overhead associated with the increased number of CPUs is 
dominant in this small problem size case. We also can see some similar situations in 
Table 5.3 and Table 5.4 due to the same reason. It is obvious that the achievement by the 
NMA method is much better than that of the DMA method. With increasing memory for 
the computation nodes and an optimized data transformation algorithm, the NMA method 
could achieve best performance by taking advantage of locally well-tuned scientific 
libraries to further reduce communication costs. 
42 
 Speed-up 
(NMA) 
Speed-up 
(DMA) 
Efficiency 
(NMA) 
Efficiency 
(DMA) 
degree 20  3.101 0.208 0.129 0.009 
degree 30  4.913 0.212 0.205 0.009 
degree 60  14.43 2.766 0.601 0.115 
degree 120  - 13.566 - 0.565 
 
 
Table 5.1 Speed-up and efficiency of the NMA and DMA methods (Using 12 nodes, 24 
CPUs) 
 
 
 Speed-up 
(NMA) 
Speed-up 
(DMA) 
Efficiency 
(NMA) 
Efficiency 
(DMA) 
6 CPUs 5.536 3.046 0.923 0.508 
12 CPUs 10.261 4.625 0.855 0.385 
24 CPUs 14.43 4.396 0.601 0.183 
 
 
Table 5.2 Speed-up and efficiency of the NMA and DMA methods (Nmax=60) 
 
 
Number of CPU 6 12 24 
Wall time (seconds) 79.1 39.3 29.7 
Total speed (Mflops/sec) 9,221.1 18,559.6 24,558.6 
Speed/node (Mflops/sec) 1,536.8 1,546.6 1,023.3 
 
 
(a) NMA method 
 
 
Number of CPU 6 12 24 
Wall time (seconds) 404.5 379.7 466.2 
Total speed (Mflops/sec) 1803.2 1,921.0 1564.5 
Speed/node (Mflops/sec) 300.5 160.1 65.2 
 
 
(b) DMA method 
 
 
Table 5.3 Comparison of performance in constructing the normal equations matrix 
(Nmax=40, # unknown=1,677, # observations=259,201, # total Mflops=729,391.8) 
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Number of CPU 6 12 24 
Wall time (seconds) 4.0 4.4 4.2 
Total speed (Mflops/sec) 393.0 357.3 374.3 
Speed/CPU (Mflops/sec) 65.5 29.8 15.6 
 
 
(a) NMA method 
 
 
Number of CPU 6 12 24 
Wall time (seconds) 3.0 2.5 2.8 
Total speed (Mflops/sec) 524.0 628.8 561.4 
Speed/CPU (Mflops/sec) 87.3 52.4 23.4 
 
 
(b) DMA method 
 
 
Table 5.4 Comparison of performance in Cholesky decomposition (Nmax=40, # 
parameters=1,677, # observations=259,201, # total Mflops=1,572) 
 
 
 
Table 5.3 compares the time and speed for computing the normal equations 
matrix using both the NMA and DMA methods. The total speed is defined as the total 
number of million floating point operations for a certain problem divided by computation 
time (wall clock time).  Speed per CPU is defined as total speed divided by number of 
CPU. For the NMA method, although the total speed is increased as computing elements 
increase, the computation time is reduced accordingly. The parallelized code for the 
NMA method achieves scalability at a certain level. On the other hand, for the DMA 
method, the speed drops and computation time increases when the number of CPU 
increases from 12 to 24, because the inter-node communication impedes performance. 
This suggests that increasing nodes alone does not necessarily boost speed. Parallel code 
has to be fine-tuned to fit the system. The DMA code used here is only our first version; 
we will further analyze and tweak our code to improve its performance. 
The results on time and speed performance of the Cholesky decomposition are 
listed in Table 5.4. Since the NMA and the DMA methods use a similar approach for the 
Cholesky decomposition, the results also appear similar. The numbers listed in the table 
are only for reference showing that, compared to the overall computational scheme, time 
spent in this step is very short.  
5.2 Results from the conjugate gradient method 
A series of case tests with variation of parameters of the computation has been 
performed on the SGI 750 parallel system which is the same machine involved in the 
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direct inverse approach. The same simulated GRACE data set has also been applied here 
for fairness reasons. Another almost identical observation record, except for an 
inclination of 87 degrees, has also been processed.  
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Figure 5.3 Execution time of serial and parallel computing when applying the iteration 
method. Nmax =30 (top), 9 iterations, Nmax=120 (bottom), 21 iterations. (1 month of data, 
using 12 nodes, 24 CPUs). 
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Figure 5.4 Performance of the iteration method for geopotential inversion (Using 12 
nodes, 24 CPUs). Number of iterations: 9(degree 30), 10(degree 40), 11(degree 60), 
12(degree 80), 20(degree 120). 
 
 
 
Figure 5.3 shows the execution time of both a serial iteration strategy and a 
parallel iteration strategy when processing 30-day simulated GRACE data to solve for the 
unknown coefficients up to degree and order 30 and 120. For gravity recovery up to 
degree 30, running in parallel mode on 24 processors, the whole wall clock time is only 
25 seconds. It is 16 times faster than that of the serial job. In Figure 5.3, the abscissa 
describes the steps involved with generating the iterative solution. Specifically, step 1) 
includes the system initialization and the creation of two global objects, c and Nx0, and 
local Mi, step 2) covers the creation of the preconditioning matrix M and its inverse, and 
step 3) the iteration. We can see from Figure 5.3 that for both serial and parallel 
approaches, no step occupies a huge amount of execution time, which is different from 
what we can see in the direct inverse method. No necessity for the accumulation of the 
normal equations matrix N is the significant advantage of this iteration method. Its direct 
significance lies in the fact that only matrix-vector computations are involved in this 
approach; thus the number of operations is reduced dramatically. We let the 
preconditioning matrix M be the block diagonal part of the normal equations matrix N, its 
inverse M-1 is easily obtained with little computational effort. Accordingly, a nearly flat 
line reflects this part of work in Figure 5.3. We can also notice that the time spent on 
iteration is the dominant part of the whole computation time. This is so since that the 
matrix-vector multiplications are mainly located in this part, which is the most time-
consuming operation in this method. With the problem size increasing, the number of 
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iterations needed increases. In each iteration there are three matrix-vector multiplications, 
two in the equation (2.51), and one in the equation (2.54). So, approximately O(2nm + 
m2) floating point operations are conducted in one iteration. Here m is the number of 
unknown parameters, and n is the number of observations. Figure 5.4 presents the various 
execution times when the problem size increases from degree 30 to degree 120, while 
keeping the computing nodes as 12. The abscissa is the same as in Figure 5.3. The time 
spent on iterations increases as the problem size and the number of iterations increase. On 
the other hand, times taken by the other two parts keep a relatively slow increasing rate. 
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Figure 5.5 Degree RMS coefficient of EGM96 and the iteration behavior represented by 
the degree RMS coefficient given in equation (5.2) (Using 12 nodes, 24 CPUs) 
 
 
 
In this study, EGM96 coefficients are treated as the “true” values, and the degree 
RMS coefficient is defined as: 
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Here nmC and nmS  are the coefficients of our reference model EGM96. Then, the “degree 
RMS error” ein defined in equation (5.2) gives us the mean value of the estimation error 
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Figure 5.6 Degree RMS coefficient of EGM96 and the iteration behavior of two different 
data sets, one with an inclination of 87 degrees, the other with 89 degrees  represented by 
the degree RMS coefficient given in equation (5.2) (Using 12 nodes, 24 CPUs) 
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Here initial values are set to zero and two keys are selected to control the flow of 
iteration. One is the largest number of iteration; the other is the RMS discrepancy from 
vector ri, defined as: 
coef
2
i
i n
)discr(
r= ,  ncoef being the number of unknown coefficients.  (5.3)  
Figure 5.5 shows the degree RMS coefficient of EGM96 and the iteration 
behavior characterized by ein in equation (5.2). After 8 minutes, 21 iterations have been 
conducted with convergence to the” true” values.  
We tested another set of simulated GRACE data, with the inclination at 87 
degrees, to see the effect of different global coverage. Figure 5.6 shows the convergence 
behavior when comparing the two sets of simulated GRACE data, with inclination at 89 
degrees and at 87 degrees. We can see that the data set with 89 degrees inclination 
delivers a better result and a better convergence rate than that of the data set with 87 
degrees inclination.  
5.3 Comparison 
In this section we examine the above two independent gravity recovery 
approaches in three categories. Computational performance is characterized in execution 
time, speed-up, efficiency, and scalability. Estimated harmonic coefficients with their 
variance-covariance information are compared to decide which approach gains better 
accuracy. Other concerns, such as flexibility and computing resources are addressed in 
the third category. 
5.3.1 Performance 
Execution time is chosen as a major measure to evaluate the effectiveness of these 
two numerical solutions of the gravity field estimation problem. Here the DMA method is 
referred to as the direct inverse method. Figure 5.7 clearly indicates that the parallel 
iterative solution runs much faster than the parallel direct iteration solution. This result 
reflects the huge difference in the computation cost between these two algorithms. The 
direct inverse algorithm applies normal equations matrix accumulation which has about 
O(nm2) floating point operations. For the Cholesky decomposition there are another 
O(m3) floating point operations to be added. Here n is the number of the observations, 
and m is the number of unknown coefficients. Massive computations are required which 
result in a long running time. Meanwhile, a much smaller amount of computations is 
involved in the iterative algorithm. Only O(2nm + m2) floating point operations for the 
matrix-vector multiplication are needed in each iteration. Another factor that has 
influence on the execution time are the communication costs. In the DMA method the 
creation and existence of the global normal equations matrix N not only brings a memory 
shortage problem, but also raises the communication price. While the normal equations 
matrix is constructed, massive local data are collected and summed to a global object. 
Since the global normal equations matrix N is distributed on all computing nodes, a huge 
amount of message passing is expected when applying operations on this global object. In 
contrast, the iterative approach only has vector-type global objects involved in the whole 
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iteration. Less communication is needed to complete the operations in question. In this 
sense, the iteration algorithm is more efficient than its competitor.  
Scalability is an important measure to exam a parallel algorithm’s effectiveness. 
When we increase both the number of processors and the problem size, and the efficiency 
stays constant, we call such a system scalable. Table 5.5 illustrates the scalability of three 
methods. As we can see, the implementation of both the NMA method and the conjugate 
gradient method is nearly scalable. This character means that solving larger problems 
with more nodes may be as effective as solving smaller problems, without wasting 
computing resources, and at the same time achieves good load balance. For the DMA 
method, the time consumed by communication overhead is relatively bigger for smaller 
problem size, which causes a very low efficiency. As the problem size grows, the 
overhead only occupies a small percentage of the total time. Thus, the efficiency 
increases gradually, but the number is still smaller than for the other two methods, due to 
the large number of non-local computations. 
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Figure 5.7 Execution time comparisons of the parallel iteration method and the parallel 
direct inverse method (DMA). (1 month of data, using 12 nodes, 24 CPUs). 
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 NMA 
Efficiency 
DMA 
Efficiency 
Conjugate Gradient 
Efficiency 
20°  
4 CPUs 0.943 0.156 0.750 
30° 
8 CPUs 0.876 0.196 0.734 
60° 
12 CPUs 0.855 0.385 0.684 
120° 
24 CPUs - 0.565 0.881 
 
Table 5.5 Scalability of three methods 
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Figure 5.8 Degree RMS errors of the DMA method and the iteration method respectively 
(bottom), and the average variance differences per degree of these two methods (top). 
(Using 12 nodes, 24 CPUs) 
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5.3.2 Accuracy 
No exact estimate for the variance-covariance information is provided by this 
iteration method, while it comes out with ease in the direct inverse method. However, the 
preconditioning matrix M is the block-diagonal part of the normal equations matrix N. 
So, M-1 may be used to approximate the variance-covariance matrix N-1 to some degree. 
And M is a sparse matrix with non zero elements only on the diagonal-block part; thus, 
its inverse M-1 is easy to compute. Figure 5.8 illustrates that the “degree RMS errors” 
defined in equation (5.2) from both methods are nearly identical. The line on top of 
Figure 5.8 shows the average variance differences per degree given in equation (5.4) 
from the DMA method and the iteration method. The difference is small enough to 
indicate that both approaches can provide an equally accurate solution to the gravity field 
estimation problem. This conclusion is also consistent with other studies, e.g., Han 
(2004) and Pail and Plank (2002). 
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5.3.3 Other aspects 
Computation resources form an important factor that we need to take into 
consideration when designing and evaluating a numerical algorithm. The direct inverse 
method gives us the exact solution to the inversion problem and provides an accurate 
variance-covariance matrix to the estimated parameters. But this accuracy comes at a 
price. Huge amounts of floating point operations lead to long CPU times. Meanwhile, 
PLAPACK cannot handle symmetric matrices in its memory; so, a full normal equations 
matrix has to be stored in the memory. For Nmax =120, almost 2 GB memory is needed 
only for the storage of the normal equations matrix. This requirement indeed decreases 
the popularity of the parallel direct inverse method. 
In this simulation study only gravitational coefficients are treated as unknown 
parameters. In real GRACE data processing, some non-gravitational parameters (e.g., 
nuisance parameter) are also needed to be taken care of. Nuisance parameters disappear 
from the equation system when the “reduced weight matrix” is used. This would indeed 
destroy the sparsity. In this way, the block-diagonal dominant feature of the normal 
equations matrix N no longer exists. Thus, the iteration method cannot produce results as 
good as in this simulation study. But this situation has little effect on the direct inverse 
method. 
52 
CHAPTER 6 
 
 
CONCLUSIONS 
 
 
 
6.1 Summary and conclusions  
The parallel implementation of the least-squares algorithm for the solution of the 
gravitational coefficients based on the energy conservation method is presented in this 
study. Both a direct inversion and an iterative (conjugate gradient) method are 
implemented on a distributed computing environment—a 16-node SGI Itanium cluster. 
We have shown in the previous chapter that parallel code greatly reduces the 
computational time using the moderate commodity cluster. The simulated data are all 
based on one month of GRACE orbit and the EGM96 Earth gravity model. We chose 
PLAPACK over other numerical libraries for the study. Although it was found out later 
in the process that there are some drawbacks to using it, its object-oriented design and 
“physical based data distribution” architecture hide the detailed implementation of 
distributing data, which greatly releases the burden of explicitly managing and delivering 
data on the distributed nodes. Some explicit BLAS operations and MPI, MPI parallel I/O 
functions are utilized as well. 
From a preliminary analysis, we see that data accumulation for the normal 
equations matrix is the most time-consuming and memory-demanding task; the inversion 
of the matrix using Cholesky decomposition does not need too much time. In the 
realization of a strict least-squares method, due to the physical memory limitation, we 
considered the Normal equations Matrix Accumulation (NMA) method and the Design 
Matrix Accumulation (DMA) method. NMA could potentially achieve better 
performance than DMA with the use of highly optimized local libraries, since it does not 
need any data communication when forming the local N matrix. However, this method 
becomes impractical with geopotential coefficients beyond degree 60. The NMA method 
also shows scalability to a certain extent. On the other hand, DMA method could solve 
for spherical harmonic coefficients up to degree 120, but at a much slower speed than the 
NMA method. The DMA method takes about 0.5 hours to solve for the spherical 
harmonic coefficients up to degree 120 using 24 CPUs. With careful optimization and 
code-tuning, we replace the unnecessary duplicate computations and complicated 
operations (e.g., trigonometry, power functions) with the recursive formulas that only use 
simple operations (addition, subtraction and multiplication). At the same time, we take 
advantage of the hierarchical architecture of the Itanium processors, and use BLAS-3 
(matrix-matrix operations) whenever possible. By adjusting the “data I/O block size” 
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(number of observations read in at one time), “PLAPACK distribution block size” and 
“PLAPACK algorithmic block size”, better performance could be achieved. For example, 
when the matrix sizes are multiples of the “distribution block size” and “algorithm block 
size”, PLAPACK will distribute and manipulate matrices in the most efficient manner. 
One direct example of this optimization is that the solution for the spherical harmonic 
coefficients up to degree 120 using serial code only takes around 7.5 hours. On one hand, 
PLAPACK eases our work, on the other hand, it also increases the program overhead (the 
consumption of CPU and memory by the package itself). The increase of communication 
costs in the DMA method through the high speed network slows down the program 
performance. The advantage of the direct method is that we use exact formulas in every 
step; hence, there is no approximation. It is very easy to obtain a full variance-covariance 
matrix. 
The iteration (conjugate gradient) method is also being implemented in this study. 
The serial conjugate gradient method needs about 3.5 hour to compute spherical 
harmonic coefficients up to degree 120, while the parallel code takes only 8 minutes to 
finish 21 iterations on 24 CPUs with the same result. It also has the same accuracy 
compared with the strict least-squares method.  The use of the inverse block-diagonal 
matrix from N for preconditioning and to approximate the variance-covariance matrix 
proves to be successful. One reason that the conjugate gradient method runs so fast is that 
it does not need to store the whole N matrix, and nearly all the computations are matrix-
vector operations. This greatly reduces the memory usage and makes the separate local 
operations possible. The only communication happens at the stage of “reducing” local 
results; there is no communication during the local operations. This usually is not the 
case when doing global operations where a large amount of data is exchanged between 
nodes (DMA method). The other reason is that the number of operations in the conjugate 
gradient method is less than that of the direct inversion method. 
Both implementations can be revised to become a general purpose least-squares 
solver for any geophysical inverse problem. 
6.2 Recommendations 
As mentioned above, PLAPACK and other numerical libraries (e.g., 
ScaLAPACK) also have some drawbacks. These packages require the use of full 
matrices, even though these matrices are symmetric. The inflexibility causes a big waste 
of system memory, and sometimes requires special design of the codes to circumvent the 
memory shortage problem. The communication routines in PLAPACK are not robust and 
sometimes cause deadlock (freeze) of the code when there are large amounts of 
communication traffic. Tricks have to be played to work around the problem. We only 
use those routines if we cannot find another way. Sometimes, direct use of MPI functions 
is more robust. Adding symmetric matrix support in PLAPACK would increase its 
flexibility and broaden its usage to even larger linear systems. If one wants to achieve 
even better performance, direct usage of MPI could reach the goal; but the code 
development cycle will be longer. 
Not every code can be parallelized; the dependency of the data flow and the 
complexity of parallelization are main factors to consider. Procedures not depending on 
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each other are the best suit for parallel realization, since less communication will occur. 
Improvement is expected by further analyzing and tuning the code.  
For even larger problems that cannot fit into the physical memory, out-of-core 
methods could be implemented. In particular, for near-singular normal equations 
matrices, we need to implement a parallel version of the QR decomposition or the 
Singular Value Decomposition (SVD) method. 
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