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ii Daniele Graziani et al.1 Introdution37 Deteting ne strutures, like points or urves in two or three dimensional images respe-38 tively, is an important issue in image analysis. In biologial images a point may represent39 a viral partile whose visibility is ompromised by the presene of other strutures like ell40 membranes or some noise.41 From a variational point of view the problem of isolating points is a diult task, sine it42 is not lear how these singularities must be lassied in term of a some dierential operator.43 Indeed, whereas these are usually dened as disontinuity without jump, we annot use the44 gradient operator as in the lassial problem of deteting ontours. As a onsequene the45 funtional framework we have to deal with may be not lear.46 One possible strategy to overome this obstale is onsidering these kind of pathology47 as a k-odimension objet, meaning that they should be regarded as a singularity of a map48
U : Rk+m → Rk, with k ≥ 2 and m ≥ 0 (see [7℄ for a omplete survey on this subjet). So49 that the deteting point ase orresponds to the ase k = 2 and m = 0.50 In this diretion, in [5℄, the authors have suggested a variational approah based on the51 theory of Ginzburg-Landau systems. In their work the isolated points in 2-D images are52 regarded as the topologial singularities of a map U : R2 → S1, where S1 is a unit sphere53 of R2. So that it is ruial to onstrut, starting from the initial image I : R2 → R, an54 initial vetor eld U0 : R2 → S1 with a topologial singularity of degree 1, where there is a55 point in the initial image I. How to do this in a rigorous way, it is a subjet of a urrent56 investigation.57 Here our purpose is to provide a lighter variational formulation, in whih the singularity58 in the image is diretly given in term of of a proper dierential operator dened on vetor59 elds. Another important dierene is that in [5℄ points and urves are deteted both as60 singularities, while in the present paper our aim is to isolate points and at same time remove61 any other singularities, like urves preisely, from the initial image.62 In our model Ω ⊂ R2 is an open set (the image domain), B(Ω) is the σ-algebra of the all63 Borel sets of Ω, and the initial image I : B(Ω) → R is a Radon measure.64 In order to detet the singularities of the image, we have to nd a funtional spae whose65 elements generate, in a suitable sense, a measure onentrated on points. Suh a spae is66
DMp(Ω), the spae of the vetor elds U : Ω → R2 whose distributional divergene is a67 Radon measure introdued in [4℄. (see Subsetion 2.2 for denitions and examples).68 Unfortunately even if we are apable of fabriating an initial vetor eld U0 (see below69 for suh a fabriation) belonging to the spae DMp(Ω), its singular set ould ontains70 several strutures, we want to remove from the original image like for instane urve or71 points generated by some noise. Hene, after the initialization we have to lear away all the72 strutures we are not interested in by building up, starting from the initial data U0, a new73 vetor eld U whose singularities are given by the points of the image I we want to isolate.74 Thus, from one hand we have to fore the onentration set of the divergene measure of75
U0 to ontain only the points we want to ath, and on the other hand we have to regularize76 the initial data U0 outside the points of singularities. To this end we propose to minimize77 an energy involving a ompetition between a divergene term and the ounting Hausdor78 INRIA
A Γ-onvergene approah for the detetion of points in 2-D images. iiimeasure H0. More preisely the energy is the following79
∫
Ω\P
|divU |2 + λ
∫
Ω
|U − U0|
p + H0(P ). (1)where U ∈ Lp,2(div; Ω \ P ) the spae of the Lp vetor eld whose distributional divergene80 belongs to L2(Ω \P ), P is the atomi set we want to target and λ is a positive weight. The81 rst integral fores U to be regular outside P , while the term H0(P ) penalizes the presene82 of the singular urves and the noise in the image.83 From a pratial point of view, this hoie allows us to handle with a rst order dierential84 operator and permits us to formulate the minimization problem in a ommon funtional85 framework.86 Clearly to initialize the minimization proess we need of a vetor eld U0 linked to the87 initial image I, belonging to the spae DMp(Ω). Suh a vetor eld an be provided by the88 gradient of weak solution of the lassial Dirihlet problem with measure data.89
{
∆f = I on Ω
f = 0 on ∂Ω. (2)In setion 3 we reall the basi results of the theory of the ellipti equations with data90 measure.91 In order to provide omputer examples, we must approximate the funtional (1) by means92 of a sequene of more onvenient funtionals from a numerial point of view.93 The approximation, we suggest in this paper, is based on the so alled Γ-onvergene,94 the notion of variational onvergene introdued by De Giorgi (see [13, 14℄). This theory95 is designed to approximate a variational problem by a sequene of dierent variational96 problems. The most important feature of the Γ-onvergene relies on the fat that it implies97 the onvergene of minimizers of the approximating funtionals to those of the limiting98 funtional. In this work we provide a possible Γ-onvergene approah for the detetion of99 points.100 Classially, in image analysis, the Γ-onvergene has been used to deal with 1-dimensional101 objets like smooth boundaries. For instane in ([2, 3℄) Ambrosio and Tortorelli have proven102 that the Mumford-Shah funtional an be approximated by a sequene of ellipti funtionals103 that are numerially more treatable.104 The main diulty here is related to the presene of a odimension 2 objet, whih isnot a ontour: the set P . In order to obtain a variational approximation lose to the oneprovided in ([2, 3℄), the ruial step is then to replae the term H0(P ) of a funtional (1) bya more handy, from a variational point of view, funtional involving a smooth boundary andhis perimeter measure given by the 1-dimensional Hausdor measure H1. Following somesuggestion from the paper of Braides and Malhiodi and Braides and Marh (see [9, 10℄)suh a funtional is given by:
Gβε(D) =
1
4π
∫
∂D
( 1
βε
+ βεκ
2(x)
)
dH1(x);RR n° 6978
iv Daniele Graziani et al.where D is a proper regular set ontaining the atomi set P , κ is the urvature of its105 boundary, the onstant 14π is a normalization fator, and βε innitesimal as ε → 0. Roughly106 speaking the minimum of this funtionals are ahieved on the union of balls of small radius,107 so that when βε → 0 the funtionals shrinks to the atomi measure H0(P ). On the other108 hand this approah requires a non trivial and onvenient, for a numerial point of view,109 approximation a urvature-dependent funtional. Suh an approximation is based on a110 elebrated onjeture due to De Giorgi (see [12℄. By means of this argument it is possible111 to substitute the urvature-depending funtional with an integral funtional involving the112 Laplaian operator of smooth funtions. Then it remains to approximate the H1 measure113 and this an be done by retrieving a lassial gradient approah used in [15, 16℄. This strategy114 allows to deal with a funtional whose Euler-Lagrange equations an be disretized. A simple115 and intuitive explanation of the onstrution of the omplete approximating funtionals will116 be given in setion 3.117 The paper is organized as follows: setion 1 is intended to remind the reader of mathe-118 matial tools useful in the following. In setion 2 we reall the notion of Γ-onvergene and119 we illustrate the two Γ-onvergene results we need in the sequel. In setion 3 we address the120 onstrution of the approximating funtionals. In setion 4 we present the disrete model.121 In setion 5 we explain the detetion strategy. Finally in the last setion we give some122 omputer examples.123
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A Γ-onvergene approah for the detetion of points in 2-D images. v2 Preliminaries124 2.1 Measure theory125 We start by lassial denitions of measure theory. For a general survey on measure theory126 we refer, among others, to [1℄.127 Denition 2.1. Let (X, Σ) be a measure spae and µ : Σ → [0,∞). We say that µ is apositive measure if µ(∅) = 0 and for any sequene {En} of pairwise disjoints elements of Σ
µ(
∞
⋃
n=0
En) =
∞
∑
n=0
µ(En).We say that µ is nite if µ(X) < +∞ and that µ is σ-nite if X is the union of inreasing128 sequene of sets with nite measures.129 Denition 2.2. Let (X, Σ) be a measure spae and let N ∈ N, N ≥ 1.130
(i) We say that µ : Σ → RN is a measure, if µ(∅) = 0 and for any sequene {En} ofpairwise disjoints elements of the σ-algebra Σ
µ(
∞
⋃
n=0
En) =
∞
∑
n=0
µ(En).If N = 1 we say that µ is a real measure, if N > 1 we say that µ is a vetor measure.131
(ii) If µ is a measure, we dene its total variation |µ| as follows
∀E ∈ Σ |µ|(E) := sup{
∞
∑
n=0
|µ(En)| : En ∈ Σ pairwise disjoints, E = ∞⋃
n=0
En}.
(iii) We say that µ is nite is |µ|(X) < +∞.132 It an be proven that the total variation |µ| is a positive measure, more preisely, it is the133 smallest positive measure suh that |µ|(E) ≥ |µ(E)| for every E ∈ Σ. Clearly, if µ is a134 positive measure, then |µ| = µ.135 An important lass of measures is the Radon measures. In order to introdue suh a136 onept, the notion of Borel set is neessary.137 Denition 2.3. Let X be a loally ompat and separable metri spae. Let A(X) be the138 olletion of all open sets of X. We all the Borel σ-algebra on X the smallest σ-algebra139 ontaining A(X) and we denoted it by B(X). We all its elements the Borel sets of X.140 Denition 2.4. Let X be a loally ompat and separable metri spae and B(X) be the141 Borel σ-algebra of X. Consider the measure spae (X, B(X)).142 RR n° 6978
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(i) A positive measure on (X, B(X)) is a Borel measure.143
(ii) A positive measure on eah ompat subset K of X will be alled a positive Radon144 measure. If µ is an RN -valued measure dened on all the Borel subset of X s.t.145
|µ| is a Radon measure and |µ|(X) < +∞, we say that µ is an RN -valued nite146 Radon measure. We denote by M(X ; RN) the spae of the all RN -valued nite Radon147 measures.148 2.2 Distributional divergene149 In this subsetion we reall the denition of the spae Lp,q(div; Ω) and DMp(Ω), introdued150 in [4℄.151 Let Ω ⊂ R2 be an open set and let U : Ω ⊂ R2 → R2 be a vetor eld.152 Denition 2.5. We say that U ∈ Lp,q(div; Ω) if U ∈ Lp(Ω; R2) and if its distributional153 divergene divU ∈ Lq(Ω). If p = q the spae Lp,q(div; Ω) will be denoted by Lp(div; Ω).154 If p = q = 2 the spae L2(div; Ω) equipped with the salar produt
(U, V ) =
∫
Ω
U · V dxdy +
∫
Ω
divUdivV dxdy;is an Hilbert spae.155 We say that U ∈ Lp,qloc(div; Ω) if U ∈ Lp,q(div; A) for every open set A ⊂⊂ Ω.156 Denition 2.6. For U ∈ Lp(Ω; R2), 1 ≤ p ≤ +∞, set
|divU|(Ω) := sup{〈U,∇ϕ〉 : ϕ ∈ C10 (Ω), |ϕ| ≤ 1}.We say that U is an Lp-divergene measure eld, i.e. U ∈ DMp(Ω) if
‖U‖DMp(Ω) := ‖U‖Lp(Ω;R2) + |divU|(Ω) < +∞.We say that U ∈ DMploc(Ω) if U ∈ DMp(A) for every open set A ⊂⊂ Ω.157 Remark 2.1. If U ∈ DMp(Ω) then via Riesz Theorem it is possible to represent the distri-158 butional divergene of U by a Radon measure. More preisely there exists a Radon measure159
µ suh that for every ϕ ∈ C10 (Ω) the following equality holds:160
∫
Ω
U · ∇ϕdxdy = −
∫
Ω
ϕdµ.For instane the eld U(x, y) = ( x
x2+y2 ,
y
x2+y2 ) belongs to DM1loc(R2) and its divergene161 measure is given by −2πδ0, where δ0 is the the Dira mass.162 Suh a result an be proven by approximation. Let us dene the following map:163
Uε(x, y) :=
{
U(x, y) if |x| ≥ ε
( x
ε2
, y
ε2
) if |x| < ε. INRIA
A Γ-onvergene approah for the detetion of points in 2-D images. viiIt is not diult to hek that uε is Lipshitz-map with divergene given by164
2
ε2
χB(0,ε).165 Then for every test funtion ϕ ∈ C10 (R2) we have166
∫
Uε · ∇ϕdxdy = −
∫
2
ε2
χB(0,ε)ϕdxdy.By applying the hanging variable x = x1
ε
, y = y1
ε
we obtain
∫
Uε · ∇ϕdxdy = −2
∫
χB(0,1)ϕ(
x1
ε
,
y1
ε
)dx1dy1,so that, letting ε → 0, by dominated onvergene theorem we obtain
∫
Ω
U · ∇ϕdxdy = −2πϕ(0, 0) = −2π
∫
Ω
ϕdδ0
RR n° 6978
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hlet problem with measure data167 For the initialization of our algorithm we must built a vetor eld U0 whih should be suh168 that its divergene is singular on points of the image I. Therefore we will use the gradient169 of the solution of the following Dirihlet problem (applied with µ = I)170171
{
∆f = µ on Ω
f = 0 on ∂Ω (3)where µ is a Radon measure172 The study of a PDE with data measure is a very lassial researh topi in Analysis173 and there is a vast literature about this subjet. In what follows we reall just some basi174 denitions and ruial results for our purpose.175 Denition 3.1. We say that f is a weak solution of the (3) if f ∈ W 1,10 (Ω) and the followingequality holds for every test ϕ ∈ C10 (Ω):
∫
Ω
∇f · ∇ϕ = −
∫
Ω
ϕdµ.Note that if f is a weak solution, then its weak gradient is a divergene measure eld,176 i.e. U = ∇f ∈ DMp(Ω), and its divergene is equal to the measure data µ.177 A lassial example of a weak solution is provided by a fundamental solution of the178 Laplae equation. Let us onsider the problem:179
{
∆f = δ0 on Ω
f = 0 ∂Ω.
(4)Then, by the same argument used in Remark 2.1, one an easily hek that the distributional180 divergene of ∇f is given by δ0.181 More generally lassial results (see [17℄) guarantee the existene of a unique solution of182 the problem (3). Conerning the regularity it is known then f ∈ W 1,p with p < 2.183
INRIA
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onvergene approah for the detetion of points in 2-D images. ix4 Γ-onvergene184 The key point of our strategy is the approximation of the funtional (1) by means of more185 regular funtionals via Γ-onvergene.186 Therefore this setion is devoted to a very simple presentation of the notion of Γ onver-187 gene and the two ruial results for our goal: the Modia-Mortola's theorem (see [15, 16℄)188 onerning the approximation of the perimeter measure and the De Giorgi onjeture (see189 [12℄) about the approximation of urvature depending funtionals.190 We start by realling the denition of the Γ-onvergene just in the speial ase we need191 of. For a omplete survey on this subjet we refer to [8, 11℄ and referenes therein. In what192 follows X stands for a metri spae (X, d)193 Denition 4.1. We say that a sequene Fn : X → [−∞, +∞] Γ-onverges to a funtional194
F : X → [−∞, +∞] as (n → +∞), with respet to the X-distane, if the following two195 properties hold:196 for every u ∈ X and every {un} ∈ X, suh that un → u with respet to X-distane,197
F (u) ≤ lim inf
n→+∞
Fn(un), (5)for every u ∈ X there exists {un} ⊂ X, suh that un → u with respet to X-distane198
F (u) = lim
n→+∞
Fn(un). (6)The funtional F is alled the Γ-limit of F (with respet to the X-distane) and we write199
F = Γ − limn Fn.200 The relevane of this notion is explained by the following fundamental theorem201 Theorem 4.1. Let us suppose that F = Γ − limn Fn and let a ompat set K ⊂ X existsuh that infX Fn = infK Fn for all n. Then
min
X
F = lim
n
inf
X
Fn.202 Moreover, if un is a onverging sequene suh that lim
n→+∞
Fε(un) = lim
n→∞
inf
X
Fn, then its203 limit is a minimum point for F .204 It is possible to extend the denition of Γ-onvergene to a family depending on a real a205 parameter. So that we an deal with Γ-limits of families {Fε} as ε → 0.206 Denition 4.2. We say that a sequene Fε : X → [−∞, +∞] Γ-onverges to a funtional207
F : X → [−∞, +∞] as (ε → 0), if for every sequene {εn} onverging to 0, as n → +∞,208 the sequene Fεn Γ-onverges to F .209 RR n° 6978
x Daniele Graziani et al.4.1 Modia Mortola's approah210 The Modia-Mortola theorem states that it is possible to approximate, in the Γ-onvergene211 sense, a perimeter measure by means of the following sequene of funtionals212
F 1ε (u) :=
{
∫
Ω
(
ε|∇u|2 + V (u)
ε
)
dx if u ∈ W 1,2(Ω),
+∞ otherwise,where V (u) = u2(1 − u)2 is a double well potential. Besides in order to avoid that the213 minimizers of the funtional F 1ε are trivial, some onstraint on the funtions uε must be214 added. In the original version of the Modia-Mortola's paper a volume onstrained of the215 type ∫
Ω
udxdy = m, was assumed.216 Let us give an intuitive explanation of suh a result. Sine V has two absolute minimizers217 at u = 0, 1, when ε is small, a loal minimizer uε is losed to 1 on a part of Ω and lose to218
0 on the other part, making a rapid transition of order ε between 0 and 1. When ε → 0 the219 transition set shrinks to a set of dimension 1, so that uε goes to a funtion taking values u220 into {0, 1} and the funtionals onverge to the measure of the perimeter of the disontinuities221 set of u.222 By the way the Modia-Mortola's theorem still holds even without assuming the volume223 onstrain. It means that in general the Γ-limit ould be given by a funtional identially224 equal to 0. The Modia-Mortola's Theorem is the following.225 Theorem 4.2. The funtionals F 1ε : L1(Ω) → [0, +∞] Γ−onverge with respet to the226
L1-distane to the following funtional227
F 1(u) =
{
CV H1(Su) if u ∈ {0, 1}
+∞ otherwisewhere, as usual, Su denotes the set of the disontinuities of u and CV is a suitable onstant228 depending on the potential V .229 4.2 De Giorgi's onjeture230 The aim of De Giorgi was nding a variational approximation of a urvature dependingfuntional of the type:
F 2(D) =
∫
∂D
(1 + κ2)dH1;where D is a regular set and k is a urvature of its boundary ∂D.231 Sine ∂D an be represented as the disontinuity set of the funtion u0 = 1 − χD,232 by Modia-Mortola's Theorem it follows that there is a sequene of non onstant loal233 minimizers suh that uε → u0 with respet to the L1-onvergene suh that234
lim
ε→0
F 1ε (uε) := CV H
1(∂D).
INRIA
A Γ-onvergene approah for the detetion of points in 2-D images. xiFurthermore looking at the Euler-Lagrange equation assoiated to a ontour length term,235 yields a ontour urvature term κ, while the Euler-Lagrange equations for the funtional236
F 1ε (u) ontains a term 2ε∆u − V ′(u)ε .237 Then De Giorgi suggested to approximate the funtional F 2 by adding to the Modia-238 Mortola approximating funtionals the following term239
F 2ε (u) =
∫
Ω
(2ε∆u −
V
′
(u)
ε
)2dx.In ([6℄) Bellettini and Paolini proved the lim sup inequality (6), while the validity of240
lim inf inequality (5) remains an open problem.241
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tionals242 In this setion we present the energy we deal with and the onstrution of the approximating243 sequene.244 The energy we are interested in is given by
∫
Ω\P
|divU |2 + λ
∫
Ω
|U − U0|
p + H0(P ).where U ∈ Lp,2(div; Ω \ P ), U0 ∈ DMploc(R2) and nally P is an atomi set onsisting of a245 nite number N of points, i.e. P = {x1, ..., xN}.246 As pointed out in the introdution, the rst step is to substitute the ounting measure
H0(P ) with a more treatable term given by:
Gβε(D) =
1
4π
∫
∂D
( 1
βε
+ βεκ
2(x)
)
dH1(x);where D is an union of regular simply onneted sets {Di} with i = 1, .., N , suh that247
xi ∈ Di, Di ⋂ Dj = ∅ for i 6= j. κ is the urvature of the boundary of the sets Di, the248 onstant 14π is a normalization fator and βε is innitesimal as ε → 0.249 To understand why we an approximate H0(P ) with Gβε(D) one should note that the250 solution of the following minimum problem251
min
D⊃P
Gβε(D) (7)is given by D = ⋃Ni B(xi, βε), where xi are the points of P . We sketh the argument in the252 single point ase.253 By the Young's inequality we have254
Gβε(D) ≥
1
4π
∫
∂D
2κdH1(x)and by applying the Gauss-Bonnet Theorem255
Gβε(D) ≥
1
4π
(2)(2π) = 1 = H0(P ).Finally a simple alulation shows that, if we evaluate the funtional Gβε on B(x1, βε),256 we obtain the value 1, i.e. the number of points in P , i.e. H0(P ). The N points ase an257 be reovered with minor hanges by the same argument.258 For what follows it is onvenient to split the funtional Gβε in two terms:
Gβε(D) = G
1
βε(D) + G
2
βε(D)where259 INRIA
A Γ-onvergen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G1βε(D) =
1
4π
∫
∂D
1
βε
dH1(x);and260
G2βε(D) :=
1
4π
∫
∂D
βεκ
2(x)dH1(x).We an write an intermediate approximation of the energy (1):261
Eε(U, D) = G
1
βε
(D) + G2βε(D) +
∫
Ω
(1 − χD)|div(U)|
2 + λ
∫
Ω
|U − U0|
p. (8)The advantage of suh a formulation is that we know how to provide a variational ap-262 proximation of the perimeter measure H1⌊∂D. Following the Modia-Mortola's approah263 suh an approximation an be obtained by using the following measure:264
µε(w,∇w)dx =
(
ε|∇w|2 +
V (w)
ε
)
dx,where V (w) = w2(1 − w)2 is a double well funtional.265 Next step is expressing the urvature term by means of the funtion w. Thanks to the266 De Giorgi's onjeture we an replae the term κ by the term 2ε∆w − V ′(w)
ε
.267 So that we an formally write the omplete approximating funtional:
Φε(U, w) : =
∫
Ω
w2|div(U)|2dx +
1
4π
∫
Ω
βε(2ε∆w −
V ′(w)
ε
)2dx +
1
βε
∫
Ω
µε(w,∇w)dx
+ λ
∫
Ω
|U − U0|
pdx, (9)where U ∈ Lp,2(div; Ω) and w is smooth funtion equal to 1 on the boundary, i.e.268
1 − w ∈ C∞0 (Ω). We add the volume onstraint 1L2(Ω) ∫Ω wdx = 1. This last ondition269 prevents w from onverging to the funtion onstantly equal to 0 as ε → 0.270 Then if (Uε, wε) is a minimizing sequene of Φε, then wε must be very lose to the values271
1 when ε goes to 0, sine the double well potential is positive exept for wε = 0, 1 and w272 must be equal to 1 on the ∂Ω. On the other hand, near the points where the divergene is273 very big wε must be lose to 0. Besides when ε → 0, βε → 0 goes to 0 as well, so that the274 singular set D is given by an union of balls of a small radius βε.275 Therefore, while the funtions Uε approximate a minimizer U of the original funtional,276 the level set {wε = 0} approximate the original singular set P .277 The rst variation of this funtional leads to the following gradient ow system
∂U
∂t
= ∇(w2divU) − λp|U − U0|
p−2(U − U0)
∂w
∂t
= −4
∆h
βε
+ βεh +
2
ε2
1
βε
V
′′
(w)h − 2w|divU |2 (10)RR n° 6978
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h = 2ε∆w −
1
ε
V ′(w).
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onvergene approah for the detetion of points in 2-D images. xv6 Detetion279 In our model the image ontains an atomi Radon measure. Thus, in order to nd an initial280 vetor eld whih opies the singularities of the initial image, we use the gradient of the281 solution of the following Dirihlet problem:282
{
∆f = I on Ω
f = 0 on ∂Ω. (11)In this way we obtain a vetor eld whose divergene is singular on a proper set whih283 ontains the points we want to detet. In general this set ould ontain other strutures.284 For instane if the initial image is a Radon measure onentrated both on points and on285 urves, the divergene of ∇f is singular on points and on urves at the same time. Besides286 if there is some noise in the image, it ould be not lear how to dierentiate the singular287 points due to the noise, from those we want to ath. As a onsequene, by solving the288 problem (11), we get just a predetetion, whih has to be rened.289 To this purpose we searh for a minimizer of the energy Φε(U, w) via solving equations290 (10) with initial data U0 given by ∇f . So that we obtain a vetor eld U whose divergene291 is relevant only on the set P and a funtion w whose zeros are given by the set P .292 6.1 Disretization293 The image is an N ×N vetor. We endowed the spae R2N with the standard salar produt294 and standard norm.295 The disrete version of gradient operator is the following.296 Let I ∈ R2N . Then the gradient ∇I is an element of the spae R2N × R2N given by:
(∇I)i,j = ((∇I)
1
i,j , (∇I)
2
i,j)where
(∇I)1i,j =
{
Ii+1,j − Ii,j if i < N
0 if i = N,
(∇I)2i,j =
{
Ii,j+1 − Ii,j if j < N
0 if j = 0.We also introdue the disrete version of the divergene operator simply dened as the297 adjoint operator of the gradient: div = −∇∗. More in details if v ∈ R2N we have298 RR n° 6978
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(divv)i,j =





















v1i,j + v
2
i,j if i, j = 1
v1i,j + v
2
i,j − v
2
i−1,j if i = 1, 1 < j < N
v1i,j − v
1
i−1,j + v
2
i,j − v
2
i−1,j if 1 < i < N, 1 < j < N
−v1i−1,j + v
2
i,j − v
2
i−1,j if i = N, 1 < j < N
v1i,j − v
1
i−1,j + v
2
i,j if 1 < i < N, j = 1
v1i,j − v
1
i−1,j − v
2
i−1,j if 1 < i < N, j = N
−(v1i−1,j + v
2
i−1,j) if i, j = N.Then we an dene the disrete version of the Laplaian operator as ∆I = div(∇I).299 6.2 Disretization in time300 We simply replae ∂U
∂t
and ∂w
∂t
by Un+1i,j −Uni,j
δt
and wn+1i,j −wni,j
δt
respetively. Then we write thesystem (10) in the form (for simpliity we omit the dependane on ε)





Un+11 = δtΦU1(Un, wn)
Un+12 = δtΦU2(Un, wn)
wn+1 = δtΦw(Un, wn).We initialize our algorithm with U(0) = ∇f , where f is the solution of the problem (11).301 To do this, we need to solve the Dirihlet problem (11) with measure data I, therefore we302 regularize the image by onvolution with a Gaussian kernel Gσ with very small σ and then303 we solve, by lassial nite dierenes method, the problem:304
{
∆f = Iσ on Ω
f = 0 ∂Ω,
(12)where Iσ = I ∗ Gσ.305 To initialize our algorithm, we need of an initial guess on w. So we hoose w(0) = 1.306
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onvergene approah for the detetion of points in 2-D images. xvii7 Computer examples307 7.1 Parameter settings308 Before running our algorithm all the parameters have to be xed. The most important are ε309 and βε , whih govern the set D approximating points we want to detet. Those parameters310 are related by the ondition lim
ε→0
ε
βε
= 0. Furthermore, sine the mesh gride size is 1 and βε311 gives the radius of a balls entered in the singular point we want to detet, from a disrete312 point of view the smallest value we an take is √22 . Then we use values ranging from 0.1313 and 0.5 for ε, and from 1.2 to 0.7 for βε.314 Conerning the parameter λ we mainly used the small value λ = 0.1, in order to fore315 the algorithm to regularize as muh as possible the initial data U0.316 Sine we deal with small values of ε, in order to have some stability, we must take a317 small disretization time step, Pratially we mainly used the value δt = 1 × 10−8.318 Conerning the stop riterion we iterate the algorithm until max { |Un+11 −Un2 ||Un
1
| ,
|Un+1
2
−Un2 |
|Un
2
| ,
|wn+1−wn|
|wn|
}319
≤ 0.001. Finally we set p = 1.5.320 In all the omputer examples the points are deteted by means of the funtion wε. We321 display the level-set {wε ≃ 0}.322 7.2 Commentaries323 The gure 1 shows how resistant to the noise our model is. When the noise is larger the324 parameter ε must be as loser as possible to the ideal value 0. Besides it is possible to see325 that for small values of ε our detetion is ner aording to the ontinuous setting. More in326 details in the rst row we display the initial image obtained by adding a gaussian noise to a327 binary image of ve points. The inreasing level of the noise orresponds to the inreasing328
PSNR between the binary image and the noisy image. The seond row shows the behavior329 of w for intermediate value of the parameters ε and βε. In the last row one an note that330 the smaller ε and βε are the ner the detetion is.331 In gure 2 in the rst two rows we display the histograms of the gray level of I and w332 orresponding to the dierent values of PSNR. One an see that it is easier xing a threshold333 value starting from the funtion wε than from the initial image I. In the last row we display334 the set {wε ≃ 0} obtained by plotting the set {wε ≤ α} with threshold value α = 0.5335 In gure 3 we test our algorithm on urves and points at the same time. In the rst336 olumn we have a sequene of points and a urve with no boundary on Ω. In the seond337 olumn we onsider the same urve with boundary in Ω. The seond olumn we display338 the funtion wε and in the last olumn the level set {wε ∼= 0} one again obtained by339 xing a threshold value α = 0.5. The result is that, as desired, our algorithm is apable of340 eliminating the urve from the initial image. Aording to the ontinuous setting when ε341 takes values lose to 0 the approximating energy (9) behaves similarly to the limit energy342 (1), so that the presene of the urve is penalized in the minimization proess. Then the set343
{wε ∼= 0} ontains nothing else but points.344 RR n° 6978
xviii Daniele Graziani et al.Finally in gure 4 we deal with a biologial image. Our task is athing the nest345 struture present in the image. In both ases of gure 4 the isolated point is well deteted,346 while the branh and the dashes of the ellule is not.Noisy image I PSNR = 9.9Db Noisy image I PSNR = 7.6Db Noisy image I PSNR= 5.5Db
The funtion w (ε = 0.5,βε = 1.2) The funtion w (ε = 0.5 βε = 1.2) The funtion w (ε = 0.5,βε = 1.2)
The funtion wε (ε = 0.1,βε = 0.7) The funtion wε (ε = 0.1,βε = 0.7) The funtion wε (ε = 0.1 βε = 0.7)
Figure 1: Syntheti image: we test our algorithm on noisy images. When the parameters ε and βε are smallas muh as possible the detetion is ner.347
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Noisy image I PSNR= 9.9Db Noisy image I PSNR= 7.6Db Noisy image I PSNR= 5.5Db
The funtion wε (ε = 0.1, βε = 0.7 ) The funtion wε (ε = 0.1,βε = 0.7) The funtion wε (ε = 0.1,βε = 0.7)
{wε ≃ 0} (ε = 0.1,βε = 0.7) {wε ≃ 0} (ε = 0.1,βε = 0.7) {wε ≃ 0} (ε = 0.1,βε = 0.7)
Figure 2: Syntheti images: The detetion is rened by xing a threshold value α = 0.5 for the funtion wε.
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xx Daniele Graziani et al.Original image I The funtion wε (ε = 0.1,βε = 0.7) {wε ≃ 0} (ε = 0.1,βε = 0.7 )
Figure 3: Syntheti image: urve and points are present in the initial image. As expeted our method isapable of removing the urve from the image.Original image I The funtion wε (ε = 0.1,βε = 0.7) {wε ≃ 0} (ε = 0.1,βε = 0.7 )
Figure 4: Biologial image: one isolated point, dashes and lament are present in the initial image. Afterthe algorithm proess we keep nothing else but the isolated point .
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