Localization in the bulk is one of the most important ingredients for the theory of the quantum Hall effect and much attention has been paid to this topic for more than two decades. However, less effort has been made to model the current transport itself. Network models are frequently used in this context and an answer should be given as to whether these are also suitable for modelling the lateral distribution of experimentally excited currents and voltages in the quantum Hall effect (QHE) regime. The term 'network model' is of more general meaning and therefore the term 'circuit type simulations' should be used instead for expressing this kind of modelling. In preceding papers a Landauer-Büttiker type representation of bulk current transport has been successfully used for the numerical simulation of the magneto-transport of two-dimensional electron systems in the high magnetic field regime. This approach allows us to build up a network model, which describes correctly the effect of non-equilibrium currents injected via metallic contacts as in real experiments. In this context we suggest a network model, which serves as a circuit type representation of magneto-transport. It is demonstrated that it is in full agreement with a treatment of bulk current transport as a quantum tunnelling process between magnetic bound states, which exist in the high magnetic field regime. Additionally, we find a striking correspondence between our network representation and the bulk current picture in terms of mixed phases mapped on a chequerboard: at half filled Landau level (LL) coupled droplets of a quantum Hall (QH) liquid phase and coupled droplets of an insulator phase exist at the same time, with each of them occupying half of the bulk area. Removing a single electron from such a QH liquid droplet at half filling completes the QH plateau transition to the next higher QH plateau, while adding a single electron to such a droplet at half filling completes the QH plateau transition to the previous lower QH plateau. As a consequence, the sharpness of the QH plateau transitions on the magnetic field axis depends on the typical size of the droplets, which can be understood as a measure of the disorder in the sample. We furthermore demonstrate that our model can also be used as a 0953-8984/06/070101+38$30.00 © 2006 IOP Publishing Ltd Printed in the UK R101
Introduction
Even more than 20 years after the discovery of the integer quantum Hall effect there are still controversial discussions about the origin of this phenomenon. In particular, the transition regime between plateaus has gained increasing attention during the last two decades. While it is commonly accepted that the plateau values of the integer quantum Hall effect (IQHE) can be explained by the edge channel (EC) picture of the IQHE [1] [2] [3] [4] , the transition regime between plateaus is believed to be driven by a different mechanism in the bulk of the sample. A well defined scaling behaviour of the temperature dependence is seen as evidence for a quantum phase transition in the vicinity of the QHE plateau transitions [5] [6] [7] [8] [9] (for a review see also [10, 11] ). While the existence of a formal equivalence of the EC picture and the bulk current picture is proposed by Ruzin et al [12] , the investigations of non-equilibrium situations like selective EC population, AC characteristics and non-linear transport give evidence that ECs are more than just a different representation of bulk current transport. For more than two decades the fundamental question concerning edge versus bulk in the QHE has received permanent attention, even until now, as can be seen from a representative selection of references. As a starting point we consider the discovery of the IQHE [13] and first systematic experiments investigating different contact configurations [14, 15] , going on with a systematic theoretical approach making use of the Landauer formula in the context of ECs [1, 16, 17] , which finally resulted in the so called Landauer-Büttiker formalism. There exist already an enormous number of examples for dealing with the edge versus bulk problem and making use of the EC picture for modelling and interpretation of experiments . But also a remarkable number of most recent papers on this topic can be found . Concerning experimental probing of ECs, major improvements of the experimental techniques have been achieved in the last few years [37, 44, 48, 52, 78, 80-83, 88, 89, 111] . A very fundamental aspect of ECs is the drastic enhancement of the phase coherence length of electrons in edge states and major work on this topic has been done by Komiyama et al [94] . Concerning modelling of quantum transport, one of the very first attempts can be attributed to Landauer [114, 115] , who introduced the so called Landauer formula for current transport in 1D channels. The existence of current carrying edge states was first proposed by Halperin [116] , and one of the most prominent representatives of the ongoing work is Büttiker, who developed and established the so called Landauer-Büttiker (LB) formalism and made the EC picture of the IQHE [1] popular and applicable for the scientific community. As early as 1987 Streda et al [16] considered the Landauer formula for an abstract scattering region connected by ideal leads, which the authors proposed to be well suited for explaining QHE experiments in narrow channels. About the same time Jain et al [17] aimed at the modelling of the QHE in narrow channels. They proposed resonant tunnelling across a magnetic bound state as the mechanism for experimentally observed resistance fluctuations in narrow QHE samples. Magnetic bound states are also a major ingredient of our network model, as outlined in more detail below. For modelling quantum transport and localization in the bulk, mainly network models based on the Chalker-Coddington (CC) network [117] are used. However, a network model which generates data in terms of voltages and resistances, which would allow a direct comparison with experimental data for realistically shaped samples, had not been developed on the basis of the CC model. Some time ago, we made an approach to combine EC transport and bulk transport [68, 71] . Subsequently, that model was expanded to a network [85] , which is also a main subject of this paper. In contrast to a CC network our network does not use a transfer matrix for amplitudes and phases. We use transmission by tunnelling, but incorporating the effect of tunnelling according to the LB formalism. The nodes are described by a backscattering function P, which corresponds to the ratio of reflection and transmission coefficient R/T in the LB formalism. Another major difference is that the CC network deals with the (persistent) equilibrium currents of the directed channels and magnetic bound states, while our network deals exclusively with non-equilibrium currents and potentials. Since in transport experiments only non-equilibrium currents are monitored, our network approach is applicable to model directly experimental data.
Different types of models
Before introducing different types of models and their comparison, we want to present the main motivation, which can be considered as common for all these approaches. From this it will be easier to catch the main goals of the different approaches which turn out to go in substantially different directions. As already mentioned in the introduction, the main motivation of all models is the theoretical explanation of the IQHE, discovered by Klitzing. The typical appearance is as follows. Close to integer filling factors the Hall voltage shows plateaus while varying either the perpendicular magnetic field B at fixed carrier density or varying the carrier density via a gate electrode at fixed magnetic field. The latter was the original experimental configuration used by Klitzing when discovering the QHE, but the commonly known and most frequently used configuration is the first one. While the Hall voltage shows plateaus the longitudinal voltage vanishes, indicating dissipation-less transport along the sample. Close to the centre of the LLs the localization length diverges for one particular energy. At finite sample size L S all states of localization length larger than the sample size L S appear to be de-localized (non-shaded area around the LL centre) while all states in the tails of the LLs appear to be localized (shaded areas). E is the energy interval of the de-localized states.
The commonly accepted picture of the QH regime is that the 2D sub-bands are split by LLs, which get broadened due to inhomogeneities and potential fluctuations. The DOS of the LLs close to the LL-centre consists of de-localized states, while the DOS in the tails of the LLs consists of localized states, which do not contribute to current transport, but are important for the pinning of the Fermi level in the plateau regime of the QHE (see figure 1) . If the Fermi level lies within the localized states of the bulk region, de-localized states appear at the Fermi level only at intersections of the Fermi level with the LLs close to the sample edge. This is because the LLs get bent up at the sample edge due to the work function of the host material. These intersections form directed channels (ECs) and each pair of such ECs contributes exactly the universal conductance e 2 / h to the total conductance of the system (see figure 2 ). The two-terminal voltage U in this regime appears at the same time as the Hall voltage U H and determines the longitudinal sample current according to I = GU and G =  e 2 / h, with  the number of EC pairs. This leads finally to the two-terminal resistance R = (1/j )(h/e 2 ) , which is at the same time the quantized Hall resistance R H . j is the integer part of the LL filling factor ν. The situation becomes more complicated if the Fermi level enters the regime of de-localized states. In this regime bulk and edge currents appear in parallel and the bulk current serves as a backscattering process between opposite ECs, which also brings up dissipation. Therefore, the Hall resistance departs from the plateau value and a longitudinal voltage drop appears. If this happens while e.g. sweeping up the magnetic field, the Fermi level crosses the de-localized states of the top LL and it finally enters the localized states of the low energy tail, making the bulk insulating again. However, during this process one pair of ECs gets lost, leading to the next higher plateau of the quantized Hall resistance. As a consequence, a QH plateau transition is performed while the Fermi level crosses the region of the de-localized states, thus suggesting the QH plateau transition to be an effect which is driven by a localization-de-localization mechanism of the bulk states.
Much effort has been made to find the proper function for the localization length versus energy ξ(E), where E is the energy of the considered state. All analytical and numerical results so far are consistent with the picture that at absolute zero temperature the localization length diverges for one specific energy E c close to the LL centre with a universal exponent γ according to
(1) , the whole sample current is carried by pairs of edge channels and the Hall resistance R shows a plateau value, just depending on the number j of involved EC pairs (number of fully occupied LLs). The bulk builds disconnected localized magnetic bound states (closed de-coupled edge channel loops). The two-terminal resistance R in this case coincides exactly with the Hall resistance R H . Case (a) is an idealized situation, which is unlikely for real systems because of insufficient pinning of the Fermi level due to missing bulk states. If the Fermi level lies within the de-localized states close to the LL centre, edge and bulk current appear in parallel, which destroys the Hall plateau. In this case the bulk states couple at the saddles (see encircled regions on the right in case (c)) of the random potential and thus allow bulk current flow.
For a review see [10] ; a most recent review can also be found in [123] . The boundary between localized and de-localized states within a LL determines the width of the associated plateau transition regime, which has been investigated experimentally as well [5] [6] [7] [8] [9] 124] . As already mentioned, for a sample of infinite size at absolute zero temperature, this transition regime is expected to shrink to zero since an infinite localization length is expected only at one certain energy E c close to the LL centre. At finite sample size the transition regime widens since all states localized on a length larger than the sample size L S appear as delocalized and contribute to transport. But this is not the only effect which widens the transition regime. Another possibility is a finite temperature, as present in experiments. This temperature dependence has been widely investigated, known as the temperature scaling of the QHE plateau transitions. Qualitatively this effect can be understood in terms of a phase uncertainty, which is brought in by the temperature and which becomes most pronounced in quantum interference effects taking place over long distances. Therefore, a localization mechanism based on quantum interference, such as e.g. Anderson localization, breaks down for a localization lengths larger than a critical temperature dependent length L T ∝ T − p/2 , with p being a non-universal exponent. This means that a finite temperature leads to a de-localization of all states which have a localization length larger than L T at zero temperature. If now L T becomes smaller than the sample size, the plateau transition regime widens with increasing temperature. This manifests in a power law scaling of the plateau transition width on the magnetic field axis like B ∝ T κ . However, for a given system, B corresponds directly to the energy interval of delocalized states E. This allows us to link the temperature scaling function with the function for the localization length (
), which couples the universal exponent γ with the temperature scaling exponent κ like κ = p/2γ [125] . The appearance of the additional parameter p makes it difficult to use temperature scaling exclusively as a tool to prove the universal exponent γ experimentally and also tells us that the temperature scaling exponent κ may not be universal as well. Therefore other types of scaling experiments had to be used as well, such as e.g. size scaling, frequency scaling, current scaling and others (see e.g. [124] and references therein). However, since the scaling theory is not the topic of this paper, we would like to refer to the cited literature for further details at this point. But the introduction given so far should be sufficient to make clear that the theory of localization in the QHE regime has to be one major topic in the theory of the QHE.
If considering different theoretical approaches, one has to distinguish the goals of the different approaches at first. The CC model, which will be summarized in the next sub-section, is aimed at modelling the localization length at different energies, as addressed above, but not modelling the current transport itself. In contrast, our model, which we are going to introduce afterwards, aims directly at modelling the current transport and all related phenomena in various QH experiments with different sample geometries. Although not really belonging to the family of network models, the lattice model, as e.g. used by Ando et al, is introduced briefly as a third possible approach. The lattice model was originally also dedicated to calculating the localization length like the CC model. However, it brings up interesting new aspects in the context of in-elastic scattering and dissipation, which turn out to be quite important for the discussion of the network models as well. On the one hand our proposed network model seems to be based on the same theoretical background as the CC model, but on the other hand it is substantially different from the CC model in handling the coupling at the nodes. Therefore, in another separate sub-section, special attention is paid to the ability of the CC model to also model experimentally excited currents and voltages, in comparison to our proposed model. Another sub-section is dedicated to a discussion of our network approach in terms of a resistor network as the classical counterpart of the CC model, which at the same time concludes section 2.
The Chalker-Coddington network model
As already mentioned above, the original goal of the Chalker-Coddington (CC) concept was to calculate the localization length of the electronic states in the high magnetic field limit as a function of energy. The basic idea behind is to consider Anderson localization, which in general would require to solve Schrödinger's equation for obtaining the electronic states. In this context Figure 3 . Schematic lateral potential distribution after [117] . The full curves represent equipotentials and the arrows give the direction of transmission. The + and − denote maxima and minima. The bold line represents the contour along which the electronic state is extended. The perpendicular extension is indicated by the broken curves. The broken circles mark the coupling regions, which become the nodes of the network.
the CC model is a powerful method to circumvent a direct solution of Schrödinger's equation by considering mainly the following facts: (a) the electronic states exhibit unidirectional transmission (directed channels) and (b) the extension of the wavefunction follows almost exactly the equipotential lines of the random potential, while it is localized on the length scale of the magnetic length perpendicular to the equipotential lines. Following [117] , this is schematically shown in figure 3. Applying the current density operator to such expected electronic states, one has to demand current conservation all along the channels between the nodes. These nodes are formed by the saddles of the random potential (encircled regions in figure 3 ). Another important ingredient is current conservation at the nodes itself, which requests a unitary matrix between the transmitted amplitudes of incoming and outgoing channels. Since the associated currents correspond to transmitted wavefunction amplitudes by the directed channels, the only degree of freedom along the channels outside the nodes is left for the phase. Figure 4 shows schematically the trajectories of the channels while passing a saddle point or being reflected at the saddle point of the potential. The transmitted amplitudes of the wavefunctions across the saddles are associated with currents and the current conservation of incoming and outgoing channels demands [117, 123] 
This is maintained by the unitary scattering matrix S:
S has the general form (4) with r the reflection and t the transmission coefficient for the amplitudes. An equivalent representation is the usage of the so-called transfer matrix T : (6) where current conservation requires
with
Due to current conservation (t = √ 1 − r 2 ), the transfer matrix T can be described by a single parameter , with and ϕ real [117] : 
Here E E C (E C being a critical energy near the centre of the LL and E the energy of the transmitting state) corresponds to 1 and E E C corresponds to 1 [117] . Against this background is a monotonic function of the energy with respect to the critical energy near the LL centre and is considered to depend linearly on the energy close to the LL centre. A change between the cases 1 and 1 corresponds to a switching from either full transmission to full reflection or vice versa, which at the same time acts like a rotation of the node by 90
• . This can also be seen from figure 6, when shifting the Fermi level from the low energy tail to the high energy tail of the LL. Realistically, one should study a network that is topologically disordered; instead, it has been supposed that randomness in the link phases of the channels which connect the nodes is sufficient while using a square lattice. For calculating the localization length, long narrow samples have been built on the basis of this network, which are connected to infinitely long ideal conductors on both sides. Periodic boundary conditions have been applied across the width of the sample, which thus represents a cylinder geometry. Figure 5 shows the network layout as used in [117] .
The main purpose was to calculate the transfer matrix of the whole network, which relates the amplitudes on the left to those on the right. The network has been cut into slices with the total transfer matrix being the product of the transfer matrix of each of the slices. For the high energy tail ( 1) and low energy tail ( 1) the above network reduces to situations like Figure 5 . The CC network of [117] with strip boundary conditions, connected to semi-infinite ideal conductors. A 'slice' of the network is defined between dashed vertical lines and each slice is divided into four different sub-slices, divided by the dotted lines. Each sub-slice is represented by a transfer matrix and their product gives the transfer matrix of a whole slice. The transmission through the whole system then is the product of all slices. those sketched in figure 6 . Without going into further details, CC have been able to show that except for one value of c = 0.8814 all states tend to be localized. CC finally managed to fit the power law dependence of the localization length versus − c and obtained a slope of Figure 7 . Node of the network with two incoming and two outgoing channels. The channels 1 → 2 and 3 → 4 are treated like ECs with backscattering, where P = R/ T according to the LandauerBüttiker formalism. γ = 2.5, which corresponds to the exponent of the localization already mentioned above in equation (1) . For the ongoing discussion later on in this paper, further details of the CC model and the transfer matrix approach are not needed. Quite a number of variations and extensions of the CC model have been made by different authors, all of them using the transfer matrix approach. As a consequence, all conclusions drawn from the usage of such a transfer matrix also apply to these models. A most recent extensive review of random network models is given by Kramer et al [123] . The authors therefore refer to the literature for further details. The main facts presented so far will be picked up again in another sub-section in the context of the question about the possibility of circuit type simulations on the basis of the CC network model.
Our proposed network model
The basic layout of our proposed network looks similar to the above introduced and often used CC network (see figures 3-6). However, the CC network has been set up as a method to calculate the localization length in the QH regime, while our model aims directly at modelling the transport of experimentally excited currents. Therefore, the handling of the nodes as well as the association of the channels with currents and potentials is substantially different. This is considered in more detail in the following. In figure 7 a single node of our network is shown, which transmits potentials from the incoming to the outgoing channels. This figure can be associated with figure 4, but the transmitted potentials of the outgoing channels as a function of the potentials of the incoming channels is calculated as follows [85] :
It is most important to note that, in contrast to the CC network, in our network currents are attributed to channel pairs while in the CC model the currents are attributed to the individual single directed channels. As an example, in our case the longitudinal current I from the right to the left is described by
However, the other possibility to build a pair of channels describes a current
, which is a transverse or backscattering current between the channel pairs (indicated by the arrow for scattering in figure 7 ). The ratio of I /I R corresponds to the relation of the transmission and reflection coefficients R/T of the Landauer-Büttiker (LB) formalism and has been given the symbol P in our model. It allows us to set up the above equations, which describe the potentials u 2 and u 4 of the outgoing channels as a function of the potentials of the incoming channels u 1 and u 3 . These equations incorporate current conservation for both I and I R separately. It is interesting to note already at this point that in this way our nodes of the network provide a handle to potentials as well as to currents, as one has to expect from a circuit-type network model (in contrast to the CC model, see below). The physical background of P will be investigated theoretically in more detail in section 3 of this paper. In figure 8 it is shown how our network is built by arranging the nodes. The minimum network forms a loop, which corresponds physically to a single magnetic bound state. A periodic continuation of this network leads to further adjacent loops, which get coupled by the nodes. In this way the network transmits potentials and the potential distribution is calculated by an appropriate iteration procedure. Currents are calculated only after obtaining the solution for the potential distribution within the whole network. Because of using just reflection and transmission coefficients so far, phase coherence between adjacent loops is not explicitly included. Against this background it is quite remarkable that our network allows us to simulate IQHE experiments with realistic sample geometry in agreement with experimental data in almost all details [85, 90, 113] . Considering the nodes of the network, they can be understood as interconnected elementary QH samples with a single EC pair experiencing backscattering. This backscattering is described by the function P. Originally P was used as representative for a QHE sample as a whole and it is defined for each LL separately as a function of the filling factor P = P( ν) [68, 71] . ν is the filling factor of the corresponding LL relative to half filling. The total sample behaviour is obtained by summing up the components of the conductance tensor of all LLs. In [71] it was shown that in order to meet all symmetry relations found in experimental data [62, 67] P( ν) has to be an exponential function P( ν) = exp(− ν/k) with k being a parameter responsible for the sharpness of the plateau transitions. Against this background this function has to be seen as a semi-empirical function so far. Nevertheless, just assuming the existence of this function allows us to explain already quite a number of universal features of the IQHE without referring to a special choice of the pre-factor k in the exponent. The function P( ν) also allows us to obtain a scaling behaviour by considering the factor k as a temperature dependent function k(T ). In [71] it has been shown that any not necessarily known function k(T ) is mapped out directly by the temperature scaling function for R xx and R xy . The basic idea, which subsequently led to the usage of P( ν) also within a network approach, is that current transport at high magnetic fields in the bulk region may happen via tunnelling between magnetic bound states. Such bound states are considered to be physically equivalent to ECs. Thus, these bound states are closed loops of directed channels and are created in real samples by smooth potential fluctuations at high magnetic fields. Tunnelling between such loops happens preferably near the saddle points of the random potential, as considered by the CC model as well. Based on this, our network model is a model of non-interacting carriers occupying magnetic bound states. However, this does not necessarily mean that our model might not be also applicable to a regime of strong interactions, provided that the interactions are incorporated in a model of non-interacting quasi-particles, like the composite fermions. However, this will be the topic of future work. The most important element of our network is that the tunnelling current can be handled as a backscattering process in the EC picture as already mentioned above. This makes our network approach essentially different from the CC model [117] and all network approaches derived from this [120] [121] [122] [123] . Just to clarify, the CC network maintains coherence on the entire network, while the largest coherent element in our network is a single loop, which at the same time defines the size of a network period L. If we consider the inelastic scattering length L in of the electron system and the size of the sample L S , then the CC network deals with the regime L < L S L in , while our network considers the regime L in L < L S . From this point of view our network does not necessarily contradict the CC network, but it addresses a different regime. Because L in L < L S the possibility of dissipation within the nodes of the network must also be incorporated in the formal description. In order to be precise we point out that the nodes have to account for a possible presence of dissipation without necessarily describing the real microscopic scattering mechanism. The longitudinal voltage drop due to backscattering already implies the presence of dissipation, which is briefly considered in the following. Referring to figure 7, the longitudinal voltage drop is given by
The longitudinal current I is
On this basis the dissipated power p = I (u 1 − u 2 ) can be written as
As a consistency check we look also for an alternative view of the backscattering process. This is achieved by associating the backscattering process itself directly with the tunnelling current I R . I R is related with the longitudinal current I by I R = P I and consequently the associated dissipated power p can be re-written as follows: p = I R (u 1 − u 4 ), which finally can be transformed back to equation (13) . This demonstrates that on the one hand the involved potentials and currents are able to represent dissipation and on the other hand the involved equations, which couple the different currents and potentials, are in agreement with energy conservation. At this point it is interesting to note that Ando et al [119] , who aimed at modelling the lateral potential distribution in the plateau transition regime, needed to introduce artificial metallic point contacts as thermal reservoirs. These have been distributed all over the bulk area in order to introduce inelastic scattering and dissipation within the bulk region (see separate sub-section below). Ando et al have been able to control the amount of inelastic scattering by controlling the coupling to these reservoirs while in our case we consider the full inelastic and incoherent case. But in contrast, we do not need to introduce artificial elements for introducing inelastic scattering, because this is already incorporated in the formal description of our nodes.
As will be also shown in this paper, the tunnelling process is well represented by the backscattering function P( ν) used in [85] . It can be calculated locally at the designated grid points from the magnetic field and the local carrier density. On this basis it is possible to model the shape of the sample by shaping the lateral carrier distribution. In this way it has been shown for the first time that the influence of sample geometry (such as contact arms) and carrier density inhomogeneities (as introduced by gate electrodes) can be successfully addressed in full agreement with experimental results [85, 90, 113] . As an example of the high degree of complexity in the sample geometry which can be handled by our network model, figure 9 shows the network layout, which has been recently used for simulating magneto-transport in a 'anti-Hall bar within a Hall bar' geometry [113] .
While the main task of [85] was to present the technical aspects and examples for applications of our network model, one major purpose of this paper is also to provide the theoretical and physical background as well as the relation to alternative approaches. Since the network model is based on the idea of tunnelling between magnetic bound states at saddles of the interior potential landscape, a systematic study of this tunnelling process will be presented in section 3. The interesting question of whether or not there is a correspondence between the EC picture and the bulk current picture in terms of mixed phases will also be addressed in section 5.
The lattice model
With the term 'lattice model' we refer to a method of discretization, which is not necessarily based on the idealization of a particular conduction mechanism of the real two-dimensional electron system (2DES), as this is the case for our proposed network model or for the CC model in the context of magnetic bound states. The basic concept of the so-called lattice model is that the space (2DES) is divided into discrete cells and the system is described by a nearestneighbour tight-binding Hamiltonian H . The hopping parameter V and the site energies E are taken to be constant for ideal conductors, while a randomization of the site energies allows us to introduce disorder (Anderson disorder). Inelastic scattering and dissipation is introduced [128] . The chain extends from site 1 to site N (black circles) and is connected to the reservoirs µ L and µ R by perfect channels 0 and N + 1 (white circles). Each site is connected to a reservoir (inelastic scatterer) by channels of controllable coupling (grey circles).
by coupling independent reservoirs to each lattice site via ideal conductors. The amount of inelastic scattering is controlled by the coupling of the lattice sites to the reservoirs. Hence, any mixture of coherent and incoherent transmission through the individual lattice sides is possible. The method of introducing inelastic scattering via coupled reservoirs was developed by Büttiker [126, 127] and has been applied to a conducting chain of disordered channels by D'Amato et al [128] . At this point only the basic ideas and their consequences for the introduced network models should be discussed. Therefore, for further details, refer to the cited literature.
As shown in figure 10 , the conducting chain is connected to thermal reservoirs (µ L and µ R ) by ideal leads and additionally the elements of the chain are coupled to individual thermal reservoirs, which can be understood as metallic voltage probes. This means that current conservation has to be assumed, which leads to the boundary condition of vanishing net current to and from the reservoirs µ 1 · · · µ N . The drawn connections between the scatterers in figure 10 represent just the coupling between the cells and must not be confused with the channels of a network model as in our case or the case of the CC model. Therefore, strictly speaking, the lattice model should not be attributed to the family of network models. However, the results of the lattice model are quite important for discussing the network models as well. The basis for the calculation is a nearest-neighbour tight-binding Hamiltonian and it delivers transmission coefficients, which are related to a conductance with the help of the Landauer formula. In this context transmission coefficients can be obtained for the whole system as well as for the single disordered channels, for which corresponding values of the two-terminal conductance can be given. However, it is important to keep in mind that the assignment of a two-terminal conductance to each lattice site does not automatically mean that the lattice can be turned into a resistor network. The inter-connections between the lattice sites must not be considered as current carrying channels, as one would expect from a circuit type network. In [128] it is shown that a single effective transmission coefficient T eff can be obtained for the complete system, where incoherent as well as coherent transmission contributes. We interpret the existence of a single effective transmission coefficient T eff as a very fundamental fact, because the twoterminal conductance of the system is calculated from T eff without regarding to the individual contributions of coherent and incoherent transmission. If one asks e.g. for the total dissipation in the system, the conductance according to T eff is used as usual, which means that for the totally dissipated energy the individual contributions of inelastic and elastic scattering seem not to be relevant. But this apparent inconsistency is easily resolved by the following argument: If we pass a constant current through the system (as usually done in experiments), we get dissipation at the contacts and in the bulk of the conductor, which is heated by the inelastic scattering events. If we assume that just the elastic contribution to T eff changes, the applied voltage to the current contacts has to adjust in order to keep the current constant. This means at the same time that the dissipated power at the contacts changes as well. In other words, the effect of elastic scattering in the conductor is incorporated in an additional power dissipation at the contacts, remote from the elastic scattering centres. For the total power dissipation of the system (without regard to the location of power dissipation) it is not relevant to which degree the contributions to T eff are elastic or inelastic. However, it is important to realize that this argument only holds if the contacts are considered and treated as part of the system, which is the case in the lattice model as well as in our proposed network model, but this is not the case in the CC-model.
A two-dimensional version of the lattice model for the case of high magnetic fields has been applied by Ando et al [118] . Ando used this model for studying the voltage distribution in the bulk in the QH-regime [119] . Since the nearest neighbour sites communicate by coherent transmission via quantum states, these states acquire a phase change between the different sites due to the magnetic field (Peierls' phase factor for incorporating the effect of a magnetic field). In order to account for the LL broadening, Ando introduced additionally an appropriate fluctuation of the site energies. In this way Ando was able to study the QH regime in the vicinity of the plateau transitions as a function of the strength of inelastic scattering. We get an almost perfect agreement between the lateral voltage distribution obtained by Ando for the case of strong inelastic scattering and that obtained on the basis of our network model (see figures 22 and 23 in section 4). Against this background our network approach seems to serve as an alternative representation of Ando's lattice model for magneto-transport in the regime of strong inelastic scattering. However, it has to be left to the ongoing work to find also a theoretical link between the formal description of our network model and Ando's application of the lattice model. Once more it should be pointed out that in the discussed lattice model inelastic scattering has to be artificially introduced by individual reservoirs coupled to the lattice sites, while in our network model a possible dissipation due to inelastic scattering is already built in in the formal description of the nodes. However, our model at present considers incoherent transmission only, while the lattice model allows any mixture of coherent and incoherent transmission. In contrast, the CC model has no handle to account for dissipation at all.
The Chalker-Coddington network in the context of circuit type simulations
As already mentioned, the CC model was originally aimed at calculating the localization length of the electronic states in the QH regime, while our network model is directly aimed at modelling the distribution of experimentally excited currents and voltages. However, the CC model also attributes currents to the channels, which leads to the interesting question of whether therefore the CC model is also able to model such current and voltage distributions, as one would expect at first glance. To answer this question, we have first to consider one essential problem, which is not directly addressed by the transfer matrix of the CC network. On the one hand, the transfer matrix is formulated to relate amplitudes on the left to transmitted amplitudes on the right, which also should hold for the associated currents. On the other hand, in a situation without external current injection (equilibrium condition) the net current transfer across the node should be zero. This means that in equilibrium the transfer process from left to right must be compensated by a transfer process from right to left. This is schematically indicated in figure 11 . We can expect that at least for vanishingly small deviations from equilibrium the transmission and reflection coefficients remain the same as for equilibrium (linear transport regime). Experimentally injected small currents can be considered as small deviations from equilibrium and as such this should be incorporated by a balance of transmitted currents from left to right and from right to left. However, such a current balance is not directly incorporated by the transfer matrix itself. In order to produce a non-equilibrium case, one needs to inject a current by contacts, which is schematically shown by figure 12. We consider two magnetic bound states which get coupled across a single saddle. Without any further saddles the involved channels can only be a part of a closed loop as shown in the figure. The transfer matrix tells us the transmission at the saddle from left to right. The choice of this direction is arbitrary and consequently the transfer matrix also works in the reverse direction, which is achieved by the symmetry of this matrix. In order to look for experimentally observable effects we have now to excite a non-equilibrium current via the contacts. For a net current flow across the saddle we consider now the current balance between the transmitted currents I T and I T from both sides of the saddle point. Based on figure 12 and using transmission and reflection coefficients for the currents (T ∝ t 2 and R ∝ r 2 ) we have to write the following:
The net current I across the saddle, which has to be supplied experimentally, is the balance of the transmitted currents:
This means for the current difference I 3 − I 1 = I /T . Already from this it becomes clear that the experimental current I cannot simply be injected exclusively into channel 3, because this would require that I 3 and I should be the same, in contradiction to the above equation. Furthermore, it also becomes clear that the currents, which are associated with the channels on the basis of the transfer matrix, must not be misinterpreted as experimentally injected currents.
However, it is anyway topologically impossible to attach a metallic contact to just a single channel like e.g. channel 3. Channel 3 is part of a magnetic bound state, which means that channels 1 and 2 of figure 4 are completed to a loop as well as channels 3 and 4 (see figure 12) . Only on those loops can metallic contacts be attached (marked by the dots in figure 12 ). We inject a current I on the right side and extract it on the left side. Based on the CC model current I 3 gets split at the node into a transmitted component I T and into a reflected component I 4 . The same applies for the current I 1 , which gets split at the node into a transmitted component I T and into a reflected component I 2 . The net current flow is now the difference between the transmitted currents I T and I T . With the help of figure 12 the current balance can be completed as follows:
which is equivalent to
At the first glance this looks like a proof of the CC model to hold also for the case of an injected non-equilibrium current. But this is not true because from equations (15) and (16) one can easily obtain the following inequality:
This inequality holds in every case, because all currents are considered according to the direction of the channels and therefore only absolute values of the currents need to be considered and no change of sign can occur. The above inequality definitely tells us that the experimentally injected current I determines only the difference between I 3 and I 4 but not directly the absolute value of I 3 , which may be considerably larger than the injected current I . On this basis the current I 3 can be only a mixture of the injected current I and a not necessarily known persistent current. This demonstrates quite clearly that the transfer matrix does not explicitly handle the distribution of experimentally injected (non-equilibrium) currents. Another most important aspect is the fact that besides the injected non-equilibrium current an excitation potential is required in order to inject this current. This excitation potential has to drop partly at the contacts, and as far as inelastic events are involved it also has to drop partly at the tunnelling junction at the saddle point. Since the CC model definitely assigns currents to the directed channels, there is no handle to address the transmitted potentials or a possible potential drop. Since the transfer matrix considers coherent transmission, the effect of dissipation due to inelastic scattering is not included in the formal description of the nodes in the CC model. As already mentioned above, a randomization of the phases of the wavefunction amplitudes which are transmitted between the nodes is introduced in the CC model, which, in our opinion, must not be misunderstood as an introduction of inelastic scattering. However, as long as equilibrium conditions are discussed, as in the original paper of Chalker and Coddington, this does not matter. At present we cannot see how experimental non-equilibrium situations could be addressed on the basis of the transfer matrix of the CC network even for vanishingly small injected currents.
Resistor network
Since our proposed network approach is also able to address the Ohmic regime of the plateau transitions, we compare our network with a resistor network and check for the possibility to represent our network in terms of a resistor network. As shown in figure 8 , the minimum network consists of four nodes and resembles a single magnetic bound state. Considering two contacts for current supply and assuming zero backscattering between the upper and lower branch of the loop, this element would represent a two-terminal resistance of h/e 2 . Using an equivalent circuit, this resistance value has to be attributed exclusively to the presence of the metallic contacts. This is schematically shown in figure 13 , where (a) shows a magnetic bound state with contacts and (b) shows the corresponding equivalent circuit in terms of Ohmic resistors. The next step of a generalization is considering a configuration in which the magnetic bound state experiences backscattering between the upper and lower branches of the loop ( figure 14) . The effect of backscattering is represented by an Ohmic part R in addition to the contact part R C . The total two-terminal resistance between the current contacts is the sum of R C and the Landauer type resistance R resulting from backscattering. This is easily checked by the following equations by calculating R 12 = R C + R:
This can easily be transformed into the two-terminal conductance: Equation (20) is in full agreement with the Landauer conductance of a 1D channel containing a barrier of transmission coefficient T and with metallic contacts. From this point of view it seems possible to turn our network of coupled loops into a resistor network. However, as we will see, this does not work out for modelling magneto-transport. Let us assume a somewhat more complex network as shown in figure 15 . It consists of four magnetic bound states coupled at four junctions in such a way that the total current gets distributed among more than just one channel pair. This model situation therefore can be considered as representative for the beginning of bulk current flow, where the current is distributed over a certain area instead of having a well defined channel pair taking all the current. The equivalent circuit is shown in figure 15 (b) and it clearly indicates two alternative possibilities for current flow between the current contacts. Since in figure 15 (a) the current flow is associated with a current across the junctions, this corresponds to a node description according to figure 14(b) and therefore the reciprocal value of P has to be used for calculating the associated resistance R of the junction, as explained in the caption of figure 15. Let us now analyse the situation on the basis of figure 15(a). As a first task we calculate the two-terminal voltage between the current contacts 1 and 2. The potential of contact 2 (u 2 ) is transmitted to the upper right node. For symmetry reasons the current across this node must be I /2 because half of I is transmitted across the lower right node. According to the EC picture the channel 2 → 2 experiences a potential drop ( u = u 2 − u 2 ) while passing the node. This is given by
This allows us to calculate u 2 :
According to the EC picture we also have U xx = PU xy (see e.g. equation (11)), which means (u 2 − u 2 ) = P(u 2 − u 3 ), and it allows us to calculate the potential drop across the upper right node of figure 15(b):
Therefore, we finally get
Now we can go on and ask for the potential u * 1 (not identical to u 1 !). For this the same arguments as for obtaining u 3 from u 2 have to be repeated once more. This means that another potential drop of the same amount as from contact 2 to contact 3 appears. Therefore the total potential difference u 2 − u * 1 is twice the amount appearing in equation (24):
The total current, which is supplied by the contacts, has to be represented by the EC picture as well and therefore the following equation also holds:
We now use equation (25) for substituting u * 1 :
This allows us to calculate the two-terminal voltage between the current contacts:
This means that the total two-terminal resistance consists of the contact resistance R C = h/e 2 and a resistance R N which can be associated with a representative resistance of the network without contacts (R N = P −1 h/e 2 ). This result can be obtained on the basis of the equivalent circuit in figure 15(b) as well, because R = P −1 h/e 2 and the total resistance R N of the four resistors of the network is again R. However, if we look for the Hall voltage u 34 , the resistor network obviously gives a zero value. In contrast, the channel network of figure 15 gives a non-zero value, which we will calculate as follows. For symmetry reasons, the potential difference between contacts 1 and 4 is the same as the already calculated potential difference between contacts 2 and 3. This means that we have u 4 − u 1 = u 2 − u 3 and therefore we also have u 4 = u 1 + u/P. Together with equations (21)- (24) we can write
Using further equation (28), we finally get
This is exactly the Hall voltage of a single LL. In contrast, it is quite clear that the associated resistor network is not able to account for this Hall voltage. This finally brings us to the conclusion that our network approach cannot be substituted by an Ohmic resistor network, even though we consider fully incoherent coupling at the nodes of our network.
The saddle-point problem
In the previous section we demonstrated that on the one hand our network approach is essentially different from the CC network because it does not take into account coherent transmission across the nodes of the network. On the other hand it also cannot be reduced to a simple resistor network. Another alternative approach is the lattice model as discussed above. However, the lattice model is more likely an abstract method of discretization of a 2DES without referring to a particular conduction mechanism of the real system, which would be needed as the basis for building up a circuit-like network. Our approach is based on the idea of transmission across magnetic bound states and therefore it is necessary to have a closer look at the physical background of our network model. This is done by reconsidering the problem of quantized transmission across saddle-point constrictions.
The problem of quantized transmission across a saddle-point constriction with magnetic field has been addressed in the past by Büttiker [129] . Büttiker's paper was motivated by the theoretical discussion of quantized conduction steps discovered by van Wees et al [20] and Wharam et al [21] in split gate constrictions of a two-dimensional electron gas. Since constrictions in these experiments are electrostatically induced with a pair of split gates, the potential is a smooth function (without hard walls) and the bottleneck of the constriction therefore forms a saddle. At this point our view of the role of potential fluctuations meets the split gate situation referenced above. In this context we look for a link between the results of Büttiker for the bottleneck situation at high magnetic fields and our semi-empirical backscattering function P( ν). Following the paper of Büttiker for the high magnetic field limit, the trajectories of the states are given by equipotential lines defined by ε = eV (x, y), where ε denotes the energy of the guiding centre of the classical cyclotron orbit, V the potential and e the electron charge. If V 0 denotes the potential of the saddle, the case ε < eV 0 describes a trajectory which is repelled by the saddle, where the energy ε is finally represented by the Fermi level. Using the considered saddle point as the centre of our coordinate system, the minimum distance y n between trajectories of the same energy, which are classically repelled on opposite sides to the saddle point, is determined by ε = eV (0, y n ) for ε < eV 0 (see figure 16) . A similar situation appears for ε > eV 0 , but turned around by 90
• , and the minimum distance x n is determined by ε = eV (x n , 0). According to Büttiker, the transmission probabilities in terms of x n and y n in the high magnetic field limit for the case of ε n > 0 are
and for the case ε n < 0
The underlying problem is basically a tunnelling problem and δ nm tells us that this tunnelling process with the tunnelling rate T mn happens mainly between the same states (states of same LL) on opposite sides of the saddle. The parameters ω y and ω x result from expanding the potential near the saddle point by
Now we look for a relation between the transmission rates given above and the function P( ν), which represents the ratio between transmission and reflection R/T of edge states as used in the network model. If we look for x n while y n = 0 (ε n = e(V − V 0 ) > 0), we can easily calculate x n from equation (33):
(34) Figure 16 . Example for a two-dimensional potential modulation which forms saddle points. The minimum distances of the closed loops (magnetic bound states) are shown for two different cases: y n is achieved if ε is below the saddle energy eV 0 (bold line) and x n is achieved if ε is above the saddle energy. All possible loops represent equipotential lines and the selection of the active loops is made by the position of the Fermi level (ε = E F ).
In the case ε n < 0 we get something analogous for y 2 n :
We introduce an artificial periodic potential modulation, which is a two-dimensional cosine function and which has the same Taylor expansion as equation (33):
withṼ being the potential modulation. The saddle energy of this potential is zero (V 0 = 0). Figure 17 shows a contour plot of the two-dimensional cosine potential modulation and we get a saddle point whenever the maximum of the cosine in one direction meets a minimum of the cosine in the other direction. In this way we get a periodic array of saddle points. We consider one saddle to be located exactly at the origin of our coordinate system. If we think about a smoothly varying random fluctuation potential, the average curvature in both directions will be the same. In our representative potential in equation (36) we therefore simplify by setting ω x = ω y = ω, which leads to ω x /ω y = 1. In order to re-write equations (31) and (32) we make some further substitutions. For the magnetic length l B we use
with h the Planck constant, e the electron charge and B the magnetic field. Using further the period length L of the periodic arrangement of saddle points L = 2π/ω (38) we can rewrite equations (34) and (35): Equations (37)- (40) now allow us to re-write equations (31) and (32) . Since x n and y n are described by exactly the same function, but distinguished only by the case ε n either above or below the saddle energy, we can rewrite equations (31) and (32) into a single equation as follows:
The signs ± indicate the cases ε n above and below the saddle energy, while ε n in this formula means the absolute value. At this point it should be mentioned that Haug et al [25] have already used a similar equation for addressing the problem of transport across magnetic bound states. They investigated experimentally the effect of a gate electrode across the current path of a QHE sample at constant magnetic field. The major point of that experiment was to study the special situation of having integer filling outside the gate (pure EC transport) and sweeping the gate voltage through non-integer filling below the gate. The authors describe the scattering across the bulk due to the presence of the gate by partly EC backscattering at the gate and partly backscattering via tunnelling across magnetic bound states in the gate region. They achieved good agreement with the experiments already by a simplified network consisting of just two or three magnetic bound states. In order to be able to compare with the formulation of EC backscattering in terms of P( ν), we have to realize that the transmission process across the saddle T mn is formally a backscattering process in the EC picture. Therefore the transmission factor T mn in equation (41) corresponds to a reflection R in the EC picture. We transform equation (41) into P = R/T by using T mn as R and consequently using (1 − T mn ) as T :
Since the above tunnelling process happens between edge states on opposite sides of the saddle but the same Landau level (LL), δ mn can be omitted for the further treatment. Furthermore, we have to consider that the energy ε n is determined by the Fermi level E F . In this way we end up with P as an exponential function of the Fermi level E F :
In this equation E F is the absolute value of the Fermi energy relative to the saddle energy and the signs ± indicate the cases E F above and below the saddle energy. The ratio L 2 /Ṽ can be understood as a measure of the 'smoothness' of the potential modulation and eB/ h is the well known number of states in a single LL per unit area. Since L is the distance between equivalent saddle points, L 2 is the area of the two-dimensional basis cell of the network grid. It is interesting to note that the pre-factor of E F , which is (L 2 /eṼ )(eB/ h), has the meaning of an average density of states (DOS) in the basis cell of the network, provided that we associate the LL broadening with eṼ . In order to consider this aspect in a little more detail, we assume a Gaussian shaped density of states for a single LL [109] and calculate the DOS in the centre of the LL as follows:
where b is the energy broadening of the Gaussian peak. Against this background we can calculate the change of the carrier density n in a single LL due to the change of E F by E F as follows:
This is valid for a Fermi level close to the centre of the LL, where the DOS is approximately constant. However, we can also represent n in terms of the filling factor by ν = n/n LL , where n LL = eB/ h. This results in
Using again the saddle energy as the zero reference, E F becomes E F and ν becomes the difference of the filling factor relative to half filling. Now we can substitute E F by ν and rewrite equation (43):
SinceṼ is the amplitude of our artificial potential modulation and b is the width of the associated DOS peak, these two parameters correspond to each other. Therefore we can assume that the pre-factors in the exponent will be a factor of the order of unity, just depending on details of the real potential fluctuations. On this basis we simplify b √ π eṼ ≈ 1 ( 48) and get the following exponential function:
It is easily seen that the semi-empirical exponential function of [71] is completely recovered, except the fact that we get a more complex pre-factor for the filling factor ν. The explicit magnetic field dependence of the pre-factor is a new feature as compared to the earlier version of this function. However, this has no impact on the major features of the function P( ν), just causing a magnetic field dependence of the width of the plateau transition regimes. If we take a closer look at the exponent, we find eB/ h, which is the number of states per unit area in an LL, and L 2 , which is the area of a grid period of the network. As a consequence we get a surprisingly universal result. The exponent of the function P( ν) represents the number of carriers being added ( N > 0) or removed ( N < 0) from the half filled basis cell of the network grid. This happens if the Fermi level moves away from the centre position of the LL. This is usually achieved by changing the magnetic field at constant carrier density. However, this change normally happens continuously, meaning that the number of electrons in a single LL in one grid period is changed just in fractions of unity. This is possible because in the regime close to a half filled LL there is a strong coupling between the individual grid periods so that the (single) electrons are well de-localized and can be smeared over several grid periods. A change of the number of electrons by N = ±1 corresponds to an almost complete plateauto-plateau transition. By considering the grid period length L as a measure of the smoothness of the potential fluctuations, we get a nice possibility for an interpretation of our result: a large L corresponds to a rather clean sample (high mobility) with very smooth potential fluctuations and a short L corresponds to a sample with strong potential fluctuations and hence strong disorder (low mobility). As a consequence, a large L indicates a large area of the basis cell of the network and therefore only a small change of the filling factor ν, and thus only a small change of the magnetic field is needed in order to change the number of electrons in the basis cell by one. This means that we get sharp plateau-to-plateau transitions on the magnetic field axis. In contrast, a small L, as expected from samples with strong disorder, leads to a small area of the basis cell, which then requires a large change of the filling factor ν for changing the number of states by the order of one. Therefore we get broad plateau-to-plateau transitions in this case, exactly what we expect for samples with strong disorder. On the basis of geometric arguments and using a chequerboard as representative for the network (figure 18), equation (50) also allows another interesting interpretation: using directly the trajectories of the channels at different Fermi levels we get three cases as shown in figure 18 : (i) if the Fermi level is above the saddle energy (centre of LL), the filled states dominate the transport properties, because they build an interconnected network; (ii) if the Fermi level coincides with the saddle energy, filled and empty states take up exactly half of the space, which also means an exactly half filled LL; (iii) if E F is below the saddle energy, the empty states (insulating phase) build an interconnected network, leaving isolated droplets of filled states and leading to a high resistivity regime. It should be mentioned that Mashida et al have already used such a picture for the interpretation of their experimental results [51, 95] .
Some simulation results
In this section we present some representative simulation data in order to demonstrate the potential of our model. An additional example can be found in [113] , for which the network layout has been already used as an example in figure 9 . In contrast to previous simulations, we use equation (49) as a replacement of the original function of [85] and we get results for the magneto-transport simulation as shown in figures 20 and 21. The layout of the sample is shown in figure 19 . The network has a grid size of 139 × 53 and the bulk carrier density is 4 × 10 11 cm −2 . Considering the individual plateau transitions at high magnetic fields, there is no qualitative difference from the results of the previous version. The major difference and improvement concerns the low magnetic field range. At very low magnetic fields the zeros in R xx disappear and the Hall effect starts as a straight line, and turns gradually over to a plateau behaviour at higher fields. The reason for this is the explicit magnetic field dependence of the exponent in equation (49), which results in an overlap of the Ohmic (dissipative) regimes of several LLs at low fields. In order to get the individual filling factors in the case of LL overlap, the individual spin-split LLs have been calculated using the standard parameters for GaAs and an LL broadening according to = 0 √ B [109] has been used by setting 0 = 0.5 meVT 0.5 . The actual calculation consists of two main parts. (I) For calculating the occupation numbers standard procedures are used and the Fermi level in the bulk region is calculated by filling up the density of states (DOS) with the constant bulk carrier density. The DOS is composed by the superposition of the magnetic-field-dependent Gaussian shaped DOS of spin-split LLs. The Fermi level for regions of non-zero electrostatic bare potential (edges and gate regions) is forced to match the obtained magnetic-field-dependent pinned Fermi level in the bulk. This allows us to get a self-consistent electrostatic potential and a rearrangement of the carrier density at the edges, which results in an electrostatic edge potential according to Chlovskii et al [2] . (II) The thus obtained lateral carrier density profile is transferred to the nodes of the network and in another self-consistent iteration procedure the lateral distribution of the bias voltage, which is introduced via the current contacts, is calculated. From this the potential difference for any designated pair of voltage probes is obtained as a function of the magnetic field. A metallic contact is realized by interconnecting all channels of all involved LLs at the position of the designated contact point [85] . Extended metallic contacts are realized by creating arrays of such contact points. The current at the current contacts is calculated only after arriving at the selfconsistent solution in the network, which allows us finally to calculate the various resistances. This means that in principle a constant supply voltage is used in the network model instead of a constant supply current as in most experiments. However, for calculating the resistances for a standard QHE set-up with a single current source this makes no difference. For achieving a constant current mode, the potentials at the current contacts are additionally varied in a proper way during the iteration procedure in order to get the required preset current. In this way a one-to-one simulation of experiments using constant supply currents and measuring voltages at several potential probes is possible.
Just for demonstration, the influence of spin splitting by using different effective g-factors such as g * = 0.5 and g * = 1.0 and different values for L, such as L = 135 and 185 nm, is simulated. These values for L are chosen in agreement with the extension of the lateral potential fluctuations which one can expect in real 2D systems. These therefore would also become the typical droplet size of the breaking-up electron sea, if the Fermi level enters the tails of the LL, in agreement with the model developed in section 3. According to this transport model, the associated potential fluctuations are also responsible for the set-in field of the SdH oscillations at about 0.3 T, which are smeared out completely below that field. This effect, in our model, is driven by an overlap of the de-localized states of several overlapping LLs at low fields due to the built-in inhomogeneities. In real systems, such an effect could in principle cover any scattering limited mechanisms for the set-in field of the SdH oscillations. The results are shown in figure 20 for the high magnetic field range and in figure 21 for low magnetic fields. For L = 135 nm and g * = 0.5 spin splitting is hard to observe even at high fields around 5 T, while for the case L = 185 nm a well resolved spin splitting can be observed even for g * = 0.5. At magnetic fields around 2.5 T spin splitting is only weakly pronounced even for g * = 1 and L = 185 nm. In summary, one can say that this overall behaviour looks quite realistic and a more systematic study on the possibility of a more accurate determination of an enhanced effective g-factor from transport data is planned separately.
As already mentioned in the context of the lattice model in section 2, we see our network model as more closely related to the lattice model for the case of strong inelastic scattering than related to the CC model. In order to demonstrate this aspect, in figures 22 and 23 we [119] . The major difference from Ando's simulations is the presence of extended current injecting contacts in our case. This prevents the full development of the Hall voltage near the current contacts in figure 22 , as also known from real experiments. However, the region between the voltage probes shows a nearly perfect Hall potential. At the same time this demonstrates that our model is able to account for the boundary conditions like the presence of contacts. The weak longitudinal potential drop in figure 22 results from the fact that the LL is not completely filled in this simulation. For the case of a nearly empty LL (figure 23) the presence of the extended current contacts does not harm the longitudinal potential drop, which agrees perfectly with Ando's calculation results. Since the current contacts are not extended over the full width of the sample, minor departures from the ideal voltage distribution occur at the corners near the current contacts. In both figures 22 and 23 the current contacts at the front side have been cut away in the potential plot. The sample layout is qualitatively the same as shown in figure 19 , but in order to get a better resolution of the lateral potential distribution the number of grid periods for the bulk region is increased to 179 × 129 as compared for the calculation in figures 20 and 21. For this simulation smaller contact leads for the voltage probes have also been used. One can clearly see that for the high resistive case of a nearly empty LL these voltage probes act as classically expected, which means that they are current-less at constant potential. For the case of mixed EC and bulk transport, this may not be always the case, like demonstrated in [90] .
Discussion
By using a representative two-dimensional cosine potential modulation, a result by Büttiker [129] for the saddle point problem at high magnetic fields was transformed into the back-scattering function P( ν), which is used for the nodes of our network according to [85] . One main extension as compared to [129] is the treatment of the tunnelling current within the framework of the Landauer-Büttiker formalism. This means that a transverse current between a channel pair (tunnelling current serves as a backscattering current between channels) leads to a longitudinal potential drop in each of the channels. This can be considered as the essence of the EC picture within the LB formulation and there is no classical way to account for this behaviour. In order to point out this fact somewhat more clearly, the situation is sketched in figure 24 . If there is a longitudinal current I L , it is carried dissipation-less by a channel pair and is represented on the right side by
2 / h and on the left side by I L = (u 2 −u 4 )e 2 / h, while (u 1 −u 3 ) = (u 2 −u 4 ) for current conservation reasons. A transverse current I T , which may be enabled by some conduction or tunnelling between opposite channels, causes a longitudinal voltage drop (u 1 − u 2 ) and (u 3 − u 4 ). This is because I T also has to be represented within the LB formalism according to I T = (u 1 − u 2 )e 2 / h at the upper edge and Figure 25 . Checkerboard model for bulk current transport in the QHE regime after Ruzin et al [12] . The dark and light areas represent different quantum Hall liquids with different Hall conductances. Currents I and J are assumed to flow exclusively in the corresponding phase and the total behaviour of the conductor is determined by the mixture of both phases.
, again because of current conservation reasons. It is important to note that any current (I L or I T ) within the EC picture is only defined by a pair of directed channels, which must not be confused with a difference of opposite directed classical currents. As a consequence, it is not possible to assign a current to any single directed channel, and the occurrence of a transverse current I T does not change the longitudinal current I L . This is a fact which must not be misinterpreted as a violation of Kirchhoff's law of current conservation. Using finally the ratio I T /I L as an equivalent for R/T of the LB formalism, it is easily shown that the longitudinal voltage drop u L is coupled to the Hall voltage as
with R/T identified as P, the function derived in this paper and used for the nodes in our network model.
The above summarized view of the EC picture has already been used in [60] in order to explain an anomalous behaviour of the magneto-transport of high mobility quasi-threedimensional PbTe wide quantum wells. Also in [71] this interpretation of the EC picture has been successfully used, which finally led to the application within the discussed network model. From this point of view the network model can be considered to be based on the EC picture and the LB formalism. It is therefore quite surprising that the Ohmic regime is also quite well represented. However, this puzzle can be resolved by reconsidering figure 18 , which appears like a chequerboard representation of the network. From this point of view it meets the approach of Ruzin et al [12] . Ruzin et al used such a chequerboard model for bulk transport in the QHE regime in order to obtain a universal relation between longitudinal and transverse conductance in the QHE and figure 25 summarizes their concept. Ruzin et al considered two competing quantum Hall liquids in the presence of a long-range random potential, with the magnetic field determining the area fractions close to 1/2. Figure 25 represents this situation for an artificial periodic long-range potential. The 'white' regions represent the phase with quantized Hall conductance σ 1 , and the 'dark' regions those of Hall conductance σ 2 . If the situation is such that the 'white' phase percolates freely throughout the sample, the system will be on the plateau with σ xy = σ 1 . Similarly, if the 'dark' regions percolate freely, the system will be on the plateau with σ xy = σ 2 . Near the percolation threshold transport is controlled by quantum tunnelling between clusters of the same phase at the saddle points. Ruzin et al related the net currents in the four quadrants to the four electric potentials at the edges V 1 through V 4 as given by 
Postulating current conservation within the individual phases (I = I and J = J ), Ruzin et al
, which is identical to the results of our treatment as illustrated in figure 24 . Further on, Ruzin et al obtained a universal semi-circle-relation between longitudinal and transverse conductance. At this point it should be mentioned that such a semicircle relation has also been obtained within our preceding work [68, 71] , which once more demonstrates the agreement of our results with the results of Ruzin et al. However, our model achieves additional results, such as the filling factor dependence and transport parameters in terms of R xx and R xy as well as the distribution of the applied voltage across the sample area. There is also a qualitative difference between Ruzin's and our picture: in our picture the space is divided between occupied and non-occupied states, while Ruzin et al are talking about two competing quantum Hall liquids (QHLs) of different Hall conductivities. We can overcome this disagreement by recognizing that in our model each involved LL is represented by a separate network with its individual mixture of empty and filled states, which we associate with the insulator phase and the quantum Hall liquid (QHL) phase respectively. In the case of the IQHE there is always just one partly filled (top) LL and all lower ones are completely filled. For each LL the QHL phase exhibits a quantized Hall conductance of σ = e 2 / h, while the Hall conductance for the insulator phase σ = 0. For the complete system in the bulk current representation we have to sum up all contributions of all LLs locally, which leads to a situation as sketched schematically in figure 26 . Putting forward a bulk current representation, one has to sum up the Hall conductivity of all involved LLs locally and the resulting picture becomes again similar to that of Ruzin et al. At this point we want to make clear that at this stage our network model does not include non-linear effects, which means that it considers the electron system to be sufficiently close to thermal equilibrium. However, for thermal equilibrium some similarity between the bulk and edge current picture might not be that surprising. A recent theoretical treatment of non-linear transport through mesoscopic systems by Sanchez et al [104] shows a possible magnetic field asymmetry, which is not within the scope of our network model in the present state of development. Nevertheless, it is also possible to describe selective current injection into edge stripes within our network model, as e.g. achieved by selective EC reflection due to gate electrodes [85] . We cannot see how this could be achieved within the bulk current picture. Another important aspect to be mentioned at this point is that in our network the phase coherence is not maintained between the different grid periods, but still exact quantization of the QHE is obtained. This is in agreement with theoretical results of Gagel et al [55] who found a surprising stability of the QH plateaus against dissipation and phase destroying events. Now we want to discuss our network model in view of the localization model introduced at the beginning of section 2. It is based on the idea that the total density of states of the LLs is divided into a fraction of de-localized states in an energy interval E close to the centre of the LL and localized states outside in the tails of the LLs. Since our model does not address the localization problem explicitly, but addresses directly the transport properties instead, we want to look for the typical transport properties of a homogeneous regular QH sample as described by our model. For describing just the typical trends we can use an analytical formula instead of the network representation. This was already done in [68, 71] and we have shown that the total conductance G xx of a QH sample is identical to the conductance of the partly filled top LL:
With help of equations (43) and (52) we can plot G xx with respect to the position of the Fermi energy E F relative to the centre of the LL. In figure 27 we plot the density of states (DOS) versus Fermi energy E F together with G xx normalized to each other. The width of the DOS peak results from the overall LL broadening of the real sample, while the pre-factors in the exponent of equation (43) result from an idealized periodic 2D cosine potential modulation as derived in section 3. Without a randomization, this idealized periodic potential would be at the same time also responsible for the LL broadening, as used in the derivation of P( ν). However, it is quite clear that due to the randomization of the real potential landscape the overall broadening will be larger than that one suggested by the idealized periodic potential modulation. Since we can use directly equation (43) for calculating P, there is no need to associate the parameters in the exponent of equation (43) with a full periodic cosine potential. Instead, we can associate these parameters with the Taylor coefficients of the saddle potential at the tunnelling junction of a real potential. This is qualitatively shown in figure 28 . Using the Taylor coefficients of Figure 28 . Schematic representation of the one-dimensional x-profile of a real fluctuating potential in comparison with the idealized potential used in section 3 in order to get the right Taylor coefficients for representing the encircled saddle. The white region around the saddle energy corresponds to the white region around the LL centre in figure 27 .
the encircled saddle in figure 28 as the basis for an idealized two-dimensional cosine potential, the dashed cosine function, which matches the saddle curvature, would result. Consequently, the complete DOS broadening will be substantially larger than that one indicated by the Taylor coefficients of the saddles. However, the total DOS is responsible for the pinning behaviour of the Fermi level, while the Taylor coefficients of the saddle potential are responsible for the transport properties such as G xx . As shown in figure 28 , the Fermi level is assumed to come close to the saddle energy, which is marked by the circle. Using equation (43) for the tunnelling process is equivalent to assuming a two-dimensional cosine potential as indicated by the dashed plotted idealized potential. It is clear that not all saddles of the real potential come close to the Fermi energy and most of them are therefore physically inactive. Only by sweeping the magnetic field may different saddles become active and others inactive, just by the movement of the Fermi level relative to the potential landscape. If we consider such a saddle with an energy close to the centre of the broadened LL, it is clear that the parameters of equation (43) will not represent the real broadening of the LL. We can associate the whole pre-factor in the exponent of equation (43) with an energy interval, in which the Fermi energy will achieve a tunnelling current and, hence, at which the particular saddle can contribute to a de-localized state. As a consequence, if we plot G xx as a function of E F , we have to use the parameters of the saddle, which is associated with a small energy interval, while the plot of the DOS incorporates the full random potential. Reconsidering figure 27 one realizes a striking analogy with the localization-de-localization picture sketched in figure 1 . This is also indicated by the two vertical lines representing the boundaries between localized and de-localized states in figure 27 . This means that our model suggests qualitatively the same, although not relying directly on the localization model of the QHE, as e.g. achieved by the CC model. However, our model suggests that there could be a mixture of localized and de-localized states, where the weighting depends on the position of the Fermi level. Considering our network representation, it appears as a regular network, while against the background of the above discussion a random network would be required instead of a regular network. However, as will be demonstrated in the following, our network model can also be understood as a theoretical concept for effective discretization of a random network. Obviously, lateral long range potential fluctuations will lead to a corresponding lateral fluctuation of the local filling factor, which, in turn, will lead to a lateral variation of the coupling function P of the nodes in our network. Suppose we wish to model a random potential on the basis of our regular network, then we need to choose the grid period to be much less than the typical length scale of the potential fluctuations. This is qualitatively shown in figure 29 . The system is supposed to be close to half filling, which means the possibility of bulk current flow. However, half filling means ν = 0.5 on average and, due to the potential fluctuations, there will exist regions with locally ν > 0.5 and regions with locally ν < 0.5. In figure 29 the coloured Figure 29 . Cut-out of the bulk region showing the scheme of discretization of a random potential on the basis of our network model. The average filling factor of the associated Landau level is assumed to be close to ν = 0.5. The coloured regions represent ν > 0.5, which corresponds to a value of the coupling function P 1 and the white regions represent ν < 0.5, which corresponds to P 1. The basic grid consists of alternating rows and lines of nodes in same orientation. Therefore, a change from P 1 to P 1 appears graphically as a rotation of the nodes by 90 • within a line and a row, and as can be seen in the figure the corresponding nodes inside and outside the coloured area appear rotated against each other. Following now the inter-connections in the network, one can see that in this way a channel at the boundary between ν > 0.5 and ν < 0.5 is automatically guided to follow these boundaries (bold line). In real samples, this corresponds to a arbitrarily shaped magnetic bound state following the contour lines of the random potential. Most of the nodes with P 1 or P 1 serve as some sort of switching device in the network and are therefore not physically active. Only those near the saddle of the real potential, where also the real magnetic bound states get close together (marked by the red arrows), act physically as tunnelling junctions within the framework of the Landauer-Büttiker formalism.
regions represent ν > 0.5 and the non-coloured regions ν < 0.5. Most effective coupling at the nodes appears at P = 1, which corresponds to exact half filling ν = 0.5. Due to the randomization of the potential, only a few of all nodes will remain close to half filling and most of them will depart from half filling, which leads to a coupling function of P 1 in the coloured regions and P 1 outside. However, P 1 or P 1 means mainly that an incoming channel is almost completely transmitted either to the one or the other outgoing channel of the node, which appears as a rotation of a node by 90
• upon changing from one case to the other. As can be seen in figure 29 in this way our network guides the transmitted channels all around the boundaries between ν > 0.5 and ν < 0.5. Therefore, in this case, most of the nodes are physically inactive, but just switching the whole transmitted channel to either the one or the other outgoing channel. Only the nodes near the saddles of the real potential, where ν ≈ 0.5, and where also the real loops of the magnetic bound states get close to each other, become physically active by coupling different real loops. On this basis, our network can also be understood as an effective theoretical concept for setting up a random network with a discretization on a regular grid. However, already from considering figure 29, it is clear that a sufficient randomization of all conductor elements of a realistically shaped macroscopic sample geometry will require an increase in the size of the network by at least one order of magnitude in both directions in comparison to the simulations without randomization. For this reason, at present, a 'random network' modelling of a macroscopic Hall bar geometry is beyond our computing hardware capability. We tested the effect of randomization for a simple Hall bar geometry and found that the qualitative transport behaviour and all observed trends remain the same. Only a certain amount of additional broadening appeared on the plateau transitions and the R xx peaks. Indeed, only details of the curvature, specially in the tails of the R xx peaks, appear sensitive to the details of the random potential. This is not surprising, however, since in a random potential, bulk current can be expected to become highly inhomogeneous near the percolation threshold. As we have aimed only to reproduce the main trends observed in magneto-transport studies in figures 20 and 21 or the 'anti-Hall-bar within Hall-bar geometry' in [113] , we performed our calculations without randomization, and expect the main conclusions drawn from the simulations to hold their validity.
We have discussed already a number of aspects which support the argument that our network is well suited to account for the injection of non-equilibrium currents, which at the same time makes our network substantially different from the CC model. This is further supported by the fact that our simulation results agree perfectly with simulation results on the basis of a lattice model for the case of strong inelastic scattering [119] . In this lattice model inelastic scattering has to be artificially introduced by coupled virtual reservoirs in order to allow for dissipation. A possible presence of dissipation is already included in the formal description of the nodes in our network and the apparent disadvantage of having no phase coherence between different network periods turns out to be an advantage in this context. In contrast, the CC model has no possibility to handle dissipation, and therefore we cannot see how it could be turned into a circuit type model for simulating the distribution of experimentally excited currents and voltages.
Summary
We have introduced a circuit type network model for simulating the distribution of excited currents and voltages for magneto-transport experiments and compared it to different types of models for magneto-transport. We have shown that the possibility of dissipation is already included in the theoretical description of the nodes of our model. Although our network does not consider coherence between different network periods, it cannot be substituted by its classical counterpart of a simple resistor network. The main advantage of our network as compared to the Chalker-Coddington (CC) network is the fact that besides the ability to represent dissipative transport within the bulk, our network is also able to represent dissipationless transport even without considering full coherence, while in turn the coherent CC network does not account for dissipation. Starting with a treatment of the saddle-point problem in the high magnetic field limit by Büttiker, we have been able to show that it is possible to transform Büttiker's results into a filling-factor-dependent backscattering function P( ν). This function is used as the coupling function for the nodes of our network model for the QHE regime of 2D systems. As a result, the numerical simulations based on this network deliver transport data in which R xy starts with a classical straight line while R xx shows no zeros. With increasing magnetic field the IQHE sets in with Shubnikov-de Haas oscillations in R xx , followed by zeros in R xx and plateaus in R xy , like seen in experimental data. For equilibrium conditions we have found an equivalence between the bulk current picture in terms of mixed phases as used by Ruzin et al and our network representation on the basis of the Landauer-Büttiker formalism. We have been able to show that an analogous interpretation to the localizationde-localization picture is also possible on the basis of our network model. In this context our model suggests a mixture between localized and de-localized states near the centre of the LL with a smooth transition from dominating de-localized to dominating localized states while the Fermi level moves away from the LL centre. Finally we have demonstrated that on the basis of our model a random potential situation can be represented. We argued that our network model is more closely related to a theoretical approach in terms of a lattice model for strong inelastic scattering as used by Ando et al than being related to the CC model. This makes our network model useable as some sort of circuit type network for modelling experimentally excited non-equilibrium currents and voltages. The key point is that in our model phase coherence between different network periods is not explicitly requested, in contrast to the CC model, which in our opinion therefore cannot be used as a circuit type network for simulating experimentally injected non-equilibrium currents.
