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摘 　要 : 设计一个基于 P2P 覆盖网的流媒体分发方案 ,该方案采用 Gossip 算法进行节点间信息的传递. 仿真实验
结果显示 ,有效的成员管理、伙伴管理和调度管理实现了流媒体内容实时、持续的分发 ,在动态变化的用户环境下
表现较优.
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Abstract : This paper present s a st reaming media dissemination scheme based on P2P overlay networks. It adopted
gossip2based algorithm to dist ribute the messages among peers. Simulation results showed that the efficient
membership and partnership management scheme , together with scheduling scheme achieved real2time and
continuous dist ribution of st reaming media data which performed much better in dynamic user environments.
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0 　引言
P2P 技术为流媒体分发技术提供了新的思路 ,当前关于 P2P 流媒体分发的研究主要集中于应用层. 许
多基于 P2P 覆盖网 ( P2P overlay network)的算法是采用组播树 ( Tree2based multicast ) 的方法 ,有关组播树
的典型协议和模型有 : PeerCast [1 ] ,Nice[ 2 ] ,Zigzag[3 ] ,Split St ream[4 ]等. 然而组播树的模型存在着构建复杂、
图 1 　GBS 系统组成
Fig. 1 　GBS system organization
鲁棒性弱、可扩展性差和负载失衡等不足. Gossip 算法又被称为
epidemic 算法 ,它模仿流言或流行病的传播过程[5 ] ,用 Gossip 算法
构建的覆盖网能克服组播树覆盖网的不足. 本文采用 Gossip 算法 ,
设计了一个基于 P2P 覆盖网流媒体分发系统 GBS.
1 　GBS 系统
GBS( Gossip2Based System)系统结构如图 1 所示 ,其中的节点
由 3 类组成 :普通客户节点 ;流媒体源节点 (R) ;管理节点 ( RP) .
系统核心模块是虚线框中的几个模块. 其中成员管理负责节点
的加入、联系与维护 ;伙伴管理负责伙伴的添加和维护 ;缓冲映射用
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缓冲映射表 BM (Buffer Map ) 标明各媒体块的存放情况和位置 ;调度管理根据 BM ,利用调度策略 ,在
Deadline 前将某个节点需要的块从其伙伴节点中取出来 ,负责动态地在节点间交换数据.
1. 1 　节点的加入与管理
表 1 　节点信息列表 PeerList
Tab. 1 　PeerList
字段名 　　 类型 备注 　　
seq_num int 信息的序列号








1) 节点加入. 当一个新节点要加入系统中时 ,
它先与 RP 取得联系 , RP 会将新节点的信息加入
PeerList 中. 新节点也将从 RP 那里得到 PeerList ,
并从中随机选择一些节点组成伙伴关系.
2) 节点更新. 在 P2P 这样动态的系统中 ,每个节点会周期性地向其它节点发出 ActiveMsg ,表明其存
在. ActiveMsg 拷贝 PeerList 中前四项而得. 消息接收节点根据 seq_num 判断是否为新消息.
3) 节点离开. 节点离开分正常离开和突然中断. 正常离开情况下 ,离开节点会发出离开信息 QuitMsg ,
QuitMsg 与 ActiveMsg 的格式一样 ,只是将 num_part ner 置为 - 1. 突然中断的情况下 ,由其伙伴节点帮助
发出 QuitMsg.
为了防止多个伙伴发送的 QuitMsg 在网络上被重复发送 ,节点只有在第一次收到 QuitMsg 时进行转
发 ,所有后收到的 QuitMsg 会被禁止. RP 在收到 QuitMsg 后先将离开节点状态置为 Disabled. 如果离开节
点在一段时间内恢复正常的话 ,其状态被重置为 Active ,否则被删除.
1. 2 　伙伴的管理和优化
表 2 　伙伴信息列表 PartnerList
Tab. 2 　PartnerList
字段名 　 类型 备注 　　
id_partner char 伙伴标识
bw_partner int 伙伴带宽
status_partner char 伙伴状态 (Active 或 Disabled)
节点加入网络后 ,首先从服务器获取初始的伙伴
列表 ,记为 Part nerList ,见表 2.
流媒体数据的交换在伙伴之间进行. 在程序运行
中 ,节点会不断地探测 PeerList ,以获取一组最好的伙
伴 ,保持 Part nerList 动态地更新. 好的伙伴应该有比
较大的输出带宽 ,并且物理连接上应该尽可能地近.
一般一个节点伙伴的个数通常保持在 3 到 4 个.
1. 3 　缓冲映射和数据交换
在 GBS 中 ,流媒体数据按时间长度被分割成相同大小的块. 用 BM 来记录各块的存储状况 ,0 表示无 ,1
表示有. BM 的格式如图 2 所示 (其中 index 表示第一块的起始地址) . 节点和伙伴通过不断交换 BM 来了
解相互间的缓存情况. 对于新进入系统的节点来说 ,由于它不知道当前 index 的值 ,一旦它和其他的节点建
立连接后 ,它首先向其他节点索要 index ,作为它自己的起始 index. 当节点需要某个媒体块时 ,就根据 BM ,
通过调度管理从伙伴节点中获取.
index 1 1 1 0 0 1 0 1 1 1 0 1 ⋯
图 2 　BM 示意图
Fig. 2 　Buffer map representation
1. 4 　调度管理
调度的目的就是从伙伴节点获取流媒体数据. 调度的约束有两个 :1) 数据块需要在回放的 Deadline 之
前获取 ;2)数据块提供者的带宽等情况不同. 不同情况要运用不同的调度策略 ,调度策略有三个 :1) 具有不
同提供者个数块的优先调度权问题 ,规则是先调度提供者个数少的 ;2)具有多个提供者的块的调度优先权问
题 ,规则是先调度带宽高和 Deadline 长的 ;3)源节点和普通节点的调度优先权问题 ,源节点服务器保存有所
有媒体块的信息 ,考虑到输出带宽和负载均衡 ,规则是先调度普通节点.
2 　实验
受客观环境的限制 ,对本系统采用仿真实验的方法进行性能测试. 仿真实验硬件、软件配置分别为 :
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DELL 机型 , Intel Pentium4 2. 8 GHz CPU ,1 GB RAM ,运行 Windows Server 2003 操作系统 , GT2ITM [6 ]网
络拓扑生成器 ,NS22[7 ]网络仿真器. 其中 GT2ITM 用于生成类似 Internet 的网络拓扑结构 ,NS22 用于网络
模拟.
实验主要测试了系统控制开销、回放连续性方面的性能及与组播树模型 Zigzag 进行了对比. 为了使结
果分析更为客观、准确 ,对于每项实验参数组合共进行 10 次 ,收集实验数据 ,结果取平均值.
在实验开始阶段 ,各个节点加入有一个初始化的时间 (约为 1 min) . 自加入开始每个节点在线时长都至
少为 120 min ,这是一部影片的标准时长. 默认的流率为 500 kbp s. 每个节点维持 1 个 1 min 长的滑动窗口
(因为每块时长为 1 s ,即为 60 个媒体块) . 节点在收到第一个媒体块 10 s 后开始回放.
图 3 　控制开销随节点个数及伙伴个数变化关系
Fig. 3 　Control overhead as a function of the
number of the partners and peers
在流媒体分发系统 ,大量的开销用于媒体块的传输和交换 ,
控制开销主要用于节点的管理. 这里控制开销的定义为 :控制
通信量/ 视频通信量. 取每个节点上控制开销的平均值. 图 3 显
示了控制开销随节点个数及伙伴个数变化关系. 从图 3 可以看
出 :1)控制开销受节点个数变化的影响不大 ;2)控制开销随着伙
伴个数的增多而增大 ;3) 总体上来看 ,控制开销总体上比例很
低 ,不到 2 %.
保持回放的连续性是评价流媒体分发系统性能的重要指
标. 用连续性指数来测试回放连续性 :Deadline 前到达的媒体
块/ 总的媒体块. 其值越大 ,媒体流的回放效果越好. 图 4 显示
了连续性指数随节点个数及伙伴个数变化关系. 从图 4 可以看
出 :1)回放连续性指数受节点个数的影响不大 ;2)回放连续性指数随着伙伴个数的增多而增大. 因为数据交
换主要在伙伴之间进行 ,伙伴增多 ,可提供的媒体块也会增多 ,这种结果与理论分析是一致的.
图 5 显示了连续性指数随流率变化关系. 从图 5 可以看出 ,随着流率的增大 ,回放连续性指数在下降.
因为流率的增大意味着数据传输需要更高的带宽和缓存 ,增大了网络拥塞和传送延迟的机率. 值得注意的
是 ,图中在伙伴个数为 6 ,流率为 500 kbp s 时 ,连续性有明显的下降 ,下降得比伙伴个数为 5 时还低. 这说明
伙伴个数的一味增多并不能保证维持良好的回放连续性.
图 4 　连续性指数随节点个数及伙伴个数变化关系
Fig. 4 　Continuity index as a function of the
number of the partners and peers
图 5 　连续性指数随流率变化关系
Fig. 5 　Continuity as a function
of the st reaming rate
图 6 　GBS 与 Zigzag 回放连续性比较
Fig. 6 　Comparison of playback continuity




影响较大 ,伙伴个数增加 ,回放连续性虽然增大 ,但控制开销也
增大了. 当伙伴个数为 4 时控制开销和连续性都较好 ,在进行
系统设计时是个可以选择的方案.
因为 Zigzag 是组播树模型中最为成熟的 ,也是被认为较优
的流媒体分发模型 ,所以选择 GBS 与 Zigzag 进行对比. 从上面
的实验里得出 GBS 在有 4 个伙伴时的平均性能比较好 ,故设置
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Zigzag 中每个节点有 3 个孩子节点 ,这样加上 1 个父节点 ,Zigzag 中节点的度就与 GBS 中的相当. 实验中
主要测试了两个模型的回放连续性 ,实验结果如图 6 所示.
从图 6 中可以看出 ,节点的频繁加入或退出 , GBS 能一直保持较好的回放连续性 ,可是对 Zigzag 的影响
非常大. 因为 Zigzag 要维持一棵被精心定义的树 ,节点的频繁加入或退出会导致树中簇的频繁分离或组合.
通过对比 ,显示了在动态环境下 GBS 的性能也是较优的.
3 　结束语
本文采用 Gossip 算法构造了一个基于 P2P 覆盖网结构的流媒体分发系统 GBS. 初步的实验结果表明 ,
GBS 在控制开销以及获取流媒体的连续性方面较优. 下一步要做的工作主要有两方面 :1) 在更接近真实网
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