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Abstract
In this paper, we derive a time scales version of a Wirtinger-type inequality. The result is applied to derive nonoscillation
of a certain second order Euler-type dynamic equation on time scales. c© 2002 Elsevier Science B.V. All rights reserved.
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1. The result
Wirtinger-type inequalities are studied in the literature in various modi7cations both in the contin-
uous and in the discrete setting. In principle, it is an integral or sum estimate between the function
and its derivative or di8erence, respectively. Extensive literature involve applications to partial dif-
ferential and di8erence equations, harmonic analysis, approximations, number theory, optimization,
convex geometry, spectral theory of di8erential and di8erence operators, and others, see e.g. [3,7,
9–11,21,28,29,31]. Numerous citations can be obtained by using standard mathematical WWW tools.
In this paper, we are interested in Wirtinger-type inequalities in a connection with nonoscillatory
properties of di8erential and di8erence equations, see e.g. [1,4,13,14,18,19,30]. In [26] the authors
present the following inequality using integration by parts and Schwarz inequality.
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Proposition 1. For I = [a; b] and M ∈C1(I) with M ′(t) =0 on I∫ b
a
|M ′(t)|y2(t) dt6 4
∫ b
a
M 2(t)
|M ′(t)|(y
′(t))2 dt (1)
holds for any y∈C1(I) with compact support in I .
See also [5,27] for some generalizations to vector=matrix valued functions. The discrete counterpart
of Proposition 1 can be found in a number of papers, the closest form to the above is proven, e.g.
in [30].
Proposition 2. For J = [0; N ] ⊂ Z and a positive sequence Mk with either GMk ¿ 0 or GMk ¡ 0
on J
N∑
k=0
|GMk |y2k+16  J
N∑
k=0
MkMk+1
|GMk | (Gyk)
2 (2)
holds for any sequence yk with y0 = 0=yN ; where
 J :=
(
sup
k∈J
Mk
Mk+1
){
1 +
(
sup
k∈J
|GMk |
|GMk−1|
)1=2}2
: (3)
In this paper, we derive a Wirtinger-type inequality on an arbitrary time scale T (closed subset
of R). We show only an illustrative example of application of this inequality, namely nonoscillation
of the second order Euler-type dynamic equation. For details about time scales we refer to [20,22].
The usual forward jump operator  : T → T is de7ned by (t):=inf{s∈T; s¿ t} supplemented
by inf ∅:=supT. The graininess  : T→ R+ is given by (t):=(t)− t. For a function f on T we
write ft:=f(t) and f:=f ◦ . The delta derivative of a function f is denoted by fG. We remind
that for the continuous case T=R; we have t = t; t =0; and fGt =f′(t); the usual derivative,
and for the discrete case T=Z we have t = t + 1; t =1, and fGt =Gft =ft+1 − ft; the usual
di8erence. The classes of rd-continuous and rd-continuously di8erentiable functions on an interval
I ⊂ T will be denoted by Crd(I) and C1rd(I), respectively. The interval I without its possible left
scattered (isolated) maximum will be denoted by I.
The main result of this paper is the following theorem. In Remark 1 we will see that the function
M indeed has to be monotone, i.e., either MG ¿ 0 or MG ¡ 0 on I.
Theorem 1. For I= [a; b] ⊂ T and a positive function M ∈C1rd(I) with either MGt ¿ 0 or MGt ¡ 0
on I we have∫ b
a
|MGt |(yt )2 Gt6I
∫ b
a
MtMt
|MGt |
(yGt )
2 Gt; (4)
for any y∈C1rd(I) with ya =0=yb; where
I:=
{(
sup
t∈I
Mt
Mt
)1=2
+
[(
sup
t∈I
t |MGt |
Mt
)
+
(
sup
t∈I
Mt
Mt
)]1=2}2
: (5)
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Observe that in the continuous case T=R our I=4, i.e., it reduces to the constant from
Proposition 1. However, in the discrete case T=Z the constant J may di8er from  J in general.
We show in Example 1 that J can be an either better or worse constant than  J in this case.
2. Proof of Theorem 1
For the proof we remind the formula yt =yt −tyGt ; the Cauchy–Schwarz inequality on time scales
[24, Lemma 3:3]∣∣∣∣
∫ b
a
ft gt Gt
∣∣∣∣6
(∫ b
a
f2t Gt
)1=2(∫ b
a
g2t Gt
)1=2
; (6)
which holds for f; g∈Crd(I); and the integration by parts formula [22, Theorem 4:3]∫ b
a
uGt v

t Gt= utvt|ba −
∫ b
a
utvGt Gt; (7)
which holds for u; v∈C1rd(I).
Proof. Let M and y be as in the theorem. We will skip the subscript t in the computations. Denote
A:=
∫ b
a
|MG| (y)2Gt; B:=
∫ b
a
MM
|MG| (y
G)2 Gt;
:=
(
sup
t∈I
Mt
Mt
)1=2
; :=
(
sup
t∈I
t |MGt |
Mt
)
:
Suppose 7rst that MG ¿ 0, the other case is treated similarly. Then we have
A =
∫ b
a
MG (y)2 Gt
(7)
= −
∫ b
a
MyG (y + y)Gt=−
∫ b
a
MyG (2y − yG)Gt
6 2
∫ b
a
M |y| |yG|Gt +
∫ b
a
M (yG)2 Gt
= 2
∫ b
a
√
MM
|MG| |y
G|
√
M
M
|MG| |y|Gt +
∫ b
a
MM
|MG|
 |MG|
M
(yG)2 Gt
(6)
6 2
(∫ b
a
MM
|MG| (y
G)2 Gt
)1=2(∫ b
a
M
M
|MG| (y)2 Gt
)1=2
+
(
sup
t∈I
t |MGt |
Mt
)∫ b
a
MM
|MG| (y
G)2 Gt
6 2
√
B
(
sup
t∈I
Mt
Mt
)1=2(∫ b
a
|MG| (y)2Gt
)1=2
+ B=2
√
AB+ B:
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Dividing both sides of the above inequality by
√
AB we obtain√
A√
B
6 2+ 
√
B√
A
:
By relabeling with C:=
√
A=B we get a quadratic inequality C26 2C + , i.e., (C − )26 2 + .
Hence,
−
√
 + 26C6 +
√
 + 2;
and since C¿ 0, we have C26 (+
√
 + 2)2 =I, i.e., A6I B. The proof is complete.
3. Applications
The reader may readily observe that inequalities (1), (2) and (4) hold true also for in7nite
intervals I = [a;∞); J = [N;∞), I= [a;∞) of the corresponding time scale, provided the admissible
functions=sequences y eventually vanish. For convenience, we use in7nite intervals in the following
example.
Example 1. Consider the discrete time scale T=Z and set J =I= [N;∞) for some 7xed N ∈N.
(i) For the sequence Mk = k and  J ; J given by (3), (5), respectively, we have
 J =4 and J =
{
1 +
√
N + 2
N + 1
}2
:
Hence,  J ¡J for all N ∈N, so that Proposition 2 gives better constant than Theorem 1.
(ii) For the sequence Mk =1=k we can conclude the same as in (i), namely  J ¡J for all N ∈N
(although the values  J , J are di8erent from (i)).
(iii) For Mk = k(2) = k(k − 1) we have
( J =) N :=
{
1 +
√
N
N − 1
}2
and (J =)N :=
{
1 +
√
N + 3
N + 1
}2
:
It follows that N =2 implies  2 ¿ 2; N =3 implies  3 =3, and N¿ 4 implies  N ¡N .
Note that in all the above examples the constants  J and J are asymptotically equivalent to 4 as
N →∞, which usually happens for “nice” functions M .
In the remaining part of this section, we will suppose that T is unbounded above. Consider the
second order dynamic equation
(rtyG)G + pty =0 (8)
on an interval I:=[N;∞) ⊆ T, where r; p∈Crd(I); rt =0 on I. In order to obtain a reasonable
oscillation theory, we also suppose
rt ¿ 0 at all right-dense points t ∈I; (9)
which is the Legendre condition in the continuous case. It is possible to include (9) into the de7nition
of generalized zeros of solutions of (8), as indicated in [23,25]. In [20] the authors study Eq. (8) with
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rt ¿ 0 everywhere, and prove (non)oscillation criteria for (8) by Riccati technique and properties
of Wronskians. Recent paper [16] contains a necessary and suMcient condition for oscillation of
(8) employing the divergence of the integral of a certain phase function, which is de7ned via two
normalized solutions of (8). Eventual disconjugacy (nonoscillation) criteria based on the integrability
conditions on coeMcients are derived in [12] for the equation:
yGG + p1(t)yG + p2(t)y=0:
For related results concerning asymptotics of dynamic equations on time scales see [6,8].
A solution y of (8) has a generalized zero at t ∈I if rtytyt 6 0. Eq. (8) is disconjugate on [a; b]
if the solution y with ya =0, yGa =1=ra has no generalized zero in (a; b]. Due to the Sturm-type
separation theorems [20,25], (non)oscillation (de7ned in an appropriate way) of one solution of (8)
is equivalent with (non)oscillation of any solution. Thus, we may speak about (non)oscillation of Eq.
(8). Eq. (8) is said to be nonoscillatory provided there exists b∈I such that for every c∈I; c¿b,
it is disconjugate on [b; c]. In the opposite case it is called oscillatory.
Eq. (8) can be rewritten as the corresponding symplectic dynamic system [17,25](
x
u
)G
=
(
0 1=rt
pt tpt=rt
)(
x
u
)
(10)
by using the substitution x=y; u= ryG. Since (10) satis7es the assumption of dense normality,
see [17, De7nition 6], we may characterize (non)oscillatory behavior of (8) in terms of the corre-
sponding quadratic functional, see also [2].
Theorem 2. Eq. (8) is nonoscillatory and (9) holds i6 there exists N ∈T such that the quadratic
functional
F(y) ≡
∫ ∞
N
{
r(yG)2 − p(y)2}t Gt ¿ 0
for all nontrivial y∈C1p(I) (piecewise rd-continuously di6erentiable functions) with compact sup-
port in I.
Observe, that the improper integral is well-de7ned since y is nonzero only on an interval of 7nite
length. In view of the above theorem, we will prove nonoscillation of a certain Euler-type dynamic
equation in terms of positivity of its quadratic functional.
Theorem 3. For N ∈T de9ne
N :=
{(
sup
t¿N
t
t
)1=2
+
{(
sup
t¿N
t
t
)
+
(
sup
t¿N
t
t
)}1=2}2
;
and suppose that
0¡ lim sup
N→∞
N = : ¡∞: (11)
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Then the equation
yGG +
"
tt
y =0 (12)
is nonoscillatory for all "¡ 1=.
Proof. Let #¿ 0 be arbitrary. Choose N ∈T such that lim sup in (11) is less than +#. By applying
Theorem 1 with Mt =1=t we obtain∫ ∞
N
(
yGt
)2
Gt=
∫ ∞
N
MtMt
|MGt |
(
yGt
)2
Gt¿
1
N
∫ ∞
N
|MGt | (yt )2 Gt
=
1
N
∫ ∞
N
1
tt
(yt )
2 Gt¿
1
 + #
∫ ∞
N
1
tt
(yt )
2 Gt:
Since the above computations hold for any #¿ 0, we conclude that∫ ∞
N
{(
yGt
)2 − 1
tt
(yt )
2
}
Gt¿ 0;
i.e., by Theorem 2, for "¡ 1= Eq. (12) is nonoscillatory.
Remark 1. (i) Observe that our inequality (4) together with Theorem 2 states nothing else than
nonoscillation of the equation(
MtMt
|MGt |
yG
)G
+ "|MGt |y =0
for all "¡ 1=.
(ii) If the function M is not monotone then inequality (4), or (2), might not be true. Indeed,
consider the discrete case T=Z and set Mk :=2 + (−1)k , i.e., Mk = {3; 1; 3; 1; : : :}. Then (3) yields
 =12 and part (i) of this remark would imply that the equation
G2yk + pk yk+1 = 0 (13)
with pk ≡ 19 is nonoscillatory. On the other hand, it is known that (13) is oscillatory provided
lim inf
k→∞
k
∞∑
k
pk ¿
1
4
; (14)
see e.g. [1, Section 6:4] or [15]. Condition (14) is obviously satis7ed in this case, since pk ≡ 19 is
constant, which is a contradiction.
Remark 2. (i) Unfortunately, we are rather limited in deriving nonoscillation criteria for higher
order equations, since the time scales theory of elementary functions, such as polynomials and their
delta derivatives, has not been suMciently developed until now. For example, in order to prove
nonoscillation of the fourth order di8erential equation y(iv) − (9=16t4)y=0, one needs to apply the
Wirtinger’s inequality twice and in this process to solve (1=M)′= t2 for M (t), which is M (t)= 3=t3.
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The corresponding time scales problem is 7nding the explicit solution of (1=M)G = tt , which is an
open question to our knowledge.
(ii) As the main purpose of the paper is the Wirtinger-type inequality itself, we hope to develop
its applications in our subsequent work.
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