Perfectly matched layers (PMLs) provide an exponential decay, independent of the frequency, of any propagating field along an assigned direction without producing spurious reflections at the interface with the elastic volume. For this reason PMLs have been applied as absorbing boundary conditions (ABCs) and their efficiency in attenuating outgoing wave fields on the outskirts of numerical grids is more and more recognized. However, PMLs are designed for first-order differential equations and a natural extension to second-order Partial Differential Equations (PDEs) involves either additional variables in the time evolution scheme or convolutional operations. Both techniques are computationally expensive when implemented in a spectral element (SE) code and other ABCs (e.g. paraxial or standard sponge methods) still remain more attractive than PMLs.
The Euler-Lagrange equations of elastodynamics can be stated as
with the initial conditions u(x, 0) = u 0 (x) and v(x, 0) = v 0 (x),
and, for sake of simplicity, let us consider only the following free-surface boundary condition σ(x, t)·n(x) = 0 on ∂ ,
where ρ(x) denotes the reference mass density. The symmetric Cauchy stress tensor is denoted by σ :Ω × I → S ⊂ R d×d where S is the subspace of symmetric second-order tensors of dimension d(d + 1)/2. For a linearly elastic medium,
where the linearized elastic stiffness tensor, C(x), is symmetric, with minor and major symmetries, and it is positive definite, if restricted to S, ζ:C:ζ = ζ i j C i jkl ζ kl ≥ α(x)|ζ| 2 ∀ζ ∈ S and α > 0.
The latter condition allows for real wave speeds (Hadamard condition). The infinitesimal strain tensor is denoted by ∈ S and is defined as
Finally, f is a generalized body force, i.e. it can be expressed as f = div [m] , where m ∈ S is the symmetric second-order moment tensor.
A primal variational formulation
Classical finite or SE approximations of elastodynamics are based on a primal variational formulation of elastodynamics. Let us first introduce, for the problem in hand, the space of admissible kinematic fields, displacement and velocity, as S t := {u(x, t):Ω×I → R d |u ∈ H 1 (Ω) d ∀t ∈ I}, where H 1 (Ω) d denotes the space of vector fields defined on Ω that are square integrable and have square integrable first-order partial derivatives in space, over the domain Ω. Considering the associated space of admissible displacement variations at a given time t, δS := {w(x):Ω → R d |w ∈ H 1 (Ω) d }, the variational formulation consists of searching for the couple (u, v) ∈ S t × S t , such that ∀w ∈ δS and ∀t ∈ I:
(w, ρv) = (w, f ) − A(w, u),
(w,u) = (w, v),
with the initial conditions 
The inner products refer to standard L 2 products:
A(w, u) = Ω ∇w:C:∇u dΩ.
Physically, the primal variational formulation can be directly derived from Hamilton's extremum principle (the system evolves along the trajectory that is stationary for the time integral of the Lagrangian) and represents the perturbation of the Lagrangian itself. In such a primal formulation, both displacement and velocity are explicitly approximated as primary variables, while stresses are not fundamental unknowns and are derived from the discretization of the motion equations.
SE discretization
Conforming SE approximation is based, like the FE, on the decomposition of the domainΩ into n e non-overlapping subdomains, e.g. elements, Ω e such thatΩ = e=1,neΩ e . The intersection of the closure of any two sudomains is void, a vertex, an edge or an entire face. This defines a quadrangulation of the physical domain, denoted here I h (Ω). Each actual subdomain Ω e ∈ I h (Ω) is an arbitrary quadrilateral obtained as the image of a reference element = [−1,1] d using a smooth invertible mapping F e : →Ω e . The local geometrical mapping F e accounts for a coordinates transformation, from a Cartesian coordinate system ξ defined on the reference element (a square in 2-D or a cube in 3-D) to the physical coordinate system x attached to the actual element Ω e .
Specific characteristics of SE consist of its close relationship with orthogonal polynomials and Gaussian quadrature. Associated with the domain decomposition I h , the spatial discretization proceeds by replacing the spaces S t and δS with suitable finite-dimensional subspaces S t,h ⊂ S t and δS h ⊂ δS based on a piecewise-polynomial approximation. This is conveniently achieved by writing the local polynomial basis in terms of the normalized Cartesian coordinates ξ = (ξ 1 , . . . , ξ d ) with domain the unit reference element : 
Denoting u he i|rst = u he i (ξ r , ξ s , ξ t ), a useful vector representation of the coefficients of the polynomial interpolation (see e.g. Deville et al. 2002) , is 
where N = (N + 1) 3 is the total number of basis coefficients in an element and the mappingl = 1 + r + (N + 1)s + (N + 1) 2 t translates the d-index coefficient representation to standard vector form. Finally, u eh collects the contributions from the different components of the vector field in the element Ω e and U h L is constructed as the concatenation of all the basis coefficients, component by component, coming from each element.
The construction of S t,h and δS h , is completed by piecing together the local polynomial interpolants to enforce the continuity of u eh i across element interfaces. For Lagrangian basis, this is simply obtained by equating coincident nodal values. This induces a global numbering, which results from numbering only once nodes that are counted twice or more times, when they lie on a corner, an edge, or a face, shared by more than one element. Let denoteN , the number of distinct nodes of I h and U h ∈ RN d , the vector form associated with this global numbering. The continuity condition insures the existence of connectivity matrix Q that allows to gather the element-wise numbering representation from the global numbering one, i.e.
The SE approximation is defined not only by its choice of Lagrangian basis functions, but also by the associated quadrature rule or discrete inner-product definition. The inner products associated with eq. (7) are approximated by discrete products using the GLL quadrature defined on the tensor product grid ⊗
where J e is the determinant of the Jacobian matrix F e = ∂F e ∂ξ i of the element geometrical mapping F e and ω αβγ = ω α ω β ω γ are the weights of the GLL quadrature. It is worth noting that the (N + 1)-point GLL quadrature provides an exact integration on [− 1, 1] for all polynomials of degree less or equal to (2N − 1) (Canuto et al. 1988) .
Inserting the polynomial interpolations and quadrature rules into the variational form (7) of the momentum equations, leads to a system of ordinary differential equations, governing the evolution at the global nodal positions, which can be written in standard form as follows:
where M is the (d ·N ) × (d ·N ) mass matrix. In addition, F ext and F int (U ) denote the vectors containing the external and internal forces respectively at the global nodes. It is worth noting here that because the primal variational formulation results from an extremum principle, the discrete system of algebraic system of equations is indeed positive definite.
The global mass matrix and vector forces are constructed from element contributions as
where A ne e=1 denotes the classical assembling operation, the action of which is the summation of the entries of coincident nodal values and , N vectors. Straightforward application of GLL quadrature together with Lagrangian interpolation properties leads to a diagonal mass matrix, which is a useful property in explicit time-stepping schemes for elastodynamics where frequent application of M −1 is required.
The internal forces contribution results from the variation of the elastic potential energy of the medium and can be written as follows:
Here, J e , ω and C e ijlm collect the Jacobian, the GLL weights and the stiffness coefficients at all the collocation points inside the element Ω e , andD j is the discrete derivative matrix operator resulting from consistent discretization of the spatial differential operator
Making use of the vector representation previously introduced,
The second-order tensor Σ eh is defined as
where K e i j is a symmetric block-diagonal matrix. This second-order tensor does represent, in each element Ω e , the values on the GLL grid
i N +1 of a discrete stress tensor, which by definition does not incorporate any inter-element continuity. Making use of the velocity continuity, the discrete dynamical system can be rewrittenegin
where by definition of the connectivity matrix,
Now making use of eq. (25), we get also the following system of algebraic equations,
where K L groups all the K e contributions, element by element. The above system can be regarded as a velocity-stress discrete dynamical system of equations, where the discrete stresses do not incorporate any inter-element continuity. We shall see in the following that such a system can indeed be derived directly from a variational formulation of the velocity-stress formulation of elastodynamics.
Time discretization
We consider here the time-stepping algorithm defined by the semi-discrete momentum eqs (26)-(27), enforced in conservation form at t n+1/2 along with the standard mid-point formulae; i.e.
This defines second-order acceleration independent time-stepping conserving the total linear and angular momentum, for equilibrated loading (Hughes 1987) . For classical linear elastodynamics, this scheme is shown to be energy conserving. The acceleration can be recovered by simple post-processing,
) describing the evolution of the dynamical system in the finite dimensional phase space (V h , U h ) for prescribed initial data, while the stress tensor Σ h L is implicitly specified via the local relation (25).
An alternative formulation is simply obtained when using eqs (28)- (29), instead of eqs (26)-(27), leading to
This now defines a map (
) describing the evolution of the dynamical system in the finite dimensional phase space (V h , Σ h L ) for prescribed initial data. Because the discrete stresses do not incorporate any inter-element continuity, they can be eliminated at the element level, which leads to eq. (30) involving only the primal variables. The discrete dynamical system (31) is therefore equivalent to the discrete dynamical system (30) and simply involves a direct time update of the stresses defined at the element GLL points.
It is worth noting here that both schemes can be implemented in a staggered way with respect to the velocity, by simply shifting n to n − 1 2 in the second equation, in order to recover a second-order explicit scheme such as the one classically used in FDs.
A velocity-stress formulation
The velocity-stress scheme outlined in the above subsection and derived from the classical SE approximation of elastodynamics based on a primal displacement variational formulation, can be shown to be equivalent, at least in a discrete sense, to a discretization of the velocity-stress formulation of elastodynamics, classically used in seismology together with FD approximation (Virieux 1986 ). This can also be related to the recent work of Cohen & Fauqueux (2004) , proposing a psuedo-stress decomposition and a discretization of the velocity gradient. Such an interpretation in terms of a velocity-stress formulation has strong implication for second-order implementations of PMLs using the classical SE method. In fact, such an equivalence allows to efficiently interface PML implementation with displacement based formulation of the SE method, leaving existing implementation unchanged in the physical part of the domain, while resorting to the derived velocity-stress interpretation only within the PML parts.
We first recall briefly the velocity-stress formulation classically used in seismology, which consists of rewriting the elastodynamic problem as a symmetric first-order hyperbolic system where both stress and velocity fields are considered as primary variables:
with now the associated initial conditions
and the boundary conditions (3).
A variational formulation
A variational formulation of the velocity-stress formulation, consistent with the classical SE approximation outlined in Section 2.2 can be introduced as follows. Vector fields, velocity and displacement, are sought in the same space S t , together with the space of admissible displacement variation δS, as defined in Section 2.2. Now, stresses are sought in the space
which consists of symmetric tensor fields that are square integrable over Ω, together with the space of stress variations
The variational formulation consists of searching for the couple (v, σ) ∈ S t × V t , such that ∀(w, τ ) ∈ δS × δV and ∀t ∈ I:
with the initial conditions
where
It is worth noting here that, in A, the H 1 continuity of the vector field has been used in order to integrate by part removing the divergence of the stress field, which here is simply sought as an L 2 field. This is in contrast with classical mixed methods where the stress field is sought in the space of symmetric tensors that are square integrable, together with square integrable divergence, over the domain Ω, while the velocity, or displacement, field is sought in the space of vector fields with square-intergrable first derivative. The main difficulty with classical mixed methods lies in the development of a compatible pair of discrete spaces for the stress and the velocity, i.e. satisfying the stability conditions known as the inf-sup conditions in mixed methods (Zienkiewicz & Taylor 2000; Brezzi & Fortin 1991; Arnold & Winther 2002 ) that can be related here to a consistent discretization of the divergence operator. This is also the key idea of mimetic schemes, which discretize properly the differential operators, in FD, with the well known staggered grid introduced in elastodynamics by Madariaga (1976) .
Although there are a number of well-known mixed finite or SE methods, such as the so-called edge elements, for analogous problems involving velocity and scalar fields, e.g. in fluid dynamics or electromagnetism, the non-specular structure of elastodynamics, involving the divergence operator in the momentum law and the gradient in the consitutive equation, and the symmetry of the stress field, arising from the angular momentum conservation, are substantial additional difficulties. Even though promising direct consistent discretization of the stress space have been recently proposed (Arnold & Winther 2002; Bécache et al. 2002) , high-order discretization preserving the geometrical flexibility of SE and the symmetry of the stress remains a challenging problem without resorting to non-physical field decomposition such as pseudo-stress tensor fields.
For that reason, many mixed methods resort to a discretization of the vector fields, velocity and displacement, involving piecewise polynomial approximation with respect to one quadrangulation of the domain and a higher order polynomial approximation with respect to the same quadrangulation, or a more refined dual quadrangulation, in which the symmetry of the stress tensor is weakly imposed or abandoned. This leads to larger systems of algebraic equations and non-diagonal mass matrices, which are undesirable features for elastodynamics.
It is worth noting here that in contrast with the primal variational principle outlined previously, the mixed variational principle is no more an extremum principle but a saddle-point principle, a difference that is directly reflected into the fact that a mixed approach leads to an indefinite system of algebraic equations, i.e. possessing both positive and negative eigenvalues.
In the formulation advocated here, because the vector field spaces are the same as in the classical primal approach and the stress space does not incorporate inter-element continuity, it is quite straightforward to build-up a space discretization. The SE approximation proceeds as in Section 2.2.1 and is completed with the finite dimensional spaces for the stress variables, V t,h ⊂ V t and δV h ⊂ δV:
In such a discretization, the stress variable does not incorporate any inter-element continuity and can be therefore eliminated leading to the system involved in the primal formulation, which is definite positive. In that sense, this formulation can be regarded as a generalized displacement method. It is easy to show (see Appendix A for details) that such a discretization, together with mid-point time stepping, leads to the same system of algebraic equations than the one outlined in Section 2.2.
PML FOR SP E C T R A L E L E M E N T M E T H O D S
According to the results of the previous section, PML in SE can be introduced by using a first-order velocity-stress formulation. In the frequency domain, PML has been recognized to be an analytic continuation of the real coordinates space in the complex space. When dealing with Cartesian coordinates, the continuation can be achieved with the following stretching (Teixeira & Chew 1999 ):
Here, s is a generic function of both the space variable x i and the frequency ω and when working in the frequency domain, s can have any suitable form, as required by the specific problem. If an analytic Fourier transform is necessary to come back into the time domain, it is desirable to have a simple expression for s as a function of ω. By choosing
the standard Bérenger formulation is retrieved and, additionally, a field described by the plane wave e i(ωt−k·x) decreases inside the PML, in the x i direction, by the factor
which, for non-dispersive waves, is independent of the frequency because the ratio k i /ω is the propagation speed along the x i direction. For dispersive waves, such as surface waves in heterogeneous media, the exponential decay depends on the phase velocity instead. The mapping (44) induces a metric changeG = ΛI d Λ where I d is the unit metric and
as well as a transformation for the gradient:
Using explicitly expression (48), the momentum law is
Because det(Λ) = s 1 s 2 s 3 , det(Λ)/s j is a function of the two coordinates orthogonal to x j , it is therefore independent of x j : it can be moved into the divergence term indeed. Multiplication by the determinant of Λ yields
The new momentum law (50), similar to the one proposed by Zheng & Huang (2002) , is now satisfied by the non-symmetric two-form σ = det(Λ)Λ −1 σ, obtained from the original stress tensor σ through the Piola transformation. It is the classical coordinate changing transformation for the stress, letting the traction be unchanged becauseσ ·ñ = σ · n (see e.g. Rougée 1997 ). Moreover, it does not change the hyperbolic feature of the problem. The medium properties can be now described using the associated second Piola symmetric tensor σ =σΛ −1 , which will still satisfy the standard constitutive law
whereC is the fourth-order tensor:
Eqs (50)- (51) are defined in the frequency domain: a direct transformation would lead to convolutional operations, owing to the dependence on ω of the entries of Λ. This problem can be avoided by using additional variables (Basu & Chopra 2004) , that is by differentiating the constitutive eq. (51) and by splitting the equations according to the derivatives. In the latter, the kinematic and dynamic fields are separated into unphysical components along the directions of normal and parallel derivatives with respect to the interface PML volume. In this case, original equations are translated in a simple way into the time domain (e.g. Festa & Nielsen 2003) :
where the superscripts refer to the only derivative component that is saved at the second member and no summation is assumed on the index m. Moreover, to make PML available for SEs, a weak formulation of the elastodynamic equation is required. It is useful to put the split momentum law in a vector form, to apply correctly the divergence theorem. Let us define the full vector
containing all the split components of the velocity. Because stress derivatives have been shared out among the split equations, a 3 × 9 matrix can be built, 
such that momentum law (53) for the PML can be written as
where the matrix E is diagonal, with diag(E) = (α 1 , α 1 , α 1 , α 2 , α 2 , α 2 , α 3 , α 3 , α 3 ), and ∇ is still the 3-D gradient operator, but now applied to a 3 × 9 matrix. According to the variational formulation described in the previous section, the velocityv is sought in the spacē
as solution of the integral equation
for any functionw inside δS = {w(x) : → R d×d |w ∈ H 1 ( ) d×d }. The weak formulation is completed by the weak form of the constitutive split eq. (54):
where τ m i j is an L 2 ( ) function. Discrete equations can be derived in Appendix B, as a particular case of the FPMLs.
FR E Q U E N C Y-D E P E N D E N T P E R F E C T LY M AT C H E D L AY E R S ( F P M L S )
The classical choice for the s function, as indicated in eq. (45), allows for a uniform decay, independent of the frequency, inside the absorbing layer and a simplified description of the motion, when a split formulation is used (eqs 53-54). Nevertheless, more sophisticated expressions can lead to just as simple representations in the time domain, with interesting properties inside the absorbing layer. If a real part is added to the frequency term, the pole of the stretching is moved away from the origin of the reference frame, onto the imaginary axis, Real and imaginary parts of the decay factor, plotted as functions of ω/ω c . The real part controls the attenuation inside the absorbing layer and it is an increasing function reaching asymptotically the value 1 (standard PML). The imaginary part represents a phase shift, maximum at ω = ω c , and decreasing to zero for both ω = 0 and ω → ∞.
providing the decay contribution
which depends on the frequency through the factor
. Its real part contributes to changing the amplitude of the decay, while its imaginary part is responsible for a phase shift depending also on the value of the integral. For ω → 0 and k i /ω, finite, real and imaginary parts go to zero leading to an elastic regime. For ω → ∞, the real part goes to 1, whereas the imaginary one vanishes: in this case, we retrieve an asymptotically standard PML. Looking at the real part (Fig. 1a) , this layer looks like an elastic medium at low frequencies and a dissipative layer in high range, the transition being described by a low pass filtering with a cut-off frequency around ω c . On the other hand, the imaginary part has a maximum for ω = ω c (Fig. 1b) , corresponding also to a maximum of phase shift if σ (ζ ) dζ < 2π. It is worth noting the connection between the FPML and Butterworth filters is related to the pole position, as it is viewed in the complex frequency plane. De facto, first-order Butterworth filters link the pole ω c to the cut-off frequency. In filters theory, the cross-over (Fig. 1a) becomes sharper and sharper, as the number of poles and consequently the order of the filter increase. Hence, high-order filtering PMLs can be built up from the corresponding high-order transfer functions of Butterworth filters.
The stretching term (61) can be arranged to single out the classical PML and the Butterworth contributions:
In this case, the matrix Λ, as defined in the previous section, can be decomposed into the sum of two contributions:
where Λ 0 is the same matrix as used in classical PML and Λ B is a diagonal matrix representing the contribution of the filter, with
. When applying the splitting of the components to the eqs (50)-(51), the additional term
can be easily recognized to be the Fourier transform of ω c α i e −ωc t (by similarity with the Laplace transform). Hence, returning to the time domain, the equations involve a convolution:
A convolution requires the knowledge of the past history of the system. Because of its natural structure, however, this filter can be put in recursive form. As observed in Zeng et al. (2001) , the convolution of a function f (t) by an exponential, evaluated at the time t n+1 , can be written as follows:
Summarizing, the convolution integral, evaluated at a time t n+1 , is the sum of the same integral evaluated at the previous time step multiplied by a constant, and a contribution describing the evolution of the system between times t n and t n+1 :
The integral in eq. (68) can be discretized by using the second-order trapezoidal rule (Klien & Vilotte 2002) . Filtering PMLs require indeed an additional memory term (I n ) for each component of the split fields. By analogy with Butterworth filters, high-order FPMLs will increase the number of memory variables to store.
The variational formulation of FPML equations can be obtained by extension of the weak PML statement. The vector form of FPML momentum law is:
where E is a diagonal matrix operator, such that diag(E ) = −diag(E)ω c E and
Finally, with respect to the variational formulation of PMLs, as described in the previous section, we add the convolutional term into the equations:
Discrete equations are detailed in Appendix B.
PML IN C U RV I L I N E A R C O O R D I N AT E S
Up to now, PMLs have been developed and used in seismic problems always dealing with Cartesian reference frames. This is because PMLs have been generally applied as boundary conditions in FD algorithms on regular grids. In FE methods, however, the mesh fits as well as possible the complex shapes of the structures. In this case, Cartesian terminations could require some unnecessary extension of the model. A first attempt to deal with no Cartesian coordinates was achieved by Liu (1999) , in a spherical reference, but it has not yet found a place in seismic applications. We would like indeed to investigate the possibility of adapting PMLs to the investigation domain and comparing this general approach with the Cartesian one, in terms of storage, computation and implementation requirements. Moreover, this formulation could be used in curved fault modeling, in order to attenuate an outgoing signal, when we are interested in the evolution of the fracture, but not in the propagation effects.
Let us suppose that the external surface of the domain is a regular surface x(ζ 1 , ζ 2 ). A local reference frame can be defined, with the unit vectors a 1 and a 2 tangent to the principal lines of curvature and a 3 normal to the surface (Darboux coordinates). If the original domain is convex, surfaces parallel to x(ζ 1 , ζ 2 ) still remain regular as ζ 3 increases. If this condition is no longer verified, we should pay attention to the regularity of the surfaces, which poses some limits to the variation of ζ 3 . When PMLs are used as ABCs and the domain is no longer convex, its convex hull could be considered instead. In this reference frame, the metric is described by the matrix
where the local metric coefficients h 1 = 1 + ζ 3 r 01 (ζ 1 ,ζ 2 ) and h 2 = 1 + ζ 3 r 02 (ζ 1 ,ζ 2 ) are linear functions of the normal coordinate ζ 3 , and also depend on the curvature radii r 01 and r 02 .
In order to build up PMLs, the stretching can be limited to the normal coordinate ζ 3 (Teixeira & Chew 1997 , 1999 , according to the transformation:
For the sake of simplicity, the classical expression (45) for s is adopted. Because of the stretching, the new metric isG = ΛGΛ, where
withh i (ζ 1 , ζ 2 , ζ 3 ) = h i (ζ 1 , ζ 2 ,ζ 3 ) and i = 1, 2. We remark that in curvilinear coordinates, the analytic continuation along the normal coordinate affects all the metric coefficients, in contrast with Cartesian frames, where the single coefficients are independent of the spatial coordinates. According to the new metric, the gradient operator will change to
More sophisticated changes will occur at the same time for the divergence operator, involved in the momentum law. In order to understand how the splitting works with curvilinear coordinates, let us take, as an example, the equation of momentum law concerning the first component of the velocity. It is transformed by the stretching as: 
The 
In the frequency domain, the ratios appearing in the matrix Λ can be simplified extracting the dependence on ω:
In this case, a natural splitting can be achieved in the following way: 
Finally, coming back into the time domain yields: 
Analogous expressions can be obtained for the remaining components of the velocity as well as for the constitutive law. The complete set of equations will be detailed in Appendix C. Hence, for a general surface, the contribution coming from the local mutual dependence of the curvature radii generates a displacement term, which could change the stability conditions with respect to standard PML. When simpler surfaces are considered, for which the curvatures are locally independent (that is ∂r 02 ∂ζ 1 = ∂r 01 ∂ζ 2 = 0), the split formulation is again described by a first-order time perturbation of the original hyperbolic problem. This is the case of the spherical coordinates as described by Liu (1999) . In this case, if standard (θ, φ, ρ) are chosen and stretching is performed along the radial direction ρ, the metric G is simply
and the matrix Λ
For the 2-D problem, the invariance with respect to the ζ 2 coordinate cancels out the eqs (86-87) and automatically the displacement dependence. The variational formulation can be obtained in the same way as described in the Section 3. We show, as an example, explicit expressions for the integral equations concerning the split components of v 1 : 
In comparison with standard PMLs in Cartesian coordinates, curvilinear PMLs involve all components of the splitting, although the attenuation is required along only one of the components. Moreover, in the most general case, four additional variables are required, because of the splitting. Instead, in a Cartesian frame, at most three additional terms are required, only when at least two components of the splitting are involved, and it occurs on marginal regions of the PML itself. When working with complex structures, whose shape is not Cartesian, such as basins or faults, the extra computation and storage should be compared with the as much penalizing cost required by the extension of the model to Cartesian terminations, with is expected to be gradual to avoid the dispersion increase as a result of the abrupt change of slope in the element edges.
2-D NUM E R I C A L E X A M P L E S

Homogeneous case
The simplest test for the evaluation of the efficiency of PMLs is a homogeneous isotropic medium. In this case, analytic solutions and numerical dispersion are known; hence, the energy of the spurious waves rejected back from the absorbing boundary may be directly compared with the error introduced by the numerical propagation. Moreover, further insight is gained if we start with no additional complexity induced by the free surface, the diffractors and the interfaces. is the distance from the elastic volume-PML interface and A is a dimensionless constant. We choose n = 2 and A = 10. The norm of the velocity at three different times is plotted in Fig. 2 , where PMLs are separated from the elastic medium by a line. After the waves enter the PML from any direction, no visible reflection comes back into the medium and no unexpected effect takes place inside the PML. A quantitative analysis is provided by evaluating the energy in the whole medium as a function of time (Fig. 3) . After the source has irradiated, the energy reaches a constant value, which is normalized to 1. When the wave front begins to enter the PML region, energy rapidly decreases and it goes down to a value of 10 −6 after all the waves have crossed the PMLs. The decrease is homogeneous for both kinetic and potential energy (plotted as dashed and grey lines, respectively). Because the efficiency of PMLs is known to decrease at grazing angles (Collino & Monk 1998; Winton & Rappaport 2000) , we look at the amplitude of the reflection as a function of the incidence angle. In order to single out the effect of a unique PML, we perform two different simulations. In the first one, receivers are located nearby the PML (two points away) and, in the second one, the PML has been moved away from the receivers, but leaving unchanged the mutual position of source and receivers, such that no reflected wave has enough time to be recorded. The difference between the two records is a measure of the reflection from a single PML, because all other sources of error are identical and should cancel out (e.g. numerical dispersion, other absorbing boundaries). Source properties are the same as described above. In Fig. 4 , the reflection coefficient is plotted as a function of the incidence angle for two different values of the exponent of α function: n = 2 and n = 3. In both cases, the amplitude of the reflected wave (normalized to the incident wave amplitude) increases by a factor 5 to 8, going from normal to grazing incidence, but it still remains at an appreciated low level (less than 1 per cent). The sigma function with an exponent n = 2, is more efficient in the whole incidence range, although the 6 times lower amplitude at normal incidence is cut in half at . Reflection amplitude as a function of the incidence angle for two different power laws. The case n = 2 is plotted with a solid line, n = 3 with a dotted line. A general increase of the reflection of a factor 5 to 8 is observed going from normal to grazing incidence. Lower order polynomials, however, provide a more efficient attenuation, in the whole incidence range.
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• . Therefore, in the SE method, lower order polynomials appear to be more efficient in wavefield absorption, in contrast with FD (Festa & Nielsen 2003) . Finally, we also investigate the effect of the number of collocation points as a function of the incidence angle, in order to evaluate the role of the discretization inside the PML elements with respect to the numerical dispersion. We perform three simulations using different polynomial orders (6, 8 and 10) , but leaving the size of the PML elements fixed. The results are shown in Fig. 5 . No significant difference is observable as a function of the number of GLL points. Because α is a low-order polynomial, indeed, it is well described by high-order polynomial approximations, without affecting significantly numerical quadrature. Hence, inside the PML we are allowed to maintain the same polynomial approximation as in the elastic medium. In the simulations the element size H (which is still the thickness of the PML) is fixed. Because no significant difference is observed in the three cases, we are allowed to preserve in the PML the same polynomial order as in the elastic volume.
Two-layer 1-D medium
The amplitude of the waves coming back into the elastic volume from the PML is really negligible for a homogeneous medium. We now evaluate the efficiency of PMLs in the presence of a free surface and an interface separating two media with different elastic properties. In this example, a horizontally layered medium is taken into account. The medium is a rectangle of 2 × 1.2 km with the discontinuity at 0.6 km. The elastic properties of the upper medium are v p = 3.2 km s −1 , v s = 1.85 km s −1 and ρ = 1.5 g cm −3 , and those of the inferior layer are v p = 4 km s −1 , v s = 2.31 km s −1 and ρ = 2.5 g cm −3 . The time step is t = 3 10 −4 s and the size of the elements is H = 0.05 km, with 7 GLL points per element both in the volume and in PML. An explosive Ricker source (a second derivative of a Gaussian function), with τ b = 0.1 s and f = 10 Hz, is located at x = 0.525 km and z = 0.825 km, in the upper layer (the reference frame is centred on the point at the left-bottom of the model). The reflection coefficient is evaluated in the same way as described in the previous example. In this case, the set of receivers is located along a vertical line crossing the interface: in the first simulation, the line is the PML-elastic volume interface and, in the second one, the line is far enough from PML that no reflection comes back to the receivers. In Fig. 6 , the two components of the velocity (solid lines) are plotted in section as a function of time. They are superposed with the traces obtained by difference (dotted lines), which are representative of the amplitude of the reflected wavefield. To enhance the reflection, the signal is magnified 10 times. We observe (all the more on the horizontal component) that evanescent waves are less efficiently absorbed (5 per cent) than the volume waves. At the discontinuity inside the medium, a sensible difference (3 per cent) is observed in the higher speed medium. This is the result of a change in the slope of the incident ray, which becomes more grazing after the transition from a lower to a higher velocity Distance (m) Figure 8 . Horizontal and vertical components of the velocity field recorded at a set of receivers on the free surface for the two-layer medium whose geometry is described in the Fig. 7 . No reflected phase coming from the absorbing boundaries is visible.
medium. In any case, reflection is comparable to the dispersion error of the numerical grid. It may be reduced by increasing the size of the PML.
Two-layer medium with curved interfaces
Let us now consider a two-layer medium with the same elastic properties as above, but with curved interface and topography. The boundaries of the model can be individuated from the snapshots of Fig. 7 . Model width and height are 2.0 and 1.2 km, respectively. The interface intersects the extremities of the model at heights 0.6 km on the left side and 0.5 km on the right side. The mesh fits the model discontinuities with an average size of elements H = 0.05 km. Source properties and time step are the same as for the previous example. The source is located nearby the free surface at x = 0.285 km. Three snapshots of the velocity norm are shown for different times (Fig. 7) and seismograms recorded at the surface every 0.05 km are plotted in Fig. 8 for both components. The complexity of the signal with respect to the previous example, makes harder the evaluation of the efficiency of PMLs. In fact, scattering from diffraction is added to the reflected and refracted wave fields, masking any possible influence of the PML. However, reflections coming from the lateral sides can be distinguished from other phases, because the slope of this phase should increase with time from the boundaries to the centre of the model. In the sections, such a phase is not visible and no reflected waves occur in the snapshots as well.
The waveguide
FPMLs have been applied to a waveguide, a very thin medium extended along one dimension. This test allows to study the efficiency of FPMLs at increasing incidence angles, where it is known that standard PMLs fail. The medium is a homogeneous elastic volume with the same elastic properties and discretization as in Section 6.1. The dimensions of the model are N x = 100 and N y = 16 elements. The source is located at (x s = 0.5 km, z s = 0.35 km). It is a Ricker with dominant frequency 10 Hz and a delay τ b = 0.1 s. In order to evaluate the reflection for different incidence angles, we locate the receivers along the line z = z s . Because the source is an explosion, no signal is expected at the receivers on the vertical component. Therefore, a signal different from zero can be a relative measure of the reflection coming from PMLs. The comparison between FPMLs and standard PMLs is performed evaluating the spectral ratio on the vertical component of the velocity. an FPML, we choose ω c = 5 Hz, half the dominant frequency of the source. The energy radiated by the source below this frequency is very low. In Fig. 9 , the spectral ratio amplitude FPML/PML is shown as a function of the frequency for three receivers located at x 1 = 2.25 km, x 2 = 3.0 km, x 3 = 3.75 km, and therefore seen from the source under the incidence angles 68
• , 74
• and 79
• , respectively. We observe that there is a wide range frequency domain around the cut-off frequency where the FPML really works better than the PML (from a factor 2 to 5), which does not degrade with the grazing of the incidence. For the farthest receiver, the curve in the spectrum has a minimum. In fact, at very low frequencies, increased FPML efficiency is contrasted by decreasing absorption (as the FPML tends to elasticity as f → 0). At high frequency, both classical and non-classical PMLs work in the same way and the spectral ratio is approximately 1. The snapshots of the velocity norm are shown in Fig. 10 . The efficiency of the FPML is not seen to decrease as the grazing incidence is approached. No significant difference in the spectral ratio is observed when analysing the S-wave train.
Curved boundaries
Finally, to test the efficiency of curvilinear PMLs, we analyse the reflection coming back from a curved boundary in a homogeneous medium. The function describing the curve is a cubic spline, passing for six control points, equally spaced in the longitudinal direction. The curve is smoothed and straightened at the ends in order to have Cartesian terminations for the corners. This condition assures applicability of PML stretching in both x and y directions. The upper curve does not bound a convex domain, so that specific attention was paid to the condition h 1 = 0, which warrants the regularity of the curves parallel to the boundary. Elastic properties of the medium are normalized, so that v s = 1, v p = 1.73 and ρ = 1. Model width is L = 40 and height ranges between W l = 6.0 and W r = 12.6 on the left and right sides of the model, respectively. The average size of the elements is approximately x = 0.6, the time step is t = 2 × 10 −3 and 8 GLL points for each direction are used in each element. A collocated source is at x s = 15, z s = 3.5, with respect to a reference frame centred on the bottom-left point of the model. The source time function is a Ricker with dominant frequency f = 0.5 and delay τ b = 0.5. Snapshots of the velocity norm are shown at times t = 3, 6, 9, 12 in Fig. 11 . Energy is absorbed at the Figure 10 . Snapshots of the velocity norm for a P wave propagating in a thin layer. The efficiency of the absorption does not seem to decrease as the incidence angle increases. The images are normalized to the maximum value of the velocity norm. curved interface as well as at the flat PML on the bottom of the model and no reflections are seen to return into the elastic volume. Energy is also plotted as a function of time ( Fig. 12 ; total energy with a solid black line, potential energy with a solid grey line and kinetic energy with a dashed black line). The decrease in energy is characterized by almost constant slope segments, broken up by steeper slope regions. They correspond to the arrivals of energetic phases at the left or right sides of the model. In any case, at the end of the simulation, total energy is gone at approximately 1 per cent of the original amount, showing satisfying results when comparing with the numerical dispersion error.
CONC L U S I O N S
In this paper, a new class of PML was developed from interpreting the Newmark scheme as velocity-stress time-staggering. It finds its theoretical support in a discrete equivalence between classical primal formulation and a mixed-one, where stress field is approximated by L 2 functions, having the same polynomial order as the velocity. This equivalence is based on the diagonality of the mass matrix, which is characteristic of the SE method. For FEs, instead, the equivalence will be effective at the Gauss points, but not everywhere in the element. On the other hand, because an L 2 approximation is provided for the stress, their continuity is not warranted across the elements, warning against the use of traction boundary conditions in a strong way. Because of the equivalence, they should be taken into account by the momentum law in a weak sense, as in the classical displacement-velocity formulation of SE.
In this framework, PMLs were introduced within the velocity-stress formulation. In this case, the second order in the time scheme is preserved, avoiding loss of efficiency, intrinsically owing to second-order equations, which require additional variables in time stepping (Komatitsch & Tromp 2003; Basu & Chopra 2004) . Numerical tests show the efficiency of this PML formulation in absorbing both body and surface waves for heterogeneous media. When quantitative measures of the reflection amplitude were available, it never passed the 5 per cent. Furthermore, for a homogeneous medium, the absorption performs better, when lower polynomial orders are used to describe the trend of the attenuation function α. We found that the best gain was obtained when α ∝ n 2 and, in this case, we additionally showed that the decay is utterly independent of the number of collocation points for any incidence angle, allowing to maintain the same polynomial order as in the elastic medium.
Subsequently, a non-classical PML has been derived by moving the pole of the stretching on the imaginary axis in the frequency domain. The new layer switches from a transparent behaviour (no attenuation) to a uniform attenuation (classical PML) in a frequency range around a cut-off frequency ω c . If this frequency is chosen comparable with the minimum frequency radiated by the source, there is a gain of 5 to 2 times in the absorption at low and intermediate frequencies, at the cost of an additional variable and a convolution for any split component. We showed that the additional contribution with respect to the classical PML is, de facto, a first-order Butterworth filter. In this case, the resolution of the convolution can be directly inherited from filter theory and constrained to the interval between to time steps [t n , t n+1 ]. In addition, sharper filtering PMLs can be obtained by replacing the first-order contribution with higher-order filters, with as many memory variables as required by the filter itself. Up to now, we showed the gain of the FPML when the cut-off frequency is related to the minimum frequency irradiated of the source. On the other hand, such a layer could act as an attenuating medium for any frequency larger than the characteristic frequency of the numerical grid (such as derived by the Courant condition). It is indeed the candidate to match grids with different space and time discretizations, and therefore propagating waves with different spectral content.
Finally, an extension of the PML method to general curvilinear coordinates was derived. Although the computation and implementation costs are higher, it can turn out useful when we are interested in the behaviour of scatterers or radiating objects, for which a gradual extension to Cartesian terminations would require a special mesh treatment and an at least as much penalizing computational effort.
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A P P E N D I X A : D I S C R E T E E Q U I VA L E N C E B E T W E E N A S T R E S S -V E L O C I T Y A N D C L A S S I C A L D I S P L A C E M E N T -V E L O C I T Y F O R M U L AT I O N
In the Section 2.2, we derived a velocity-stress formulation from the classical displacement formulation, involving the stress field Σ h L that does not incorporate any continuity along the interfaces across the elements. Later, we argued that the same field can be directly derived from a mixed formulation, where the stress is approximated by L 2 functions, defined on the same collocation points as the velocity. Now, we derived formally the equivalence invoked above. Because the equivalence is based on the properties of the discrete derivative operators, first we analyse the derivation in detail. The ξ i derivative of u eh at the GLL points (ξ r , ξ s , ξ t ) can be efficiently computed when making use of the tensor-product form. We show explicitly the computation for the derivative with respect to ξ 1 :
Here, D N denotes the 1-D (N + 1) 2 derivative matrix associated with the N + 1 GLL points, such that
Summarizing, the derivatives can be rewritten in vector form as
with
where I N +1 denotes the (N + 1) 2 identity matrix and ⊗ the tensor product. Analogously, the gradient operator in the physical domain is
where F −1e pj = ∂ξ p /∂ x j is the (pj) component of the derivative matrix associated with F −1e .
Let us recall the variational formulation associated with the velocity-stress equations of the elastodynamics (eqs 38-39): 
We remark that the spaces of the displacement and velocity fields are the same as used in the classical velocity-displacement approach, while the stress space is only L 2 (definition 36), the discretization making use of the same collocation points as the velocity. Indeed, the stresses are discontinuous across the elements and, in each element Ω e ∈ I h (Ω), the associated polynomial approximation is simply 
The same vector notations can also be used to represent the stress field at the GLL node with a compact form: 
Finally, inserting the polynomial interpolations into the variational form (A6)-(A7) of the velocity-stress formulation, leads to the following coupled system of ordinary differential equations:
where, as a result of the H 1 approximation of the velocity field, M, F ext and F int are respectively assembled matrices and vector forces, as defined in eqs (18) and (19). The element internal force vector is changed to 
In contrast, the L 2 approximation of the stress field leads to the unassembled matrices M σ L and H L , defined as a block-diagonal collection of element matrices:
The stress mass matrixM σ,e is still diagonal, with elementŝ 
where Σ eh i j is the tensor of coefficients previously defined in eq. (25), which proves the space-discrete equivalence. At this stage, indeed, the time evolution can proceed explicitly as described in Section 2.2.2.
It is worth noting here that, by construction, the symmetry of the discretized stress field is insured at each GLL point, in the same way as in classical primal displacement method. Such an approach can be related to the mixed method proposed by Cohen & Fauqueux (2004) , who in addition introduced a pseudo-stress decomposition and a generalized discretization of the velocity gradient. They also proved the equivalence between the mixed stress approximation and the classical displacement formulation.
A P P E N D I X B : D I S C R E T E F O R M U L A E F O R C A RT E S I A N P M L S
Hereinafter, the discrete formulae for FPMLs are detailed, when Cartesian terminations are used. To simplify the formulation, we refer to an isotropic medium described by the Lame constants λ and µ. Moreover, when an energy-preserving predictor-corrector scheme, the stress at t n+ 1 2 can be directly related to the stress at t n− 1 2 , where n is the time index. The split formulation of the constitutive law is: 
