Eukaryotic transcription is a dynamic process relying on a large number of proteins. By measuring the cycling expression of the pyruvate dehydrogenase kinase 4 gene in human cells, we constructed a detailed stochastic model for single-gene transcription at the molecular level using realistic kinetics for diffusion and protein complex dynamics. We observed that gene induction caused an approximate 60 min periodicity of several transcription related processes: first, the covalent histone modifications and presence of many regulatory proteins at the transcription start site; second, RNA polymerase II activity; third, chromatin loop formation; and fourth, mRNA accumulation. Our model can predict the precise timing of single-gene activity leading to transcriptional cycling on the cell population level when we take into account the sequential and irreversible multistep nature of transcriptional initiation. We propose that the cyclic nature of population gene expression is primarily based on the intrinsic periodicity of the transcription process itself.
INTRODUCTION
Eukaryotic transcription is impaired by a repressive chromatin environment of the regulatory regions of genes (Wolffe, 1994) . Prior to transcription initiation, several multisubunit protein complexes have to be recruited to these regulatory regions (Cosma, 2002; Narlikar et al., 2002) . DNA-binding transcription factors provide the specific link between the regulatory sequences and the large protein complexes. Nuclear receptors (NRs) are a special class of transcription factors that are activated by steroid hormones or nutritional lipids (Chawla et al., 2001 ). This property allows NRs to directly translate external signals into gene transcription (Carlberg, 1995) . In the absence of ligand, most NRs already reside in the nucleus and recruit repressive complexes, including corepressor (CoR) proteins and histone deacetylases (HDACs), to the local chromatin region around their response elements (REs) (Burke and Baniahmad, 2000) . Ligand binding results in the dissociation of CoR complexes from the NR proteins and the subsequent recruitment of coactivator (CoA) complexes. Some of these complexes directly affect chromatin structure via histone acetyltransferase activity, while others act as mediators to interact with the basal transcription machinery (Roeder, 2005) . ATP-dependent remodeling complexes, containing proteins such as BRG1 and SMARCA2 in their core, support both repression and activation of chromatin regions by increasing the mobility of nucleosomes (Trotter and Archer, 2007) . Members of the p160 CoA family, such as RAC3 (Li et al., 1997) , and integrator proteins, such as CBP (Chakravarti et al., 1996) , covalently modify histone tails. Mediator proteins, like for instance TRAP220, stimulate phosphorylation of the RNA polymerase II (Pol II) at the transcription start site (TSS) (Berk, 1999) . This event provokes the exchange of mediator and elongator complexes and allows the start of elongation (Otero et al., 1999) . Thus, dozens of proteins with functions that typically rely on protein complex formation are required at both RE and the TSS to commence and complete transcription initiation.
The precise temporal coordination of the mechanisms that govern transcription initiation remains poorly understood. Time-resolved chromatin immunoprecipitation (ChIP) studies that address transcription initiation have been conducted for various NRs, including the androgen receptor (Kang et al., 2002) , the thyroid hormone receptor (Sharma and Fondell, 2002) (Kim et al., 2005; Vä isä nen et al., 2005) . These studies indicated a cyclical nature of promoter activation and mRNA accumulation. Several attempts to explain this phenomenon have been made, such as considering covalent modification of chromatin as a directional and deterministic component of transcriptional cycling Reid et al., 2009) , a model on sequential protein recruitment and chromatin modification on the promoter (Lemaire et al., 2006) , and investigations of the role of transient interactions in initiating transcription within transcriptional cycling (Karpova et al., 2008) .
In order to provide a mechanistic understanding of the nature of these processes, we investigated transcription dynamics of the human pyruvate dehydrogenase kinase 4 (PDK4) gene activated by the NR peroxisome proliferator-activated receptor (PPAR) d. The PDK4 gene is an appropriate model for monitoring transcription dynamics since it is controlled by PPARd via a single distant RE that can be selectively activated by synthetic ligands (Degenhardt et al., 2007) . We observed cyclic dynamics in mRNA accumulation, the occurrence of histone modifications, and the association of cofactor (CoF) proteins on the PDK4 promoter after stimulation of unsynchronized human embryonic kidney cells with synthetic PPARd ligand. Hierarchical clustering of the temporal ChIP profiles allowed Real-time quantitative PCR was performed in order to measure the time-dependent mRNA expression of the PDK4 gene in HEK293 cells after treatment with 100 nM GW501516 (A). The data were normalized to the expression of the housekeeping gene RPLP0, and fold inductions were calculated in reference to vehicle control. Data points indicate the means of at least three independent cell treatments, and error bars represent standard deviations. Twotailed, paired Student's t tests were performed to determine the significance of the ligand-dependent regulation of PDK4 mRNA in reference to vehicle (black stars) and in comparison of the peaks at 60 and 120 min to the minima (red asterisks, *p < 0.05, **p < 0.01, ***p < 0.001). ChIP assays with indicated antibodies were performed with chromatin extracts from HEK293 cells that had been treated with 100 nM GW501516 for the indicated times (B and C). Analysis was performed by real-time quantitative PCR, and chromatin enrichment on the TSS (B) and RE (C) region was calculated relative to IgG controls.
us to identify three CoF classes that differed in the timing of their association with the TSS and RE. We constructed a series of kinetic models for different complex formation mechanisms and confirmed that the observed slow cycling times are in accordance with fast protein assembly kinetics on the RE and the TSS. Moreover, our stochastic transcription model for single cells predicted that on the population level, the transcription cycles would fade out 5 hr after stimulation, which we confirmed in a long time course experiment of PDK4 mRNA accumulation.
RESULTS

Periodic Changes in PDK4 Promoter Activity
In order to monitor periodic events in PPARd-dependent upregulation of PDK4 mRNA levels, we treated HEK293 cells with 100 nM of the PPARd-specific ligand GW501516, extracted RNA every 5 min after ligand addition up to 120 min, and performed realtime quantitative PCR. We observed periodic changes in PDK4 mRNA levels peaking after 60 min and 120 min ( Figure 1A ). To ensure that the observed changes in accumulated PDK4 mRNA were the result of new mRNA synthesis rather than of altered mRNA degradation rates, we incubated cells with the vehicle dimethyl sulfoxide (DMSO) or with GW501516 for 3 hr and subsequently blocked transcription with actinomycin D and measured PDK4 mRNA levels over 6 hr (Figure S1A available online). We found that the mRNA degradation in the ligandtreated samples is even slightly faster than that of vehicle control, while in case of the housekeeping gene glycerinaldehyde-3-phosphate dehydrogenase (GAPDH) PPARd ligand treatment had no effect on mRNA stability ( Figure S1B ). This suggests that the observed increase in PDK4 mRNA is not due 
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to decreased degradation but results from increased de novo synthesis.
Next, we wondered whether the two proteins that are essential for PDK4 mRNA synthesis, PPARd and phosphorylated Pol II (pPol II), have a constant level of binding to the TSS and the RE, or if their association with the PDK4 promoter changes over time. In ChIP experiments after different intervals of ligand treatment, we observed periodic changes in the binding of PPARd and pPol II both at the RE and the TSS regions. At the TSS, PPARd peaked at 15 min and between 45 and 75 min, while pPol II occupied the TSS later ( Figure 1B , peaks at 30 min and 75 to 90 min). At the RE, PPARd binding was mainly increased between 45 and 75 min, while pPol II recruitment occurred between 60 and 90 min ( Figure 1C ). The earlier peaks corresponding to ones on the TSS were less pronounced but present nonetheless. Thus, periodic changes in the mRNA level were preceded by an ordered periodic recruitment of PPARd and pPol II to the PDK4 promoter.
We then aimed to reproduce the dynamic behavior of PDK4 mRNA levels and of the PPARd and pPol II recruitment to the promoter using a simplified kinetic description of the RNA metabolism. The kinetic description was built according to estimates from literature (Table S1 ). The time course simulation did not reproduce the periodic changes in mRNA levels ( Figure S2A ) and in recruitment of PPARd and pPol II to the TSS ( Figure S2B ) and the RE ( Figure S2C ). Instead, the mRNA level monotonously increased up to 120 min ( Figure S2A ) and the protein recruitment reached a steady state after 15 min ( Figures S2B and S2C) . Thus, the simplified model failed to capture the experimentally observed dynamics within any physically realistic set of parameters.
In summary, the recruitment and binding of PPARd and pPol II to the PDK4 promoter and the resulting mRNA accumulation are highly dynamic over time, suggesting a roughly 60 min periodicity. A time course simulation based on a simplified mRNA metabolism cannot capture the periodic changes observed in PPARd and pPol II recruitment and in PDK4 mRNA levels.
Periodic Recruitment of Different CoFs and Looping of the PDK4 Promoter
In order to investigate whether PDK4 promoter accessibility is also dynamic, we performed ChIP assays with antibodies against different histone modifications, including acH3, acH3K9, and H3K9me3; all are indicative of accessible chromatin. We observed significant time-dependent periodic changes that were in most cases comparable for the TSS and the RE region (Figure 2A ). The timing of the different histone modifications differed: AcH3 peaked at 15, 45, and 75 min, showing a discernable 30 min periodicity, whereas acH3K9 displayed the same 30 min pattern but with peaks at 30, 60, and 90 min. The H3K9me3 showed a roughly 60 min periodicity with peaks at 15 and 75 min, which correlated with the observed approximate 60 min periodicity in the mRNA dynamics.
Next, we examined the behavior of the CoFs important for the PPARd-mediated transcription ( Figure 2B ). We performed ChIP assays with antibodies against the CoA protein RAC3, the mediator protein TRAP220, the integrator protein CBP, the histone methyltransferase CARM1, and TBL1, a factor suggested to play a role in exchanging repressive with active complexes. We found that each of these CoFs displayed dynamic behavior. RAC3 and TBL1 exhibited similar profiles on the TSS and the RE region, while the profiles of TRAP220, CBP, and CARM1 on both chromatin regions were distinct; they displayed more pronounced recruitment to the RE. CARM1 even seemed to be mostly absent at the TSS. Despite these distinct profiles, a clear periodicity can be observed for the recruitment of each CoF. Furthermore, we also investigated factors involved in chromatin remodeling, such as BRG1 and SMARCA2, and in chromatin repression, such as HDACs 1 and 3 ( Figure 2B ). Also with these factors we observed a dynamic behavior. BRG1 showed peaks at 5 min (RE), 15 min (TSS), and 75 min (both), while SMARCA2 displayed peaks at on the TSS at 15, 60, and 120 min and on the RE at 30 and 90 min. HDACs 1 and 3 both started on the TSS and the RE with rather high association values and also both showed peaks at 60 min (RE) and 75 min (TSS). However, we observed additional peaks with HDAC3 at 105 min (RE) and 120 min (TSS).
Besides CoF complex formation on the RE, initiation of mRNA synthesis requires a physical interaction of the RE and the TSS to allow contact with the basal transcription machinery located at the TSS. This is achieved through chromatin looping. To monitor the dynamics of loop formation between the RE and the TSS, we performed chromosome conformation capture (3C) assays ( Figure 2C , see also Degenhardt et al. [2007] ). As expected, looping could not be detected between a nonfunctional RE (RE2) and the TSS, or in the absence of ligase at the functional RE (RE1) ( Figure 2D ). We observed looping events between the active RE and the TSS at all time points except 0, 30, and 90 min, implying an approximate 60 min periodicity. Interestingly, the active DNA looping coincides with PPARd presence at the TSS (compare with Figure 1B ), underlining that the latter is indeed due to the looping event.
Thus, the accessibility of the PDK4 promoter and the association of CoFs with the TSS and the RE display periodicity, which in the case of H3K9me3, RAC3, and TBL1 clearly match those observed in mRNA levels. Moreover, the 3C experiments suggest a dynamic looping between the RE and the TSS with a periodicity of roughly 60 min.
Identification of Distinct CoF Classes
To test whether distinct protein complexes function sequentially at both the TSS and the RE, we performed hierarchical clustering analysis of normalized ChIP time courses at the TSS and the RE ( Figures 1B, 1C , and 2A) using the Ward linkage method. In the dendrogram, three distinct classes of proteins could be distinguished ( Figure 3A ). HDACs 1 and 3 formed the ''deactivation'' class I, while PPARd clustered together with chromatin remodeling factors (BRG1 and SMARCA2), marks of active chromatin (acH3 and H3K9me3), and histone modifiers (CARM1 and CBP) in the ''activation'' class II. Finally, pPol II was found together with CoAs (RAC3, TBL1, and TRAP220) and a further mark of active chromatin (acH3K9) in the ''initiation'' class III. Clustering results were identical for the time courses at the TSS and the RE with the exception of SMARCA2, which clustered on the RE with class III. The clustering primarily describes which CoFs associate at the same time with the tested chromatin regions, so that it can be assumed that they work together in the stepwise activation of the PDK4 promoter.
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To further analyze the role of the different CoFs, we silenced all protein members of each class by transfecting HEK293 cells with small interfering RNAs (siRNAs) specific for their respective genes; the achieved silencing efficiency was 60%-90% (Figure S3) . Using control siRNA in combination with GW501516 treatment, we still observed a cyclical behavior of the PDK4 mRNA ( Figures 3B-3D ), which was comparable to the observation without any transfection ( Figure 1B ). However, when we silenced members of the first CoF class, HDACs 1 and 3, cycling was abolished, and only at time point 0 min significant activity was observed ( Figure 3B ). When representatives of the second CoF class, CARM1 and CBP, were silenced, PDK4 mRNA induction was completely abolished ( Figure 3C ). The data on the silencing of the remaining protein members of class II (SMARCA2, BRG1, and PPARd) confirmed this observation ( Figure S4 ). In contrast, silencing of TBL1, RAC3, and TRAP220 as representatives of the third CoF class lead to more heterogeneous results. Silencing of RAC3 lead to a delayed response to ligand, and silencing of TBL1 changed the periodicity, but in both cases mRNA production was still induced ( Figure 3D ). In contrast, silencing of TRAP220 left only a faint induction of mRNA at 5 min, but otherwise abolished the response ( Figure S4 ). Please note that we could not perform silencing of Pol II, since it is fatal to the whole transcriptional system. In summary, the investigated CoFs cluster into three main classes that exert distinct functions at the PDK4 promoter, such as deactivation, activation, and initiation, which is in part reflected by differential effects on mRNA induction upon silencing.
Protein Interaction Dynamics Can Explain the Time Scales Observed in ChIP Assays
The exchange times for chromatin-interacting factors found in fluorescence recovery after photobleaching (FRAP) imaging are typically in the 10-100 s range for nonspecific and specific binding, respectively (Phair et al., 2004) . We tested whether these time scales can be reconciled with those observed in ChIP assays by means of ordinary differential equation-based kinetic modeling. We postulate that the progression through a promoter activity cycle is achieved through a number of irreversible free energy-dependent transitions in chromatin state, such as covalent modifications and nucleosome remodeling. Each transition requires the catalytic activity of a certain protein complex and alters the affinity of the RE or the TSS to CoFs. Available data sets suggest that the number of proteins involved in NR-mediated transcriptional activation is at least 30 and that the number of irreversible transitions in chromatin state is around six per cycle (Mé tivier et al., 2003) . Therefore, we considered the formation of five protein complexes per transition within a transcriptional cycle ( Figure 4A ).
As little is known about the assembly mechanisms of protein complexes involved in transcriptional regulation, we chose to model all feasible mechanisms of complex assembly. We distinguished between three different assembly mechanisms: (1) random (no specific binding order, Figure S5A ), (2) preferentially random (partially determined order, Figure S5B ) and (3) sequential (uniquely defined order, Figure S5C ). For each of these mechanisms, we also considered three assembly locations: (1) exclusively on the chromatin (RE or TSS), (2) only in the nucleoplasm with the final complex binding to chromatin, or (3) both in the nucleoplasm and on the chromatin.
We then tested an ordinary differential equation-based kinetic model for each of the nine mechanisms for effectiveness of the final complex formation and the average time required for the RE modification (Table 1 ). The on-rate constants (k on ) for protein binding were chosen to be two orders of magnitude lower than that being limited to diffusion (i.e., 10 9 M À1 min À1 ), which is a reasonable estimation based on experimental data (Mone et al., 2004) . For the evaluation of the effectiveness, free protein concentrations were taken to be in the upper range as estimated for proteins involved in transcriptional regulation, i.e., 1.4 3 10
À8
M (Lee and Young, 1998) . We allowed a variation in the equilibrium constants (K d = k off /k on ), between 10 À9 and 10 À10 M, so that the off-rate constants (k off ) are within the range of values measured in FRAP experiments (Phair et al., 2004) . We calculated the steady-state concentration of the final RE-bound complex, which corresponds to the fraction of the cell population that has a complex on the RE. The preferential random nucleoplasm/RE and the random nucleoplasm/RE are less likely candidates, since they could not saturate the RE for more than 80%. Using the same constants, we further calculated half times required to form the complexes and modify the RE under the assumption that the modification reaction is fast compared to protein association. The mechanisms with high RE saturation had similar complex formation and modification times varying between 2 and 6 min, which is close to the expected time scales (Table 1 ). The desired timing of around 10 min for single binding peaks could be achieved by lowering of the free protein concentrations two to five times ( Figure S6 ). In order to preserve the same effectiveness and dynamics, a comparable decrease in the off-rate constants was required, leading to a proportional increase in the equilibrium constant. As a consequence, mechanisms that require a K d of less than 10 À10 M become less likely, leaving as the most likely mechanisms the sequential and preferentially random assembly either on the RE or in the nucleoplasm.
In summary, we demonstrate that physically realistic protein binding dynamics are sufficient to explain the time scales observed in ChIP experiments. The sequential or the preferentially random assemblies, either on the RE or in solution, appear the most probable mechanisms. Figure 2A ) and CoF binding ( Figure 2B ) at the PDK4 TSS was performed via the Ward linkage method. The dendrogram distinguishes three CoF classes (A). Each two members of each class were silenced with specific siRNA. HEK293 cells were transfected with control siRNA or specific siRNA against one of the proteins. The cells were incubated for 48 hr and subsequently treated with 100 nM GW501516 or vehicle. PDK4 mRNA was measured by real-time quantitative PCR. Two-tailed, paired Student's t tests were performed to determine the significance of the ligand-dependent regulation of PDK4 mRNA in reference to vehicle control (*p < 0.05, **p < 0.01) and the significance of the difference between control and specific siRNA (#p < 0.05).
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Detailed Stochastic Model Reproduces the Cycles in PDK4 Promoter Activity Next, we aimed to confirm that a multistep sequential initiation mechanism at the level of a single gene explains the observed periodic changes in promoter activity at the level of a population of cells. We developed a model that captures the essential aspects of transcription initiation, inspired by our experimental observations and literature data (Mé tivier et al., 2003; Vä isä nen et al., 2005) . It considers sequential assembly of five protein complexes (each composed out of five proteins) on the RE and four complexes (of size four) at the TSS ( Figure 4A ). The model describes three phases, each associated with particular protein complexes. First, transcription initiation starts with chromatin activation, i.e., with members of the CoF class II (CARM1 and CBP) that interact with PPARd early (see Figure 3) . Second, the initiation phase commences by binding of pPol II and members of CoF class III (RAC3 and TBL1) at the RE and the TSS. Third, the final phase of the initiation sequence achieves the deactivation of the promoter, represented by CoFs of class I (HDACs 1 and 3) ( Figure 4A ).
To simulate the ChIP experiments done on a population of millions of cells, we modeled each cell explicitly with stochastic simulations. We used the same estimations for rate constants as in the previous models and adjusted the protein concentrations to give a periodicity of approximately 60 min. At the time point 0 min, the cells were activated simultaneously to simulate the addition of ligand. For simplicity, we assumed no initial transcriptional activity; this assumption will be relaxed below ( Figure S7) . The model was run in parallel for 1000 cells assuming two active gene copies per cell, and the average promoter occupancy states were sampled with 5 min intervals. The model reproduces the cyclical dynamics of the protein assembly on the RE ( Figure 4B ) and the TSS (Figure 4C ), as well as of the looping events ( Figure 4D) .
The model reproduces the periodicity due to the multistep sequential nature of transcription initiation. Stochastic theory shows that the waiting time for the completion of a sequence (cycle) composed out of a series of N S irreversible first-order reactions with the rate constant k has a gamma-distributed waiting time (see the Supplemental Data). The mean duration of such a cycle equals N S /k and the variance is N S /k 2 . The noise coefficient (defined as hdt 2 i=hti 2 ) of a cycle duration equals 1=N S , so that the distribution of single cycle duration becomes narrower with increasing sequence length. After completion of the first cycle, inevitably some cells have finished earlier or later than others. Thus the duration of the subsequent cycles becomes progressively broader distributed. The noise in the duration of a single cycle after having completed N c cycles, <dt 2 >=<t 1 > 2 , is then given by N c =N S (see the Supplemental Data). This relationship shows that the noise in cycle duration, i.e., the desynchronization between cells, increases linearly with the number of completed cycles ( Figure 4B , inset).
Simulations indicated that only mechanisms that allow assembly on the chromatin can reproduce periodicity as observed in the experiment. In contrast, mechanisms with nucleoplasmic preassembly with subsequent binding to the promoter have too few steps to give cycle durations with low noise. Hence, from all the proposed mechanisms, only the sequential and the preferentially random on the chromatin satisfy the criteria for the observation of periodicity at the population level. We choose to model the preferentially random version; however, this qualitatively would not affect the outcome. We also modeled mRNA synthesis ( Figure 4E ), which required gamma-distributed waiting times for mRNA elongation and degradation (Table S2 ). This assumption is justified, since both elongation and progressive degradation of the polyA tail (Pedraza and Paulsson, 2008) are multistep enzymatic processes.
Thus, stochastic theory and simulations have shown that a sequential mechanism for transcription initiation can capture the basic experimental dynamics of PDK4 promoter regulation as we observed experimentally.
One Cycle of PDK4 Promoter Activity Produces Multiple
Copies of mRNA A relevant biological question in relation to transcriptional cycling is the number of mRNA molecules produced during one promoter activity cycle. It cannot be resolved on basis of ChIP experiments, which do not distinguish whether a single or multiple Pol II binding events occur on a single cell promoter. We started with two alternative model designs. In the ''strict stoichiometry'' model ( Figure 5A ), prior to the start of elongation, the complex containing activated Pol II leaves specific histone modifications that promote binding of deactivating complexes. The model predicts that in each cycle only one mRNA molecule will be produced ( Figure 5B ). In the ''loose stoichiometry'' model ( Figure 5C ), the activated TSS state allows for the competitive binding of both initiating and deactivating complexes. If the Pol II complex wins the competition a number of times, multiple initiation events can occur before the cycle restarts. Therefore, this 
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model predicts the production of multiple mRNA copies per cycle ( Figure 5D ). In order to discriminate between the two models, we used normalized real-time quantitative PCR to measure the average starting number of mRNA molecules per cell to be 43, which increased within one transcriptional cycle to 79 mRNA molecules ( Figure 5E ), i.e., a production of 18 mRNA In summary, multiple initiation events occur during one transcription cycle, suggesting a competitive rather than a sequential mechanism for pPol II and deactivating complex binding.
Transcriptional Cycling Fades Out over Time
Populations of cells display more homogeneous cycle durations as long their transcription initiation mechanisms involve multiple steps with similar kinetics. This is indeed the case if all proteins that are involved in transcription initiation have comparable concentrations. However, if one of the factors, for example activated PPARd, has a much lower concentration, this introduces a very slow step of the process, and the cycle observation is severely impaired (Figures 6A, S7A, and S7B ). This state of low transcriptional activity is also illustrated by our observation that in the absence of ligand, members of the deactivating CoF class I (HDACs 1 and 3) were bound to both the TSS and the RE ( Figure 2B ). When PPARd is activated by ligand, the speed of the transition of the PDK4 promoter from the deactivated state to the activated state is significantly increased. Our model predicts that only when the majority of cells are in an inactive state will the whole cell population collectively respond to stimulation with ligand by cycling of PPARd target genes, such as PDK4 ( Figures 6B, S7C, and S7D ). This is confirmed by experiments demonstrating that in the absence of ligand, no transcriptional In the absence of ligand, the initiation cycle is slower because of the low activity of several steps that depend on the concentration of active PPARd (A, marked in red). Addition of ligand enhances the activity of those steps to shorten the cycle to the experimentally observed 60 min periodicity. Initially, most cells are in the inactive state and cycling is not observed, because cells are not synchronized (B). Ligand addition leads to synchronous progression through a few cycles of mRNA production. Our model predicts that after a number of completed cycles, mRNA cycling is no longer evident at the population level because of the desynchronization of cells. Both model predictions were confirmed by measurement of PDK4 mRNA expression by real-time quantitative PCR over 120 min in nonstimulated HEK293 cells (C) and over 420 min in cells that had been stimulated with 100 nM GW501516 (D). Two-tailed, paired Student's t tests were performed to determine the significance of the ligand-dependent regulation of PDK4 mRNA in reference to vehicle (black stars) and in comparison of the peaks in reference to the minima (blue asterisks; NS, not significant; *p < 0.05, **p < 0.01, ***p < 0.001).
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cycles are observed ( Figure 6C ), while ligand addition induced cycles of an approximate 60 min periodicity ( Figure 1A) . Interestingly, upon saturating ligand addition, which activates the majority of the PPAR pool, the PDK4 becomes progressively less sensitive to the ligand. Indeed, the cycling of PDK4 mRNA at 500 nM ligand concentrations did not significantly differ from that at 100 nM (data not shown). Our findings also strongly suggest that PPARd influences only a few steps in the initiation mechanism. In the reverse case, the initial desynchronized population of cells would be more evenly distributed between states, which would obscure the observation of cycles (Figures S7E and S7F) .
Another interesting prediction of our model is that cells will desynchronize over time and that they become more evenly distributed with respect to different promoter states ( Figures 4E, S7 , and 6B). Because of this desynchronization, the transcription cycles will fade out over time. To test this prediction, we performed a 420 min time course of PDK4 mRNA changes (Figure 6D) . In confirmation of our prediction, we observed during the first 300 min five 60 min cycles, while no significant cycling could be detected anymore within the remaining 120 min of the time course experiment.
In summary, our model can explain why ligand addition synchronizes a cell population to initial transcriptional cycling. Moreover, the model correctly predicted the fading out of the transcriptional cycles over time.
DISCUSSION
Macroscopic transcription cycles as described here and in previous studies suggest that this phenomenon reflects the basal architecture of eukaryotic transcription across different cell types and species (Kang et al., 2002; Karpova et al., 2008; Kim et al., 2005; Mé tivier et al., 2003; Sharma and Fondell, 2002; Sun et al., 2008a Sun et al., , 2008b Vä isä nen et al., 2005) . On the basis of an integrative study combining experiment, modeling, and theory, we propose here that the unifying characteristic lies in the irreversible sequence of multiple steps underlying the transcriptional initiation.
Various explanations could in principle account for the observed cycles: (1) enslaved oscillations by periodicity in chromatin accessibility (Karpova et al., 2008) , (2) intrinsic oscillations within the molecular mechanism of transcription initiation, for example through negative feedback loops (Batchelor et al., 2008; Lahav et al., 2004), or (3) forced by oscillations in crosstalking signal transduction pathways, for example estrogen receptor complexes with the transcription factor NF-kB (Feldman et al., 2007; Nelson et al., 2004) . The requirement for such alternative explanations was further fueled by the apparent discrepancy in the large time scale separation between fast molecular events observed by FRAP experiments on the one hand and the long periods of transcription cycles on the other (Karpova et al., 2008) . Here, we show that there is no such discrepancy between time scales and, moreover, no need for involvement of additional processes other than the intrinsic periodicity of the transcription process itself.
Upon transient activation by addition of ligand, the sequential nature of NR-mediated transcription causes cells to display synchronous transcription for a period of time. A similar suggestion was made previously (Lemaire et al., 2006) , although this prediction was not reconciled with the known fast time scales of protein complex turnover on chromatin. Here, we confirm that transcription cycles can result from protein complex assembly kinetics using realistic computational models. We predict that a number of relatively small protein complexes are assembled on chromatin in a sequential fashion. We furthermore predict this order to be strict, because otherwise cyclic behavior would not be observed in the experiments, such as timeresolved ChIP. In contrast, the cycling of mRNA seems to occur by a different mechanism, namely the gene cycles between an active state, during which mRNA is synthesized and degraded, and an inactive state, during which only mRNA degradation occurs. In the example of the PDK4 gene, we show that during the active state, approximately 18 mRNA molecules per gene are generated. This is in accordance with single-cell studies on transcription that display transcriptional bursts (Chubb et al., 2006; Dobrzynski and Bruggeman, 2009; Raj et al., 2006; Raj and van Oudenaarden, 2008) . The lifetime of the active state, and therefore the size and duration of a transcription burst, is modulated by the influence of histone modifications on the flexibility of the chromatin around the TSS and the RE.
Oscillations are a widespread phenomenon in cell biology, including those in glycolysis (Richard et al., 1996) , calcium signaling (Berridge, 1993) , and signal transduction (Nelson et al., 2004) . Such oscillations arise from mechanisms that can be understood in terms of nonlinear dynamics. The periodic phenomenon that we describe here is of a different nature. Any single molecule will display periodic dynamics in its state progression, if its state diagram is cyclic. The modus operandi of reusable factors, such as CoF proteins and genomic chromatin regions, is intrinsically cyclic, since they act as catalysts or scaffolds. Ensembles of such systems can subsequently display synchronized cycles depending on the stochastic distribution functions of their cycling time.
We showed that population-level observations yield insight into the functioning of single genes. Importantly, for genes with a low basal activity, ligand addition suffices for cycle observation, though prior synchronization with a-amanitin may increase the number of observed cycles (Mé tivier et al., 2003) . Our clustering analysis indicated the existence of three distinct CoF classes representing the activation, initiation, and deactivation phase of the promoter states during a single cycle. Binding of the histone-modifying enzymes CBP and CARM1 together with PPARd during the activation phase confirms the suggested role of CARM1 in initiation (Antonson et al., 2003) . Coclustering of RAC3 and TBL1 with pPol II was unexpected, calling into question the supposed role of RAC3 in initial chromatin activation (Xu and Li, 2003) and of TBL1 for CoA/CoR exchange (Guenther et al., 2000) . The fact that silencing of these CoFs does not abolish mRNA induction may suggest their participation in competitive promoter deactivation. The negative effect of HDAC silencing, on the other hand, shows that the sequential deactivation phase is necessary for reactivation of the promoter. The poor correlation between the presence of pPol II with PPARd and loop contradicts the notion of requirement for NR-mediated loop formation during Pol II processing (Casamassimi and Napoli, 2007 
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CoFs (TRAP220, CBP, and CARM1) displayed more ambiguous profiles. This observation can be due to multiple binding events during one activity cycle, which may reflect either their multiple functions in transcription initiation or a less strict selectivity of chromatin states with respect to protein affinity than that we assumed in our models. Similarly, the observed 30 min frequency for certain histone modifications may be due to multiple roles during different stages of the cycle.
EXPERIMENTAL PROCEDURES
Cell Culture Human embryonal kidney HEK293 cells were cultured in DMEM containing 10% fetal bovine serum (FBS). Prior to mRNA or chromatin extraction, cells were grown overnight in phenol red-free DMEM supplemented with 10% charcoal-stripped FBS to reach a density of 50 to 60% confluency. Cells were then treated with 100 nM of the PPARd agonist GW501516 (Alexis Biochemicals, San Diego, CA) or with vehicle (DMSO, 0.1% final concentration).
RNA Extraction and Real-Time Quantitative PCR
Total RNA from HEK293 cells was extracted with the Mini RNA Isolation II kit (Zymo Research) and complementary DNA (cDNA) synthesis was performed with the cDNA synthesis kit (Roche Diagnostics). Real-time quantitative PCR was performed in an IQ-cycler (BioRad) with the dye SybrGreen I. Per reaction, 1 U Hot Start Taq polymerase and 3 mM MgCl 2 were used. The primer sequences and the PCR conditions were published previously (Degenhardt et al., 2007) . As an internal control, the gene acidic riboprotein P0 (RPLP0) was used. PCR product quality was monitored with post-PCR melt curve analysis. Fold inductions were calculated with the formula 2 À(DDCt) , where DDCt is the DCt (agonist) À DCt (DMSO) , DCt is Ct (PDK4) À Ct (RPLP0) , and Ct is the cycle at which the threshold is crossed.
Absolute mRNA Quantification
Using cDNA, the PDK4 amplicon was amplified and purified with the High Pure qPCR Product Purification Kit (Roche Diagnostics) according to manufacturer's instructions. The amount of DNA fragment was measured with a Nanodrop ND-1000, and the number of PDK4 fragment copies per sample volume was calculated. The standard curve of DCt values versus copy number was obtained via the described protocol for real-time quantitative PCR. The number of cDNA copies in the cell culture of an untreated sample was calculated and used to estimate mRNA copy number per cell, using the number of cells counted before seeding. The doubling time of the cells was longer than the duration of the experiment.
siRNA Experiments HEK293 cells were grown overnight in medium containing 10% charcoal-stripped FBS to 30% confluency. Cells were transfected with polyethylenimine (Sigma-Aldrich). A total amount of 200 pmol of either control siRNA or a mixture of the three gene-specific siRNAs (Eurogentec, Liege, Belgium; Table S3 ) was transfected. Cells were incubated for 8 hr, charcoal-stripped FBS (10% final concentration) was added, and the transfection was continued for 48 hr in total. Cell treatments and RNA extractions were carried out as described above.
ChIP Assays
ChIP assays were performed as described previously (Degenhardt et al., 2007) . The antibodies against PPARd (sc-7197), CBP (sc-369), CARM1 (sc-33176), pPol II (sc-13583), RAC3 (sc-7216), TRAP220 (sc-5334), TBL1 (sc-11391), HDAC1 (sc-6298), HDAC3 (sc-11417), BRG1 (sc-10768), and control IgGs (sc-2027) were obtained from Santa Cruz Biotechnologies (Santa Cruz, CA). The antibodies against acH3, acH3K9, and H3K9me3 were purchased from Upstate (Lake Placid, NY), and that against SMARCA2 was from Abcam (Cambridge, MA). The immunocomplexes were collected with 25 ml MagaCell magnetic protein A agarose beads (Cortex Biochem, Madison, WI) for 1 hr at room temperature while rotating. The magnetic beads were preblocked overnight. The immunoprecipitated DNAs were amplified with specific primer pairs for the PDK4 TSS and the RE as described previously (Degenhardt et al., 2007) , and the fold change relative to the nonspecific IgG background was calculated. The fold inductions were calculated with the formula 2
, where DCt is the Ct (specific antibody) À Ct (IgG) and Ct is the cycle where the threshold is crossed.
3C Assay
Chromatin was crosslinked and lysed as described for the ChIP assays, but sonication was reduced to three pulses. After removal of cellular debris by centrifugation, 100 ml chromatin was diluted in 345 ml ChIP Wash buffer 1 and was digested overnight at 37 C with 50 U EcoRII. Digested chromatin was ligated with 50 U T4 DNA ligase for 1 hr at room temperature, 2 ml proteinase K (10 mg/ml) was added, and the samples were incubated overnight at 64 C. Finally, the DNA was recovered by phenol-chloroform extraction followed by ethanol precipitation and analyzed by PCR using primers (Table S4) . As positive controls, plasmids containing the regions surrounding the REs were digested and ligated with the plasmid containing the TSS region.
Hierarchical Clustering
Prior to performing hierarchical clustering, ChIP time courses were normalized to their respective maximal values. The hierarchical clustering and dendrogram visualization was carried out with the built-in Hierarchical Clustering Package of Mathematica 6.0. A Euclidean distance measure was used; application of three different linkage methods (single, average, and ward) did not significantly affect results. The significance of division into three groups was tested using implementation of the ANOSYM test (Clarke, 1993) .
Simplified Model of mRNA Metabolism
A full description of the equations and parameters of the simplified model of mRNA metabolism can be found in Table S1 . Mathematica 6.0 was used for model implementation and simulation of the time courses.
Protein Assembly Mechanism Models
Full descriptions of mass balances, rate equations, and parameters of the different protein-assembly models were generated by application of custom algorithms implemented in Mathematica 6.0 (see the Supplemental Data). For evaluation of mechanism performance and time scales, the addition of ligand was simulated and the steady-state values and times at which the half-time steady state is reached were estimated with the Eventlocator option in the NDSolve command for numerical solving of differential equations in Mathematica 6.0.
Detailed Transcription Initiation Models
The same algorithms as above were used to construct the full transcription initiation models. Detailed schemes of the RE and TSS mechanisms are given in Figure S8 ; the parameter list and initial conditions are presented in Table S5 . Stochastic simulations were done using the direct-method implementation of Gillespie algorithm (Gillespie, 1976 ) coded in Mathematica 6.0. All Mathematica files are included in the Supplemental Data.
SUPPLEMENTAL DATA
Supplemental Data include Supplemental Results, 11 figures, seven tables, and Mathematica files and can be found with this article online at http:// www.cell.com/supplemental/S0092-8674(09)00632-1.
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