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Abstract 
Evidence from experimental investigations, natural analogue studies and demonstration projects support the 
assertion that significant quantities of CO2 will not leak from a properly selected and managed CO2 storage 
complex. However, site operators must nevertheless justify the expectation of secure CO2 containment to regulators 
and other stakeholders.  Secure containment will depend upon well seal stability inter alia. This paper presents 
fully-coupled geochemical models of well seal stability, focusing on cement degradation. The models have been 
developed with the ambition of reducing the simulated chemical system to the simplest possible configuration that is 
able to reproduce key features from experimental and field observations.  Simplifying the models in this way makes 
them suitable for inclusion in larger scale system-level models of the storage system, where the use of highly-
detailed chemical models can be impractical. Two sets of models were constructed in order to simulate: (1) a cement 
carbonation experiment (9 days in duration); and (2) field observations of cement degradation from the ‘SACROC’ 
site (30 years of reaction time).  Although some model input parameters are uncertain, the experimental system was 
successfully simulated and the model was subsequently ‘up-scaled’ and applied to the SACROC core data.  Over 
longer time-scales (102 – 103 years), the effects of parameter and thermodynamic data uncertainties on model output 
are more significant than at shorter time-scales. Although further work is required to bound the effects of these 
uncertainties, this paper illustrates the practicality of constructing simplified fully-coupled models to explore the 
significance of uncertainties by carrying out sensitivity calculations. 
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1. Introduction 
Evidence from experimental investigations, natural analogue studies and demonstration CO2 storage projects 
support the assertion that significant CO2 will not leak from a properly selected and managed CO2 storage complex 
(e.g. IPCC[1], IEA[2]).  However, the operator of a CO2 storage site must nevertheless justify the expectation of 
secure CO2 containment to regulators and other stakeholders.  This justification is required in order that permission 
may be obtained to develop a site, and ultimately to transfer responsibility for it to some ‘competent authority’ such 
as a national government.  Several recent guidance documents on the implementation of CO2 storage have proposed 
a risk assessment and management approach to licensing (e.g. North Sea Task Force [3], DNV [4]).  Accordingly, 
the operator will need to determine systematically the risks of leakage from all plausible pathways, and show these 
risks to be insignificant.  Among the plausible pathways, a well with failed seals is commonly considered to have a 
particularly high priority for evaluation (e.g. IPCC[1], IEA[2]).  
The operator of a CO2 storage site should therefore be able to demonstrate an adequate understanding of well seal 
evolution processes.  In this paper, fully-coupled geochemical models of cement degradation in well seals have been 
developed, with the ambition of reducing the simulated chemical system to the simplest possible configuration that 
is able to reproduce key features from experimental and field observations.  Simplifying the models in this way 
makes them suitable for inclusion in larger scale system-level models of the storage system, where the use of 
detailed chemical models can be impractical. Two sets of models were constructed in order to simulate: (1) a cement 
carbonation experiment (Kutchko et al. [5]); and (2) field observations of cement degradation from the ‘SACROC’ 
site (Carey et al. [6]).  
2. Numerical models
2.1. Model Descriptions 
Kutchko et al.[5] have described the degradation of ‘Class H’ cements under geological storage conditions, 
highlighting the occurrence of alteration zones.  They report that in contact with supercritical CO2, cement is 
converted to calcite (CaCO3) at a single reaction front.  In CO2-saturated brine, they identified three reaction zones 
(Fig. 1) that formed as a result of the following processes:  portlandite (Ca(OH)2) dissolution; calcite precipitation; 
calcite dissolution; and leaching of C-S-H gel to form amorphous silica (SiO2(am)).  The depth of alteration was 
found to vary as a function of cement curing conditions, with reported values ranging from 0.59 to 0.22 mm.  
In contrast to the experimental system, the SACROC core data (Carey et al. [6]) provides insights into well seal 
stability over longer timescales. Cement has been exposed to CO2-rich brine for over 30 years, at a temperature of 
c.50 °C, resulting in an alteration depth ranging from 1 to 10 mm (Carey et al. [6]).  
Rather than including all hydrated cement phases in the geochemical models (and minerals in the surrounding 
rock formation in the case of the SACROC site), a simplified approach was taken whereby only primary cement 
solids were included in model cases. These solids included portlandite and calcium-silica-hydrate (C-S-H) gel with 
calcite and SiO2(am) being allowed to form as secondary alteration products.  The exclusion of minor cement phases 
and low-reactivity cement aggregate components eliminates much computational complexity whilst retaining the 
most relevant cement degradation processes. All simulations were produced for a temperature of 50 °C. 
2.2. Geochemical and Transport Input Data 
A number of models have been produced for C-S-H gel behaviour and/or the derivation of standard molal 
thermodynamic data for C-S-H solid solutions (e.g. Berner [7]; Kulik and Kersten [8])  In this work, we use the 
ideal solid-solution model described by Kulik and Kersten [8] that has been incorporated into the widely-used 
‘cemdata’ compilation by Lothenbach et al.[9].  This model was chosen as it is relatively straightforward to 
implement, is conceptually valid, and allows C-S-H gel with a relatively large compositional range to be represented 
at temperatures greater than 25 °C.  
 With regard to C-S-H gel, equilibrium constants (log K values) for solid phase hydrolysis reactions over a range 
of temperatures (0 to 100 °C) were computed using the standard molal thermodynamic properties for the two 
compositional end-members of the ideal solid solution (jennite-like and tobermorite-like gels with compositions                
(CaO)1.67(SiO2)(H2O)2.1 and  (CaO)0.83(SiO2)(H2O)1.3 respectively).  Equilibrium constants for other solid phase 
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hydrolysis reactions were taken from the Geochemist’s Workbench (Bethke, [10]) database ‘thermo.com.v8.r6+.dat’ 
(data can be provided by the authors on request).  Values at the model temperatures of 50 °C were computed by 
fitting polynomial functions to the temperature–dependant values given in the databases.   


Figure 1 Schematic representation of zones of cement alteration in the experimental system (adapted from Kutchko et al.[5]).  
For both experimental and field-scale models (NaCl solution in the case of the experiment; shale porewater in the 
case of the SACROC data) CO2 solubilities were calculated using the online ‘Duan Group’ modelling tool (Duan et 
al. [11]). The output from this tool was then used with reported solute concentrations (Kutchko et al. [5]; Carey et 
al. [6]) to calculate ionic strengths and pH of solutions in contact with the cement, using PHREEQC (Parkhurst et al.
[12]). With regard to the solution experimental system (Kutchko et al. [5]), the calculated total dissolved C 
concentration was 1.357 mol kg-1 with an ionic strength of 0.17 and a pH of 3.  For the shale porewater, the 
calculated total dissolved C concentration was 0.9 mol kg-1 with an ionic strength of 1.87 and a pH of 4.5. Given the 
ionic strengths of the solutions, the Kutchko et al. [5] calculations were undertaken using the ‘llnl.dat’ database 
(compatible with the Geochemist’s Workbench data) and the Davies equation, whereas the SACROC shale 
porewater calculations were undertaken using the Pitzer approach (Pitzer, [13]) and the  thermodynamic database 
‘data0.ypf.R2’, developed by Sandia National Laboratories  (USDOE, [14]). The Davies equation is reasonably 
reliable to ionic strengths of c. 0.5 molal (Bethke, [10]), whereas the ‘data0.ypf.R2’ database is reliable for certain 
solutions to ionic strengths of >10 (USDOE, [19]).  Both of these datasets were used as sources of solute data in the 
reactive transport models for both experimental and field data simulations (Table 1) using the QPAC code (Section 
2.3).  While the ionic strength for SACROC shale porewater is higher than the maximum ionic strength at which the 
Davies Equation is generally taken to be valid (~0.5), it is not particularly high when compared to other saline 
reservoir systems where the use of the Davies Equation in geochemical models is likely to lead to incorrect results.  
With regard to solid phase dissolution/precipitation kinetics, a Transition-State-Theory approach was adopted 
(Aagaard et al. [15]; Palandri and Kharaka [16]) : 
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where s (mol) is the quantity of a solid of interest, t is time (s), k is the rate constant (mol m-2 s-1), A is the mineral 
reactive surface area (m2), n is a dimensionless catalysis constant (for acid, neutral, base and carbonate-dependant 
rates), Q is the ion activity product and K is the equilibrium constant for mineral dissolution (both dimensionless).  
For calcite, kinetic data were taken from the compilation by Palandri and Kharaka [16], including k, and Ea values 
for acid, neutral, and carbonate mechanisms (log k at 25 °C = 0.3, -5.81, -3.48; Ea = 14.4, 23.5, 35.4 kJ mol-1 for 
acid, neutral, and carbonate mechanisms respectively; n = 1 for both acid and carbonate mechanisms, and n=0 for 
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the neutral mechanism, the ‘base’ mechanism is excluded for calcite).  Reaction rates at T > 25 °C were calculated 
using the Arrhenius function and the reported activation energies (Ea).  For all other minerals the catalysis constants 
n were taken to be zero, resulting in a single rate term to represent all dissolution/precipitation kinetic mechanisms.  
For SiO2(am), a fixed ‘rapid rate’ k value of 10-3 mol m-2 s-1 was adopted, as it was considered to largely represent a 
residual phase produced by leaching of C-S-H gel.  A lack of data for C-S-H gel and Ca(OH)2 dissolution rates 
meant that values for the model ‘base case’ were determined by a ‘trial and error’ approach during the construction 
of the base case model (Section 2.4).  
It was assumed that specific surface areas (m2/g) of phases undergoing precipitation/dissolution reactions were 
constant and approximately corresponded to spherical grains 0.1m in diameter.  Corresponding specific surface 
area values for SiO2(am) calcite, Ca(OH)2 and C-S-H gel are: 22.56, 22.14, 26.91, 26.09 m2 g-1. The relatively large 
surface areas were considered representative of ‘fresh’ micro-crystalline to semi-amorphous cement phases (specific 
surface areas for cement pastes are often 10s of m2 g-1:  Hewlett [17] and references therein).  Reactive surface areas 
were computed as a function of time as the product of specific surface area, molecular weight (g/mol) and mineral 
quantity s (mol). 
The initial porosity, , of the cement was taken to be 0.27.  A value of Dpore= 5E-12 m2 s-1 was set as the initial 
porewater diffusion coefficient after preliminary model runs produced a depth of cement carbonation that was 
consistent with observations in (Kutchko et al. [5]).  Effective diffusion coefficients were coupled to the physical 
evolution of the system assuming a linear Archie’s law so that Deff =Dpore. 
The SACROC system has been modeled by Carey et al. [6]. The authors used a much more complex approach 
both in terms of the phases included in the model (the shale was modeled explicitly) and the C-S-H gel 
representation than was adopted in this study. Such detailed approaches are well-suited to smaller-scale systems, 
which can then inform the development and subsequent verification of models to be used in larger scale system-
level simulations that generally require a more simplistic approach from both conceptual and computational 
perspectives. System-level models can then foreseeably be used to ‘bracket’ the possible extent of cement alteration 
in well seal systems, given possible variations in model inputs, and their effects on the larger scale system evolution.  
2.3. Computational Methods, Model Geometries and Boundary Conditions 
Modelling was carried out using the reactive-transport module of the generic modelling code QPAC (Quintessa, 
[18]).  QPAC is a general purpose modelling tool that can be used to simulate the evolution of systems at a range of 
spatial scales.  It includes modules for reactive transport, multi-phase flow, thermal evolution and mechanical 
deformation (Quintessa, [18]).  In addition, user-defined processes can be added to the system to implement new or 
alternative process models, and all processes can be coupled to produce integrated models of both small- and large-
scale systems.  All model parameters and boundary conditions can be specified to be dependent on time or any other 
modelled quantity. In QPAC reactive transport calculations, geochemical and transport properties can be specified to 
be time-, temperature-, and chemistry-dependent user-defined expressions to allow coupled physical evolution (e.g. 
permeability-porosity couplings, dependence of reaction rates on pH, etc.).  The QPAC reactive transport module 
can be used to construct detailed models of the type considered in Carey et al. [6] as well as simpler models of the 
kind presented here, which are more suitable for inclusion in larger-scale models of the entire storage system.   
For both experimental and SACROC models, the boundary was closed at one end of the section, with the 
boundary condition on the other end being a solution with a fixed ionic strength, pH and dissolved carbonate 
concentration. In the SACROC models, Ca and Si concentrations on the boundary were calculated assuming calcite 
and quartz equilibrium respectively; whilst in the Kutchko et al. models they were set to trivially small values. 
Run times for the simulations presented varied between 30-180s, which makes them suitable for inclusion in 
sensitivity calculations or in larger-scale systems-level models.
2.4. Model Cases 
Given the paucity of measured data for dissolution/precipitation rates and surface areas of cement phases 
(portlandite, C-S-H gel inter alia), a ‘base case’ model was developed for the Kutchko et al. experiment [5].  The 
specific surface area data (m2 g-1) were a priori values.  However, the porewater diffusion coefficient for cement and 
rates of dissolution/precipitation for C-S-H gel and portlandite had to be constrained by the experimental data.  
Repeated preliminary simulations resulted in initial base case kinetic rates (k in equation 1) being set at 
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1E-9 mol m-2 s-1 with an initial porewater diffusion coefficient of 5E-12 m2 s-1 (resulting in an initial effective 
diffusion coefficient of 1.35E-12 m2 s-1).   
Once the base case for the Kutchko et al.[5] simulation was defined, a number of additional cases were produced 
(Table 1) in which either reaction rates or the diffusion rate were varied.  Simulation times were 9 days for the 
experimental cases and either 30 or 1000 years for SACROC cases.  The reaction rates and surface area terms from 
the Kutchko et al. [5] base case model were used in the base case SACROC model.  
Table 1 Summary of model cases for ‘Kutchko’ experiment simulation (K) and SACROC (S). 
Model Case Porewater Diffusion Coefficient 
(m2 s-1) 
Reaction Rate (k) for C-S-H gel and Portlandite 
(mol m-2 s-1) 
K1 (base case)  5E-12 1E-9 
K2 (faster kinetics) 5E-12 1E-3 
K3 (faster diffusion) 5E-11 1E-9 
K4 (Pitzer) 5E-12 1E-9 
S1 (Pitzer)  5E-12 1E-9 
S2 (Davies) 5E-12 1E-9 
3. Results and Discussion 
The ‘base case’ model of the Kutchko et al.[5] experiment (K1) predicted the migration of an alteration front into 
the cement, which by 9 days simulation time reached a depth of 0.5 mm (Fig. 2a).  This is comparable to the depth 
of alteration observed in the experiments of Kutchko et al. [5], which showed alteration over a similar interval. The 
nature of the predicted alteration is also broadly similar to that observed by Kutcho et al.[5] in that with an 
increasing depth of penetration a greater proportion of C-S-H gel and Ca(OH)2 is altered to calcite, with SiO2(am)
forming nearer to the solid-fluid interface. The models also included a reduction of the Ca/Si ratio in the C-S-H gel, 
thereby increasing the amount of the compositional end-member tobermorite relative to jennite in the solid solution 
model.  A small reduction in porosity was also observed to coincide with the altered zone, although in the 
compartment closest to the fluid, there was a significant reduction in porosity (Fig. 2a).  Calculated pH values 
ranged from 12.6 in the cement pores far from the solid/fluid boundary (as expected for Portland cement), 
decreasing to ~12 at the beginning of the alteration zone (with concomitant reduction in the ratio of Ca/Si ratio), 
then sharply decreasing to 4.7 on the boundary with the external fluid.  
Increasing the reaction rates for C-S-H gel and portlandite by six orders of magnitude (case K2, Fig.2b) resulted 
in little change from the base case simulation (K1). In case K2, the depth of alteration is 0.4 mm and the relative 
proportions of solids are slightly different (complete loss of Ca(OH)2 near to the solid/fluid interface for example). 
This suggests that the supply of the CO2-rich porewater is the limiting factor controlling the alteration rather than the 
reaction rates.  This observation is supported by the results of the case when the effective diffusion coefficient was 
increased by an order of magnitude (case K3, Fig. 2c), a greater depth of alteration was seen and there was a large 
increase in porosity close to the edge of the cement.  Although these results suggest that the model output is less 
sensitive to reaction rates compared with estimated diffusion coefficient, the treatment of reaction kinetics taken in 
these models is relatively simple and includes a ‘fixed’ specific surface area term.  In reality, reactive surface areas 
vary as minerals undergo dissolution/precipitation in a more complex fashion than is represented here.  In case K4 
(Fig.1d), the use of the Pitzer approach rather than the Davies equation made little difference to the predicted depth 
of alteration, but there was a  lack of porosity reduction in the compartment closest to the solid/fluid interface. It was 
found that the exclusion of minor aqueous species (such as HSiO3-) resulted in more realistic simulations.  A 
consideration of the model output (which included calculated saturation indices and aqueous species 
concentrations/activities) did not provide a definitive reason why this should be the case and further work on this is 
therefore required.   
The ‘base case’ SACROC model S1 used the Pitzer database (USDOE [14]) and predicted that after 30 years, the 
depth of the alteration would be approximately 9 mm (Fig. 3a), a value that is toward the higher end of the range of 
values reported in the literature (Carey et al. [6]).  Given that a simple model suitable for system-scale modeling was 
adopted and that the key kinetic parameters for this case were based on calibration of very short term experimental 
data Kutchko et al. [5], this is arguably a reasonable simulation.  If the simulation time is increased, the alteration 
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front moves deeper into the cement and by 100 years, 16 mm have been consumed (Fig. 3b) and porosity at the 
shale interface has become clogged with alteration products. 
Figure 2 Volume fraction plots of solid phases for 9 day simulations of the experiments described by Kutchko et al. [5]: (a) K1 (base case); 
(b) case K2 (faster kinetics); (c) case K3 (higher effective diffusion coefficient); (d) case K4 (Pitzer activity model).  
Figure 3 Volume fraction plots of solid phases for 30 and 100 year simulations of the SACROC field data (Carey et al. [6]) for case S1: 
(a) 30 years; (b) 100 years. 
For comparison the Davies equation was used to calculate solute activities in place of the Pitzer approach, and 
predicted a slightly larger alteration depth (10mm) after 30 years reaction time (Fig. 4a). Despite the relatively high 
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ionic strength of the intruding fluid, this result is again broadly consistent with the experimental results. However, 
there is relatively less pore blocking near to the interface between the cement and the shale. After 100 years 
simulation time, the depth of cement alteration is 22 mm, whereas in the model using the Pitzer approach, it was 
only 16mm, and by 120 years in the Davies activity model the cement was seen to be totally removed. Since the 
Davies equation is known to become increasingly unreliable as ionic strengths increase above c. 0.5 (Bethke [10] 
this result can be regarded as unrealistic. More work is needed to clarify the effects of the inclusion/exclusion of 
potential secondary aqueous species on the simulations that use the Pitzer approach.  However, it should be stressed 
that the Pitzer database is much more likely give realistic results for saline waters since its applicability for modeling 
many types of highly saline solution has already been established by extensive testing (USDOE [14]).  
Figure 4 Volume fraction plots of solid phases for 30 and 100 year simulations of the SACROC field data (Carey et al. [6]) for case S2: (a) 30 
years; (b) 100 years. 
4. Conclusions 
Many coupled processes must be taken into account to predict the long-term performance of well seals at CO2
storage sites. Relevant parameter values are often unknown and / or cannot be obtained easily from experiments 
(e.g. kinetic data for cement phases).  It is also impractical to represent all the chemical and physical processes that 
affect well seals in a model of an entire CO2 storage system over the long time periods to be considered, probably up 
to several thousand years. To develop such a systems model, there is a need to determine the sensitivities of 
performance indicators, such as seal degradation rates, to the various parameter and conceptual uncertainties 
connected with seal behavior.  The outputs from sensitivity calculations can be used to design systems level models 
that represent only the most significant features and evolutionary processes of well seals and also to target further 
investigations to reduce uncertainties. This paper has presented an approach for undertaking these calculations.  The 
models were developed using the QPAC code, with run times that are appropriate for inclusion in sensitivity 
calculations (simulation times for the models presented ranged from 30-180s). 
Although there is a paucity of measured data for many geochemical model input parameters, experimental data 
on cement well seal degradation were modeled to a reasonable degree of accuracy and models were up-scaled to 
simulate SACROC field observations over a 30 year simulation period.  The models that were developed were 
deliberately made as uncomplicated as possible to make them suitable for inclusion in future “whole-system” 
models of the containment system that include models for potential CO2 migration through the degraded cement 
regions.   Although some model input parameters are uncertain, the experimental system was successfully simulated 
and the field scale model results were comparable with reported SACROC core data, when the Pitzer approach was 
used to model solutions.  Over longer time-scales (hundreds to thousands of years), the effect of uncertainties in 
input parameters and thermodynamic data on model outputs are more significant than at shorter timescales (up to a 
few tens of years). A preliminary conclusion is that simulations of long-term seal performance in boreholes in 
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contact with highly saline formation waters should adopt the Pitzer approach. Furthermore, solution models 
calculated using the Davies equation, though known to be unreliable on theoretical grounds, nevertheless gave 
reasonable results for short timescales (to 30 years). The results illustrate that, on its own, obtaining a reasonable 
match between simulation results and observed well seal behaviour over the short period for which data are 
available (a few tens of years) is an unreasonable basis on which to build confidence in modeled seal performance 
over the very long-term (>102 years).  Further work is required to bound the effects of the uncertainties.  
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