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Zusammenfassung (Summary in German)
Meine Doktorarbeit behandelt die Mechanismen der Selbst-Organisation in Systemen
der aktiven Materie. Dieses Prinzip ist allgegenwärtig in lebenden Systemen und dessen
Erforschung gehören zu einem wichtigen Teilgebiet der Nichtgleichgewichts-Physik. Aktive
Systeme weisen kollektive Phänomene auf, wie sie in der Gleichgewichtsphysik nicht möglich
wären und welche im Allgemeinen von den Eigenschaften ihrer einzelnen Bestandteile und
den Wechselwirkungen zwischen diesen abhängen. Dabei untersuchte ich, in welchem
Umfang diese mikroskopischen Eigenschaften die globale Selbst-Organisation beeinflussen.
Dies lässt sich in zwei Aspekte aufteilen, nämlich den Einfluss von (I) Teilchensymmetrien
auf die emergente Ordnung und die dazugehörigen Muster, sowie die Auswirkung der (II)
Teilchenkinetik auf die Dynamik auf großen Längenskalen und von Phasenübergänge.
I Emergenz von Symmetrien, kollektiver Ordnung und Musterbildung
mit J. Denk, E. Reithmann, R. Suzuki, T. Krüger, A. Bausch und E. Frey.
In diesem Teil der Arbeit untersuchten wir aktive Systeme mit einer variablen Symme-
trie ihrer mikroskopischen Bestandteile. Im ersten Projekt (Abschnitt 1 von Kapitel II)
befassten wir uns mit Musterbildung im Kontext chiraler Teilchenbewegung, welche durch
aktuelle Experimente mit Ring-bildenden FtsZ-Filamenten motiviert ist. Mit einem theo-
retischen Ansatz zeigten wir, dass die aktive Bewegung, intrinsische Teilchenkrümmung
und sterische Abstoßung ausreichen, um eine Phase dynamischer Wirbel zu erzeugen,
die allein durch die Filamentdichte kontrolliert wird. Die dazugehörige Veröffentlichung
(Phys. Rev. Lett. 116(17), 178301 (2016)), ist in Abschnitt 1.6, Kapitel II abgedruckt
(ebenso in den Dissertationen von J. Denk und E. Reithmann). Im zweiten Projekt (Ab-
schnitt 2, Kapitel II) studierten wir, wie emergente Ordnung und Muster von den Symmetrien
der mikroskopischen Ausrichtungswechselwirkungen abhängen. Hierzu führten wir sowohl
Experimente als auch agentenbasierte Simulationen durch und zeigten, dass die Sym-
metrie der Ordnung selbst eine emergente Eigenschaft ist. Hierbei tritt ein neuer, zuvor
unbekannter Zustand einer Drei-Phasen-Koexistenz auf. Die entsprechende Publikation
(Science 361.6399 (2018)) ist in Abschnitt 2.5, Kapitel II abgedruckt. In beiden Arbeiten
wirkte ich als Ko-Erstautor mit.
II Dynamische Prozesse, Phasenübergänge und Kritikalität
mit T. Krüger, J. Denk, P. Baumgartner, O. Dauchot und E. Frey
Im zweiten Teil dieser Arbeit untersuchten wir den Einfluss einer komplexen Mikro-Struktur
auf die Dynamik der Ordnungsbildung und auf die dazugehörigen Phaseübergänge von akti-
ven Systemen. Durch die Verwendung agentenbasierter Simulationen und eines kinetischen
Modells (Abschnitt 1, Kapitel III) deckten wir auf, dass globale Ordnung erst durch kollek-
tive Prozesse von emergenten Teilchen-Clustern ermöglicht wird. Das Manuskript dieses
Projekts, zu welchem ich als Estautor beigetragen habe und welches sich aktuell vor der
Einreichung zum Peer-Review-Prozess befindet, ist in Abschnitt 1.7, Kapitel III abgedruckt.
In einem weiteren Projekt (Abschnitt 2, Kapitel III) analysierten wir die Bifurkationsstruktur
und Stabilität des polaren Ordnungsübergangs mit theoretischen Methoden und konnten
zeigen, dass polare aktive Materie eine enorme Breite an verschiedenen Übergangs-Szenarien
aufweist, welche empfindlich von den Details allgemeiner Ausrichtungsmodelle abhängen.
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Overview of the thesis
My thesis is devoted to the principles of self-organization in active matter systems,
which are ubiquitous in nature and prominent examples of nonequilibrium physics.
Active systems exhibit collective and emergent phenomena that outreach by far those
of equilibrium physics, depending on the properties of the individual, constituent
particles and the interaction between them. During my doctoral studies I investigated
to which extent these microscopic details affect self-organization on the global scale.
This can be subdivided into two parts, namely (I) the influence of particle symmetries
on the emerging order and the accompanied patterns, and (II) the effect of particle
kinetics on large-scale dynamics and phase transitions.
I Emergence of symmetries, collective order and pattern formation
with J. Denk, E. Reithmann, R. Suzuki, T. Krüger, A. Bausch, and E. Frey.
In this part of the thesis, we examined active systems where the symmetries of the
microscopic constituents are, to some degree, varying. In section 1 of chapter II, we
addressed pattern formation in the context of chiral particle motion, motivated by
recent experiments with ring-forming FtsZ filaments. Using a theoretical approach,
we showed that active motion, intrinsic particle curvature, and steric repulsion suffice
to produce a dynamic vortex phase, solely controlled by the filament density. A
corresponding publication (Phys. Rev. Lett. 116(17), 178301 (2016)) is reprinted
in section 1.6 of chapter II (also reprinted in the dissertations of J. Denk and E.
Reithmann). In another project (section 2 of chapter II), we studied how emergent
order and patterns depend on the symmetries of alignment interactions. By performing
both experiments and agent-based simulations, we showed that the symmetry of order
is itself an emergent property and found a previously unseen state of three-phase
coexistence. The corresponding publication (Science 361.6399 (2018)) is reprinted in
section 2.5 of chapter II. For both projects, I contributed as co-first author.
II Dynamical processes, phase transitions and criticality
with T. Krüger, J. Denk, P. Baumgartner, O. Dauchot, and E. Frey
In the second part of this thesis, we studied the influence of a complex micro-structure
on the dynamics of order formation and the corresponding phase transitions of active
systems. By employing agent-based simulations and a kinetic toy model in section 1
of chapter III, we revealed that global order is facilitated by collective processes
of emerging particle aggregates. At present, a corresponding manuscript to which
I contributed as first author is to be submitted for peer review (also reprinted in
section 1.7, chapter III). In a second project, we theoretically analyzed the bifurcation
structure and stability of the polar ordering transition (see section 2, chapter III). Our
results show that polar active matter exhibits a vast spectrum of transition scenarios,
which depend sensitively on specific details of generic alignment models.
m
Projects and contributions
The physics of many-body systems bear features that deviate substantially from
the properties of its constituent entities, or to quote Nobel laureate Philip W.
Anderson [1], “the behavior of large and complex aggregates of elementary particles,
as it turns out, is not to be understood in terms of a simple extrapolation of
the properties of a few particles”. While these so-called collective or emergent
phenomena are already crucial for the statistical physics at thermal equilibrium, they
are indispensable for biological and living systems which rely on self-organization
into hierarchical, functional structures. Exploring the underlying principles and
mechanisms of those systems is a central goal in the field of active matter.
During my doctoral studies, I worked on several aspects of self-organization and
emergence in systems of interacting, actively propelled particles. I focussed in
particular on a bottom-up description of collective phenomena such as order and
pattern formation, to assess in which way versatile, multifaceted properties of
microscopic agents affect the large-scale features of such systems. This research
can broadly be subdivided into two parts: in the first one (presented in chapter II),
we investigate how emerging order and patterns depend on the local symmetries
of the constituents, which inhere in the particle shape or the type of directed
motion (section 1), or in the details of local alignment interactions between objects
(section 2). In the second part (presented in chapter III), we examined the impact of
a diverse micro-structure on the ordering transitions of active systems. Specifically,
we addressed in which way local dynamics generate a self-organized, ordered state
by coupling kinetic processes on all length scales (section 1), and how subtle details
of these dynamics lead to a range of different, unexpected bifurcation scenarios
and corresponding phase transitions (section 2). Furthermore, chapter I of this
work includes a brief introduction to the field of active matter and the related
questions on which we concentrate. At the end, in chapter IV, the main results
of my dissertation are summarized and critically discussed in the context of the
prevailing literature and future developments in the field. In the following, I enclose
a compact description of the separate projects which arose from my research.
I Active Curved Polymers Form Vortex Patterns on Membranes
with Jonas Denk, Emanuel Reithmann, and Erwin Frey.
Background information
An important part of cell division in bacteria is the mid-cell formation of the
so-called Z-ring, which is an assembly of many membrane-anchored FtsZ filaments
xthat is vital for the constriction of the dividing cell. Yet, how these FtsZ filaments
self-organize into a contractile, ring-like structure is poorly understood, especially
due to the apparent absence of any FtsZ-related motor proteins [2] or significant
lateral cohesion [3]. Furthermore it was shown that FtsZ filaments are intrinsically
curved structures [4], which perform treadmilling dynamics when anchored on
a membrane [5, 6]. Our curiosity was sparked by recent experiments with a
reconstituted system on a flat surface [6]: depending on their density, FtsZ filaments
either assemble into rotating, ring-like structures that closely resemble the bacterial
Z-ring or into dense and jammed filament bundles.
Research question
How can this pattern formation be understood, in particular, since there are no
cohesive forces that would facilitate spatial structures? What is the influence of
the treadmilling property of FtsZ polymers and their instrinsic curvature on the
global evolution? How are the collective phenomena controlled?
Summary and contribution
We used Brownian dynamics simulations of self-propelled, semiflexible polymers with
an intrinsic curvature to investigate pattern formation on microscopic length scales.
To complement this method, we employed a kinetic Boltzmann approach to assess
collective effects of active chiral particles on mesoscopic scales. Both methods
revealed a parameter region of intermediate particle density and noise strength that
favors the formation of a phase of dense vortex states; for extended filaments, these
vortices appear as dynamic ring-like structures. Our work shows that active motion,
intrinsic curvature and steric repulsion suffice to generate ring patterns, which are
fully controlled by the FtsZ density. This could serve as a robust and rudimental
mechanism of pattern formation in bacterial cells. On more general grounds, we
found that these patterns are governed by a generalized complex Ginzburg-Landau
equation that couples synchronization of rotating motion with the hydrodynamic
fields of the active fluid, promising a variety of novel nonlinear states. Our study
was published in “Active Curved Polymers Form Vortex Patterns on Membranes”
(Phys. Rev. Lett. 116(17), 178301 (2016)). The theoretical research was performed
to equal parts by Jonas Denk and me, supported by critical assessment of Emanuel
Reithmann. Jonas Denk and I contributed as co-first authors.
Significance and outlook
Our work is the first theoretical study that highlights the role of active particle
dynamics on the self-organization of FtsZ pattern formation. A recent in vitro study
has confirmed that active motion and curvature are essential for ring formation,
which is controlled by filament density [7]. Recently, it was found that active
treadmilling is also vital for the bacterial cell division by dragging functional cargo
along the cell equator [8–10]. Furthermore, a variety of studies have examined
further details of chiral active systems [11–17].
Projects and contributions xi
II Emergence of coexisting ordered states in active matter systems
with Ryo Suzuki, Timo Krüger, Andreas Bausch, and Erwin Frey.
Background information
The rich variety of emergent phenomena observed in active systems exceeds the
phenomenology of conventional equilibrium physics by far. In particular, collective
motion and globally ordered states with either a polar or a nematic symmetry have
been predicted by theoretical studies of two-dimensional active systems [18, 19],
and have subsequently been observed in experiments with self-propelled colloids or
cytoskeletal filaments: all these systems spontaneously form spatial patterns and
phase-separate into a dilute, disordered phase that uniquely coexists with dense,
ordered structures which are either polar flocks [20–23], nematic trails [24], or
swirling vortices [6, 25]. Hence, emergent order in active matter appears to be robust.
While in theory, the corresponding ordering transitions rely on simplified collision
rules between the constituents that exhibit either polar or nematic alignment, recent
experiments [26, 27] have indicated that realistic microscopic interactions are, in
fact, extremely faint and lack a clear alignment symmetry.
Research question
How robust is the global order that emerges in active systems? To which extent
is its symmetry predestined by local alignment interactions? How can this be
reconciled with the malleability of self-organized structures in living systems?
Summary and contribution
We combined theory and experiment to show that active matter systems can
produce steady states that have no equilibrium analogue: a generic three-phase
coexistence of patterns with fluctuating polar and nematic symmetry, embedded in
a disordered background. By carefully manipulating the particle interaction of an
actomyosin gliding assay and analyzing a multi-scale agent-based model, we identify
that sufficiently weak alignment interactions, which lack a distinct symmetry, are a
prerequisite of this novel state. This work was recently published as “Emergence
of coexisting ordered states in active matter systems” (Science 361.6399 (2018):
255-258). Together with Ryo Suzuki and Timo Krüger with whom I contributed
as co-first author, I conducted experiments in the lab of Andreas Bausch. Timo
Krüger and I developed, implemented, and analyzed the theoretical model.
Significance and outlook
From a physical perspective, our results demonstrate that nonequilibrium systems
do not obey the Gibbs phase rule [28] or the universality principle [29, 30]. For
biological systems, our findings show that emergent order is unchained from
underlying constituent symmetries and able to express different types of order
from identical building blocks. This is highly relevant for ’multi-tasking’ in living
systems such as the cellular actin network, which forms stress fibres and filopodia
simultaneously [31, 32], or the variable structures of migrating cell layers [33, 34].
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III Cluster assembly kinetics drive polar nucleation of active polymers
with Timo Krüger and Erwin Frey.
Background information
Polar flocking in two dimensions is one of the most well-studied active phenomena,
and was observed in a range of experiments [20–23, 26, 35–39]. On the basis of
simplified interaction rules, various theoretical models predicted that the transition
to polar order is in general discontinuous [40–42]. Here, flocking is accompanied
by a phase separation into dense, ordered structures within a dilute background,
which bears similarities to a liquid-gas phase transition of passive systems [43,
44]. However in contrast to equilibrium, experiments and agent-based simulations
suggest that polar patterns only form micro-phases and coarsening arrests at a
non-macroscopic length scale [21, 22, 45, 46]. The mechanisms that underlie this
pattern selection are, despite several efforts [43, 44, 46, 47], not fully understood.
In this context, a clear picture of the corresponding self-organization dynamics on
different length scales is also elusive.
Research question
How exactly does polar order emerge from disorder in an experimentally relevant
system? Which microscopic processes generate this transition and the corresponding
stationary state and how is this manifested on different length scales? Can we find
a simple description of this ordering transition on a level of kinetic processes?
Summary and contribution
Employing the agent-based simulations that we have developed in the previous
project, we closely analyzed the formation of polar order using a new representation
of local structures in terms of heterogeneously ordered particle clusters. We found
that polar order already emerges at the level of small, nucleating clusters. The
stationary polar state is characterized by a cyclic competition between two cluster
populations – an ordered one and a disordered one – and depends on cluster
processes on all length scales. By identifying the essential mechanisms of self-
organization, we developed a kinetic model of cluster aggregation on heuristic
reasoning, which reproduces the emergent properties of flocking remarkably well,
despite lacking any information of spatial patterns. The preprint of this research,
to which I contributed as first author, is to be submitted to peer review.
Significance and outlook
Our analysis demonstrates that collective behavior already arises at the level of
local particle aggregates, and that polar nucleation requires not only sufficiently
large, but also structured clusters in contrast to equilibrium systems [48]. As a
consequence, polar nucleation should be easily excitable in experiments, by inserting
small but ordered nuclei. On more general grounds, our work sheds new light on
the dynamics of micro-phase separation and provides an interesting correspondence
of active systems with the physics of self-assembly and population dynamics.
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IV Robustness of the Vicsek ordering paradigm
with Timo Krüger, Peter Baumgartner, Jonas Denk, Olivier Dauchot, Erwin Frey.
Background information
In the theory of active systems, it has been tacitly assumed that the emergence
of polar order is – for the majority of experiments and theoretical models – at
least qualitatively described by the Vicsek model [40, 45, 49]. This model entails
an ordering paradigm that includes a universal phase transition with a critical
exponent of 1/2 towards a locally stable ordered state, as it was shown by mean-
field theories [42, 50–52]: in the vicinity of this transition, this state is laterally
unstable and polar patterns arise; further away, beyond a second transition point,
the uniform ordered state is also laterally stable [19, 45, 50, 53–55]. Recent
studies demonstrated that, depending on the details of local alignment interactions,
a discontinuous, subcritical transition towards the uniformly ordered state is in
principle possible for active polar systems [38, 56].
Research question
Is the phase transition from disorder to polar order universal in active systems?
How generic is the Vicsek ordering paradigm in the context of models with realistic
alignment interactions? What are generic criteria to classify ordering transitions?
Summary and contribution
Using a kinetic Boltzmann approach [42, 52], we studied the effect of different binary
collision rules on the bifurcation structure of the system and the corresponding
stationary states. We focussed in particular on collision rules that successively
depart from the original Vicsek case [42, 49], towards more realistic microscopic
alignment. Our results show that the continuous, Vicsek-type transition to polar
order is generically replaced by a discontinuous ordering transition. We identified a
functional criterion for this bifurcation, which corresponds to particle interactions
that favor alignment for acute scattering angles and disalignment for obtuse angles,
in opposition to the Vicsek rule. Furthermore, we found that the second transition
towards stable uniform order exhibits a power-law dependence on the strength of
collision noise. Upon engineering alignment interactions, a whole plethora of new
bifurcations and ordering transitions can be constructed. Preliminary results show
that this non-universal behavior is also recovered in agent-based simulations.
Significance and outlook
The analytical results obtained from the kinetic Boltzmann approach affect the
perception of ordering transitions and emergent states in many experiments and
theoretical models of polar active systems, and demonstrate that these systems are
– analogous to the results of project II – not necessarily constrained to a universal
ordering paradigm but may exhibit a variety of interesting, coexisting states. These
predictions can be readily tested in experiment and agent-based models that allow
for a direct manipulation of the microscopic alignment interactions.
m
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m
He said, in effect, that everything should be as simple as it can be, but not simpler.
— Roger Sessions on Albert Einstein, New York Times
I Introduction to active systems
One of the most exciting and challenging fields of biological physics is the study
of living matter. It attempts to tackle a central question of science - What is
life? or rather What distinguishes life from inanimate matter? - using physical
concepts and methods. While it is certainly true that life relies on the ability to
create order and patterns out of disorder, little is known about generic principles
how this self-organization is achieved. Matter at thermal equilibrium, in particular
large ensembles of interacting constituents, may already form ordered systems
and can be fully described by a few ingredients like conservation of energy and
symmetries in the statistical limit. As a result, such systems can be macroscopically
described by phases such as, for instance, liquids, solids, or ferromagnets which are
separated by corresponding phase transitions between them. Individual units of
living systems, on the other hand, are inherently out of equilibrium and not bound
by global energy conservation: their key feature is the ability to generate forces or
stresses on their environment, for instance by locally converting (ambient) energy
into mechanical work. In general, remarkable features of interacting ensembles
of such active subunits is the ability to self-organize, and to produce emergent
properties on large scales. Describing such systems is commonly referred to as
active matter physics, which is still a relatively young research field. A central
example is that of active motion or self-propelled particles: objects which move
with an intrinsic velocity, and, depending on their type of interaction, give rise to
collective phenomena. However, only few of these aspects have been studied and
a clear picture of the mechanisms of self-organization in these systems is largely
elusive. In the following we will present some important examples of active matter
from natural systems and experiments, as well as seminal theoretical studies that
attempt to explain the observed phenomena. From this, we formulate a set of
research questions, which we will address subsequently in this thesis.
1 Experimental motivation
Active matter is omnipresent in nature and biological systems. On macroscopic
scales, a variety of ecological setups and phenomena can be viewed as active
systems, such as animal swarming and migration [18, 19, 57]. These examples are
particularly fascinating because it is hard to grasp how such large communities,
like flocks of birds, insect swarms or fish schools, are coordinated to such precision
2 Introduction to active systems
that they behave as a uniform collective, which exhibits very different, emergent
properties as compared to a single individual. There are countless examples
of collective behavior in the animal kingdom, and also several man-made ones,
like traffic congestion [58] or human crowds [59]. Also on microscopical scales,
active systems are ubiquitous in biology and range from the active, intracellular
mechanics of the actomyosin cytoskeleton [32] or the mitotic spindle [60], to the
collective motion of bacteria or cells, and the emergence of order in tissues and
cell communities (see also Ref. [18] for a list of research examples). This shows
that emergent phenomena of active systems are an essential motif in biology to
create complex structures out of simpler constituents. Apart from these naturally
occurring examples, there is a growing range of artificial systems or experiments
that exhibit similar phenomena. These include reconstituted biological systems
such as actin and microtubule gliding assays [21, 22, 25, 61, 62], which yield
the formation of large-scale dynamic patterns due to active motion generated
by nucleoside-triphosphate-consuming motor proteins. Similar phenomena of self-
organization due to intrinsic propulsion can be found in colloidal particle systems
which are fueled by chemical gradients [63] or electromagnetic interactions [23],
or even mechanically-driven discs [20, 64] or robotic agents [65]. With this vast
range of different active agents and emergent phenomena, much research is devoted
to identify a basic set of principles and mechanisms that describe many of these
systems. This aim gave rise to a large collection of theoretical work of active
matter, which successfully reproduce collective phenomena using simplified model
assumptions and which we will briefly discuss below. However given the sometimes
daunting complexity of agents and their ’micro-structure’ in active systems (e.g.
for animals), this reductionist approach, which is very successful in equilibrium,
non-living systems, has to be treated with caution in nonequilibrium systems as
there is no insuring physical law that justifies that this method works. In this thesis
we will therefore address a basic question here: Do details matter, and if so, to
which extent?
2 Theoretical picture
How does order emerge in active systems? - Within the last decades, much research,
especially from theoreticians, was devoted to approach the basic mechanisms of
collective motion and self-organization in active matter. In his seminal study,
Vicsek and coworkers suggested a paradigmatic model of aligning particles in two
dimensions to understand the onset of flocking [49] using a simple update rule,
according to which particles increase order locally by aligning their direction of
motion (collision), and decrease order locally by angular diffusional noise (see intro-
duction of chapter II, Fig. II.2, and Eqs. (II.2) for details). It was observed that such
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systems experience a continuous transition from random, isotropic gas, to a phase
of collective motion and global order by increasing the particle density (Fig. I.1), or
by decreasing noise [49, 66, 67]. In many subsequent and detailed studies of large
systems [41, 45], it was shown that this transition is, at onset, accompanied with
a phase separation into disordered regions and dense, ordered regions, rendering
the transition to be in fact discontinuous. These dense regions, with particles
being oriented in the same ’polar’ direction, take the shape of large density waves
or polar flocks. By further increasing the particle density or decreasing noise, a
homogeneously polar state is recovered. Furthermore, Chaté and co-workers showed
that the Vicsek model admits true long-range polar order in a two-dimensional
setup [45], proving that the famous Mermin-Wagner theorem [68] is violated for
active, nonequilibrium systems. Subsequently, we will refer to this phase space
behavior as Vicsek Ordering Paradigm (VOP) and elaborate more subtle details
in chapter III. Using a different, top-down approach lending symmetry arguments
from liquid crystals, Toner and Tu postulated a set of hydrodynamic equations
to describe the onset of polar order for active ’liquids’ [50, 69]. As in the Vicsek
model, the corresponding solutions experience a transition to collective motion
at the homogeneous level which is unstable close to the onset, but with subtle
differences concerning the inhomogeneous structure owing to missing microscopic
details. To fill this gap between a microscopic and a macroscopic description, Bertin
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Figure I.1 (a) System of actively propelled particles subject to diffusion and alignment
interactions. (b) Generic phase diagram of the Vicsek ordering paradigm (VOP) and
onset of collective order: at density ρ1, the order parameter of the system bifurcates
continuously towards a homogeneous ordered state at ρ1 (dark blue), and discontinuously
towards spatial patterns (light blue). Beyond ρ2, patterns vanish again. Solid lines: stable
solutions; dashed lines; unstable ones. (c) Illustration of the density fields corresponding
to different states in (b) (numbered by 1,2,3), for a polar collision rule (purple) and a
nematic collision rule (green), respectively.
and Marchetti independently developed analytical frameworks to circumvent the
stochastic and discrete nature of the agent-based Vicsek model, and introduced
mesoscopic approximations based on a kinetic Boltzmann ansatz [42, 52, 54] and
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Fokker-Planck equations [51, 70–72], respectively; recently, it was also proven that
both approaches are equivalent [73]. While these theories are formally based on
single-particle properties, they come at the cost of neglecting all local correlations,
fluctuations, or multi-particle interactions. For dilute systems, these theories de-
scribe the evolution of the (mean-field) particle density in space and orientation,
which is subject to advection, diffusion, and local, binary particle interactions.
Including the latter marks the crucial step in the approximation, translating the
Vicsek collision rule - local polar alignment with noise - to a field of particles. Upon
increasing the particle density or decreasing noise in these mesoscopic models, one
observes both the formation of polar density waves at the onset of collective motion,
as well as a homogeneous polar state further away from the onset [51, 54, 55]. At
the onset of order, a set of hydrodynamic equations can be derived, which reconciles
the microscopic features of the Vicsek model with the macroscopic behavior of
the Toner-Tu equations [50, 69], with deviations on the level of spatial gradients.
Remarkably, the polar wave patterns that emerge in these field theories closely
resemble the patterns from experiments in actin gliding assays [21] or colloidal
suspensions [23], at least on a phenomenological level.
In addition to active matter with a polar alignment symmetry, many experimental
systems experience a nematic interaction symmetry, that is, the constituent particles
align along a common axis instead of the mean particle orientation, for instance
by steric repulsion. Very analogously to the polar case, the above procedures can
be repeated using a nematic alignment rule, in agent-based simulations [74–77]
as well as in mean-field theories [52, 72, 78]: again, a continuous transition from
disorder towards a – now nematically-ordered – homogeneous phase is found, while
at the onset of order, inhomogeneous patterns emerge [76]. Here, the systems
phase-separate into dilute, disordered regions, and dense ’trails’ of nematic order,
with particles streaming along both directions of a trail. As in the polar case, similar
nematic patterns have been observed in experiments [24, 25]. On large scales, these
trails are subject to chaotic dynamics due to orientational instabilities [78, 79].
For these both modes of alignment, a whole plethora of agent-based models have
been developed recently [36, 44, 80–85], all sharing an ordering paradigm similar
to Vicsek case (VOP) and spatial patterns, despite their different footing: upon
changing the balance between local ordering and local decorrelation, large-scale
order emerges from a disordered gas, with inhomogeneous patterns emerging at
the onset.
It is hence very tempting to subdivide all these active systems into 1) a polar
universality class, and 2) a nematic universality class. In equilibrium physics, uni-
versality provides a powerful framework to classify phase transitions ad hoc [29,
30]. In this picture, the underlying mechanisms are universal and depend only on
symmetry, with all other microscopic specificities becoming effectively negligible.
Or in simple words, to take up on the question from the previous section, details
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don’t matter. While it was suggested that this universality principle may also hold
for nonequilibrium systems like active matter [18, 19, 53, 57, 86], a proof is lacking.
Apart from these model systems and questions on which we will focus throughout
this thesis, it should be mentioned that these topics represent only a small part in
the zoo of active matter research. Other systems include:
• additional constraints on the dynamics, like the conservation of particle
momentum and the coupling to a hydrodynamic field. This is then commonly
referred to as wet active systems [19].
• particle densities close to full packing or incompressible fluids, where density
fluctuations become negligible and topological defects appear, accompanied
with a active turbulence at low Reynolds numbers [19, 86].
• particle interactions without alignment, but with repulsive forces, leading to
macroscopic clusters and motility-induced phase separation [87, 88].
3 Open questions
While universality would provide an elegant formalism to simplify theories of active
matter systems, several doubts should be raised whether this principle is really
applicable. Reflecting living active systems, which are much more complicated than
simplified experimental systems and theoretical models, insensitive ordering (polar or
nematic) may not necessarily be desirable - in fact, some biological systems require
to be malleable and inherently adaptive, that is, to rearrange their intrinsic order
with respect to minuscule stimuli, or even to be flexible enough to produce different
types of order simultaneously. Phenomenological examples would be, for instance,
the switching from uni- to bidirectional collective motion in ant colonies [89, 90], or
the multiple orderings and functionalities of cytoskeletal actin [31, 32] or epithelial
cells [33, 34]. In this context, drastic and physiologically costly control mechanisms
on the microscopic scale would be required to overcome the robustness of universal
ordering.
On more general grounds, while the theories presented above have produced
large-scale statistical properties and spatial patterns similar to experiments and
agent-based approaches, the concern arises whether this result came at the cost of
potentially over-simplifying assumptions on the particle level. This aspect includes
for example, the specific details of Vicsek-like alignment rules and the negligence of
correlations in mean-field theories. Furthermore, a rigorous picture of the relevant
microscopic processes that lead to global order or specific patterns, is lacking.
Without previous knowledge, the following properties on the level of constituent
particles may, in general, affect the collective effects and self-organization:
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• Particle motion: this includes the type of motion, that is, if this is a con-
tinuous [36] or a discrete process [40], its symmetry [78], memory effects [25,
91], and the degree and type of noise or stochasticity [45, 66, 67].
• Particle shape: point- or disc-like objects move and interact in a different
fashion [36, 56] than elongated or deformable objects like polymers [21];
asymmetric particles may also break chirality of motion [92, 93].
• Particle interaction: this aspect is the essential ingredient for collective
effects, but it depends very specifically on model details; it may be point-
like [42] or over a predefined ’neighborhood’ [49], comprise a discrete update
rule or a process continuous in time and space. Alignment or anti-alignment
may be gradual or complete [36, 56], randomness may play a role or not. All
of which depends, in general, on the particles shape, position, and orientation.
• Correlations between particles: due to collisions, particles become cor-
related in position and orientation, with increasing entanglement between
successive collisions. In many field theories, these correlations are neglected
at the lowest levels [42, 70].
• Environment: boundaries of active systems or dislocations may constrain
collective effects or even trigger them [64, 94], leading to complicated
phenomena at the interfaces [95].
Despite some case studies, the way how these microscopic diversities affect the
global properties and dynamics of an active system is, in general, widely unexplored.
In this thesis, we want to assess a few of these aspects and their impact on the
emergence of order and pattern formation, by refining some particle properties with
respect to observations from real experimental systems.
In chapter II, we investigate the effect of different particle symmetries: motivated
by in vitro experiments with the bacterial cell division protein FtsZ [6], we show that
asymmetric active particles perform a chiral motion which self-organize into a new
mode of chiral patterns on the collective scale (section 1). For pattern formation in
the paradigmatic actomyosin gliding assay [21], we study the effect of continuously
varying the interaction symmetry of aligning particle collisions in experiment and
theory. To this end, we introduce a computational model that faithfully resolves the
dynamics of Weakly-Aligning, Self-propelled Polymers (WASP) from microscopic
up to macroscopic scales. We find the emergence of a new active matter state -
the three-phase coexistence of polar, nematic, and disordered regions - which is
not compatible with simple universality arguments (section 2).
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In chapter III, we examine how the transition towards order depends on the
microscopic dynamics and local correlations of the active objects. In particular,
we will heavily focus on a specific ordering transition, the formation of polar order
from a disordered isotropic system. Section 1 elaborates how kinetic processes on
the particle level generate the ordering transition and shows that the dynamics of
intermediate size clusters is essential to understand the nonlinear properties of polar
phase separation, using the WASP simulation paradigm and a phenomenological
kinetic model. In section 2, we address the robustness of Vicsek-type phase
transitions and the associated ordering paradigm (VOP) for generic alignment
models, by using the analytical framework of the kinetic Boltzmann ansatz at
mesoscopic scales [52]. We find that the key feature of the proclaimed polar
universality class - the continuous transition from disorder to polar order - breaks
down over a wide range of realistic alignment assumptions, giving rise to a variety
of new bifurcation scenarios including a discontinuous transition between disorder
and a stable, uniformly polar state. Subsequently, we detail how some of these
features affect self-organization in agent-based simulations.
m
Symétrie, en ce qu’on voit d’une vue, fondée sur ce qu’il n’y a pas de raison de faire
autrement.
— Blaise Pascal
II Emergence of symmetries, collective
order and pattern formation
The physical properties of a self-propelled particle are inherently anisotropic. Re-
gardless of shape and surrounding, such an object possesses an orientation, which
is typically the direction in which it moves. For two-dimensional systems, on which
we focus in this thesis, the orientation is described by an angle θ(t) or equivalently
by a vector u(t) = (cos θ(t), sin θ(t))T (Fig. II.1(a)). In general, this orientation
may be subject to stochastic fluctuations from a surrounding thermal bath, internal
variations, or scattering from heterogeneities or dislocations of the environment.
Such a random process may be continuous or discrete, with vectorial noise δη(t)
on the level of u(t) or with scalar noise δξ(t) on the direction θ(t), effectively
resulting in a diffusion process for the orientation. This describes a persistent
(a) (b)
Figure II.1 Schematic of active particles with preferentially straight motion (a) and
simultaneous motion and rotation (b), resulting in a curved trajectory. v0 is the velocity
amplitude and θ the direction. The rotational part of propulsion may for example be
driven by particle asymmetries (double coloring in (b)). Furthermore, fluctuations alter the
deterministic motion, resulting in a persistent random walk with some finite persistence
length lp (gray trajectories).
random walk of the individual active particles (so-called active Brownian particles),
in contrast to a simple random walk of passive particles. Its properties are set by the
random fluctuations: for instance, consider a white noise δξ(t) with 〈δξ(t)〉 = 0
and 〈δξ(t)δξ(t ′)〉 = 2/αδ(t − t ′) with some constant α, and the particle dynamics
given by
r˙(t) = v0(cos θ(t), sin θ(t))
T ,
θ˙(t) = δξ(t). (II.1)
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Then the mean squared displacement of the particle position is given by 〈(r(t)−
r(0))2〉 = 2v 20αt(1 − αt (1 − exp(−t/α))). For t  α the particle moves bal-
listically with 〈(r(t) − r(0))2〉 ≈ v 20 t2, and for t  α it behaves diffusive like
〈(r(t) − r(0))2〉 ≈ 2v 20αt. Importantly, this defines the persistence of the act-
ive motion and describes the decorrelation of single particles with 〈u(t)u(t ′)〉 =
exp(−|t − t ′|/α) with the persistence time α and the persistence length lp = αv0.
This analysis is equivalent to other random processes due to the central limit
theorem, and requires only finite fluctuations (i.e. no diverging moments of the
corresponding distribution). For a system of interacting particles, collective effects
will only appear when the time between successive interactions is smaller or com-
parable with correlation time; otherwise, the system will effectively behave like a
thermal gas. Note that so far we have assumed that the particles move, if not
perturbed by noise, straight-ahead. This is plausible for simple objects which are
symmetric with respect to their orientational axis, like isotropic discs or elongated
rods. If this is not the case, then the evolution of the orientation may be subject
to additional stresses like persistent rotation (Fig. II.1(b)). In section 1, we will
investigate the effects of a broken particle symmetry.
The second important ingredient for the emergence of order in active systems
are alignment interactions. They ’propagate’ the orientation of a particle to its
environment, and subsequently, allow for collective order to emerge. While these
interactions may be arbitrarily complicated in general, symmetry arguments suggest
that only a few distinct directions are important. When only the orientations or
the motion of particles are considered, these are their average direction (the polar
direction) and their average nematic axis (composed of equal amounts of the polar
and the anti-polar direction), which represent the two lowest modes of spherical
harmonics. In this context, the alignment interaction, or collision, is a process that
tries to locally project the orientations of individuals onto these common directors
(Fig. II.2). This is quite analogous to equilibrium systems of interacting spins, like
the XY model [96]. This conjecture may be more complicated when additional
cues like spatial arrangements, different collision impact parameters, or a variable
amount of collision partners are relevant. A very simple example of alignment along
these two modes are at the core of the Vicsek update rules [49, 77]:
θt+1i = arg
[∑
j∈N
g(θtj , θ
t
i )
]
+ δξti
g(θtj , θ
t
i ) =
{
exp(iθtj ) for polar alignment
sign[cos(θtj − θti )] exp(iθtj ) for nematic alignment (II.2)
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Figure II.2 (a) Illustration of Vicsek alignment rules between multiple particle directions
(black arrows) along the common direction (blue arrow) and the common nematic axis
(orange arrow). For multiple collision partners, this is the average direction. This form is
also extendible for the limiting case of binary (i.e. two-particle) interactions (b), where the
reference angle is just the direction of the collision partner. (c) Vicsek response curve of
pre-alignment angles θin and post-alignment angles θout , relative to a reference direction.
(1) depicts a nematic rule, (2) a polar rule, respectively.
where θti denotes the orientation of particle i at time t, N the averaging ’neigh-
borhood’, arg the argument of a complex number, and δξti the angular noise. The
effect of these rules is illustrated in Fig. II.2. It should be noted that, separately,
these two rules represent extremely simplified cases: 1) alignment is either com-
pletely polar or completely nematic, and not gradual (Fig. II.2(c)); 2) stochastic
fluctuations during a collision does not depend on any orientation; 3) the interaction
is discrete and nonlocal; 4) spatial extensions of particles or their arrangements do
not matter. In experiments or agent-based simulations with continuous dynamics
and local interactions, this is (typically) different: In particular, alignment is a
strictly local process upon particle contact for many realistic systems, with pairwise
contributions (Fig. II.2(b)), and microscopic correlations. In addition, the alignment
symmetry may neither be perfectly polar or perfectly nematic, but rather have both
contributions to different extent. In section 2, we examine the influence of this
mixed interaction symmetry.
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1 Chiral particle motion
In this section, we present the details of the analysis of an active system with
chiral particle motion. In particular, we focus on how active motion of constituents
along chiral, that is, clockwise (or anti-clockwise) trajectories affects the collective
behavior. In the following, we present a biological, intra-cellular example of such a
system, which we approach by using two complementary theoretical approaches.
Both consistently predict chiral pattern formation at the onset of order, reminiscent
of experimental patterns. A compact version of the results presented below was
recently published in the journal Physical Review Letters (see section 1.6).
1.1 Ring formation of curved FtsZ filaments in vitro as a
precursor to bacterial cell division
The bacterial cell division is a prominent example of intracellular self-organization
and is orchestrated by a plethora of different protein machineries [97]. A vital part
of this process is driven by the formation of the contractile Z-ring along the equator
of the bacterial cell membrane, which marks the future site of cell division and
forms the septum that invaginates the mother cell (Fig. II.3(a)). The Z-ring itself is
not a continuous structure, but consists of many overlapping protofilaments of the
protein FtsZ, which are attached to the cell membrane by anchoring proteins like
FtsA and ZipA [98–100]. Surprisingly, lateral interactions or related motor proteins
that would crosslink these filaments are absent [2, 3] - yet, the Z-ring appears very
localized. Recent experiments in vitro showed that FtsZ filaments are, in fact, not
straight polymers, but have an intrinsically curved conformation, possibly depending
on the nucleotide state [4, 5]. In addition, FtsZ, which is a tubulin homologue,
forms polar filaments with an asymmetric polymerization process: upon hydrolysis
of ambient guanosine triphosphate (GTP), FtsZ preferentially assembles protein
monomers at one end, and disassembles at the other end, performing so-called
treadmilling dynamics [5]. Loose and Mitchison performed experiments of the
reconstituted system using a flat membrane [6] (Fig. II.3(b)): being attached to the
two-dimensional substrate, they observed that FtsZ polymers effectively become
self-propelled due to treadmilling, and that they move along clockwise trajectories
due to the filament curvature (Fig. II.3(c)). Because of the intra-molecule geometry
of the membrane anchoring with respect to FtsZ curvature, all filaments exhibit the
same chirality. For an intermediate interval of filament coverage on their substrate,
the authors observed the formation of dense ring-like structures which – though
arguably – resemble the structure of the bacterial Z-ring.
These observations suggest that the FtsZ assay represents a new type of active
matter system, in which the constituent particles perform a chiral motion. In the
following, we present a complementary theoretical ansatz to model this active
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Figure II.3 (a) Illustration of the bacterial division ring (red filaments) which forms along
the cell equator and eventually invaginates the mother cell. (b) in vitro experiment of
Loose and Mitchison [6]. They observed the emergence of localized ring structures on a
flat membrane. (c) Treadmilling dynamics of an anchored and curved FtsZ filament (red
segments). The + end marks the site of preferential recruitment of FtsZ monomers or
oligomers, the − end the size of preferential disassembly, respectively. This cyclic process
consumes GTP as a fuel.
system from both microscopic and mesoscopic scales, respectively. In section
1.2 we emulate FtsZ filaments as extended polymers using Brownian dynamics
simulations. On more general grounds we introduce a kinetic Boltzmann approach
for chiral active particles (section 1.3). Both methods predict the emergence of
localized ring structures or swirling vortices for intermediate filament densities, even
in the absence of any adhesive forces, which is in agreement with more recent
experiments [7]. The analysis also yields a new set of hydrodynamic equations for
an active chiral liquid (section 1.4), which represents an interesting generalization
of the famous complex Ginzburg-Landau equation [101].
The analysis presented in sections 1.2, 1.3, and 1.3 condensed to a recent publication
in Physical Review Letters, which is reprinted in below.
1.2 Agent-based simulation of self-propelled, curved
polymers
1.2.1 Model definitions
In their experiments, Loose and Mitchison observed that FtsZ polymers undergo
depolymerization and polymerization processes leading to an effective translation in
the direction of the polymers’ backbones. In our agent-based approach we focused
on these two main aspects of the microscopic physics: first, active particles are
modelled as semiflexible polymers with an intrinsic curvature and second, they
are translated into the polar direction of the polymer tip, while its tail is not
actively advected. Stochastic fluctuations may still be present due to the complex
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environment of the anchoring on the membrane, for which we assume uncorrelated
white noise that diffuses and undulates the polymers.
Therefore, our agent-based model is primarily given by the equilibrium dynamics
of a system of M polymers within on a two-dimensional surface of area A, with
periodic boundary conditions. Each polymer is described as an inextensible worm-
like chain [102, 103] of length L, persistence length `p, and intrinsic curvature κ0.
For a given polymer conformation r(s), parameterized in terms of arc length s, the
overall bending energy is given by
Ebend =
1
2
`pkBT
ˆ L
0
ds [κ(s)−κ0]2 , (II.3)
where κ(s)=|∂2s r(s)| denotes the local curvature. To assure motion of the filament
contour on a circular track (apart from noise), polymers are propelled with a
tangential velocity v0(s)=v0∂sr(s). This accounts for the effective motion of
treadmilling in a simplified fashion, without considering fluctuations of the polymer
lengths. Note that for this choice of tangential motion, the area explored by a
circling polymer is primarily given by the curvature radius of the polymer, and
motion perpendicular to the polymer contour is purely diffusive. In the free draining
limit, the dynamics of the polymer system is then determined by a set of coupled
Langevin equations for the contours r(m)(t, s) of each polymer m=1, 2...,M :
ζ
(
∂tr
(m)(s)− v(m)0 (s)
)
= −δE [{r
(n)}]
δr(m)(s)
+ η(m)(s), (II.4)
balancing viscous friction with elastic and repulsive forces generated by the total
energy E and Langevin noise η with zero mean and 〈η(t, s) ·η(t ′, s ′)〉=4kBT ζδ(t−
t ′)δ(s−s ′). Here total energy E consists of all contributing bending energies and an
additional, purely repulsive excluded volume interaction between adjacent contour
points, which will be further specified below. Note how Eqs. (II.3),(II.4) break
the chiral symmetry of motion: for every non-zero κ0, filaments are preferentially
curved. And due to the propulsion mechanism along the polymer backbone, the
filament trajectories are, at least on average, chiral as well. We will further focus
on the regime where the persistence length `p is comparable or larger than the
curvature radius, `p & 1/κ0.
1.2.2 Implementation
To numerically solve these polymer dynamics in Eq. (II.4), we use a bead-spring
model [104, 105] that comprises the following discretization scheme: a polymer of
length L is subdivided into N beads at positions ri = (xi , yi)T (i = 1, 2, ...,N), with
N−1 bonds of length a; the (normalized) bond vectors are given by ∂sr ≈ ri+1−ria =:
1 Chiral particle motion 15
tˆi ; the bending angle between two adjacent bonds is given by θi = arccos(ˆti+1 · tˆi).
The discretized bending energy corresponding to the continuous version defined in
Eq. (II.3) reads
Ebend =
`p
2a
kBT
N−2∑
i=1
(θi − θ0)2. (II.5)
where θ0 ≈ aκ0 is the spontaneous bending angle. Note that we omitted the
superscript polymer index m for brevity. While the contour length in the continuous
description is inextensible by definition |∂sr(s)| ≡ 1, in the bead-spring model
one requires an additional energy term to enforce length conservation on average.
This is achieved by connecting neighboring beads by stiff harmonic springs. The
corresponding stretching energy is given by
Estretch =
k
2
N−1∑
i=1
(|ri+1 − ri | − a)2. (II.6)
In the simulations, the spring constant k is chosen larger than all other force
constants to account for the fact that biopolymers are nearly inextensible; As a
consequence, stretching modes relax fast compared to other dynamic processes. At
the same time, k cannot be chosen arbitrarily large as this would strongly limit the
maximal simulation time Tmax (see below for values).
(a) (b)
Figure II.4 (a) Illustration of a system of semiflexible, self-propelled polymers in the
bead-spring representation, which are subject to microscopic forces from intra-particle
stress (bending, propulsion) and inter-particle stress (repulsion). (b) Close-up of a single
filament and its discretized geometry: each contour point represents a bead (red circle)
at position ri which is connected to its neighbor bead by the normalized contour vector
ti (blue arrows). The preferential curvature results in nonzero average bending angles
θi . The curvature center rcc of a polymer is given as the average of all curvature centers
along the contour (depicted by gray circles).
In the two-dimensional system of M polymers (Fig. II.4(a)), we assume steric
repulsion between adjacent polymer segments r(m)i (m = 1, 2, ...,M). As an
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interaction potential we use a truncated Lennard-Jones potential [106–108]
(Eint)
(mn)
i j = 
( a
r
(mn)
i j
)12
−
(
a
r
(mn)
i j
)6Θ(a − r (mn)i j ), (II.7)
with r (mn)i j = |r(m)i − r(n)j |,  the potential strength, and Θ(r) the Heaviside step
function. At distances smaller than the bond length a, the potential is strongly
repulsive. In the Langevin description, the equation of motion is given by a force
balance between elastic, active, thermal and dissipative terms. For the i -th bead of
a polymer, the equation of motion reads
ζ∂tri = −δE
δri
+ Fpropi + ηi
= Fbendi + F
stretch
i + F
int
i + F
prop
i + ηi (II.8)
where E = Ebend + Estretch + Eint , Fprop is the propulsive force and the amplitude
of the thermal forces is given by 〈ηi(t) · ηj(t ′)〉 = 4kBT ζδijδ(t − t ′). The bending,
stretching and interaction forces Fbendi ,F
stretch
i ,F
int
i are obtained by variation of
the corresponding energetic terms with respect to the position vector ri [104,
105]. We employ the following implementation of the tangential propulsive force
Fprop = ζv0∂sr:
Fpropi = ζv0

tˆ1 i = 1
(ˆti−1 + tˆi)/2 1 < i < N
tˆN−1 i = N
(II.9)
For the integration of Eq. (II.8) we use an Euler-Maruyama iteration scheme [109]
with sufficiently small time steps ∆ = 0.0001τ with the unit time τ = ζa2/(kBT ).
In our simulations, we used the following set of parameters: L = 9a, `p = 100a, k =
500kBT/a
2,  = 1kBT , θ0 = 0.2, ζ = 1 and a periodic system of area A = 60a×60a
(such that it can contain many consecutive polymer lengths). The unit of length
is set to a = 100 nm, such that L = 0.9µm, `p = 10µm are roughly similar to
FtsZ filaments. In the subsequent analysis, we focus on a typical paradigm of
control parameters in active matter - the competition between noise and density
(as a precursor for increasing order by collisions). The relevant dimensionless
parameters that characterize the system are the reduced noise σ and density ρ.
Here, σ:=kBT `p/(ζv0L2) relates thermal forces at length scale `p with friction
forces, and ρ:=(R0/b)2 denotes the squared ratio of the radius of curvature R0=κ−10
to the mean polymer distance b=
√
A/M .
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1.2.3 Emergence of rotating rings
For dilute systems, ρ1, our simulations show that each polymer is propelled on
a circular path and collisions between polymers are infrequent; likewise, for large
noise σ the tendency to decorrelate dominates, and no collective order emerges
(see Fig. II.5(a)). Upon increasing ρ or lowering σ, we observe that a significant
fraction of filaments begin to collide, order, and collect into localized vortex
structures (vortex state). These ring-like structures are highly dynamic. They
assemble and persist for several rotations, during which their centers of mass remain
relatively static; see Fig. II.5(b). Despite our simplified kinetic assumption, the
phenomenology of rotating rings resembles the FtsZ patterns observed by Loose and
Mitchison [6], including vortex assembly, disassembly and localization. In the dense
regime, ρ&1, where each polymer is likely to collide, these vortices are unstable.
Instead, the polymers cluster and form jammed ’trains’ that travel through the
system in an irregular fashion; see Fig. II.5(c).
(a) (b) (c)
Figure II.5 System snapshots depicting (a) disorder (ρ=0.556, σ=0.987), (b) vortices
(ρ=0.556, σ=0.247) and (c) trains (ρ=1.389, σ=0.247). Dashed arrows illustrate the
dynamics of patterns, which is persistently rotating only for (b); for (a) motion is disordered
and for (c) it is turbulent. Blue dots depict the curvature centers of individual polymers.
In order to quantitatively distinguish between the various observed patterns
and organize them into a ’phase diagram’ we consider the pair correlation function
g(dcc) [110, 111] of distances dcc=|r(m)cc −r(n)cc |. The positions r(m)cc are the curvature
centers of each polymer, generated by averaging over the local curvature and all
bead positions on a contour (see Fig. II.4(b)). In contrast to the positions r(m),
the curvature centers do not oscillate due to self-propulsion and hence represent
a more stable measure of particle position. Figure II.6(a) displays the contour of
g(dcc) for parameters kBT = 1 and v0 = 5 (i.e. σ = 0.247). For sufficiently small
ρ, the density exhibits a local minimum at dmincc , the diameter of a vortex. This
implies that there is a preferred vortex size and structure connected to the distance
dmincc . These minima were determined after applying a Gaussian filter to suppress
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random fluctuation artefacts and then used to distinguish the observed patterns
according to the following ’phase’ criteria: We regard a system as disordered if
g(dcc) exhibits a minimum at a distance dmincc equal to the diameter of a free
circular path, dmincc ≈2R0. This is distinct from vortex states, where dmincc , defining
an effective vortex diameter, is larger than 2R0. Finally, for train states, g(dcc)
does not exhibit a local minimum, indicating the absence of an isolated vortex
structure (Fig. II.6(b)).
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Figure II.6 (a) Pair correlation function g(dcc) for the three different states with σ=0.247
and ρ indicated in the graph. (b) Corresponding heat map of the pair correlation function
for varying densities ρ. Red polygons denote the positions of dmincc . The short dashed
line depicts the free polymer radius and the long dashed line marks the regime where
dmincc vanishes. (c) Phase portrait for varying density ρ and noise σ: disorder states (gray
rectangles), vortex states (red circles), train states (blue triangles).
To determine the macroscopic behavior for varying σ and ρ, the noise strength
σ = kBT `p/(ζv0L
2) was varied as follows: we changed the temperature scale in
the interval kBT ∈ [0, 1] for v0 = 5, and for kBT = 1 varied v0 in the range
v0 ∈ [1, 5]. The maximal simulation times Tmax for all simulations were chosen
such that the single polymer rotation time τR = 2pi/(κ0v0) is much smaller. We
took Tmax > 400τR and Tmax > 700τ for our data to provide a sufficiently large
sampling interval for both convective and diffusive motion. To consolidate the
results, data were recorded for 10 independent simulations for each given set of
parameters. The ensuing ’phase diagram’ is shown in Fig. II.6(c). As in other active
systems [19, 45, 49, 54, 76, 112–114], pattern formation is favored by increasing
density and decreasing noise strength. Jammed states prevail only when density is
high and noise level low.
Note also that the structure of the phase diagram depends on the ratio of
filament length L to radius of curvature R0. Polymers with an arc angle close to
κ0L=2pi (closed circles) retain mostly a single-circle structure and do not form
large collective structures upon increasing ρ (Fig. II.7(a)). Conversely, reducing
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(a) (b)
Figure II.7 System snapshots depicting (a) compact individual circles (ρ=1.389, σ=0,
κ0L=0.95pi) and (b) swirling patches (ρ=1.389, σ=0.247, κ0L=0.4pi). Green dashed
arrows illustrate the dynamics of patterns.
κ0L suppresses the formation of closed ring structures, due to inefficient alignment
of short polymers. Instead, these polymers cluster into flocks which move on
approximately circular paths (Fig. II.7(b)). Hence, we conclude that the range
of arc angles of FtsZ polymers, κ0L≈0.6pi, observed in vitro [6], facilitates the
formation of closed polymer rings particularly well (Fig. II.5(b)).
In summary, closed polymer rings require explicit curvature and filament lengths
larger than a certain threshold value. For other interactions than local, steric
repulsion ring structures may also emerge [25, 115, 116]; straight, rotating rods
may form vortex arrays but not closed rings [92].
1.3 Kinetic Boltzmann ansatz with curved particles
1.3.1 Model definitions
The results from section 1.2 demonstrate how the active FtsZ system enables the
formation of dynamic rings, by explicitly considering the microscopic structure of the
constituent polymers. An apparent disadvantage of this approach is the numerical
limitation of system sizes due to the local complexity, restricting the ability to make
statements about the generic large-scale behavior of these systems. To circumvent
this, we employed a different approach for the mesoscopic limit of vanishing particle
extension, using a kinetic Boltzmann ansatz for active particles [42, 52, 54, 55,
78, 117, 118]. This approach allows us to determine the collective behavior and
the corresponding phase transitions, irrespective of (most of) the microscopic
details of the constituent particles. In detail, we simplified the active system
to one consisting of spherical particles (of diameter d) that move on clockwise
trajectories with a constant velocity v0 on circling radius κ−10 = R0, which accounts
for both self-propulsion and spontaneous curvature (Fig. II.8(a)). We further
assume that a particle’s orientation is altered by ’self-diffusion’ as well as by local
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Figure II.8 (a) Illustration of point-like chiral particles in the Boltzmann approach. The
cycling frequency is given by v0κ0. (b,c) Phase diagram in (b) linear and (c) double-
logarithmic ρ-σ space with the line µ1 = 0 defining the onset of collective motion.
binary collisions. For self-diffusion, a particle’s instantaneous orientation θ changes
at rate λ into θ+η, where we assume η to be Gaussian-distributed with standard
deviation σ. At the core of the Boltzmann approach is the behavior of particle
collisions, in particular, the binary collisions of two particles: in the Brownian
dynamics simulations in section 1.2, it was observed that colliding filaments tend to
align in the same direction, for which their respective circling trajectories become
synchronized. We therefore model, as in other particle-based active systems [54,
55, 119], binary collisions by a polar alignment rule where the orientations of
the collision partners align along their average angle plus a Gaussian-distributed
fluctuation1; for simplicity, we take the same noise amplitude σ as for self-diffusion.
The kinetic Boltzmann equation [42, 52, 54, 55, 78, 117, 118] for the one-particle
distribution function f (r, θ, t) then reads
∂tf +v0
[
eθ·∂r+κ0∂θ
]
f = Id[f ]+Ic[f , f ] . (II.10)
It describes the dynamics of the density of particles in a phase-space element
dr dθ which is being convected due to particle self-propulsion, and which undergoes
rotational diffusion and binary particle collisions, as given by the angular self-diffusion
1 It should be noted that this particular choice of alignment represents the limiting case of a
polar Vicsek rule with only two collision partners, which will be discussed in more detail in
Chapter III.
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Id[f ] and the collision integral Ic[f , f ], respectively:
Id[f ] = λ〈
piˆ
−pi
dφf (φ) [δ(θ − φ− η)− δ(θ − φ)]〉η , (II.11)
Ic[f , f ] = 〈
piˆ
−pi
dφ1
piˆ
−pi
dφ2S(|φ1 − φ2|)f (φ1)f (φ2)
× [δ(θ − 1
2
(φ1 + φ2)− η)− δ(θ − φ1)]〉η , (II.12)
where S(ψ) = 4dv0| sin(ψ2 )| is the scattering cross section for spherical particles
of diameter d in two dimensions as detailed in Ref. [54]. The collision integral
represents ferromagnetic alignment of two particles with orientation φ1 and φ2
along their average angle θ = 1
2
(φ1 + φ2). The brackets 〈...〉η denote an averaging
over a Gaussian-distributed noise variable η. To obtain a dimensionless form we
used the rescaling
t → t · λ−1 ,
x→ x · v0λ−1 ,
f → f · ρ0 ,
κ0 → κ0 · v0λ−1 ,
with ρ0 = λ/(dv0). Measuring time, space and density in units of λ−1, v0λ−1, and
ρ0, respectively, allows us to set d = λ = v0 = 1 which we will use in the following.
Then, the only remaining free parameters are the noise amplitude σ, κ0, and the
mean particle density ρ¯=A−1
´
A
dr
´ pi
−pi dθ f (r, θ, t) measured in units of λ/(dv0),
i.e. the number of particles found within the area traversed by a particle between
successive self-diffusion events. Note the critical difference of Eq. (II.10) to field
theories for straight-moving particles [50, 51, 54, 72]: there is an additional angular
derivative v0κ0∂θ in the convection term, which reflects the fact that the particles
are moving on circular orbits.
The kinetic Boltzmann equation (II.10) requires several remarks about the underlying
assumption: first, only collisions between two particles are considered and higher-
order interactions are neglected. Thus, this represents a dilute limit approximation
which may or may not be realistic for the full active system. Second, particle
collisions are point interactions and any correlations between particles after collisions
are neglected (commonly referred to as molecular chaos). While this allows us to
factorize the many-body density function in terms of the single particle density
(r, θ, t), and makes Eq. (II.10) analytically tractable, this severe assumption may
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not represent the microscopic reality of active systems, where local correlations
may be omnipresent.
1.3.2 Spectral analysis
To identify possible solutions of the Boltzmann equation and analyze their stability,
we performed a Fourier transformation. Upon expanding the one-particle distribution
function in terms of Fourier modes of the angular variable, fk(r, t)=
´ pi
−pi dθ e
iθk f (r, θ, t),
one obtains
∂tfk+
v0
2
[
∂x(fk+1+fk−1)−i∂y (fk+1−fk−1)
]
−ikv0κ0fk
= −λ(1−e−(kσ)2/2)fk+
∞∑
n=−∞
In,k fnfk−n, (II.13)
where explicit expressions for the collision kernels In,k(σ) are given by
In,k =
piˆ
−pi
dΦ
2pi
S(|Φ|)
[
Pˆk cos(Φ(n − k/2))− cos(Φn)
]
. (II.14)
Here Pˆk = e−(kσ)
2/2 is the Fourier transform of the Gaussian noise with standard de-
viation σ. For k=0, Eq. (II.13) yields the continuity equation ∂tρ=−∇·j for the local
density ρ(r, t):=f0(r, t) with the particle current given by j(r, t)=v0(Re f1, Im f1)T .
In general, Eq. (II.13) constitutes an infinite hierarchy of equations that couples
lower with higher order Fourier modes. In section 1.4 we will introduce an appro-
priate truncation scheme to reduce the dynamic to the dominant Fourier modes
fk . Since In,0=0 for all n, a state with spatially homogeneous density ρ¯=f0 and
all higher Fourier modes vanishing is a stationary solution to Eq. (II.13) (dis-
ordered state). To linear order, the dynamics of small perturbations δfk with
respect to this uniform state is in general given by ∂t δfk=µk(ρ¯,σ) δfk , where
µk(ρ¯,σ)=(I0,k+Ik,k)ρ¯− λ(1−e−(kσ)2/2). For a polar collision rule as considered
here, only µ1 can become positive, and a critical density ρc(σ) :=
piλ(1−e−σ2/2)
4(2e−σ2/2−4/3)
can be defined at µ1(ρc ,σ)=0. For small σ, this density behaves as ρc ∝ σ2 and
diverges for σ → (−2 log 2
3
)1/2 ≈ 0.9 (Fig. II.8(b,c)).
1.3.3 Weakly nonlinear analysis
Far above threshold of order, simple lowest-order closure relations of Eq. (II.13) may
not be appropriate in general. We therefore proceeded by numerically calculating
the spatially homogeneous solutions for all angular Fourier modes fk below some
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Fourier mode K . For given values of ρ¯ and σ and a desired accuracy ε of this
mode truncation scheme, the cutoff is chosen such that |fK+1|<ε. We find that for
ρ¯<ρc(σ) a spatially homogeneous state where all modes but f0 vanish is the only
stable state. In contrast, above threshold (ρ¯>ρc(σ)) there is a second solution
for which |f1|>0. It corresponds to a polar ordered state whose orientation is
changing periodically in time with frequency v0κ0. Note that the homogeneous
version of Eq. (II.13) (neglecting all gradient terms) is invariant under a phase shift
fk → fke ikv0κ0t . Choosing the orientation of the polar order at t = 0 to be aligned
along the x-axis, Eq. (II.13) is solved by fk = |fk |e ikv0κ0t with the time and space
independent amplitude |fk |, which is then determined by:
0 = λ(Pˆk − 1)|fk |+
∞∑
n=−∞
In,k |fn||fk−n| . (II.15)
This equation is identical to the stationary homogeneous Boltzmann equation for
straight-moving particles, that is, with vanishing κ0 = 0 [54]. To proceed, we
truncated the infinite sum in Eq. (II.15) at K and calculated the solution of all |fk |
with |k | ≤ K . Fig. II.9(a) depicts the solution for the amplitude |f1| as compared
to the solution of the generalized Ginzburg-Landau equation (see section 1.4) as
well as the direct numerical solutions of Eq.(II.10) obtained by SNAKE algorithm
(see section 1.3.4). For decreasing noise σ or increasing density ρ¯ an increasing
number of Fourier modes starts to grow (Fig. II.9). In our numerical calculations
we typically included 30− 50 Fourier modes.
In a second step, we considered wave-like perturbations of the spatially ho-
mogeneous oscillatory solution in a co-rotating frame, δfk(r, t) ∼ δfk,q e iq·r with
wave-vector q. δfk,q is in general a complex amplitude assumed to be small. Peri-
odic boundary conditions impose |q| = n 2pi
L
, n ∈ Z, where L = √A and A is the
area of the (quadratic) system. With the substitution fk = (|fk |+ δfk)e ikv0κ0t the
linear system for δfk then reads
∂tδfk =− v0
2
(∇δfk−1 +∇∗δfk+1) + λ(Pˆk − 1)δfk
+
∞∑
n=−∞
(In,k + Ik−n,k)|fk−n|δfn . (II.16)
where ∇:=∂x+i∂y . Analogous to Eq. (II.15) we performed a coordinate transform-
ation to a frame that rotates with angular frequency κ0 such that ∇ → e ikv0κ0∇.
To eliminate the gradient terms, we performed a Fourier transform on Eq. (II.16)
which yields ∇ → iq and ∇∗ → −iq with the wave vector q = (qx , qy )T . Further
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Figure II.9 (a) Homogeneous solution for f1 (blue) and f2 (yellow) for σ = 0.5 obtained
from the adapted mode truncation scheme (AMT) in Eq. (II.15), the hydrodynamic
equations Eqs. (II.20) (HE) from section 1.4, and the SNAKE algorithm from section
1.3.4. Note that within ρc and ρc,2 (dashed vertical lines), the SNAKE algorithm yields
swirl states and hence the corresponding mode values do not represent homogeneous
states. (b) Solutions for the first modes as a function of |f1| obtained from the AMT and
that exhibit nonlinear scaling of higher modes.
we rewrite Eq. (II.16) in the matrix notation
∂tδf = Γ (q)δf (II.17)
where δf := (δf0, δf1, δf2, ..., δfK )T and Γ (q) is the Jacobian of Eq. (II.16) in
Fourier space. Let Sk be an eigenvalue and ηk be an eigenvector of Γ (q), then the
evolution of the perturbation for small times t can be described by
δf(t) =
∑
k
ηk(δf(0) · ηk) exp[Skt] ∼ exp[S(q)t] (II.18)
with the dispersion S(q) = max{S0(q), S1(q), S2(q)...SK (q)} being the maximal
eigenvalue of the Jacobian, because all terms with smaller Sk are exponentially
suppressed and hence not relevant for the stationary state. In agreement to previous
results [54], we found that the growth rate is maximal for q parallel to the particle
current. Thus we replaced, without loss of generality, S(q) = S(q) where q is the
parallel component of q. We solved Eq. (II.16) for the maximal (real) part of an
eigenvalue Sk and got the growth rate S(q) as a function of the wave number in
the rotating frame (see Fig. II.10(a)). The dispersion relation S(q) exhibits a band
of unstable modes, with the maximal growth rate taken over all wave numbers Smax
decreasing as one moves away from the threshold ρc . The contour plot of Smax as a
function of ρ¯ and σ yields the phase diagram (Fig. II.10(b)). Interestingly, there is
a lobe-like regime in parameter space where S(q)<0, and hence a homogeneously
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Figure II.10 (a) Dispersion relation of S(q) (q in units of 2pi/
√
A) for ρ¯=0.8 and σ=0.7
(short dashed line), σ=0.6 (long dashed line) and σ=0.4 (solid line). Vertical lines indicate
Smax. (b) Phase diagram for density ρ¯ and σ obtained from different growth rates Smax
of the homogeneous states with respect to spatial variations δfk(r, t). In the red regions,
the homogeneous order is unstable.
polar state with rotating direction is stable. The dashed region in Fig. II.10(b)
indicates the regime where we cannot find a nontrivial solution to Eq. (II.15) by
neglecting Fourier modes above the chosen K = 50. We emphasize here that
our stability portrait is independent of κ0 and hence equally valid for systems of
straight-moving particles.
1.3.4 Numerical integration using SNAKE
To determine the spatiotemporal dynamics in the regime where neither a spatially
homogeneous state nor a homogeneously polar ordered state are stable, we resort to
a modified version of the SNAKE algorithm [55] to numerically solve Eq. (II.10). As
tessellations we used a quadratic periodic regular lattice with equally sized angular
slices. Circling propulsion was included by rotating the angular distribution of each
lattice site with a frequency v0κ0 in addition to the straight convection steps. The
system was initialized with a disordered state with small random density fluctuations
around the mean density ρ¯ = A−1
´
A
ρ(r, t). We used a lattice of 200× 200 grid
points with lattice field size 2 and angular discretization of 24 angular slices; hence,
A = 400× 400 = 160000.
SNAKE accurately reproduces the threshold value ρc(σ) at which the spatially
homogeneous state becomes unstable (Fig. II.11(a)). Above threshold (ρ¯>ρc) we
find that local density fluctuations quickly grow and evolve into stable swirls, that
is, disc-like flocks of high density and polar order moving on circular paths; see
Fig. II.11(b). These swirl patterns closely resemble the swirling flocks observed
in the Brownian dynamics simulations for short polymer arc angles Fig. II.7(a)
(section 1.2). In the swirl phase the swirl size grows for growing ρ¯− ρc whereas
the radius of a swirl’s motion stays at approximately κ−10 . Fig. II.11(a) shows the
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Figure II.11 (a) Phase diagram obtained from SNAKE simulations. Gray rectangles
depict isotropic, disordered states, red circles inhomogeneous vortex solutions, and blue
triangles homogeneously ordered rotating states, respectively. The dashed line shows the
critical line µ1 = 0. (b) Snapshot of swirl patterns (ρ¯=0.8, σ=0.7). All swirls are moving
clockwise on circular paths. (c) Snapshot of homogeneous order (ρ¯=0.8, σ=0.35). The
color code denotes the local density, the black arrows the polar field (Ref1, Imf1)T .
parameter values of ρ¯ and σ where the SNAKE algorithm exhibits steady swirl
patterns. Changing κ0 did not change the observed patterns qualitatively. In the
limiting case of very small κ, we observed traveling wave patterns as reported in
Refs. [45, 55, 75].
Moreover, in accordance with the spectral analysis (section 1.3.3), we find a second
threshold density, above which the system settles into a homogeneously polar ordered
state with a periodically changing orientation (Fig. II.11(c)). The amplitude and
frequency of the polar order agree with the numerical results of the spectral analysis
to high accuracy (Fig. II.9(a)), while the numerically determined phase boundaries
in Fig. II.10(b) differ. The SNAKE algorithm produces stable swirl patterns only in
a parameter regime where our linear stability analysis yields significant growth rates.
This is mainly due to spurious noise caused by the discretization of the angular
variable, which tends to suppress inhomogeneities in the regime of small growth
rates. Furthermore, the finite system size constricts the band of possible modes
and allows only for patterns of sufficiently short length scales.
1.4 Generalized complex Ginzburg-Landau equations
1.4.1 Derivation
While the analysis of the SNAKE solutions using the full Boltzmann equation
(II.10) and the adaptive mode truncation scheme yield a quantitative comparison
of the stability of the emergent nonlinear patterns, a intuitive description of the
emergent phenomena is still lacking. In close proximity to the critical density ρc(σ)
a lowest-order non-linear analysis yields further insights into the dynamics of the
system, which was analogously derived for the case of straight-moving particles.
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Here we follow Ref. [52, 54] and assume small currents f1ρ¯ at onset. Since for the
case of polar collisions only µ1 can become positive, it is plausible that higher-order
Fourier modes of fk will not substantially destabilize solutions close to the onset.
Still, this is a shaky argument and requires a well-controlled truncation scheme.
In order to get a closed equation for the particle current at onset, we assume
small currents f1  ρ¯ and use the truncation scheme: ρ − ρ¯ ∼ f1, ∂x/y ∼ f1,
∂t ∼ f1, f2 ∼ f 21 with vanishing higher modes as presented for polar particles with
ferromagnetic interaction in Ref. [52]. We retained only terms up to cubic order
in f1 in the Fourier-transformed Boltzmann equation, Eq. (II.13), for k = 1. The
equation for f1 then couples to the nematic order field f2 via a term ∼ f ∗1 f2 of
order f 31 , where the star denotes complex conjugate. Writing down contributions
from Eq. (II.13) for k = 2 of quadratic order in f1 yields an expression for f2 as a
function of f1. The expression for f2 can then be substituted into Eq. (II.13) for
k = 1 to obtain a closed equation for f1. Together with the continuity equation,
the hydrodynamic equations for the density and the particle current read
∂tρ =− 1
2
(∇f ∗1 +∇∗f1) , (II.19)
∂tf1 = [α(ρ− ρc) + iv0κ0] f1 − ξ|f1|2f1 + ν∇∗∇f1
− γf1∇∗f1 − βf ∗1 ∇f1 −
v0
2
∇ρ (II.20)
where again ∇ := ∂x + i∂y . The coefficients are given by
α := (I0,1 + I1,1),
ρc =
λ(1− Pˆ1)
I0,1 + I1,1 ,
ν := −1
4
1
λ(Pˆ2 − 1) + 2iv0κ0 + (I0,2 + I2,2)ρ
,
ξ := −4(I−1,1 + I2,1)νI1,2 ,
β := 2(I−1,1 + I2,1)ν ,
γ := 4νI1,2 . (II.21)
We note that the employed truncation scheme implies fast relaxation of the nematic
order field f2 such that ∂tf2 is assumed to be negligible on time scales of the
dynamics of f1. Then f2 is slaved to f1 via f2 = −2ν∇f1+ γf 21 . While this equation
shows the same functional dependencies on local density and current as found
in systems with straight propulsion [54], the coefficients α, ξ, ν, γ and β are
now complex-valued. This can be traced back to the angular convection term in
Eq. (II.10), or, equivalently, to the corresponding phase-shift term in Eq. (II.13). As
a consequence, the field theory of active systems with particles moving on circular
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orbits with defined chirality is generically given by a complex Ginzburg-Landau (GL)
equation with convective spatial coupling as well as density-current coupling. This
constitutes a highly interesting generalization of the standard (diffusive) complex
GL equations [101, 120], and is qualitatively different to real GL-type equations
that were previously applied in the context of self-propelled particles [52].
1.4.2 Homogeneous solutions and stability
Homogeneous isotropic state:
As for Eq. II.15, a trivial solution of equations (II.20) exists for all parameters which
is the homogeneous isotropic state with ρ = ρ¯ and f1 = 0. To determine its stability
we substitute ρ = ρ¯+ δρ and f1 = δf1 with the wave-like perturbations of the form
δρ(r, t) ∼ δρq e iq·r ,
δf1(r, t) ∼ δf1,q e iq·r , (II.22)
where δρq and δf1,q are in general complex amplitudes that are assumed to be small,
analogous to the more general variation of δfk,q in section 1.3.3. The linearized set
of equations of motion for the perturbations δρq(t), δf1,q(t) and δf ∗1,q(t) has the
characteristic polynomial
− q2α(ρ¯− ρc) + q4Re[ν]
+
(
2(α(ρ¯− ρc)− Re[ν]q2)2 + 2(v0κ0 − Im[ν]q2)2 + q2
)
S
+ 4
(−α(ρ¯− ρc) + Re[ν]q2) S2 + 2S3 . (II.23)
where S is the eigenvalue of the linearized set of equations for δρq(t), δf1,q(t) and
δf ∗1,q(t). We note that Re[ν] is positive for all densities. For ρ¯ < ρc , all coefficients
in Eq. (II.23), including the S-independent terms are positive, such that Eq. (II.23)
only yields S with negative real part. Thus, the homogeneous isotropic state is
linearly stable against inhomogeneous wave-like perturbations, as expected. For
ρ¯− ρc > 0, the real part of S becomes positive where the fastest growing mode
is always at q = 0, meaning that the isotropic state is unstable and that the
homogeneous polar order grows fastest (for small deviations).
Homogeneous oscillatory state
Above threshold, ρ¯>ρc(σ), the active chiral hydrodynamics described by Eq. (II.20)
exhibits a uniform oscillatory solution with f1=F1e iΩ0t , i.e. a state in which particles
move on a circular (chiral) path with an angular velocity Ω0=v0κ0−α(ρ¯−ρc)Im[ξ]/Re[ξ];
and an amplitude F1=(α(ρ¯−ρc)/Re[ξ])1/2. For moderate ρ¯−ρc , this amplitude
quantitatively agrees with the result from the numerical mode solver (section 1.3.3)
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and SNAKE solutions (section 1.3.4).
To study the stability of the homogeneous oscillatory solution we substitute small
perturbations in the basis of the homogeneous oscillating solution:
ρ =ρ¯+ δρ(0) + F1
(
δρ(1)e
iΩ0t + δρ∗(1)e
−iΩ0t) ,
f1 =F1e
iΩ0t + δf(0) + F1
(
δf(1)e
iΩ0t + δf(2)e
−iΩ0t) , (II.24)
where the amplitudes δρ(0), δρ(1), δf(0), δf(1) and δf(2) are again of the form
Eq. (II.22). Truncating at the lowest order of (ρ¯ − ρc), which is
√
α(ρ¯− ρc),
yields a closed set of linear equations for the amplitudes. The eigenvalue with the
largest real part of this linear system determines the growth rate S(q) of wave-like
perturbations. We find that the dispersion relation yields positive S(q) for finite q
(see Fig II.12(a)). Hence, the oscillatory solution is linearly unstable against finite
wavelength perturbations in the current and density fields, in accordance with the
more general linear stability analysis presented in section 1.3.3.
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Figure II.12 (a) Dispersion relations for σ = 0.6, 0.4 and 0.1 (short-dashed, long-dashed
and solid lines, respectively) at ρ¯ = 0.8. (b) Evolution of Var[ρ](t), which is the variance
of all densities on the grid to measure density inhomogeneities. As predicted from the
stability analysis, Var[ρ](t) grows exponentially from some small initial value to some
plateau value of fully developed patterns. (c) Snapshot of swirl patterns (ρ¯=0.25, σ=0.5)
at time t = 1710. All swirls are moving clockwise on circular paths.
1.4.3 Inhomogeneous solutions
So far, we have only showed that above threshold ρ¯>ρc(σ), all homogeneous
solutions of II.20 are unstable, with the system resorting to inhomogeneous solutions.
An apparent advantage of the generalized complex GL equations (II.20) is their
simple structure, which makes them easy to solve numerically. To this end, we
implemented the generalized complex GL equations (II.20) in a numerical program
to solve partial differential equations, using the open-source software XMDS2 [121].
Simulating a system with random initial and periodic boundary conditions, a size
A = 160× 160 = 25600, ρ¯ = 0.25, σ = 0.5, and R0 = 5 (hence ρ¯ > ρc), yields
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the following dynamics (Fig. II.12(b,c)) from an almost isotropic state at early
stages, density gradients grow exponentially and eventually yield the formation
of dense rotating swirls, which do not become stationary but rather resemble a
chaotic rearrangement of patches, which is in very good agreement to the patterns
that we observed in the Brownian dynamics simulations (section 1.2.3) or the
numerical solutions of SNAKE (section 1.3.4). This apparent active turbulent
state is qualitatively distinct from the high-density bands found for straight-moving
particles [45, 75] and the vortex field of a fluid coupled to torque dipoles [122, 123].
1.5 Particle density and chirality control localized vortices
To summarize the previous sections, we introduced two conceptually different
approaches to investigate active systems that include a chiral - or curved - motion
of individual particles. Both exhibit a similar self-organization process and collective
motion, namely the formation of localized, but highly dynamic rotating rings or
vortex swirls. These patterns are very distinct from the case of straight-moving
active systems. For the FtsZ system, our analysis yields that the formation of
polymer rings requires only active motion and curved trajectories, even in the
absence of any adhesive biochemical interactions. Here, the membrane density of
filaments serves as a control parameter that could provide a simple and robust
pattern-forming mechanism for biological systems. Recent experiments by Ramirez
et al. [7], who rigorously tested different anchoring molecules of FtsZ and filament
densities, have confirmed this conjecture. Furthermore, recent studies have revealed
that active treadmilling is also vital for the bacterial cell division in vivo [8–10].
Hence, the treadmilling FtsZ system appears to be equally important for living
bacteria, which makes it – arguably – one of the physiologically most relevant
examples of a two-dimensional active system. As for the dividing bacteria, further
questions remain: most importantly, what is the role of a different system geometry
and topology, that is, an approximately cylindrical cell membrane? Given the
intrinsic curvature of FtsZ, motion along the (curved) cell equator should again lift
the broken chirality. In addition, what is the role of these active dynamics on the
cell contraction? While active motion, as a nonequilibrium process, may provide
some free energy in the system, the force generation mechanism is unclear and
could be, for instance, a fine-tuned orchestration of biochemical reactions, or a
collective effect of FtsZ filaments. All these aspects provide enough motivation for
future research of active chiral motion, which are, however, outside the scope of
this project.
On more general grounds, our analysis yielded a set of hydrodynamic equations
(Eq. (II.20)) which represents a new type of a generalized complex Ginzburg-
Landau equation with hydrodynamic gradients and coupling to a density field.
This augmentation from real-valued coefficients for straight-moving particles to
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complex-valued ones for chirally moving particles is important, since it shows that
the emerging nonlinear solutions for both cases are qualitatively distinct: this is
equivalent to the extension of the real Ginzburg-Landau equation to its complex
counterpart [101, 120], which is accompanied by a plethora of unique nonlinear
solutions. For the active chiral system, it remains to be shown to which extent
different stable solutions exist, since the relevant coefficients are more or less bound
by the microscopic details of the constituents.
In addition to the results shown in the previous sections, we have extended the
WASP model, developed in section 2.2, to account for curved particle motion. This
enables a different comparison of our results with a different agent-based technique,
which is capable of simulating systems that are orders of magnitude larger than the
Brownian dynamics simulations. Without going into a quantitative comparison of
both models, preliminary simulations yield a remarkable agreement with the above
analysis and the experimental results of Loose and Mitchison [6] (see Fig. II.13).
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Figure II.13 Self-organization of dynamic rotating ring structures in WASP simulations
(section 2.2 for details) with 50 000 curved filaments. Parameters are Lp = 31.75L,
Lbox = 162.5L, κ0 = 0.63/L, ϕp = 0.225, ϕn = 0.072, tmax = 5Lp/v0.
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Recent in vitro experiments with FtsZ polymers show self-organization into different dynamic patterns,
including structures reminiscent of the bacterial Z ring. We model FtsZ polymers as active particles moving
along chiral, circular paths by Brownian dynamics simulations and a Boltzmann approach. Our two
conceptually different methods point to a generic phase behavior. At intermediate particle densities, we find
self-organization into vortex structures including closed rings. Moreover, we show that the dynamics at the
onset of pattern formation is described by a generalized complex Ginzburg-Landau equation.
DOI: 10.1103/PhysRevLett.116.178301
Intracellular structuring is often facilitated by the active
dynamics of cytoskeletal constituents. The origin of these
driven dynamics and their impact on pattern formation has
been extensively studied using artificial motility assays of
cytoskeletal filaments [1–4]. Another intriguing example of
self-organization due to driven filaments was reported
recently by Loose and Mitchison [5]. In vitro, the bacterial
protein FtsZ forms membrane-bound, intrinsically curved
polymers. These seem to exhibit treadmilling dynamics
(consuming guanosine triphosphate) and, as a result, move
clockwise on the membrane. Depending on the protein
density, polymers cluster into dynamic structures such as
rotating rings or jammed bundles, despite the absence of
attractive interactions [6]. These ring structures are of
particular interest, since, in vivo, FtsZ builds the contractile
Z ringwhich drives cell division in a yet unknownway [7–9].
But also in the in vitro experiments, the pattern-forming
mechanism remains unclear even on a qualitative level.
Motivated by these experimental findings, we have
studied pattern formation in a class of active systems,
where particles move on circular tracks and interact only
via steric repulsion. To assess the dynamics of this class, we
consider two conceptually different models: First, we
emulate active particles as elastic polymers with fixed
intrinsic curvature that move with a constant tangential
velocity [Fig. 1(a)] and perform Brownian dynamics sim-
ulations. Second, we employ a kinetic Boltzmann approach,
where pointlike particles move on circular paths and
undergo diffusion and binary collisions (with polar sym-
metry) according to a simplified collision rule [Fig. 1(b)].
As a result, we identify different phases of collective
behavior as a function of density and noise level. With
both approaches, we find flocking into vortex patterns in
the regime of intermediate density and noise strength. Our
simulations for extended particles predict the formation of
closed ring structures reminiscent of those found in Ref. [5],
even in the absence of any attractive interactions. In the
mesoscopic limit, our analysis yields that, close to the onset
of vortex formation, the dynamics at the onset of ordering is
characterized by a novel generalization of the complex
Ginzburg-Landau equation.
In our Brownian dynamics simulations, we consider a
system of M curved polymers of the same chirality
embedded in a two-dimensional membrane of area A with
periodic boundary conditions. Each polymer is described as
an inextensible wormlike chain [10,11] of length L, per-
sistence length lp, and intrinsic curvature κ0. For a given
polymer conformation rðsÞ, parameterized in terms of arc
length s, the overall bending energy is given by
Ebend ¼ 12lpkBT
R
L
0 ds½κðsÞ − κ02, where κðsÞ ¼ j∂2srðsÞj
denotes the local curvature. Excluded volume interaction is
implemented by a repulsive truncated Lennard-Jones poten-
tial. To assure motion of the filament contour on a circular
track (apart from noise), polymers are propelled with a
tangential velocity v0ðsÞ ¼ v0∂srðsÞ. This accounts for the
effective motion of treadmilling in a simplified way [12].
(a) (b)
FIG. 1. Systems of active particles, which are driven on chiral,
circular tracks with speed v0: (a) Microscopic view: Extended,
elastic polymers with intrinsic curvature, where noise and steric
interaction trigger bending of filaments. (b) Mesoscopic view:
Pointlike particles that undergo diffusion as well as binary
collisions.
Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.
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Note that, for this choice, the area explored by a circling
polymer is minimal. In the free draining limit, the dynamics
of the polymer system is then determined by a set of coupled
Langevin equations for the contours rðmÞðt; sÞ of each
polymer m ¼ 1; 2;…;M: ζð∂trðmÞ − vðmÞ0 Þ ¼ −δE½frðnÞg=
δrðmÞ þ ηðmÞ, balancing viscous friction with elastic and
repulsive forces generated by the total energy E and
Langevin noise η with zero mean and hηðt; sÞ·
ηðt0; s0Þi ¼ 4kBTζδðt − t0Þδðs − s0Þ. To numerically solve
the polymer dynamics, we employ a bead-spring represen-
tation of the polymers [12,17,18]. For most simulations, we
adapted length scales close to those observed in Refs. [5,8]:
κ−10 ¼0.5μm, L ¼ 0.9 μm, and lp ¼ 10 μm. The relevant
dimensionless parameters that characterize the system
are the reduced noise σ and density ρ. Here, σ ≔
kBTlp=ðζv0L2Þ relates thermal forces at length scale lp
with friction forces, and ρ ≔ ðR0=bÞ2 denotes the squared
ratio of the radius of curvature R0 ¼ κ−10 to the mean
polymer distance b ¼ ffiffiffiffiffiffiffiffiffiffiA=Mp .
For dilute systems ρ≪ 1, our simulations show that each
polymer is propelled on a circular path and collisions
between polymers are infrequent; see Fig. 2(a) and Movie 1
in Supplemental Material [12]. The positions of the
polymers’ centers of curvature (CC) rðmÞCC are uncorrelated
as in a gas, and we refer to this state as a disordered state.
On increasing ρ, we observe that a significant fraction of
filaments begin to collide and collect into localized vortex
structures (vortex state). These ringlike structures are
highly dynamic. They assemble and persist for several
rotations, during which their centers of mass remain
relatively static; see Fig. 2(b) and Movie 2 [12]. Despite
our simplified kinetic assumption, the overall phenomenol-
ogy resembles the FtsZ patterns observed by Loose and
Mitchison [5], including vortex assembly, disassembly, and
localization. In the dense regime ρ≳ 1, where each
polymer is likely to collide, these vortices are unstable.
Instead, the polymers cluster and form jammed “trains”
that travel through the system in an irregular fashion; see
Fig. 2(c) and Movie 3 [12].
In order to quantitatively distinguish between the various
observed patterns and organize them into a “phase dia-
gram,” we consider the pair correlation function gðdCCÞ
[19,20] of distances dCC ¼ jrðmÞCC − rðnÞCCj between the centers
of curvature [Fig. 2(d)]. We regard a system as disordered if
gðdCCÞ exhibits a minimum at a distance dminCC equal to the
diameter of a free circular path, dminCC ≈ 2R0. This is distinct
from vortex states, where dminCC , defining an effective vortex
diameter, is larger than 2R0. Finally, for train states, gðdCCÞ
does not exhibit a local minimum, indicating the absence of
an isolated vortex structure; for more details, see
Supplemental Material [12]. The ensuing phase diagram
is shown in Fig. 2(d). As in other active systems [21–28],
pattern formation is favored by increasing density and
decreasing noise strength. Jammed states prevail only when
the density is high and the noise level low. Note also that
the structure of the phase diagram depends on the ratio of
filament length L to radius of curvature R0. Polymers with
an arc angle close to κ0L ¼ 2π (closed circles) retain a
single-circle structure and do not form any collective
structures upon increasing ρ (Movie 4 [12]). Conversely,
reducing κ0L suppresses the formation of closed ring
structures, due to inefficient alignment of short polymers.
Instead, these polymers cluster into flocks which move on
approximately circular paths (Movie 5 [12]). Hence, we
conclude that the range of arc angles of FtsZ polymers,
κ0L ≈ 0.6π, observed in vitro [5], facilitates the formation
of closed polymer rings particularly well [Fig. 2(b)]. In
summary, closed polymer rings require explicit curvature
and filament lengths larger than a certain threshold value.
For other interactions than local, steric repulsion ring
structures may also emerge [1,3,29]; straight, rotating rods
may form vortex arrays but not closed rings [30].
We complement the Brownian dynamics simulations of
active particles that are propelled on circular tracks by
considering the mesoscopic limit of a vanishing particle
extension. To this end, we have employed a kinetic
Boltzmann approach [24,31–36] to determine the collective
behavior and the corresponding phase transitions in this
limit, irrespective of the microscopic details of the con-
stituent particles. In detail, we simplified the active system
to one consisting of spherical particles (of diameter d)
moving clockwise with constant speed v0 on circular orbits
of radius R0. This accounts for both self-propulsion and
FIG. 2. System snapshots are provided to depict (a) disorder
(ρ ¼ 0.556, σ ¼ 0.987), (b) vortices (ρ ¼ 0.556, σ ¼ 0.247), and
(c) trains (ρ ¼ 1.389, σ ¼ 0.247). Curvature centers rðmÞCC are
depicted by light blue dots. (d) Phase portrait for varying density
ρ and noise σ: disorder states (gray rectangles), vortex states (red
circles), and train states (blue triangles). (e) Pair correlation
function gðdCCÞ for the three different states with σ ¼ 0.247 and ρ
indicated in the graph.
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spontaneous curvature but neglects the finite extension of
the polymers as compared to our Brownian dynamics
simulations.
We further assume that a particle’s orientation is altered
by “self-diffusion” as well as by local binary collisions. In
self-diffusion, a particle’s instantaneous orientation θ
changes at rate λ into θ þ η, where we assume η to be
Gaussian distributed with standard deviation σ. As in other
particle-based active systems [32,34,37], binary collisions
are modeled by a polar alignment rule where the orienta-
tions of the collision partners align along their average
angle plus a Gaussian-distributed fluctuation; for simplic-
ity, we take the same width σ as for self-diffusion.
The kinetic Boltzmann equation [24,31–36] for the one-
particle distribution function fðr; θ; tÞ then reads
∂tf þ v0½eθ · ∂r þ κ0∂θf ¼ Id½f þ Ic½f; f: ð1Þ
It describes the dynamics of the density of particles in
phase-space element drdθ which is being convected due to
particle self-propulsion and which undergoes rotational
diffusion and binary particle collisions, as given by the
collision integrals Id½f and Ic½f; f, respectively; for
explicit expressions, please see Supplemental Material
[12]. Note here the critical difference from field theories
for straight-moving particles [32,38–40]; there is an addi-
tional angular derivative in the convection term, which
reflects the fact that the particles are moving on circular
orbits. In the following, we rescale the time, space, and
density such that v0 ¼ λ ¼ d ¼ 1. Then, the only remain-
ing free parameters are the noise amplitude σ, κ0, and the
mean particle density ρ¯ ¼ A−1 RA dr
R
π
−π dθfðr; θ; tÞ mea-
sured in units of λ=ðdv0Þ, i.e., the number of particles found
within the area traversed by a particle between successive
self-diffusion events.
To identify possible solutions of the Boltzmann equation
and analyze their stability, we performed a spectral analy-
sis. Upon expanding the one-particle distribution function
in terms of Fourier modes of the angular variable,
fkðr; tÞ ¼
R
π
−π dθe
iθkfðr; θ; tÞ, one obtains
∂tfk þ v0
2
½∂xðfkþ1 þ fk−1Þ− i∂yðfkþ1 − fk−1Þ− ikv0κ0fk
¼ −λð1− e−ðkσÞ2=2Þfk þ
X∞
n¼−∞
In;kfnfk−n; ð2Þ
where explicit expressions for the collision kernels In;kðσÞ
are given in Supplemental Material [12]. For k ¼ 0, Eq. (2)
yields the continuity equation ∂tρ ¼ −∇ · j for the local
density ρðr; tÞ ≔ f0ðr; tÞ with the particle current given by
jðr; tÞ ¼ v0ðRef1; Imf1ÞT . In general, Eq. (2) constitutes
an infinite hierarchy of equations coupling lower- with
higher-order Fourier modes.
A linear stability analysis of Eq. (2) enables further
progress. Since In;0 ¼ 0 for all n, a state with spatially
homogeneous density ρ¯ ¼ f0 and all higher Fourier modes
vanishing is a stationary solution to Eq. (2) (disordered
state). To linear order, the dynamics of small perturbations
δfk with respect to this uniform state is given by∂tδfk ¼ μkðρ¯; σÞδfk, where μkðρ¯; σÞ ¼ ðI0;k þ Ik;kÞρ¯−
λð1 − e−ðkσÞ2=2Þ. For a polar collision rule, as considered
here, only μ1 can become positive, defining a critical
density ρcðσÞ at μ1ðρc; σÞ ≔ 0 [Fig. 3(a)]. Above the
threshold (ρ¯ > ρc), the spatially homogeneous state is
unstable, the particle current grows exponentially, and
collective motion may emerge.
In close proximity to the critical density ρcðσÞ, a weakly
nonlinear analysis yields further insights into the dynamics
of the system and the ensuing steady states. Here we follow
Ref. [31] and assume small currents f1 ≪ 1 at the onset.
Then, balancing of the terms in the continuity equation, the
equation for f1, and terms involving f1 in the equation for
f2 implies the scaling ρ − ρ¯ ∼ f1, f2 ∼ f21 as well as weak
spatial and temporal variations ∂x=y ∼ f1, ∂t ∼ f1. To
include the lowest-order damping term in f1, we retain
terms up to cubic order in f1. This yields the following
hydrodynamic equation for the complex particle current
v0f1ðr; tÞ ¼ jxðr; tÞ þ ijyðr; tÞ:
FIG. 3. (a) Stability of homogeneous solutions of Eq. (2) as a
function of σ and ρ¯ in units of λ=ðdv0Þ. White and red areas
denote regions where finite wavelength perturbations of the
homogeneous solutions are stable and unstable, respectively.
The color code denotes the value of the maximal growth rate
Smax. (b) Dispersion relation of SðqÞ (q in units of 2π=
ffiffiffi
A
p
) for
ρ¯ ¼ 0.8 and σ ¼ 0.7 (short-dashed line), σ ¼ 0.6 (long-
dashed line), and σ ¼ 0.4 (solid line). Vertical lines indicate
Smax. (c) Phase diagram for density ρ¯ and σ displaying phases of
homogeneous disorder (gray rectangles), swirls (red circles), and
homogeneous order (blue triangles). The solid line marks the
analytic solution of ρcðσÞ. An overlay of (a) and (c) can be found
in Supplemental Material [12]. (d) Snapshot of swirl patterns
(ρ¯ ¼ 0.8, σ ¼ 0.7). All swirls are moving clockwise on circular
paths.
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∂tf1ðr; tÞ ¼ ½αðρ − ρcÞ þ iv0κ0f1 − ξjf1j2f1 − v0
2
∇ρ
− βf1∇f1 − γf1∇f1 þ ν∇∇f1; ð3Þ
where ∇ ≔ ∂x þ i∂y. While this equation shows similar
functional dependencies on local density and current as
found in systems without [41] and with straight propulsion
[32], the coefficients α, ξ, ν, γ, and β are now complex
valued (for explicit expressions, please see Supplemental
Material [12]). This can be traced back to the angular
convection term in Eq. (1) or, equivalently, to the corre-
sponding phase-shift term in Eq. (2). As a consequence, the
field theory of active systems with particles moving on
circular orbits with defined chirality is generically given by
a complex Ginzburg-Landau (GL) equation with convec-
tive spatial coupling as well as density-current coupling.
This constitutes a highly interesting generalization of the
standard (diffusive) complex GL equations [42,43] and is
qualitatively different from real GL-type equations that
were previously applied in the context of self-propelled
particles [31]. Above the threshold, ρ¯ > ρcðσÞ, the active
chiral hydrodynamics described by the generalized GL
equation (3) exhibits a uniform oscillatory solution with
f1 ¼ F1eiΩ0t, i.e., a state in which particles move
on a circular (chiral) path with an angular velocity
Ω0 ¼ v0κ0 − αðρ¯ − ρcÞIm½ξ=Re½ξ; the amplitude F1 ¼
fαðρ¯ − ρcÞ=Re½ξg1=2 gives the particle density. However,
a linear stability analysis of Eq. (3) shows that for densities
slightly larger than ρc this oscillatory solution is linearly
unstable against finite wavelength perturbations in the
current and density fields. Preliminary numerical solutions
of the generalized GL equation [Eq. (3)] take the form of
rotating spots of high density that appear to show turbulent
dynamics [12,44]. This is qualitatively distinct from the
high-density bands found for straight-moving particles
[23,45] and the vortex field of a fluid coupled to torque
dipoles [46,47].
Far above the threshold, closure relations such as those
discussed above [31] may become invalid and with them
the ensuing hydrodynamic equations. Therefore, we pro-
ceed with the full spectral analysis of the Boltzmann
equation [Eq. (2)] as detailed in Supplemental Material
[12]. First, we numerically calculate the spatially homo-
geneous solutions for all angular Fourier modes fk below
some cutoff wave vector kmax. For given values of ρ¯ and σ
and a desired accuracy ε of this mode truncation scheme,
the cutoff is chosen such that jfkmaxþ1j < ε. We find that for
ρ¯ < ρcðσÞ a spatially homogeneous state where all modes
but f0 vanish is the only stable state. In contrast, above the
threshold [ρ¯ > ρcðσÞ], there is a second solution for which
jf1j > 0. It corresponds to a polar ordered state whose
orientation is changing periodically in time with frequency
v0κ0. For moderate ρ¯ − ρc, the amplitude quantitatively
agrees with the result from the generalized GL equation;
see Supplemental Material [12]. In a second step, we
consider wavelike perturbations, δfkðqÞ with wave vector
q, of the spatially homogeneous oscillatory solution in a
corotating frame. The largest real part of all eigenvalues of
the corresponding linearized system for δfk then yields the
linear growth rate SðqÞ [Fig. 3(b)]. In accordance with the
linear stability analysis of Eq. (3), we find that for densities
slightly larger than ρc a spatially homogeneous solution
is unstable against finite wavelength perturbations. The
dispersion relation SðqÞ exhibits a band of unstable modes,
with the maximal growth rate Smax decreasing as one moves
away from the threshold ρc [Figs. 3(a) and 3(b)]. Actually,
there is lobelike regime in parameter space where SðqÞ < 0
[Fig. 3(a)], and hence a homogeneously polar ordered state
with rotating direction is stable. We emphasize here that our
stability portrait [Fig. 3(a)] is independent of κ0 and hence
equally valid for systems of straight-moving particles. For
our two approaches [Figs. 2(d) and 3(a)], the onset to order
is governed by a similar trend [12], common for active
systems [28,48]: Disorder prevails for low density or high
noise, and order is promoted for high density or low noise.
To determine the spatiotemporal dynamics in the regime
where neither a spatially homogeneous state nor a homo-
geneously polar ordered state are stable, we resort to a
modified version of the SNAKE algorithm [34] to numeri-
cally solve Eq. (1). It accurately reproduces the threshold
value ρcðσÞ at which the spatially homogeneous state
becomes unstable [Fig. 3(c)]. Above the threshold
(ρ¯ > ρc), we find that local density fluctuations quickly
grow and evolve into stable swirls, i.e., disklike flocks of
high density and polar order moving on circular paths; see
Fig. 3(d) and Movie 6 in Supplemental Material [12]. The
radius of such a path is approximately given by R0. These
swirl patterns closely resemble the swirling flocks observed
in the Brownian dynamics simulations for short polymer
arc angles (Movie 5 [12]), as well as our preliminary
numerical solutions of the generalized GL equation
[Eq. (3)] [12,44]. Moreover, in accordance with the spectral
analysis, we find a second threshold density, above which
the system settles into a homogeneously polar ordered state
with a periodically changing orientation (Movie 7 [12]).
The amplitude and frequency of the polar order agree with
the numerical results of the spectral analysis to high
accuracy [12], while the numerically determined phase
boundaries differ. The SNAKE algorithm produces stable
swirl patterns only in a parameter regime where our linear
stability analysis yields significant growth rates. This is
mainly due to spurious noise caused by the discretization of
the angular variable, which tends to suppress inhomoge-
neities in the regime of small growth rates. Furthermore, the
finite system size constricts the band of possible modes and
allows only for patterns of sufficiently short length scales.
For active systems of circling particles that interact via
steric repulsion, our microscopic and mesoscopic treat-
ments strongly suggest that a phase of collective vortex
structures is a generic feature. Within this class, our work
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shows that extended polymers which as a whole follow
circular tracks can form closed rings. Concerning our
motivation of circling FtsZ, further research is needed to
elucidate the dynamics of treadmilling; yet our minimal
kinetic assumption suggests that varying the particle
density alone suffices to regulate the patterns as observed
by Loose and Mitchison [5]. Compared to systems of
straight-moving particles, we find qualitatively new phe-
nomena [12,44]. For those systems, it was already reported
that (globally achiral) vortices can occur due to collisions of
particles of asymmetric shape [49] or due to memory in
orientation [3,50]. Some of our findings, like the polymer
length dependence of patterns and the possible emergence
of active turbulence [51,52], pose interesting questions for
future work. Our analysis yields a mapping of the emergent
dynamics onto a generalized Ginzburg-Landau equation,
providing a connection between active matter and nonlinear
oscillators [44].
We thank F. Thüroff, L. Reese, and J. Knebel for helpful
discussions. This research was supported by the German
Excellence Initiative via the program “NanoSystems
Initiative Munich” (NIM) and the graduate school
“Quantitative Biosciences Munich” (QBM), and the
Deutsche Forschungsgemeinschaft (DFG) via project B02
within the Collaborative Research Center (SFB 863) “Forces
in Biomolecular Systems.”
J. D. and L. H. contributed equally to this work.
*frey@lmu.de
[1] V. Schaller, C. A. Weber, B. Hammerich, E. Frey, and A. R.
Bausch, Proc. Natl. Acad. Sci. U.S.A. 108, 19183 (2011).
[2] V. Schaller, C. A. Weber, C. Semmrich, E. Frey, and A. R.
Bausch, Nature (London) 467, 73 (2010).
[3] Y. Sumino, K. H. Nagai, Y. Shitaka, D. Tanaka, K.
Yoshikawa, H. Chaté, and K. Oiwa, Nature (London)
483, 448 (2012).
[4] R. Suzuki, C. A. Weber, E. Frey, and A. R. Bausch, Nat.
Phys. 11, 839 (2015).
[5] M. Loose and T. J. Mitchison, Nat. Cell Biol. 16, 38 (2013).
[6] E. L. Meier and E. D. Goley, Curr. Opin. Cell Biol. 26, 19
(2014).
[7] M. Ingerson-Mahar and Z. Gitai, FEMS Microbiol. Rev. 36,
256 (2012).
[8] H. P. Erickson, D. E. Anderson, and M. Osawa, Microbiol.
Mol. Biol. Rev. 74, 504 (2010).
[9] P. Szwedziak, Q. Wang, T. A. M. Bharat, M. Tsim, and
J. Löwe, eLife 3, e04601 (2014).
[10] O. Kratky and G. Porod, Recl. Trav. Chim. Pays-Bas 68,
1106 (1949).
[11] N. Saitô, K. Takahashi, and Y. Yunoki, J. Phys. Soc. Jpn. 22,
219 (1967).
[12] See Supplemental Material at http://link.aps.org/
supplemental/10.1103/PhysRevLett.116.178301 for a de-
tailed description of the numerical methods and analytical
derivations, which contains Refs. [13–16].
[13] P. Kloeden and E. Platen, Numerical Solution of Stochastic
Differential Equations (Springer, Berlin, 1992).
[14] R. E. Goldstein and S. A. Langer, Phys. Rev. Lett. 75, 1094
(1995).
[15] M. Hinczewski, X. Schlagberger, M. Rubinstein, O.
Krichevsky, and R. R. Netz, Macromolecules 42, 860 (2009).
[16] C. Bennemann, J. Baschnagel, W. Paul, and K. Binder,
Comput. Theor. Polym. Sci. 9, 217 (1999).
[17] G. Chirico and J. Langowski, Biopolymers 34, 415 (1994).
[18] H. Wada and R. R. Netz, Europhys. Lett. 77, 68001 (2007).
[19] J. K. G. Dhont, An Introduction to Dynamics of Colloids
(Elsevier, Amsterdam, 1996).
[20] X. Lu and Y. Hu, Molecular Thermodynamics of Complex
Systems (Springer, Heidelberg, 2008).
[21] T. Vicsek, A. Czirók, E. Ben-Jacob, I. Cohen, and O.
Shochet, Phys. Rev. Lett. 75, 1226 (1995).
[22] I. H. Riedel, K. Kruse, and J. Howard, Science 309, 300
(2005).
[23] H. Chaté, F. Ginelli, G. Grégoire, and F. Raynaud, Phys.
Rev. E 77, 046113 (2008).
[24] E. Bertin, M. Droz, and G. Grégoire, Phys. Rev. E 74,
022101 (2006).
[25] T. Ihle, Phys. Rev. E 83, 030901 (2011).
[26] F. Ginelli, F. Peruani, M. Bär, and H. Chaté, Phys. Rev. Lett.
104, 184502 (2010).
[27] F. Peruani, J. Starruß, V. Jakovljevic, L. Søgaard-Andersen,
A. Deutsch, and M. Bär, Phys. Rev. Lett. 108, 098102
(2012).
[28] M. C. Marchetti, J. F. Joanny, S. Ramaswamy, T. B.
Liverpool, J. Prost, M. Rao, and R. A. Simha, Rev. Mod.
Phys. 85, 1143 (2013).
[29] Y. Yang, F. Qiu, and G. Gompper, Phys. Rev. E 89, 012720
(2014).
[30] A. Kaiser and H. Löwen, Phys. Rev. E 87, 032712
(2013).
[31] A. Peshkov, E. Bertin, F. Ginelli, and H. Chaté, Eur. Phys. J.
Spec. Top. 223, 1315 (2014).
[32] E. Bertin, M. Droz, and G. Grégoire, J. Phys. A 42, 445001
(2009).
[33] A. Peshkov, I. S. Aranson, E. Bertin, H. Chaté, and
F. Ginelli, Phys. Rev. Lett. 109, 268701 (2012).
[34] F. Thüroff, C. A. Weber, and E. Frey, Phys. Rev. X 4,
041030 (2014).
[35] C. A. Weber, F. Thüroff, and E. Frey, New J. Phys. 15,
045014 (2013).
[36] F. Thüroff, C. A. Weber, and E. Frey, Phys. Rev. Lett. 111,
190601 (2013).
[37] A. Peshkov, S. Ngo, E. Bertin, H. Chaté, and F. Ginelli,
Phys. Rev. Lett. 109, 098101 (2012).
[38] J. Toner and Y. Tu, Phys. Rev. Lett. 75, 4326 (1995).
[39] A. Baskaran and M. C. Marchetti, Phys. Rev. E 77, 011920
(2008).
[40] S. Mishra, A. Baskaran, and M. C. Marchetti, Phys. Rev. E
81, 061916 (2010).
[41] I. S. Aranson and L. S. Tsimring, Phys. Rev. E 71, 050901
(R) (2005).
[42] I. S. Aranson and L. Kramer, Rev. Mod. Phys. 74, 99
(2002).
[43] V. García-Morales and K. Krischer, Contemp. Phys. 53, 79
(2012).
PRL 116, 178301 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending
29 APRIL 2016
178301-5
[44] L. Huber, J. Denk, E. Reithmann, E. Frey (to be published).
[45] H. Chaté, F. Ginelli, G. Grégoire, F. Peruani, and F.
Raynaud, Eur. Phys. J. B 64, 451 (2008).
[46] S. Fürthauer, M. Strempel, S. W. Grill, and F. Jülicher, Eur.
Phys. J. E 35, 89 (2012).
[47] S. Fürthauer, M. Strempel, S. W. Grill, and F. Jülicher, Phys.
Rev. Lett. 110, 048103 (2013).
[48] S. Ramaswamy, Annu. Rev. Condens. Matter Phys. 1, 323
(2010).
[49] H. H. Wensink, V. Kantsler, R. E. Goldstein, and J. Dunkel,
Phys. Rev. E 89, 010302 (2014).
[50] K. H. Nagai, Y. Sumino, R. Montagne, I. S. Aranson,
and H. Chaté, Phys. Rev. Lett. 114, 168001 (2015).
[51] J. Dunkel, S. Heidenreich, K. Drescher, H. H. Wensink,
M. Bär, and R. E. Goldstein, Phys. Rev. Lett. 110, 228102
(2013).
[52] V. Bratanov, F. Jenko, and E. Frey, Proc. Natl. Acad. Sci.
U.S.A. 112, 15048 (2015).
PRL 116, 178301 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending
29 APRIL 2016
178301-6
Supplemental Material: Active Curved Polymers form Vortex Patterns on Membranes
Jonas Denk, Lorenz Huber, Emanuel Reithmann, and Erwin Frey∗
Arnold Sommerfeld Center for Theoretical Physics (ASC) and Center for NanoScience (CeNS),
Department of Physics, Ludwig-Maximilians-Universita¨t Mu¨nchen, Theresienstrasse 37, 80333 Mu¨nchen, Germany
COMMENT ON TREADMILLING
In their experiments [1], Loose and Mitchison observe
that FtsZ polymers undergo depolymerization and poly-
merization processes leading to an effective translation in
the direction of the polymers’ backbones. However, the
underlying molecular details are unclear, as they involve
many qualitatively and quantitatively unknown reactions
and a yet unstudied interplay of different auxiliary pro-
teins (e.g. FtsA, ZipA). Here, we neglect these details
and focus on the collective effects of many FtsZ poly-
mers retaining only their effective movement along circu-
lar tracks. To realize this kind of motion we assume an
intrinsic particle velocity.
NUMERICAL IMPLEMENTATION OF
BROWNIAN DYNAMICS
In the following, we discuss the details of the imple-
mentation of the Brownian dynamics simulations. We
use a bead-spring model [2, 3] that comprises the fol-
lowing discretization scheme: a polymer of length L
is subdivided into N beads at positions ri = (xi, yi)
T
(i = 1, 2, ..., N), with N − 1 bonds of length a; the (nor-
malized) bond vectors are given by ∂sr ≈ ri+1−ria =: tˆi;
the bending angle between two adjacent bonds is given by
θi = arccos(tˆi+1 · tˆi). The corresponding bending energy
reads
Ebend =
`p
2a
kBT
N−2∑
i=1
(θi − θ0)2. (S1)
where θ0 ≈ aκ0 is the spontaneous bending angle. In
the bead-spring model, neighboring beads are connected
by stiff harmonic springs. The corresponding stretching
energy is given by
Estretch =
k
2
N−1∑
i=1
(|ri+1 − ri| − a)2. (S2)
In the simulations, the spring constant k is chosen larger
than all other force constants to account for the fact that
biopolymers are nearly inextensible; as a consequence,
stretching modes relax fast compared to other dynamic
processes. At the same time, k cannot be chosen ar-
bitrarily large as this would strongly limit the maximal
simulation time Tmax (see below for values).
In the two-dimensional system of M polymers, we as-
sume steric repulsion between adjacent polymer segments
r
(m)
i (m = 1, 2, ...,M). As an interaction potential we use
a truncated Lennard-Jones potential [4–6]
(Eint)
(mn)
ij = 
( a
r
(mn)
ij
)12
−
(
a
r
(mn)
ij
)6Θ(a− r(mn)ij ),
(S3)
with r
(mn)
ij = |r(m)i − r(n)j |,  the potential strength, and
Θ(r) the Heaviside step function. At distances smaller
than the bond length a, the potential is strongly repul-
sive.
In the Langevin description, the equation of motion is
given by a force balance between elastic, active, thermal
and dissipative terms. For the i-th bead of a polymer,
the equation of motion reads
ζ∂tri = −δE
δri
+ Fpropi + ηi
= Fbendi + F
stretch
i + F
int
i + F
prop
i + ηi (S4)
where E = Ebend + Estretch + Eint, Fprop is the propul-
sive force and the amplitude of the thermal forces is
given by 〈ηi(t) · ηj(t′)〉 = 4kBTζδijδ(t − t′). The bend-
ing, stretching and interaction forces Fbendi ,F
stretch
i ,F
int
i
are obtained by variation of the corresponding energetic
terms with respect to the position vector ri [2, 3]. We
employ the following implementation of the tangential
propulsive force Fprop = ζv0∂sr:
Fpropi = ζv0

tˆ1 i = 1
(tˆi−1 + tˆi)/2 1 < i < N
tˆN−1 i = N
(S5)
For the integration of Eq. (S4) we use an Euler-
Maruyama iteration scheme [7] with sufficiently small
time steps ∆ = 0.0001τ with the unit time τ =
ζa2/(kBT ). In our simulations, we used the following set
of parameters: L = 9a, `p = 100a, k = 500kBT/a
2,  =
1kBT, θ0 = 0.2, ζ = 1 and a periodic system of area
A = 60a×60a (such that it can contain many consecutive
polymer lengths). In the main text, the unit of length is
set to a = 100nm, such that L = 0.9µm, `p = 10µm are
roughly similar to FtsZ filaments. The noise strength
σ = kBT`p/(ζv0L
2) was varied as follows: we changed
the temperature scale in the interval kBT ∈ [0, 1] for
v0 = 5, and for kBT = 1 varied v0 in the range v0 ∈ [1, 5].
The maximal simulation times Tmax for all simulations
in the main text were chosen such that the single poly-
mer rotation time τR = 2pi/(κ0v0) is much smaller. We
2took Tmax > 400τR and Tmax > 700τ for our data to
provide a sufficiently large sampling interval for both
convective and diffusive motion. To consolidate the re-
sults, data were recorded for 10 independent simulation
for each given set of parameters.
ANALYSIS OF THE PAIR CORRELATION
FUNCTION
To analyze the patterns observed in the Brownian dy-
namics simulations, we consider the pair correlation func-
tion g(dcc) [8, 9] of center distances dcc = |r(m)cc − r(n)cc |.
The positions r
(m)
cc are the curvature centers of each poly-
mer, generated by averaging over the local curvature and
all local reference positions on a contour (see Fig. S1(a)).
In contrast to the positions r(m), the curvature centers do
not oscillate due to self-propulsion and hence represent a
more stable measure of particle position.
Figure S1(b) displays the contour of g(dcc) for param-
eters kBT = 0.5 and v0 = 5 (i. e. σ = 0.247). For suffi-
ciently small ρ, the density exhibits a local minimum at
dmincc , the diameter of a vortex. This implies that there
is a preferred vortex size and structure connected to the
distance dmincc . These minima were determined after ap-
plying a Gaussian filter to suppress random fluctuation
artifacts and then used to distinguish the observed pat-
terns according to the ’phase’ criteria introduced in the
main text: disordered states for dmincc ≈ 2R0, vortex states
for dmincc > 2R0 and train states without d
min
cc .
2
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FIG. S1. (a) Illustration of the curvature center rcc as deter-
mined by averaging over local centers with a mean contour
curvature κ¯ (polymer in red). (b) Heat map of the pair cor-
relation function for σ = 0.247 in terms of distances dcc and
densities ρ. Red polygons denote the positions of dmincc . The
short dashed line depicts the free polymer radius and the long
dashed line marks the regime where dmincc vanishes.
DERIVATION OF THE HYDRODYNAMIC
EQUATIONS
To assess the dynamics at larger scales, we employed a
kinetic Boltzmann approach. The corresponding general-
ized Boltzmann equation for f(θ, r, t) is given by Eq. (1).
The self-diffusion and collision integrals Id and Ic, re-
spectively, are given by
Id[f ] = λ〈
pi∫
−pi
dφf(φ) [δ(θ − φ− η)− δ(θ − φ)]〉η ,
(S6)
Ic[f ; f ] = 〈
pi∫
−pi
dφ1
pi∫
−pi
dφ2S(|φ1 − φ2|)f(φ1)f(φ2)
× [δ(θ − 1
2
(φ1 + φ2)− η)− δ(θ − φ1)]〉η , (S7)
where S(ψ) = 4dv0| sin(ψ2 )| is the scattering cross sec-
tion for spherical particles of diameter d and velocity v0
in two dimensions as detailed in Ref. [10]. The collision
integral represents ferromagnetic alignment of two parti-
cles with orientation φ1 and φ2 along their average angle
θ = 12 (φ1 + φ2). The brackets denote an average over
a Gaussian-distributed noise variable η. To obtain a di-
mensionless form we used the rescaling
t→ t · λ−1 ,
x→ x · v0λ−1 ,
f → f · ρ0 ,
κ0 → κ0 · v0λ−1 ,
with ρ0 = λ/(dv0). Measuring time, space and density
in units of λ−1, v0λ−1, and ρ0, respectively, allows to set
d = λ = v0 = 1. Then, the only remaining free parame-
ters are the noise amplitude σ, κ0, and the mean particle
density ρ¯ = A−1
∫
A
dr
∫ pi
−pi dθ f(r, θ, t). To proceed, we
performed a Fourier transformation of the angular vari-
able: fk(r, t) =
∫ pi
−pi dθ e
iθkf(r, θ, t). This leads to the
Boltzmann equation in Fourier space, Eq. (2), where the
Fourier transforms In,k are given by
In,k =
pi∫
−pi
dΦ
2pi
S(|Φ|)
[
Pˆk cos(Φ(n− k/2))− cos(Φn)
]
.
(S8)
Pˆk = e
−(kσ)2/2 is the Fourier transform (characteristic
function) of the Gaussian noise with standard deviation
σ. Note that In,0 = 0 for all n. For k = 0, Eq. (2) hence
yields the continuity equation ∂tρ = − 12 (∇f∗1 +∇∗f1) =−∇ · j for the local density ρ(r, t) := f0(r, t) with the
particle current given by j(r, t) = v0(Ref1, Imf1)
T . In
order to get a closed equation for the particle current
at onset, we assume small currents f1  1 and use the
3truncation scheme: ρ − ρ¯ ∼ f1, ∂x/y ∼ f1, ∂t ∼ f1,
f2 ∼ f21 with vanishing higher modes as presented for
polar particles with ferromagnetic interaction in Ref. [11].
In analogy to Ref. [10], we retained only terms up to cubic
order in f1 in the Boltzmann equation, Eq. (2), for k = 1.
The equation for f1 then couples to the nematic order
field f2 via a term ∼ f∗1 f2 of order f31 , where the star
denotes complex conjugate. Writing down contributions
from Eq. (2) for k = 2 of quadratic order in f1 yields
an expression for f2 as a function of f1. The expression
for f2 can then be substituted into Eq. (2) for k = 1
to obtain a closed equation for f1. Together with the
continuity equation, the hydrodynamic equations for the
density and the particle current read
∂tρ =− 1
2
(∇f∗1 +∇∗f1) , (S9a)
∂tf1 = [α(ρ− ρc) + iv0κ0] f1 − ξ|f1|2f1 + ν∇∗∇f1
− γf1∇∗f1 − βf∗1∇f1 −
v0
2
∇ρ , (S9b)
where ∇ := ∂x + i∂y. The coefficients are given by
α := (I0,1 + I1,1),
ρc =
λ(1− Pˆ1)
I0,1 + I1,1 ,
ν := −1
4
1
λ(Pˆ2 − 1) + 2iv0κ0 + (I0,2 + I2,2)ρ
,
ξ := −4(I−1,1 + I2,1)νI1,2 ,
β := 2(I−1,1 + I2,1)ν ,
γ := 4νI1,2 . (S10)
We note that the employed truncation scheme implies
fast relaxation of the nematic order field f2 such that ∂tf2
is assumed to be negligible on time scales of the dynamics
of f1. f2 is then slaved to f1 via f2 = −2ν∇f1 + γf21 .
Linear stability analysis
For ρ < ρc Eqs. (S9) are solved by the homogeneous
isotropic state: ρ = ρ¯ = const., f1 = 0. For ρ > ρc there
is a second solution given by the homogeneous oscillatory
state: ρ = ρ¯, f1 = F1e
iΩ0t with F1 = (α(ρ¯−ρc)/Re[ξ])1/2
and Ω0 = v0κ0 − α(ρ¯− ρc)Im[ξ]/Re[ξ].
Homogeneous isotropic state
To study the stability of the homogeneous isotropic
state we substitute ρ = ρ¯ + δρ and f1 = δf1 with the
wave-like perturbations of the form
δρ(r, t) ∼ δρq eiq·r ,
δf1(r, t) ∼ δf1,q eiq·r , (S11)
where δρq and δf1,q are in general complex amplitudes
that are assumed to be small. Periodic boundary con-
ditions in our numeric solution impose |q| = n 2piL , nZ,
where L =
√
A and A is the area of the (quadratic) sys-
tem. The linearized set of equations of motion for the
perturbations δρq(t), δf1,q(t) and δf
∗
1,q(t) has the char-
acteristic polynomial
− q2α(ρ¯− ρc) + q4<[ν]
+
(
2(α(ρ¯− ρc)−<[ν]q2)2 + 2(v0κ0 −=[ν]q2)2 + q2
)
S
+ 4
(−α(ρ¯− ρc) + <[ν]q2)S2 + 2S3 . (S12)
where S is the eigenvalue of the linearized set of equa-
tions for δρq(t), δf1,q(t) and δf
∗
1,q(t). We note that <[ν]
is positive for all densities. For ρ¯ < ρc, all coefficients
in (S12), including the S-independent terms are positive,
such that (S12) only yields S with negative real part.
Thus, for ρ¯ < ρc the homogeneous isotropic state is lin-
early stable against inhomogeneous wave-like perturba-
tions. For ρ¯−ρc > 0, the real part of S becomes positive
where the fastest growing mode is always at q = 0.
Homogeneous oscillatory state
To study the stability of the homogeneous oscillatory
solution we substitute small perturbations in the basis of
the homogeneous oscillating solution:
ρ =ρ¯+ δρ(0)
+
√
α(ρ¯− ρc)
<[ξ] δρ(1)e
iΩ0t +
√
α(ρ¯− ρc)
<[ξ] δρ
∗
(1)e
−iΩ0t,
f1 =F1e
iΩ0t + δf(0)
+
√
α(ρ¯− ρc)
<[ξ] δf(1)e
iΩ0t +
√
α(ρ¯− ρc)
<[ξ] δf(2)e
−iΩ0t,
(S13)
where the amplitudes δρ(0), δρ(1), δf(0), δf(1) and δf(2)
are again of the form (S11). Truncating at the lowest
order of (ρ¯−ρc), which is
√
α(ρ¯− ρc), yields a closed set
of linear equations for the amplitudes. The eigenvalue
with the largest real part of this linear system determines
the growth rate S(q) of wave-like perturbations. We find
that the dispersion relation yields positive S(q) for finite
q (see Fig S2).
NUMERICAL LINEAR STABILITY ANALYSIS
IN THE FULL PHASE SPACE
In the derivation and the stability analysis of Eqs. (S9)
we rely on the assumption of small particle currents
which might be justified at onset. However, this assump-
tions is in general questionable and not well justified for
40.2
0.1
0
0 100 200 300
-0.05
FIG. S2. Dispersion relations for σ = 0.6, 0.4 and 0.1 (short-
dashed, long-dashed and solid lines, respectively) at ρ¯ = 0.8.
densities much larger than ρc. To obtain a stability map
for the full phase space (Fig. 3), we first calculated the
homogeneous solution of Eq. (2) retaining only modes
up to kmax. Given some values of ρ¯ and σ and a desired
accuracy  of this mode truncation scheme the cutoff is
chosen such that |fkmax+1 | < . As a next step, we lin-
earized Eq. (2) with respect to this solution and calcu-
lated the maximal growth rate S(q) of wave-like pertur-
bations with wave vector q. If S(q) > 0 for some |q|, the
homogeneous solution is unstable whereas if S(q) < 0 for
all |q|, the corresponding homogeneous solution is stable.
Note that the homogeneous version of Eq. (2) (neglect-
ing all gradient terms) is invariant under a phase shift
fk → fkeikv0κ0t. Choosing the orientation of the polar
order at t = 0 to be aligned along the x-axis, Eq. (2) is
solved by fk = |fk|eikv0κ0t with the time and space inde-
pendent amplitude |fk|. |fk| is then determined by the
stationary homogeneous version of Eq. (2):
0 = λ(Pˆk − 1)|fk|+
∞∑
n=−∞
In,k |fn||fk−n| . (S14)
This equation is identical to the stationary homogeneous
Boltzmann equation for straight moving particles; i.e.
where κ0 = 0. Hence, the solutions for the amplitudes
|fk| are identical to the solutions for the Fourier modes
in systems of straight moving particles [10]. To proceed,
we truncate the infinite sum in Eq. (S14) at kmax and
calculate the solution of all |fk| with |k| ≤ kmax. Fig. S3
depicts the solution for the amplitude |f1| as compared
to the solution of the generalized Ginzburg-Landau equa-
tion as well as the SNAKE algorithm. The explicit solu-
tion for |f1| and higher modes justifies the scaling scheme
used to derive Eqs. (S9) in the vicinity of ρc [Fig. S3,
inset]. For decreasing noise σ or increasing density ρ¯
an increasing number of Fourier modes starts to grow
[Fig. S3, inset]. In our numerical calculations we typi-
cally included 30− 50 Fourier modes. The dashed region
in Fig. 3(a) indicates the regime where we cannot find
a nontrivial solution to Eq. (S14) by neglecting Fourier
modes above the chosen kmax = 50 and where we would
have to choose a larger kmax.
0
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FIG. S3. Homogeneous solution for f1 and f2 for σ = 0.5 ob-
tained from the hydrodynamic equations Eqs. (S9) (HE), the
adapted mode truncation scheme (AMT), and the SNAKE al-
gorithm. Note that within ρc and ρc,2 (dashed vertical lines),
the SNAKE algorithm yields swirl states and hence the corre-
sponding mode values do not represent homogeneous states.
The inset depicts the solutions for the first modes obtained
from the AMT and shows nonlinear scaling of higher modes
with respect to |f1|.
With the substitution fk = (|fk|+ δfk)eikv0κ0t the lin-
ear system for δfk then reads
∂tδfk =− v02 (∇δfk−1 +∇∗δfk+1) + λ(Pˆk − 1)δfk
+
∞∑
n=−∞
(In,k + Ik−n,k)|fk−n|δfn . (S15)
Here, we performed a coordinate transformation to a
frame rotating with angular frequency κ0 such that
∇ → eikv0κ0∇. Assuming wave-like perturbations as in
Eq. (S11), we solved Eq. (S15) for the maximal eigenvalue
and get the growth rate as a function of the wavenum-
ber in the rotating frame (see Fig. 3(b)). The maxi-
mum taken over all wavenumbers |q| > 0 then defines
the maximal growth rate Smax of wave-like perturba-
tions. In agreement to previous results [10], we found
that the growth rate is maximal for q parallel to the par-
ticle current. The contour plot of Smax as a function of
ρ¯ and σ yields the phase diagram Fig. 3(a). Note again,
that our stability analysis and the resulting phase dia-
gram Fig. 3(a) is independent of curvature and also valid
for the well-studied system of propelled particles without
5curvature [10, 12, 13]. Hence, Fig. 3(a) shows that the
Boltzmann approach is capable of reproducing phases of
all states observed in [12, 14] including a transition from
travelling wave patterns to global homogeneous order.
NUMERICAL SOLUTION OF THE BOLTZMANN
EQUATION WITH SNAKE
In order to study the resulting steady states in the
regime where our linear stability analysis predicts inho-
mogeneities, we numerically solved the generalized Boltz-
mann equation, Eq. (1). To this end we employed the
SNAKE algorithm as introduced in Ref. [15]. As tesse-
lations we used a quadratic periodic regular lattice with
equally sized angular slices. Circling propulsion was in-
cluded by rotating the angular distribution of each lattice
site with a frequency v0κ0 in addition to the straight
convection steps. The system was initialized with a
disordered state with small random density fluctuations
around the mean density ρ¯ = A−1
∫
A
ρ(r, t). Changing κ0
did not change the observed patterns qualitatively. In the
limiting case of very small κ, we observed traveling wave
patterns as reported in Refs. [12, 14, 15]. For Fig. 3(c),
Movie 6, and Movie 7 we used a lattice of of 200 × 200
grid points with lattice field size 2 and angular disretiza-
tion of 24 angular slices; hence, A = 400×400 = 160000.
In the swirl phase the swirl size grows for growing ρ¯− ρc
whereas the radius of a swirl’s motion stays at approx-
imately κ−10 . Fig. S4 shows the parameter values of ρ¯
and σ where the SNAKE algorithm exhibits steady swirl
patterns together with the phase diagram obtained from
the adapted mode truncation scheme.
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FIG. S4. Overlay of the parameter values where the SNAKE
algorithm exhibits steady swirl patterns (red dots) together
with the phase diagram obtained from the adapted mode
truncation scheme (with kmax = 50). In the shaded region,
neglected Fourier modes become important.
REMARK ON THE SHAPE OF THE PHASE
CURVES
When comparing the transition to order in the phase
diagrams 2 and S4 it should be noted that our particle-
based and continuum approaches are distinct in the fol-
lowing features: polymer fluctuations vs. effective dif-
fusion, multi-particle collisions vs. binary alignment, ex-
tended polymers vs. point particles. The functional form
of ρc(σ) (S10) depends on the choice of diffusion and col-
lision noise (e.g. equally Gaussian distributed). In con-
trast, the form of the transition line in our Brownian
dynamics simulations depends on the choice of the phe-
nomenological criteria (disordered states for dmincc ≈ 2R0,
vortex states for dmincc > 2R0 and train states without
dmincc ). These differences result in different shapes of the
phase boundaries. In addition, the observed patterns in
the vortex phase are distinct. While for our particle-
based model we find closed, rotating rings, dense, rotat-
ing swirls are observed in the continuum model (Fig. 2(b)
and Fig. 3(d)). These differences are interesting and
should be considered as part of the results we obtained.
For example, these differences will guide future model
building for specific models, e.g. the dynamics of FtsZ,
as they emphasise what molecular details need to be ac-
counted for. For the discussion of this work, however,
our emphasis was on the topology of the phase diagram
(similar trend of the onset to order) and the fact that in
both models one finds a vortex phase.
MOVIE DESCRIPTIONS
Movie1.mp4: Brownian dynamics simulation of a
system with M = 10 polymers with v0 = 5, kBT = 1
and hence ρ = 0.069, σ = 0.247.
Movie2.mp4: Brownian dynamics simulation of a
system with M = 80 polymers with v0 = 5, kBT = 1
and hence ρ = 0.556, σ = 0.247.
Movie3.mp4: Brownian dynamics simulation of a
system with M = 200 polymers with v0 = 5, kBT = 1
and hence ρ = 1.389, σ = 0.247.
Movie4.mp4: Brownian dynamics simulation with
parameters as in Movie 3, except for a changed curva-
ture angle θ0 = 0.333, resulting in an polymer arc angle
Lκ0 = 3.
Movie5.mp4: Brownian dynamics simulation with
parameters as in Movie 3, except for a changed con-
tour length L = 6, resulting in an polymer arc angle
Lκ0 = 1.2.
Movie6.mp4: SNAKE solution for ρ¯ = 0.2 and
σ = 0.45 with κ0 = 0.1. The colour code denotes the
local density ρ/ρ¯. The orientation and length of the ar-
rows indicates the orientation and amplitude of the local
particle current.
6Movie7.mp4: SNAKE solution for ρ¯ = 0.75 and
σ = 0.2 with κ0 = 0.1. The colour code denotes the
local density ρ/ρ¯. The orientation and length of the ar-
rows indicates the orientation and amplitude of the local
particle current.
Hydroswirl.mp4: Preliminary results of the explicit
integration [16] of the hydrodynamic Eqs. (S9). The
video shows the time evolution of the density field ρ(r, t),
for parameters close above threshold ρ¯ > ρc. The system
size is A = 80× 80 = 640, ρ¯ = 0.5, σ = 0.6, and R0 = 5.
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2 Mixed symmetry of alignment
interactions
In this section, we investigate the collective phenomena of active systems with
microscopically realistic interactions, which are much more detailed than simplified
alignment assumptions like the Vicsek rules (Eq. (II.2)). In particular, we employ
the paradigmatic actomyosin gliding assay which was found to lack a clear symmetry
preference of the microscopic alignment, despite finding collective order. We present
a two-pronged approach of theory and experiment to analyze how microscopic
symmetries affect the self-organization and emerging order of an active system.
Both investigations exhibit a remarkable agreement on all relevant length and time
scales. The results of this work were recently published in the journal Science (see
section 2.5).
It should be noted that the introduced computational model represents a new
simulation paradigm for active matter systems, which is flexible enough to be
extended to a variety of different model systems. It is therefore also a key method
for project 1 in chapter III.
2.1 The actomyosin gliding assay
2.1.1 Background
In general, gliding assays are in vitro experiments that assess the active mechanics
of protein filaments and motor domains, which are found in many living systems.
They require several key ingredients: 1) protein filaments, 2) molecular motors, 3)
a ’fuel’, and 4) a proper biochemical environment, that is, a substrate surface and
an aqueous bulk that stabilize the filament-motor complex. In the following, we
concentrate on the actomoysin glidin assay or actin motility assay, which was first
introduced by Sheetz et al. in 1983 [124] (another prominent example would be
microtubule gliding assays [24, 25, 125]).
In the actomyosin gliding assay, actin filaments move on a flat ’lawn’ of immobilized
heavy mero-myosin (HMM) motors (Fig. II.14), similar to ’crowd-surfing’ singers
at a concert: HMM is a part of the non-processive motor protein myosin II of
animal muscles, and consists of a head and a tail domain; HMM tail domains
are then ’glued’ to a flat cover slip using nitrocellulose, with the active head
domain being able to bind to ambient actin filaments (F-actin). Upon hydrolysis of
adenosine-tri-phosphate (ATP) as an energy source, HMM exerts a unidirectional
power stroke on the actin filament - this is the active force (Fig. II.14(b)). Typically,
actin filaments are a few µm long and each filament is simultaneously pushed by
many motors in the same direction, resulting in a processive and polar propulsion
along the filament contour. This creates a two-dimensional active motion of actin
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Figure II.14 (a) Illustration of the actomyosin gliding assay. HMM motor proteins are
fixed to the surface of a coverslip and actin filaments (orange) can bind to them. (b)
Side view of the actoymosin complex: HMM motors can perform unidirectional power
strokes upon ATP consumption, which effectively pushes the actin filament forward.
(c,d) Fluorescence images of the gliding assay at (c) low actin densities (monomeric
concentration 1µM) and (d) large actin densities (10µM) exhibit a disordered global
state and the large-scale formation of polar fronts, respectively. The white arrows depict
the collective orientations (absent in (a)), which is also reflected by the corresponding
kymographs in lower panels of (c,d) to illustrate the motion of patterns (arbitrary time
scale). Scale bar corresponds to 50µm. Please refer to section 2.3 for further details.
polymers on the cover slip. The interplay between the discrete and fluctuating
nature of force generation with the elastic properties of actin leads to anomalous
filament bending [126], and importantly, to random reorientations of the filament
tip which result in orientational diffusion and hence a persistent random walk.
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2.1.2 Controlling collective motion
While actomyosin gliding assays at low filament densities are useful to understand
the mechanisms of single filament dynamics (Fig. II.14(c)), gliding assays at high
filament densities have proven themselves as a standard experiment to examine col-
lective motion in active systems. In the latter case, actin filaments self-organize into
large-scale, coherently moving clusters or front-like structures [21, 22] (Fig. II.14(d)),
akin to the phenomenology of the polar active system of the Vicsek model: beyond
a critical actin filament density polar order emerges, accompanied by a subsequent
phase separation into dilute disordered regions and dense ordered regions. It was
shown that colliding actin filaments in the assay exhibit alignment interaction
(Fig. II.15(a)), possibly mediated by short-ranged biochemical, hydrodynamic, or
steric interactions [26, 37].
Yet, it is misleading and dangerous to interpret these phenomenological similarities
with an overall equivalence of experiment and theory. In fact, the properties of
microscopic interactions of actin filaments - which are indispensable for the ordering
transition - refute theoretical predictions about the onset of order [26, 118]. In
essence, it is not clear how the character of local alignment, that is, binary colli-
sions between two actin filaments (Fig. II.15(b)), can be reconciled with simplified
collision rules which are at the heart of active matter theories like the Vicsek model
(compare also with Fig. II.2(b,c)): first, the overall degree of alignment is too weak
to lead to collective ordering at any density, at least if higher-order interactions and
correlations are neglected. Second, the symmetry of alignment is not perfect but a
malleable hybrid of both polar and nematic contributions, with gradual instead of
full alignment. Overall, a framework is lacking that explains both why collective
order emerges at all, and how a particular symmetry is chosen.
Motivated by these questions, our collaborator Ryo Suzuki recently sought to
gain experimental control over the microscopic interactions, which are at the root
of collective motion. To this end, he added the crowding agent polyethylene glycol
(PEG 35kD) to the assay buffer to change alignment interactions of filaments by
additional depletion forces (Fig. II.15(c)) mediated by large PEG molecules, which
press actin filaments down on the HMM lawn. The so-enhanced excluded-volume
interactions are intrinsically nematic in nature. As a results, the statistics of binary
collisions in the dilute system changed very slightly - towards a gradually stronger
and more nematic alignment (Fig. II.15(a)). For more details on the experimental
method, please refer to section 2.3.3. Surprisingly, for large actin densities, the
collective effects changed drastically: instead of polar order, large-scale nematic
order emerged. Also, the system phase-separated into a network of dense, nematic
trails or streams (Fig. II.15(d)): while single filaments move to equal amounts in
both directions and eventually exit or enter a trail from the surrounding dilute
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Figure II.15 (a) Alignment of binary collision curves of the actomyosin assay: the standard
assay (purple line) exhibits a small bias towards polar scattering (data taken over 1113
collisions, see also Ref. [26]). With 3% PEG (w/v, green line) alignment becomes stronger
for both polar and anti-polar parts (389 collisions). Error bars: 1 standard deviation.
(b) Illustrative comparison of Vicsek-like alignment rules (blue line: polar, orange line:
nematic) with gradual alignment of mixed symmetry (green line) of binary filament
collisions. (c) Illustration of the effect of PEG on filament interactions: PEG molecules
’squeeze’ filaments tighter on the HMM lawn which increases excluded-volume, nematic
interactions. (d) Fluorescence image of self-organized nematic trails in the PEG-assay
(3% PEG and 5µM monomeric actin). While individual filaments are motile, the pattern
itself is almost static. Image is a time-average over 100s, scale bar is 50µm. White arrows
denote the nematic axis. Please refer to section 2.3 for further details. The data from
(a,d) is also published in Ref. [127].
regions, the network itself appears rather static (please refer to section 2.3.2
for a detailed analysis). It was unexpected to see that the phenomenology of
the collective effects was so sensitive with respect to minuscule changes on the
microscopic scale, for which there was no proper theoretical framework available.
These experimental results were the starting point for our subsequent investigation
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and will be characterized more thoroughly after the presentation of our theoretical
approach in the next section.
2.2 Multi-scale simulations of the gliding assay
The incompatibility of the kinetic Boltzmann approach for Vicsek-like theories [42,
54] with the collision properties of the motility assay (which predicted a negat-
ive critical density of the ordering transition [26]) indicated that the underlying
assumptions - the negligence of many-body interactions and correlations - may
actually be essential for the formation of collective effects. We therefore resorted
to a computational model to overcome these analytical limitations, and to simply
simulate the motility assay ’bottom-up’. Still, this was not just straightforward
to achieve, and merely shifted the challenge towards different requirements: 1)
the microscopic details of propelled actin filaments and their interactions must
be described sufficiently well, 2) simulations need to be ’all scale’ with feasible
simulation times, i.e. without introducing any truncation bias, 3) identification of
relevant parameter regimes, phenomena, and mechanisms. Unfortunately, the full
Brownian dynamics simulations of semiflexible polymers introduced in section 1.2
are not directly applicable, since alignment is not explicit here but only results from
steric effects. Furthermore, displaying the full two-dimensional diffusion dynamics
of thousands of polymers is neither necessary nor computationally feasible.
In the next sections we will first introduce the model details and their computational
implementation, followed by the analysis of properties on the smallest ’particle’
scales, and then the full specification of collective phenomena.
2.2.1 Modelling weakly-aligning self-propelled polymers (WASP)
Intuitively, the key element of any model of the actin gliding assay is the actin
filament, which is attached to a cover slip by a number of HMM motors that provide
the active force (Fig. II.14(b)). Since the full microscopic dynamics are neither
completely known nor necessary to understand the physical processes of the system,
we have to coarse-grain the microscopic picture sufficiently. For simplicity, we
model actin filaments as identical polymers of length L and width d , with a slender
aspect ratio L/d  1 (Fig. II.16(a)). Actin in the experiment is roughly 1− 10µm
long and has a molecular diameter of 10nm. While the effective interaction range
for alignment processes is unknown, it is likely on the same scale as the diameter
d . Hence, as long as the aspect ratio is L/d  1 this uncertainty should not be
relevant for the scattering kinetics. Furthermore, filaments are discretized into N
beads which are smoothly connected by N − 1 segments. In general, N needs to
be as large as possible to properly resolve a deformed polymer contour, which is at
the expense of numerical performance. As will be detailed later, strong filament
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bending will however only rarely occur for our relevant parameter regime, which
allows us to set N ≈ 5− 10 at relatively small values.
The filament propulsion due to HMM also requires coarse-graining and is mod-
elled as a continuous active force that acts strictly parallel to the local contour,
rather than a full stochastic process that involves a complicated interplay of the
mechanical properties of actin and myosin (Fig. II.14(b)). Furthermore, due to
the anchoring of the filament onto the two-dimensional substrate, filament motion
perpendicular to the contour is strongly suppressed, except for the front tip of the
actin filament. Consequently in our model, motion of the polymer tail is only de-
termined by the active force, and merely follows the front tip. This ’trailing’ motion
drastically affects the collective behavior when compared with non-trailing rods, as
was recently observed in Brownian dynamics simulations of penetrable bead-spring
rods [128], where the interplay of crowding, elastic frustration, and active forces
lead to large-scale sideways motion of filaments, resembling a ’snow-plow’ structure.
For the actin gliding assay, such a behavior is not observed. As for the actin tip,
the underlying microscopic processes are unclear and may involve an interplay of
thermal forces, environmental heterogeneities, and HMM motor strains with the
elastic properties of the free polymer end. Irrespective of these details, their effect
amounts to an effective persistent random walk of the filament contour with a
two-dimensional persistence length of about 12µm [129]. Likewise, the polymer
tip in our model has an internal direction of motion, which is subject to angular
diffusion that results in a persistent random walk.
Taken together, a contour has different dynamics for the tip (at contour index
i = 0) and for the tail (at contour indices i ∈ {1, ...,N − 1}). The corresponding
equations of motion for a single, unperturbed filament n read2:
∂
∂t
r(n)0 = v0u
(n)
0 = v0
(
cos θ
(n)
0
sin θ
(n)
0
)
, (II.25)
∂
∂t
θ0
(n),unperturbed =
√
2v0
Lp
ξ(n), (II.26)
∂
∂t
r(n)i = Ks
u(n)i−1 + u
(n)
i
2
(∣∣∣r(n)i − r(n)i−1∣∣∣− LN − 1
)
, (II.27)
where r(n)0 is the position, u
(n)
0 the director, and θ
(n)
0 the direction of the tip (note
that we omitted the superscript unperturbed for brevity). v0 is the (constant)
propulsion velocity, Lp the persistence length, and ξ(n) an angular random white
2 It very easy to extend the equations of motion towards chiral active matter as in section 1 by
adding a rotation rate ω0 = v0κ0 to Eq. (II.26) (κ0 being the curvature of motion).
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noise with zero mean and unit variance. Note the equivalence of Eqs. (II.25, II.26)
with the equations for a simple active particle Eqs. (II.1). Eq. (II.27) describes
the trailing of tail segments i , which is formally similar to an asymmetric spring
force (i.e. only acts onto the tail-sided neighbor) that maintains a constant cylinder
length of L
N−1 , where Ks is a sufficiently strong spring constant (Ks  v0(N−1)/L).
The tail directors u(n)i are given by the renormalized connecting vectors r
(n)
i−1 − r(n)i .
Up to now, the model only describes the stochastic dynamics of a polymer tip
with a strictly following tail end. To couple a system of many active filaments,
interactions with realistic assumptions are needed (Fig. II.15(a)): specifically, for
colliding actin filaments, we expect only local interactions when a tip touches
another filament segment, or comes sufficiently close to it. Since actin polymers are
smooth objects (apart from cues on the submolecular scale), this interaction should
only depend on the local geometry (i. e. positions and orientations) of the collision
partners, and only act on polymer tips which are not anchored to the substrate. In
general, these interactions may have an arbitrary contribution of forces and torques
that act upon the tip position and its orientation, respectively. Yet it was observed
that interactions in the actin motility assay are extremely weak [26]: upon collision,
filaments will most likely cross each other without noticeable stopping, which might
come from the roughness of the HMM surface with many filament layers. In
addition, filaments experience a very slight reorientation depending on the relative
incoming collision angle (Fig. II.15(a)). Hence in our strictly two-dimensional
model we further assume that filaments are penetrable objects which are dominated
by local alignment interactions. Repulsive forces may still be present, but small.
We will henceforth refer to our active objects as Weakly-Aligning Self-propelled
Polymers (WASP’s).
In the WASP model, alignment is provided by the presence of a local alignment
potential along any filament contour. This potential has both polar and nematic
contributions, respectively, and, since it acts only upon tip directions, gives rise to
canonical torques that add up to the Langevin Eq. (II.26):
∂
∂t
θ
(n)
0 = −
δH
(n)
0
δθ
(n)
0
+
√
2v
Lp
ξ(n). (II.28)
Here H (n)0 =
∑
m
´ L
0
dsU
(n)
m,s is the total sum of all alignment potentials that are
present at the tip n, running over all filaments m and respective contours s. Since
we require both potentials and torques to be local and continuous, every potential
is a smooth ramp which is only present in the area covered by a polymer, and has
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Figure II.16 (Illustration of the WASP model: (a) a system of M filaments of length
L, width d , velocities v0, and tip orientations θ
(m)
0 which interact via gradually-aligning
collisions. (b) Close-up of filament collision shows the continuous envelope of a filaments’
contour and its local tangential direction (orange lines). The collision is a continuous
process of the filament tip (green point) in the landscape of the adjacent tail contour,
acting as a polar and a nematic torque on the tip director. (c) Angular part of the
alignment potential Eq. (II.30) visualizes the minima of polar and nematic symmetry
(purple and green line, respectively) and the mixed case (gray). Inset: linear ramp of
potential cross section Eq. (II.31).
the form:
U (n)m,s =C
(∣∣∣r(n)0 − r(m)s ∣∣∣
shDist
)
× [Ap( θ(n)0 − θ(m)s )+Ap( θ(n)0 − θ(m)s )] (II.29)
with the polar and nematic terms
Ap(θ) = −ϕpv0
d
cos θ, An(θ) = −ϕnv0
d
cos 2θ, (II.30)
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and a linearly increasing ramp
C (x) =
{
0 for x > d
(d − x)/d else . (II.31)
The amplitudes ϕp,n are scales of the typical angular displacement upon a single
collision, which can be obtained by θ˙(n)0 ·∆tcross ∝ ϕp,nv0d ∆tcross = ϕp,n since the
crossing time is ∆tcross ∝ d/v0. Note how the angular dependencies in Eq. (II.30)
discriminate the polar direction (via cos θ) and the nematic axis (via cos 2θ) of
a filament (Fig. II.16(c)). In Eq. (II.29), |...|shDist denotes the shortest possible
distance between the tip position and the contour of an adjacent polymer. θ(m)s is
the local tangential direction at the contour position s. In this way, alignment of
filaments strictly takes place upon local contact, which allows to resolve collisions
continuously in space and time without needing some averaging procedure like in
Vicsek-type models [49, 91, 130]. Yet these definitions require a fine resolution of
contours to obtain faithful values of the tangential direction θ(m)s and the tangential
position r(m)s . Fig. (Fig. II.16(b)) shows the continuous envelope of a filament;
ambiguous regions exist at the inner and outer bends of segment joints which
cannot be approximated by cylinders. Outer gaps are therefore ’filled’ by circular
sectors and the inner ones by the average potentials of the overlapping segment
cylinders. While this is numerically tedious to implement, it creates a smooth
filament shape without spurious friction effects, like it would be the case for the
bead-spring model presented in section 1.2. Alignment is hence exclusively set by
the alignment parameters ϕp, ϕn.
So far, no repulsive force has been considered. However, for purely aligning fil-
aments, there exists an unphysical fixed point of the alignment dynamics: since
alignment maximizes contour overlap which is amplified by the amount of filaments,
a singularity with all particles of a system on top of each other would be possible.
Therefore, we added a very weak repulsion force −S ∂H
{n}
0
∂r
{n}
0
with a small amplitude
S  v0 to Eq. (II.25) acting only on tips and being proportional to the sum of all
linear ramps (Eq. (II.31)). This caps the amount of locally overlapping filaments,
proportional to v0/S , which did not change the phenomenology of self-organization.
To complete the model preferences, we insert M active filaments into a system of
size Lbox with periodic boundary conditions and variable initial conditions, and let
the dynamics defined by Eqs. (II.25-II.31) evolve until a simulation time tmax .
The parameters of the WASP model are summarized in Table II.1. In the following
chapters we will fix many of the above quantities, and only vary a few. If not stated
otherwise, we fixed L, d , N , v0, Ks , and S as displayed above. While N and Ks
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Single particle variable Typical values Explanation
L 6.3 Length of a contour.
d 0.3 Width of a contour, such that
L/a 1.
N 5 Contour discretization. For
weakly bending contours, N
can be assumed small.
v0 1 Active velocity of a contour.
Lp 200 Persistence length of the con-
tour and the path of polymer.
Ks 200 Segment stretching constant,
such that Ks  v0(N − 1)/L
maintains the segment length.
Interaction variable Typical values Explanation
ϕp - Polar alignment strength.
ϕn - Nematic alignment strength.
S 0.1 Repulsive force amplitude.
System variable Typical values Explanation
Lbox - Box length of the system, with
an area A = L2box
M - Number of particles, defining
a density ρ0 = M/A.
tmax - Simulation time.
Table II.1 Typical parameters of the WASP simulations. If not explicitly stated otherwise,
we fixed the corresponding values as given here. A ’-’ signals a variable parameter.
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are only auxiliary values to control the discrete nature of the model, L is a typical
length scale that drops out when one rescales the particle density with ρ0L2. When
the aspect ratio L/d is large, filaments become slender objects with effectively no
dependence on d . Likewise, v0 only sets the time scale of the dynamics and can
be set to 1. The remaining physical quantities are hence the persistence length
Lp, the alignment strengths ϕp, ϕn, and the density ρ0L2. For future relevance we
will further define the relative alignment strength α := ϕn/ϕp, which measures the
balance between the polar and the nematic term.
2.2.2 Implementation of WASP simulations
The computational implementation of the WASP model defined above is relatively
straightforward. Using the C++ language, the simulation program creates a
collection of M polymer objects and embeds them into a global system. Using a
simple Euler forward integration, the forces and torques that act on every contour
point are first calculated using Eqs. (II.25,II.28,II.27) and then displaced by a small
amount ∆t  1 to obtain the updated positions and orientations. While the
program structure appears easy, the implementation of the interaction needs to
be handled with great care: naively, M filament tips would in principle be able to
each interact with all M filaments, each with N beads, requiring O(M2) operations
at every time step. This would drastically reduce performance and restrict the
maximally feasible M to a few hundred. Of course, only a small fraction of all
possible interactions really contribute to the dynamics because interactions are
strictly local. It remains to efficiently identify those few collisions. This can be
done by decomposing the system into sufficiently small compartments or cells, and
only consider interactions inside cells and to neighboring cells (Fig. II.17), which
formally reduces the computational effort to O(M) [131]. Note that the iteration
over cells requires proper bookkeeping to avoid repeated calculations. Furthermore,
we can assume that particles will only be displaced by a small amount ∼ v0∆t. As
a result, a re-iteration of the cell lists it not necessary at every time step: when
calculating interactions of a particle, a new interaction partner would first have
to cross the layer of neighboring cells to come close enough. Reassigning the cell
list only before this distance is crossed further reduces the computational effort,
which is referred to as Verlet algorithm [131]. Using OpenMP allowed us to heavily
parallelize the simulation program, and to achieve large simulation times for systems
of more than O(106) discretized polymers using a single 32-core CPU. In practice,
we fixed ∆t = 10−3 which is small enough to even resolve the shortest crossing of
polymer contours very smoothly within v0 · d/∆t = O(103) steps.
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Figure II.17 Illustration of the cell algorithm of a WASP system to calculate interactions
with periodic boundary conditions: first, all N ·M discretized contour points are cast into
a periodic list of dimension (imax , jmax). Then, for every filament tip (green dots) in a cell
(i , j) (blue color), all pairwise interactions with all contour points within the cell and the
adjacent cells (green color) are calculated. This is then iterated over the array of cells.
The minimal cell size to include all possible interactions within the shell of neighbor cells
is given by Lcel l ≥
√
(L/(N − 1))2 + (d/2)2. Note that only very few interactions take
place (red circles).
2.2.3 Single filament properties
Before we investigate the full dynamics of a crowded model simulation which is
similar compared to the actin motility assay, we will briefly present the physical
properties of individual WASP’s and the features of the microscopic interaction,
which is the basis on which we will compare local properties with the experiment.
For simplicity, we set L = 6.3 throughout this section.
Orientational decorrelation:
For a single filament without interaction, the dynamics follow Eqs. (II.25-II.27) and
hence perform a persistent random walk as noted in the introduction of this chapter.
As can be seen in Fig. II.18(a), the autocorrelation function of the tip orientation
follows the predicted decay law 〈u0(t)u0(0)〉 = exp(−tv0/Lp) almost perfectly;
likewise, the mean-squared displacement of a filament is very close to the prediction
〈(r(t) − r(0))2〉 = 2Lpv0t(1 − Lpv0t (1 − exp(−v0t/Lp))) and shows the cross over
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from ballisic to diffusive motion at a length scale of Lp in Fig. II.18(b). This
agreement is not particularly surprising, since the dynamics is, so far, exclusively
set by the dynamics of the filament tip.
Binary collisions:
Next we turn towards the effect of the alignment interactions defined in Eqs. (II.28-
II.31). To this end, we only consider binary interactions as in the experiment
and slightly modify the simulation: we randomly distribute two filaments in a
small system and let it evolve until the first filament contact, which defines the
pre-collision angle θin between the director of the colliding tip and the ’target’
contour. Then, subsequently, aligning torques act on the tip until it has completely
crossed the adjacent contour (see illustration in Fig. II.16(b)). At this point,
the post-collision angle θout is recorded. After this event, the iteration begins
anew until sufficiently many collisions have been recorded to obtain statistical
properties. Similar to the experiment where the addition of a depletion agent alters
the nematic alignment, we will first set the polar alignment stength to a fixed
value ϕp = 0.036 ∼= 2.1◦ and concentrate on varying the nematic strength ϕn
(and hence the relative alignment symmetry α = ϕn/ϕp). Figure II.18(c) depicts
20, 000 individual collision events and an averaged curve θ¯out(θin) at α = 2.75 and
a persistence length Lp = 200 = 31.7L. Interestingly, the binary collision statistics
hardly yields a significant signal θ¯out(θin) in the background of fluctuations, similar
to the experimental curve at zero PEG (Fig. II.15(a)); in particular, the standard
deviation at any given θin is larger than the deflection ∆ := θ¯out − θin (see error
margins in Fig. II.18(d)). Furthermore, θ¯out is slightly biased in a polar fashion,
that is, acute incoming angles θin < pi/2 are gradually more aligned than obtuse
angles θin > pi/2 (Fig. II.18(c)). When the relative alignment strength is increased
to α = 6.25 (Fig. II.18(d)), the shape of θ¯out becomes more nematic and more
pronounced, albeit still very close to the previous curve. This behavior is very
similar to the actin motility assay with PEG, and correctly captures the microscopic
interactions. Fig. II.18(f) shows how the symmetry of alignment gradually changes
from a polar symmetry (low α) to a nematic symmetry (large α) with ∆ being
anti-symmetric around pi/2. Furthermore, the binary collision statistics is sensitive
to the persistence length, because there is a finite duration of every collision during
which angular diffusion takes places. The resulting randomization of the outgoing
angle θout is thus strongest for acute angles θin → 0 and obtuse angles θin → pi, as
can be seen by comparison with the deterministic case for Lp =∞ (Fig. II.18(d)).
Note that even for this limiting case there is a finite variance of θout due to averaging
over arbitrary impact parameters of the collision partners. In the limit Lp → 0, θout
approaches pi/2 which is the average angle between two random orientations.
60 Emergence of symmetries, collective order and pattern formation
(a)
(c) (d)
(e)
(f)
(b)
0 100 200 300 4000.01
0.05
0.10
0.50
1
5 10 50100
5
10
50
100
in
out
0
0
= 2.75
in
out
0
2.7
5
200
6.2
5
100
10°
5°
20°
10
0 1 2 3 4 65
in
Polar Nematic
-0.1
0.1
= 
2.
75 = 
6.
25
0
1
2 Lbox=3.6
Lbox=4.8
Lbox=7.1
Lbox=14.3
in
0
-0.1
0.0
0.1
in
0
Figure II.18 (a) Orientational autocorrelation 〈u0(t)u0(0)〉 of polymer tips for different
values of Lp, each averaged over 2000 filaments. Dashed black lines depict the theoretical
prediction exp(−v0t/Lp). (b) Rescaled mean-squared displacement 〈(r(t)− r(0))2〉/(v0t)
of WASP filaments for different values of Lp. Black solid lines denote the theoretical
prediction F (v0t, Lp) := 2Lp(1 − Lpv0t (1 − exp(−v0t/Lp))). For both (a,b): blue line:
Lp = 50, orange line: Lp = 100, green line: Lp = 200. (c) Binary collision statistics
at α = 2.75 for 20,000 individual collisions (grey dots). The averaged curve θ¯out was
obtained by subdividing the range θin ∈ [0,pi] into bins of size pi/20. (d) Comparison
of binary collision curves for different values of α and Lp. Light purple and light green
error bars denote 1 standard deviation for the curves Lp = 200. Inset: dependence of
the averaged deviation σ¯ =
´ pi
0 dθin
√
Var[θout ] on the persistence length for α = 2.75
(green line) and α = 6.25 (purple line). (e) Distribution function Γ (θin) for different
box sizes and α = 1.75. The black line depicts the Boltzmann cylinder approximation
Eq. (II.32). Inset: corresponding deflection ∆. (f) Contour map of the deflection ∆ as a
function of α (Lp =∞ for simplicity) shows the transition from a polar to predominantly
nematic collision character, which is anti-symmetric around pi/2. Vertical red lines depict
the corresponding curves from (d).
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For Lp = 200 = 31.7L, the averaged deviation σ¯ =
´ pi
0
dθin
√
Var[θout ] is about
15◦ (inset of Fig. II.18(d)) which roughly matches the corresponding values of the
actin experiment in Fig. II.15(a). Therefore, we will fix Lp = 200 in the following
analysis of the collective properties. To test the robustness of the collision algorithm,
we also recorded the distribution Γ (θin) of incoming angles θin as a function of
the simulation box size Lbox , and compared it with the theoretical prediction of
the Boltzmann scattering cylinder of rods PB(L/d , θin), which can be derived by
considering the scattering cross section of a rod that moves relative to the rest
frame of the other one [26]:
PB(L/d , θin) ∝
∣∣∣∣sin θin2
∣∣∣∣ (1 + L/d − 12 sin θin
)
. (II.32)
As can be seen in Fig. II.18(e) there is indeed a dependence on the box sizes for
values of Lbox . 10L which comes from a selection bias of θin. For larger Lbox , Γ
still deviates from the rod approximation PB(L/d , θin) (using L/d = 21) such that
acute angles θin < pi/2 are more frequent, which also coincides with the scattering
statistics of the experiment [26, 129]. Note that irrespective of Lbox , the angular
deflection ∆ remains unaffected.
Low-density correction of decorrelation:
When we consider a system with a sufficiently low homogeneous density ρ0L2,
no collective order emerges and the system resembles a disordered, isotropic gas
(Fig. II.19(a))) similar to the experimental state (Fig. II.14(c)). For this weakly-
interacting system we have to correct the single filament dynamics with respect to
random collision which, on average, do not create macroscopic order. Let us re-
derive an expression for the orientational autocorrelation 〈u0(t)u0(0)〉 = 〈cos[∆θ]〉
with ∆θ = θ0(t) − θ0(0): using Isserlis’ theorem [132] to express arbitrary even
modes as 〈∆θ2n〉 ≡ (2n)!
2nn!
〈∆θ2〉n we obtain in general
〈cos[∆θ]〉 = 〈
∞∑
n=0
(−1)n∆θ2n
(2n)!
〉 !=
∞∑
n=0
(−1)n(2n)!〈∆θ2〉n
(2n)!2nn!
=
∞∑
n=0
1
n!
(−〈∆θ2〉
2
)n
= exp
(
−〈∆θ
2〉
2
)
=: exp (−Dt) , (II.33)
where we exploited that 〈∆θ2〉 = 2Dt corresponds to angular diffusion with a
diffusion constant D that needs to be further specified. Without loss of gen-
erality, D = v0
Lp
+ 
2
δt
since decorrelation due to angular noise and random scat-
tering are independent. Here  is the typical scale of deflection upon random
scattering, and δt is the time between successive events. The former can be
62 Emergence of symmetries, collective order and pattern formation
estimated by the average angular displacement due to an alignment potential,
 = |Ax d/v0| = 12pi
´ pi
0
dθ|Ax(θ)d/v0| ≈
√
1
2pi
´ pi
0
dθ(Ax(θ)d/v0)2, where the x in
Ax(θ) from Eq. (II.30) stands for polar (p) or nematic (n). Due to the independence
of both contributions, 2 = |Apd/v0|2+ |And/v0|2 ≈ (ϕ2p +ϕ2n)/2. Now δt is given
by inter-particle distance lpp = 1/
√
ρ0 divided by v0 and the hitting probability
d0/lpp where d0 = L/2 is the scattering cross section of a rod of length L. Taken
together, we obtain an expression for the angular persistence at finite density ρ0:
D(Lp, ρ0,ϕp,ϕn) = v0
(
1
Lp
+
ρ0L
4
(ϕ2p + ϕ
2
n)
)
. (II.34)
Figures II.19(b-d) show the fitted decay constants for systems with different density
ρ0L
2 and α, which all agree well with Eq. (II.34). Hence, we conclude that here
collective effects are absent and do not influence the properties of single filaments.
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Figure II.19 (a) Isotropic state of a low-density simulation of WASP’s with α = 0,
M = 5000, Lbox = 512, and hence ρ0L2 = 0.76. (b-d) Fitted decay length τ for
〈u0(t)u0(0)〉 = exp(−t/τ) (blue circles) for (b,d) varying density and (c) varying relative
alignment strength. The black dashed line depicts the prediction of Eq. (II.34). For (a-d),
Lp = 200.
2.2.4 Emergence of collective order and patterns
Until now, we only considered the properties on the level of individual filaments.
We showed that even in the presence of a few interactions in a system at low
density or low interaction strength, the dynamics of individual filaments is still well
described by a persistent random walker, and hence collective effects are absent.
Rather paradoxically, orientational order decorrelates faster as ρ0 or α is increased
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(Eq. (II.34)). Yet, when these values are sufficiently large, macroscopic order and
patterns emerge, as we will elaborate below.
As in the previous section, we first fix ϕp = 0.036 and Lp = 200 such that the
collision curves of theory (Fig. II.18(d)) and experiment (Fig. II.15(a)) agree well.
Note that setting L = 6.3 we recover stiff polymers with a persistence length
Lp/L = 31.7. Since the resulting filament path does not exhibit large bending
events, N = 5 is sufficient to resolve the dynamics. To analyze the collective order
of the systems, we introduce the polar and nematic order parameters P , N :
P = |〈exp(iθ0)〉| and N = |〈exp(2iθ0)〉| , (II.35)
where θ0 are the tip orientations of filaments. Alternatively, one could have taken
other definitions of a particles’ orientation, like the angle of the end-to-end vector,
which is equivalent on average. When a system is fully oriented in the same
direction P and N both approach 1. Similarly, when it is fully disordered, P → 0
and N → 0. Note that when the system perfectly nematically ordered, that is, all
directors are equally split up into two opposite directions, P = 0 and N = 1.
Upon simulating a more crowded system of WASP’s with a density ρ0L2 = 1.51
in the presence of actin-like alignment interactions α = 2.75, filaments begin to
align and create macroscopic polar order P , as can be seen in Fig. II.20(a-c). As a
result, the system phase-separates into a high-density, polar-ordered moving front
embedded in a low-density background, closely resembling the polar patterns found
in the actin motility assay (Fig. II.14(d)) and similar to polar pattern formation
in other types of active matter models [40, 42, 43, 45, 47, 51]. Within a short
time, the system evolves a stationary global polar order P (Fig. II.20(c)). In this
stationary state, the orientational (or polar) autocorrelation 〈cos[∆θ(t)]〉 as well as
the nematic autocorrelation 〈cos[2∆θ(t)]〉 drops from 1 to a nonzero value given
by the corresponding order parameter (Fig. II.20(b)). Figs. II.20(d,e) show that
the transition from a disordered to the ordered state is very discontinuous. We
postpone an appropriate analysis of this phase transition towards the next chapter
III. As can be seen by the self-organized pattern in Fig. II.20(a) the shape and
orientation is enslaved to the periodicity of the finite simulation box, and may not
illustrate the phenomenology of an infinitely large system. To this end, we have
also simulated extremely large systems (Fig. II.20(f)) which does not exhibit a
preferred box direction within the simulation time. Here one can observe that order
emerges locally, and successively, but slowly, coarsens towards larger structures.
Interestingly, when increasing the relative alignment strength α towards more
nematically dominated collisions in Fig. II.20(e), the order parameter P drops to
zero, while N remains finite. This indicates a transition of the global order from
polar to nematic, as it was seen in the actin experiments. Indeed, when we closer
examine the collective phenomena for α = 6.25, the resulting pattern formation
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Figure II.20 (a-c) Self-organization of polar order from disordered initial conditions for
α = 2.75 and ρ0L2 = 1.51. (a) Emergence of a travelling polar front of filaments, which
exhibits a sharp front side and a smooth back side (white scale bar: 20L) in a system of
10,000 filaments. (b) Corresponding polar and nematic autocorrelation functions remain
at a finite plateau values set by P and N . The decay time is dominated by the dwell time
of filaments within the polar front. (c) Evolution of order parameters. (d,e) Stationary
order parameters as a function of ρ0 and α, respectively, show a discontinuous transition
towards polar order. Note that for large α > 5 polar order vanishes completely while
N remains finite, indicating global nematic order. (f) Ultra-large-scale simulations of
M = 2, 176, 000 WASP’s organize into polar patterns (α = 3, ρ0L2 = 1.29, Lbox = 8192).
At a time tmax = 104 the system is still far from stationarity. White arrows illustrate
the motion of wave patterns, the white scale bar is 100L long. The inset shows local
filaments and their orientations.
has drastically changed: instead of polar fronts, a dense band of filaments emerges
very quickly, with a globally nematic order (Fig. II.21(a-c)). The band itself remains
static, while single particles locally move parallel to the band, and to equal amounts
in opposite directions which is also reflected by the orientational autocorrelations
(Fig. II.21(d)); while a nematic orientation remains, the polar orientation decays
within a time τ ≈ 461, which represents the time scale upon which filaments flip
their direction. Fig. II.21(e) shows that the transition towards nematic order is less
discontinuous as the polar case.
While these simulations with system sizes Lbox = 512 exhibit nematic order and
an accompanied phase separation into a high-density nematic trail surrounded by
a dilute, disordered gas similar to Vicsek-type theories of active rods [52, 76, 78],
it is still hard to assess if the emergent structures are really equivalent to those
observed in the actin motility assay. This is owed to the small system sizes, which
forbid a proper comparison of the patterns on the larger length scales. To this
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Figure II.21 (a-d) Self-organization of nematic order from disordered initial conditions for
α = 6.25 and ρ0L2 = 1.51. (a) Emergence of a dense nematic trail of filaments in a system
of 10,000 filaments. The local order can be visualized when coloring filaments with a
pi-periodic colormap (b). Scale bars are 20L. (c) Evolution of order parameters. (d) Polar
and nematic autocorrelation functions. While the former decays within a characteristic
time of τ ≈ 4.61 to zero, the latter remains finite due to the global nematic order. (e)
Stationary order parameters as a function of ρ0 for α = 6.25 show the presence of global
nematic order above ρ0L2 & 1.
end, we repeated the simulations with a 16-fold system size of Lbox = 8192 and
M = 2, 176, 000 filaments and observe the coarsening dynamics in Fig. II.22. Within
very short time t ∼ 1000 nematic trails form locally as in the small simulation boxes
as in Fig. II.21, but with random orientations on the global scale. This creates a large
nematic network structure with an intriguing spatio-temporal dynamics: as time
progresses, smaller branches become successively depleted or merge, creating ever
larger trails. It is interesting to note that there are (temporary) symmetric junctions
of three branches exchanging filaments, and that open trail ends persistently feed
filaments back into the disordered regions. At least qualitatively, this looks very
similar to the patterns observed in the experiment (Fig. II.15(d)). It remains to
be shown experimentally if the predicted dynamics are also present in the actin
motility assay. To this end, please refer to section 2.3.2.
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Figure II.22 Snapshots of an ultra-large-scale simulation of nematic trails at different
times with ρ0L2 = 1.29 and α = 6.25 (Lbox = 8192 and M = 2, 176, 000). For better
visualization, every image is an average over 24 snapshots over a period of ∆t = 480.
For illustration we marked some features in the bottom images: junctions (blue circle),
loose ends (pink circles), depleting branches (long-dashed yellow circles), and merging
branches (short-dashed green circles). Scale bars: 100L.
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2.2.5 Hysteresis analysis
In the above analysis we saw that the WASP model is capable of producing
both global polar order as well as global nematic order accompanied by a self-
organization of collective patterns, respectively. In particular, we showed that this
can be controlled by tuning the relative alignment strength α, from small to larger
values. This can be seen in Fig. II.20(e), where we let the system equilibrate within
a time tmax = 104 for each value of α, and then slowly increased α. Here the
patterns of the corresponding system undergo a transformation from a moving polar
front towards a nematic trail. In general, this represents an ordering transition of
active matter that was hardly examined previously. In a study by Ngo et al. [130]
with stochastically switching populations of purely polar and purely nematic Vicsek
particles it was found that the transition is discontinuous. This is plausible since
polar and nematic order are obviously not compatible but mutually exclusive, and
there is no possible way to continuously convert moving polar fronts (which extent
perpendicular to the particle motion) into static nematic trails (which extent parallel
to the particle motion). Yet, studying this toy model does not give further insight
into our system, because the micro-physics including alignment interactions are
inherently different, and there is no stochastic switching between two types of
particles.
Surprisingly, when we start simulations with random initial conditions instead of the
quasi-static increase of α, the phenomenology changes drastically (Fig. II.23(a)):
for intermediate values of α, repeated simulations (with different random initial
conditions) at times yield the emergence of polar order, at other times nematic trails
form. Within the observed time interval, we did not observe any switching between
these patterns. Therefore we conclude that the polar and nematic state are distinct
stable attractors of the dynamics within a multistable parameter regime, which are
robust against small local fluctuations. To quantify these regions, we searched for
hysteresis effects, by using the quasi-static sweep performed in Fig. II.20(e) from
small to large α (’+’ direction), and a similar sweep in the opposite direction from
large to small α (’−’ direction). We recorded the corresponding order parameters
P+, N+ and P−, N−, respectively, and observed that there is hysteresis in the
polar order parameter, while the nematic order parameter remained relatively
unchanged: as note above, when α is increased, the polar order P+ smoothly drops
to zero at a value α+, however for decreasing α the polar order P− remains zero
until it sharply jumps to a large value at α−. This can be seen in Fig. II.23(a)
where we quantified the hysteresis loop - and hence the region of multistability
- using δP := P+ − P− for a density ρ0L2 = 1.51. Furthermore, we performed
this procedure in the whole experimentally relevant parameter space of varying
density ρ0L2 and relative alignment strength α, creating an effective phase diagram
(Fig. II.23(b,c)). Unexpectedly, we find a broad parameter regime where polar and
68 Emergence of symmetries, collective order and pattern formation
nematic order are simultaneously stable. This is in contrast to Ref. [130] and the
consensus that there are distinct symmetry classes in active matter systems, which
predict universal features in the vicinity of a critical transition point [18, 52, 57].
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Figure II.23 (a) Multistability of polar and nematic order for a density ρ0L2 = 1.51 in
smaller systems of box size Lbox = 512. For α = 4 we observe that both types of orders
can emerge and are stable (upper panels). Lower panels: hysteresis analysis of the polar
order quantifies the region of multistability within a relative alignment strength interval
[α−,α+] using the quantity δP := P+ − P−. (b) Polar order of increasing (left panel)
and decreasing (right panel) sweep directions for different ρ0L2 and α. White dashed
lines are guides to the eye to separate the respective domains of different order. In the
region marked by N∗ the polar order is relatively small, despite having local polar order.
In these simulations, polar waves collide head-on (see also Fig. II.25(d)). Note that for
the decreasing direction, there is also a large subcritical region of polar order coexisting
with the disordered state. This will be studied more thoroughly in the next chapter. (c)
Multistable parameter region obtained by subtracting both panels of (b). Data is also
published in Ref. [127].
2.2.6 Three-phase coexistence, breakdown of universality, and
emergent symmetry of order
Until now, we have only analyzed the multistability on the basis of rather small
systems, for which the hysteresis sweep is numerically feasible. If this peculiar
feature is not just an artefact of finite systems, it suggests that multistability could
be a prerequisite of large-scale coexistence of polar and nematic patterns. Indeed,
we performed ultra-large simulations and found that both polar fronts and nematic
networks can emerge simultaneously, embedded in a dilute background with no order
(Fig. II.24(a)). The resulting state is highly dynamic, with polar clusters disrupting
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or infiltrating nematic trails, while also loosing filaments to the environment which
again feed back into the trail network. We saw coexistence of both orders within
the maximal time of these simulations, and did not see the extinction of one type
as for small systems like in Fig. II.23(a), suggesting that the coexisting state is
stable in the thermodynamic limit. To this end, we performed a finite-size scaling
analysis of the relevant time scales of the dynamics of pattern selection: for a given
system size Lbox , we simulate an ensemble of systems with different random initial
conditions and tracked their evolution of order parameters. Note that in addition
the P and N , we introduced new order parameters 〈pic〉 and 〈νc〉, the so-called
local cluster polar and nematic order, which will be introduced in section 1.2 of
the next chapter III. In essence, 〈pic〉 and 〈νc〉 measure the degree of local order of
patterns without suffering from artefacts of the global orientation, for example when
two polar waves are counter-oriented. As can be seen by Fig. II.24(b,c), both types
of order are simultaneously present at intermediate times, but at the terminal stage
only one type remains, either polar or nematic order. The underlying dynamics can
be readily resolved by 〈pic〉 and 〈νc〉: within a very short time t0, filaments organize
into small clusters with a local polar order as is reflected by the first plateau value
of 〈pic〉. From this time on global order builds up with subsequent coarsening; still
locally, both types of order are still present. At the end of this ’coexistence time’
one type of order becomes extinct: when polar order ’wins’ (Fig. II.24(b)), 〈pic〉
grows successively from small values due to the local appearance of a polar cluster
(see inset snapshots) and eventually hits 〈νc〉 at a time tfix , which is comparable to
the global polar order. On the other hand, when nematic order ’wins’ (Fig. II.24(c)),
〈pic〉 drops from its initial plateau where both types of order are still present (see
inset snapshots) to a smaller, stationary value at time tfix . Note that even in the
fully nematic state here, local filament clusters are still partly polar (since 〈pic〉 is
nonzero).
By fitting t0 and tfix in these simulations we obtained the time scale statistics of
fixation times in Fig. II.24(d,e). While the initial time scale t0 remains constant for
all different system sizes (as it should since it tracks initial pattern formation), the
fixation time tfix appears to grow linearly with the system size Lbox . This is plausible
since the competition of the polar and nematic subpopulations are represented by
the coarsening dynamics of two different pattern domains with a length scale l
which is bounded by Lbox ; since they are active, their spreading velocity should
be initially linear in time, that is l ∝ t. We speculate that for very large times,
this velocity should in principle become slower l ∝ √t since the underlying active
particles are ultimately diffusing. Thus, for very large system sizes beyond our
numerical resolution, the fixation times should even scale with tfix ∝ L2box . In any
case, in the statistical limit of infinite system sizes tfix →∞, hence the coexistence
of polar and nematic order is indeed a stable state of the active system.
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Figure II.24 (a) Snapshots of an ultra-large WASP simulation in the multistable parameter
region at different times shows the simultaneous formation of polar fronts and nematic
networks. In the right panel, pink arrows depict moving polar fronts, and light-blue
bi-directional arrows illustrate nematic trails. Parameters: α = 3.13, ρ0L2 = 1.29, and
Lbox = 8192. Scale bars: 100L. (b,c) Fixation process of (b) polar order and (c) nematic
order as visualized by the evolution of order parameters P, N , 〈pic〉, 〈νc〉. Parameters
are the same as in (a) but with Lbox = 512. At time t0 local order builds up, while at
time tfix the systems settles on a distinct type of order. (d) Statistics of time scales t0,
tfix as a function of the system size Lbox at two different parameter points. The black
lines denote respective average values. (d) Comparison of average times scales t0, tfix
from (d) reveals linear scaling law. Error bars depict the 15th, respective 85th percentiles
of data points. (b-e) are also published in Ref. [127].
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The mechanism that underlies the coexistence and multistability remains to be
explained. A crucial difference of the particle interactions of the WASP model and
actin motility assay with other theories is that alignment is extremely faint. While
for the latter, the order and its symmetry is already imprinted at the smallest scales,
for the former it is even unclear at which length scales significant order emerges at
all. In the WASP model, we hypothesize that during the process of order formation,
multiparticle correlations build up and many different particle configurations with
gradual order are stochastically explored. In this space of configurations, full polar
and nematic order represent local attractors in which the system will ultimately end
up as coarsening progresses. In this picture, the malleability or ambiguity of order
at the intermediate scale is essential for the emergence of multistabilty, as a system
might end up in different order attractors depending on random fluctuations (see
illustration in Fig. II.25(a)). If this were true, then eliminating this ambiguity would
also extinguish multistability and hence coexistence: To this end, we increased the
total interaction strength, that is, both ϕp and ϕn towards stronger alignment,
which fixes the emergent order on ever smaller length scales, and thus suppress large
fluctuations of particle configurations. Figs. II.25(b-d) show the repeated hysteresis
analysis for this case (Lbox = 512). As can be seen by Fig. II.25(d) the region of
multistability indeed shrinks and eventually vanishes as both alignment parameters
are increased, leaving a sharp transition between polar and nematic order similar
to the Vicsek toy model of Ref. [130]. Consequently, weak interactions, which are
amplified by multiparticle correlations, are essential for multistability and coexistence
to occur. Note that we tested the robustness of this phase diagram with respect to
the system size, and found no significant change for doubled Lbox = 1024.
Let us shortly remark on additional features of the phase spaces Figs. II.23 and II.25.
In addition to the symmetry-broken polar fronts, we also saw the emergence of
head-on colliding polar fronts (Fig. II.26(a)), which possess no distinct global order
P and appear to be analogous to an ’excitation’ of the polar ’ground state’. In
particular, this appears to be a common decay channel of nematic trails depending
on the periodic boundary conditions, in which the two counter-propagating filament
populations inside a fully straight nematic trail start to nucleate polar order. When
ϕp increases, polar patterns seem to become gradually more irregular, resembling
single clusters rather than large fronts (Fig. II.26(b)). Unexpectedly, for large total
interaction strength, global order ceases to exist and the system becomes disordered
again (see upper right corners of Figs. II.25(b-d) and II.26(c)). For this case, we
also recorded the orientational decay length τ of single particles and found that
in this disordered phase, it roughly follows the predicted law D−1 (Eq. (II.34))
which excludes the presence of large collective effects. This behavior seems to
be reminiscent of previous results in Ref. [83], where strong excluded-volume
interactions (which are a proxy for nematic alignment) may suppress collective
order.
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Figure II.25 (a) Illustration of the malleable order in the space of emergent order and
length scales, for different initial conditions: for strong interactions (left panel), order
is already determined at small scales. For weak interactions (right panel), increased
fluctuations allow to reach both order attractors. (b) Polar order of increasing (left panel)
and decreasing (right panel) sweep directions for different α and ϕp (in degrees). (c)
Nematic order for the increasing sweep shows the reentrance of the disordered phase
for large alignment interactions. (d) Corresponding hysteresis δP depicting multistable
regions. Left panel: Lbox = 512, right panel: Lbox = 1024. Note that the total interaction
strength increases along the diagonal of (b-d), and ρ0L2 = 1.29. White dashed lines are
guides to the eye to separate the respective domains of different order. (b-d) are also
published in Ref. [127].
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Figure II.26 (a) Colliding polar fronts with overall nematic order (ρ0L2 = 1.51, α = 4.5,
ϕp = 2.1
◦). (b) Chaotic polar clusters without dominant long-range order (ρ0L2 = 1.29,
α = 2, ϕp = 5.◦). Insets of (a,b): evolution of order parameters. (a,b) are also published
in Ref. [127]. (c) Transition towards dense disorder depicted by the stationary values of
P, N (left axis), and the fitted orientational decay length τ compared with D−1 from
Eq. (II.34) (right axis). Parameters as in Fig. II.25.
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2.3 Experimental verification
In addition to the theoretical approach in the previous section, we were able to
test our predictions directly in experiments with the actomyosin gliding assay.
Being properly instructed by Ryo Suzuki and Andreas Bausch, Timo Krüger and
I conducted many experiments over a time period of 6 months in the biophysics
laboratory facilities of the Technische Universität Munich. In the following we will
present a short introduction to experimental methods, which we will subsequently
use to analyze the properties of collective phenomena of the actin motility assay
with crowding agents.
2.3.1 Setup of the gliding assay
In essence, the actomyosin gliding assay exhibits a rather simple experimental
setup, which is also suitable for student workshops. Before the assay itself can be
initialized, we prepared flow chambers from microscope slides (Carl Roth, Germany)
to which we glued cover slips (Carl Roth, Germany) using heated parafilm (see
Fig. II.27(a)). The cover slips were coated with a 0.1% nitrocellulose solution,
which was made by diluting a 2% solution (Electron Microscopy Sciences, Hatfield,
PA) in amyl acetate (Roth), and were left to dry overnight under a fume hood to
reduce dust contamination. A smooth and clean coating turned out to be essential
for creating reproducible experiments. The chamber typically has dimensions of
ca. 7mm × 20mm(×1mm), and is hence about three orders of magnitude larger
than the length of a single filament, to avoid boundary effects. The actin filaments
(F-actin) were breeded from a monomeric actin solution (G-actin), which was
prepared by dissolving lyophilized G-actin obtained from rabbit skeletal muscle [133,
134] in deionized water and dialyzing against fresh G-buffer (2mM Tris pH 7.5,
0.2mM ATP, 0.2mM CaCl2, 0.2 mM DTT and 0.005% NaN3) overnight at 4◦C.
Polymerization of actin was initiated by adding one volume of tenfold concentrated
F-buffer (20mM Tris, 20mM MgCl2, 2mM DTT and 1M KCl) to nine volumes of
the G-actin sample. Within a time of roughly 2 hours, a stationary distribution of
long actin filaments had formed. These filaments are quite sensitive to mechanical
shearing - any pipetting process needs to be performed gentle and with care to
avoid rupture. The resulting F-actin solution was then used within 48 hours.
For fluorescence microscopy, we also prepared a solution of fluorescently labelled
filaments which were stabilized with Alexa Fluor 488 phalloidin (Invitrogen). If not
stated otherwise, we used a labelled-to-unlabelled fraction of 1:25. Prior to the
experiment, both solutions were added such that a defined fraction of filaments
was labelled. Heavy meromyosin (HMM) was prepared by dialyzing rabbit skeletal
muscle against myosin buffer (0.6M NaCl, 10mM NaH2PO4, 2mM DTT, 2mM
MgCl2, 0.05% NaN3) at 4◦C [135]. We used the same batch of HMM for all our
experiments, which was stored at a constant temperature of −80◦C.
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Prior to experiments, HMM was diluted in the assay buffer (25mM imidazole
hydrochloride pH 7.4, 25mM KCl, 4mM MgCl2, 1mM EGTA and 1mM DTT).
Unless stated otherwise, the HMM concentration was fixed at 0.1mg/ml . The
actin solution was then added to assay buffer that had been premixed with PEG
35, 000kD (Sigma) to yield a final PEG concentration of 0-3% (w/v). To vary the
surface density of actin filaments, we diluted the initial breeding concentration of
F-actin correspondingly. For the used range of 0− 20µM F-actin we assumed a
linear dependence of both values. The flow chamber was incubated with the HMM
dilution for 3 min and the surfaces were then passivated with BSA (10mg/ml
BSA (Sigma) dissolved in assay buffer). The actin solution was then incubated
for 2 min to allow for saturated HMM binding. To initiate an experiment, 2mM
ATP dissolved in assay buffer was injected into the flow chamber, together with
a standard antioxidant buffer supplement (GOC, containing 2mg glucose oxidase
(Sigma) and 0.5mg catalase (Fluka)) to prevent oxidation of the fluorophore. For
the last two steps, careful pipetting was crucial: because of the strongly increased
viscosity due to PEG, buffer mixing required multiple pipette strokes which, on the
other hand, increased shearing forces and filament rupture. After all components
had been combined, the flow chamber was sealed with vacuum grease (Bayer
Silicones) and quickly put under the appropriate microscope.
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Figure II.27 (a) Image of a prepared coverslip before the addition of HMM. (b) Fluores-
cence microscope setup including image recording device.
2.3.2 Analysis of single particle and collective properties
For the imaging of our experiments we mainly used a Leica DMI 6000B inverted
microscope equipped with a 40x oil-immersion objective (NA: 1.25) to acquire data
(see Fig. II.27(b)). Images were captured at a resolution 1344 x 1024 pixels with
a charge-coupled device (CCD) camera (C4742-95, Hamamatsu) attached to a
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0.35x or 1x camera mount. The optimal frame rate for this device was 0.5s and the
region of view was on the scale of 0.5mm, which allowed for a proper observation
of the large-scale dynamics of the crowded motility assay. To track individual
filaments, we preferred to use a high-contrast TIRF microscope (Leica DMI 6000B,
100x oil-immersion objective (NA: 1.47), Andor iXon-Ultra-9369 camera with a
resolution of 512× 512 pixels), which has a smaller and stabilized region of view of
82µm × 82µm and a frame rate of 0.0853s.
Single particle properties:
To study the binary collision statistics as depicted in Fig. II.15(a) we used a dilute
system with conditions as in Ref. [26] but with a PEG concentration of 3%. The
acquired images were first converted into binary images and filaments were then
identified by skeletonization using a standard library ’bwmorph’ available in Matlab.
From this, the coordinates of the filament contour were extracted by using a cubic
spline fit to obtain θ1, θ2, and θ′1, θ
′
2, to determine the incoming angle θin and
outgoing angle θout (Fig. II.28(a)). As in the WASP simulations, the analysis of
a collision began once the images of two filaments intersect. In Fig. II.28(a), the
snapshots framed by red boxes represent a detected collision event. The incoming
angle θin is obtained 1 frame (0.13 sec) before the detected collision event, and
the outgoing angle θout is taken 1 frame after the filaments cease to intersect.
We only studied binary collisions, neglecting all collisions involving 3 or more
filaments. Figure II.28(b) shows all recorded collision events that were used to
create Fig. II.15(a).
As elaborated above, we attribute the effect of PEG to the increased steric forces
that promote a nematic alignment (Fig. II.15). To test this, we investigated the
degree of processivity of the actomyosin complex by varying the motor concentration:
for low processivity HMM motors only bind occasionally to actin filaments, and
adding more motors to the substrate successively increases the transport ’efficiency’,
that is, filaments become faster. For large processivity on the other hand, motor
binding is already saturated for lower values of the HMM concentration. Therefore,
when the saturation level of filament velocities is sensitive to the concentration of
PEG, this would imply a change in processivity and hence the degree of steric forces.
Indeed, as can be seen in Fig. II.28(c), we recorded the filament velocities as a
function of HMM and PEG concentration and found that processivity increases with
PEG, which confirms the assumption of that PEG promotes nematic alignment.
Depending on the quality of the batches of monomeric actin and HMM motors, the
distribution of polymerized filament lengths varied, which complicates a quantitative
comparison between different batches. Furthermore, the enhanced processivity
due to PEG was found to drastically increase the rupture of filaments into smaller
pieces. However, the same phase diagram can be recovered by an appropriate
rescaling of the filament membrane density with the average length of a batch
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〈L〉 [26]. Therefore, we only monitored the filament length distribution when we were
interested in directly comparing experiments with different actin concentrations
to maintain a quantitative significance. This was done when we recorded the
experimental phase diagram of collective behavior (see below), such that we could
estimate the critical actin density above which order is observed. For this batch,
we measured many individual filament lengths for two different experiments in the
absence of PEG, and found an exponential distribution of lengths with a mean of
〈L〉 ≈ 1µm (Fig. II.28(d-f)). This constitutes rather short filaments when compared
to other studies [21, 26], which are however more robust against rupture due to
PEG and represent stiff polymers Lp/L 1 similar to the parameters used in the
WASP simulations of section 2.2.
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Figure II.28 (a) Illustration of collision angles during a binary collision. Scale bar: 2µm.
(b) Full binary collision statistics of 389 collision events at a PEG concentration of 3%.
Error bars depict one standard deviation. (c) Filament velocity v as a function of HMM
concentration for different PEG values. Processivity increases as indicated by the earlier
saturation of normalized filament velocities. v0.1 is the velocity at a concentration of
cHMM = 0.1mg/ml HMM. Inset: absolute filament velocities v . (d) Fluorescence image
of a dilute region at a actin concentration of cactin = 3µM. Within the white rectangle
we measured 631 filament lengths (scale bar: 20µm). (e,f) Statistics of filament lengths
of a single actin batch at an actin concentration of (e) 3µM and (f) 1µM. To obtain
the average length we fitted an exponental ∼ exp(−L/λ) with 〈L〉 = λ while discarding
lengths that are below the optical threshold < vτ0 = 0.47µm where τ0 = 120ms is the
exposure time of the camera (v ≈ 4µm/s). (a-c) are also published in Ref. [127].
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Collective properties:
In section 2.1.2 we already gave an overview over the self-organization phenomena
of the actin motility assay, which can be triggered by a sufficiently large actin
substrate density via increasing the actin concentration, and by changing the
aligning character of particle collisions via tuning the amount of the crowding
agent PEG. While the formation of polar fronts has been previously observed in
the motility assay [21, 22], collective nematic order and the corresponding pattern
formation has not been seen before and hence requires a proper analysis of the
dynamics, on the scale of single filaments as well as on large scales. For the latter,
we recorded the time evolution of experiments at large actin concentrations and at
2% PEG which yield the large-scale formation of nematic trails. As can be seen in
Fig. II.29, the nematic network is not entirely static, but rearranges slowly; trails
may form new connections and branches, or become depleted by an imbalanced
transport of filament mass along the trails. As in the ultra-large WASP simulations
the branches are almost stable in the transversal direction, and only move in the
vicinity of junctions or other branches. In addition, trails may also have free ends
with filaments draining into the disordered, dilute environment.
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Figure II.29 (a) Snapshots of close-by nematic trails merging and forming new branches
(indicated by dashed green circles) at different times. This happens on the time scale of
minutes (actin concentration 5µM, 2% PEG, labelled filament ratio 1:30). (b) Snapshots
of a nematic branch which becomes depleted on the time scale of minutes (outlined by
dashed yellow circles). Actin concentration: 10µM, 2% PEG, labelled filament ratio: 1:50.
(c) Kymographs of trail structures, taken orthogonally to (lower right panel) and parallel
to a trail past its end (upper right panel). Dashed yellow lines illustrate the trails edges,
which are stable in transversal direction but fluctuating in longitudinal direction. (c) is
also published in Ref. [127]. All scale bars are 100µm.
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As a next step, we will analyze the experiments on the smaller scales. Quantifying
the observed dynamics and capturing the underlying order of the system requires
to identify the motion of single filaments, locally and with high precision. For
this reason we resorted to a high-contrast TIRF microscope with a pixel size of
∆x = 160nm and a frame rate of ∆t = 0.085s, which allows to follow individual
filaments between consecutive images in an automated fashion. First, we recorded
a nematic lane at 5µM actin and 2% PEG concentration, and a polar cluster as well
as a disordered region at 10µM actin and 1% PEG concentration (upper panels of
Figs. II.30(a-c)). Then, we segmented the images into 8 x 8 local bins and used the
Kanade-Lucas-Tomasi feature-tracking algorithm in Mathematica 11.0.0.0, which
is a robust estimator of the optical flow velocity, by maximizing the local intensity
gradient correlation for each segment, in order to obtain a large number (∼ O(105))
of displacement vectors of filaments between consecutive image frames over an
acquisition time of about a minute. From this we obtained probability densities
P(v) of filament velocities (lower left panels of Figs. II.30(a-c)), as well as the local
polar and nematic order parameters P , N at a given time in the region of interest
(ROI), respectively, over the acquisition time (lower right panels of Figs. II.30(a-c)).
To account for the shape of the nematic trail, we only included bins that covered
the trail (Fig. II.30(a)). Note that for the polar and nematic order parameters, the
respective amplitudes are comparable to those from simulations. Apart from the
case of a polar cluster (Fig. II.30(b)), which is inherently not static within the fixed
ROI, the order of a nematic trail is stationary over an interval corresponding to
filaments crossing the ROI about 2 times.
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Figure II.30 Local dynamics of filaments within nematic trails (a), polar clusters (b) and
in disordered regions (c): Upper left panels are plain snapshots. In (a), the yellow area
denotes the subgrid in which filaments were tracked. Upper right panels are averaged
images over the acquisition time to display the average motion of structures. Lower
left and right panels depict two-dimensional probability densities P(v) and evolution
of corresponding polar P and nematic N order parameters, respectively. Figure is also
published in Ref. [127]. Scale bars are 20µm.
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Furthermore, we tracked the motion of individual filaments within a nematic trail
to assess the orientational correlations on the particle scale. Using a single close-up
image sequence of nematic trail (Fig. II.31(a-b)) we recorded the trajectories of 39
individual filaments by hand, and extracted the orientations δθ(t) = θ(t)− θ(0)
from each path at different times (Fig. II.31(b)). From this, the polar and nematic
autocorrelation functions 〈cos[δθ(t)]〉 and 〈cos[2δθ(t)]〉 for different filaments were
obtained and averaged over every time point (Fig. II.31(d)). Comparing the
evolution of two individual trajectories (Figs. II.31(a,c)) one observes that filaments
mostly follow the trail axis but may occasionally reverse their directions, exit or
re-enter the trail. Correspondingly this is reflected in 〈cos[δθ(t)]〉 and 〈cos[2δθ(t)]〉,
with the former one decaying to zero and the latter one remaining at a finite value,
very similar to the WASP simulations in Fig. II.21(d). This shows that the trail
network has indeed an overall nematic order.
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Figure II.31 (a) Single filaments move inside nematic trails (yellow region). Two
representative trajectories are shown (turquois and orange) at 10µM actin and 2% PEG.
(b) Time-averaged over a period of 50s, including all 39 tracked filament trajectories.
(c) Time evolution of cos[δθ(t)] and cos[2δθ(t)] for the two trajectories of (a) (colors
accordingly). Reversal events are manifested by jumps in the amplitude from cos[δθ(t)] 1
to -1 or back. (d) Autocorrelation functions of filament orientation inside trails; dashed
gray lines are fits to guide the eye. Error bars depict one standard deviation, scale bars
are 100µm. (a,c,d) are also published in Ref. [127].
2.3.3 Three-phase coexistence
Until now, we have omitted the discussion about the transition from polar to nematic
order. Of course, this transition is obviously of high interest, also because the
agent-based WASP model predicted a multistable parameter region and coexisting
patterns of both polar and nematic order. Therefore, we performed experiments
for large actin density and intermediate PEG concentrations and found exactly this
state, as it is shown in Fig. II.32: polar cluster explore the system in juxtaposition
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to nematic networks (Fig. II.32(a)). These patterns emerge simultaneously and
quickly after the initialization of the experiment (left panel of Fig. II.32(b) and
a corresponding kymograph in Fig. II.32(c)), and remain for the whole duration
of the experiment (see right panel of Fig. II.32(b)) until the ATP in the buffer
solution runs out. The patterns themselves are not static but highly dynamic and
interacting: clusters may invade regions that are covered by trails and locally disrupt
them (Fig. II.32(e)). Likewise, clusters may lose filaments via their trailing edges
forming a nematic band (Fig. II.32(d)). This cyclic competition for filament mass
stabilizes the coexistence and prevent a dominance of one type of order.
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Figure II.32 (a) Simultaneous coexistence of polar clusters and nematic trails at 2% PEG
and 5µM actin. (b) Evolution of coexisting patterns during an experiment, visualized
by snapshots at different times after ATP addition. Within a few minutes (roughly 2
min), both polar clusters and nematic trails are fully developed (middle panel). At the
end of the experiment, coexistence is still present (right panel). (c) Kymograph of the
intensity along the curved green line in (b) shows the time evolution and emergence of
patterns. In the left part, nematic trails form as can be seen by the static bright regions.
On the right, polar clusters appear as can be seen by the skewed, propagating spots, that
even invade the nematic regions in the middle. (d) Time evolution of a polar cluster that
leaves nematic bands trailing from its ’wing-tips’. (e) Time evolution of polar clusters
engulfing nematic trails by running over them. (a,b,d,e) are also published in Ref. [127].
All scale bars are 100µm.
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Figure II.33 (a) Experimental phase diagram of emergent patterns for varying monomeric
actin and PEG concentrations, cactin and cPEG . Gray crosses: disorder. Red triangles:
polar clusters. Blue squares: nematic trails. Green diamonds: coexisting polar and nematic
structures. cactin was normalized with respect to the estimated critical concentration in
the absence of PEG, ccr it ≈ 1.75µM. (b) Polar fronts or clusters at cactin = 3µM and
zero PEG. (c) Purely nematic network at cactin = 2µM and 2.5% PEG. (d) Trail network
with occasional dynamic actin bundles (cactin = 7µM and 3% PEG). (e) Vortex-like mesh
of nematic branches (cactin = 2µM and 3% PEG). (a,d,e) are also published in Ref. [127].
All scale bars are 100µm.
In a final step we mapped out the parameter regions of the observed patterns, in
the space of actin and PEG concentration, cactin and cPEG . To obtain meaningful
and reproducible data, it was required to perform many comparable experiments in
which we varied cactin and cPEG in a controlled fashion. Therefore, we prepared a
single actin batch (incubated at 10µM monomeric actin), with which we performed
individual 39 experiments within 36 hours, at final concentrations cactin between
0.8 and 10µM . For every experiment, the assay buffer was freshly prepared with
one out of seven different PEG premixes of cPEG (0%, 0.5%, 1%, 1.5%, 2%, 2.5%,
3%). Note that it would in principle be more desirable to have a more universal
and reproducible measure of the actin abundance like the filament surface density
ρ or the normalized version ρ〈L〉2. However, it was not feasible to directly measure
these values in every experiment due to the high-throughput and emergent density
inhomogeneities, and also because counting filaments and their lengths always
suffers from a selection bias if not performed rigorously during many observations.
To circumvent this, we normalized cactin with respect to the interpolated critical
actin concentration ccr it of ∼ 1.75µM (at zero PEG) for this specific actin batch.
At this critical concentration, the filament density was roughly 9.2 filaments per
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µm2 and filament lengths were exponentially distributed as specified above in
Fig. II.28. The resulting ’phase diagram’ can be seen in Fig. II.33(a). As expected,
the parameter domain of coexisting patterns is located in between the purely polar
and purely nematic phase, and covers a vast region in accordance to the theoretical
prediction (Fig. II.23). Figs. II.33(b-e) display fluorescence images of different
experiments, which were cast into the corresponding phases upon visual inspection
of their respective order. Interestingly, for very high PEG concentrations nematic
trails seem to form an additional super-structure that resembles an array of vortex
rings (Fig. II.33(e)), similar to previous results in microtubule gliding assays [24, 25].
When also the actin concentration is large, we observed the occasional appearance
of large and dense actin bundles (Fig. II.33(d)) in addition to the nematic trails.
2.4 Summary and Outlook
In the previous chapters, we combined theory (section 2.2) and experiment (section
2.3) to investigate the role of weak alignment interactions and a gradual influence
of their underlying symmetries. Here, the results of the agent-based simulations
reproduce the experiments on all relevant length scales - from the interaction of
individual filaments to the full self-organization of millions of collectively moving
particles. Therefore, we expect that our all-scale WASP model is also capable of
representing a variety of similar active systems, which rely on realistic physical
interactions on the local scale, rather than simplified ad-hoc collision rules as
assumed in Vicsek-type models.
Our central result of this section is the discovery of a state with coexisting polar
and nematic structures in the parameter region of mixed alignment symmetries.
These dense, ordered regions are formed simultaneously and are embedded in
a dilute and disordered background. This represents an intriguing new state of
three coexisting phases - polar, nematic, and disorder - that has no analogue to
equilibrium physics: first, it violates the so-called Gibbs phase rule [28], which
is a fundamental property of equilibrium statistical mechanics and connects the
number of phases p with macroscopic degrees of freedom f (i.e. the dimensionality
of the phase in parameter space) and the number of components c , stating that
p = c + 2− f . Thus for a one-component equilibrium system, p = 3 only at one
point in phase space (f = 0), which is in contrast to our extended coexistence
region (f > 0). Second, our analysis shows that, for microscopic interactions with
mixed alignment symmetries, a macroscopic polar or nematic state represent stable
attractors of the same dynamical system; as a consequence, the order of the system
itself is not predetermined but emerges spontaneously. Rather paradoxically, the
coexisting or multistable state seems to rely on the weakness of local interactions
and disappears otherwise. This is in contrast to the universality principle [29, 30],
which asserts that the major features of emergent phenomena in equilibrium can
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be deduced from a few relevant aspects of the microscopic interactions, most
importantly their symmetry. For critical phenomena, this principle successfully
explains why phase transitions can be classified into only a few universality classes.
Or rephrased in simple words: details must not matter in equilibrium, but in
active systems they do. Hence, our investigation challenges the generic validity of
symmetry class arguments in active matter systems, especially at the boundaries of
these ’classes’. Unfortunately, many theoretical approaches in literature, including
Vicsek-like models [45, 76, 77, 130, 136] or kinetic approaches [18, 42, 50, 52, 78]
have typically adapted this symmetry-class paradigm.
From a biological point of view, the phenomenology of the actomyosin gliding
assay implies that the emergence of order in living systems is not necessarily
constrained by underlying constituent symmetry, but is flexible to produce different
types of order from identical building blocks and conditions. For example this may
be important for ’multi-tasking’ of the cellular actin network, which forms actin
stress fibers and filopodia in the same system [31, 32], or the variable motility
and structure of migrating cell layers [33, 34]. Moreover, the strong sensitivity of
self-organization and collective order with respect to minuscule manipulations of
the microscopic interactions in both theory and experiment imply that active matter
can be ’adaptive’; that is, upon slightly changing local interactions by, for instance,
an external stimulus or spatial cues the active system would react distinctly and
actively amplify these variations by expressing different types of patterns. Yet, it
remains to be shown if it is possible to control emergent order on system scales, or
to even create functional machines out of the dynamic nature of active patterns.
A few questions remain for the simulation results of the actomyosin assay. Above,
we mostly focused on the global and stationary properties, without considering
the local and intrinsic dynamics. What are the microscopic processes that lead
to macroscopic order? What is the nature of the corresponding phase transitions
towards order? We will try to address some of these aspects in the next section.
Furthermore, due to its flexibility, the implementation of the WASP model enables
us to address a variety of different issues in active matter systems. For instance,
instead of using systems of identical WASP’s one can readily investigate the effect
of polydisperse filament populations that are ubiquitous for real active systems,
with a distribution of their properties such as their lengths, persistence, velocity, or
interactions. This can also be extended to a spatial dependence of these properties.
So far, a generic description of such systems on all relevant length and time scales
is lacking.
In the next section we have reprinted the accepted manuscript that was published in
Science in July 2018, which represents a combination of the above theoretical and
experimental results. For a critical commentary on our work, please also refer to a
recent article published in the Physik Journal of the German Physical Society [137].
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Abstract:  
Active systems can produce a far greater variety of ordered patterns than conventional equilibrium 
systems. Especially, transitions between disorder and either polar- or nematically-ordered phases 
have been predicted and observed in two-dimensional active systems. However, coexistence 
between phases of different types of order has not been reported. We demonstrate the emergence 
of dynamic coexistence of ordered states with fluctuating nematic and polar symmetry in an 
actomyosin motility assay. Combining experiments with agent-based simulations, we identify 
sufficiently weak interactions that lack a clear alignment symmetry as a prerequisite for 
coexistence. Thus, the symmetry of macroscopic order becomes an emergent and dynamic 
property of the active system. These results provide a pathway in which living systems can express 
different types of order by using identical building blocks. 
 
One Sentence Summary:  
Generic triple-phase coexistence of local order with different symmetries reveals versatility of 
active systems. 
  
Main Text: 
The distinctive feature of active matter is the local supply of energy that is transduced into 
mechanical motion. Examples include assemblies of self-propelled colloidal particles (1-5), self-
organising systems comprised of biopolymers and molecular motors (6-9), and layers of migrating 
cells (10, 11). These systems exhibit a rich phenomenology of collective phenomena and emergent 
properties, with features absent in passive, equilibrium systems. Self-propelled colloidal particles 
interacting solely by steric repulsion have been predicted (12, 13) to show phase separation into 
an ordered, solid-like phase with a disordered gas-like phase, similar to experimental observations 
(2-4). Active systems comprised of rod-shaped particles, cytoskeletal filaments, or colloidal 
particles with velocity alignment interactions show an even broader range of collective behaviour 
including polar clusters (1, 5-7), nematic lanes (9), and vortex patterns (8, 14), which in all cases 
phase-separate with a dilute isotropic, disordered  background. Theoretical studies have shown 
that, in principle, alignment interactions can explain how these different types of orientational 
order and transitions between them emerge based on either agent based (15-21) or mean-field 
models (20-28). All these studies tacitly assume that, as in systems in thermal equilibrium, the 
symmetry of the observed macroscopic order is largely dictated by the symmetry of local 
alignment interactions. But to what degree is the symmetry of the macroscopic order constrained 
by the symmetry of the microscopic interactions? More broadly, can active systems depart from 
these constraints and express a multitude of different ordering simultaneously, as is the case for 
living systems like actin stress fibres and filopodia (29, 30)?  
To study these fundamental questions, we employ the high-density actomyosin motility assay (Fig. 
1A), which is ideally suited to address the microscopic processes that underlie pattern formation 
in active systems (6, 7, 31-34). By sensitively tuning the interactions between the myosin-driven 
filaments with a depletion agent, we are able to observe the emergence of a phase in which nematic 
and polar order stably coexist. The complete phase diagram is recovered from agent-based 
simulations of self-propelled filaments, in which weak alignment interactions quantitatively 
reproduce the experimentally determined microscopic collision statistics. We show that 
sufficiently weak interactions generically lead to dynamic coexistence of three phases (isotropic, 
nematic, and polar). 
In the actomyosin motility assay, hydrolysis of adenosine triphosphate (ATP) enables actin 
filaments to actively glide over a lawn of non-processive heavy meromyosin motor proteins (31, 
32). Previous studies have shown that increasing the filament density beyond a critical value results 
in the emergence of polar clusters and waves (6, 7) (Fig. 2A). These patterns are produced by 
collisions in which filaments may align in a polar or nematic fashion. The degree and symmetry 
of the alignment depends on the change in the relative orientation of the interacting filaments, ∆=#$%& − #() , where #() and #$%& are the angles before and after a collision event, respectively (Fig. 
1B). In theoretical studies (15-28) these collisions have been idealized by assuming that filaments 
either align in a strictly polar or strictly nematic fashion upon colliding (Fig. 1C). However, in 
actual experimental active-matter systems (8, 9, 34, 35), the degree of alignment caused by a single 
collision event is weak, i.e. the relative change in filament orientation is small, |#$%& − #()| ≪ , 
(Fig. 1D). Moreover, the resulting alignment exhibits neither perfectly nematic nor perfectly polar 
symmetry. Instead, depending on the collision angle #() , in the motility assay there is a weak 
tendency to favor either alignment or anti-alignment of the filaments (Figs. 1C, D). How then can 
such weak interactions without a clear alignment symmetry on a local scale lead to collective order 
at the system level, and what features of the local interactions determine the global symmetry of 
the macroscopic state? 
To answer this question we tuned the local interactions between the filaments, by adding 
polyethylene glycol (PEG, 35 kD), a depletion agent, at concentrations of up to 3% (w/v) to the 
assay (Fig. 1D, Fig. S1). The observed change in the binary collision statistics can be attributed to 
the excluded-volume effect of the PEG molecules, which forces the filaments closer to the bottom 
surface covered with motors, enabling each to interact with more motors on average, with a 
concomitant increase in motor processivity (Fig. 1E). This reduces the incidence of collisions 
where filaments just pass over each other (9), and increases the likelihood that filaments will repel 
each other sterically, thus enhancing the tendency to align nematically (Fig. 1D, (36)). This 
technique enabled us to continuously modulate the symmetry of alignment interactions at the 
microscopic level, and probe the robustness of pattern formation in the gliding assay at high 
filament densities., despite the rather minute changes in interaction characteristics caused by 
adding PEG at a concentration of 3% (Fig. 1D), we found that polar flocks no longer form. Instead, 
the moving filaments quickly, within a few minutes, self-organize into a network of ‘ant trails’ 
(Fig. 2B, Movie S1). In contrast to the unidirectional filament motion found within polar clusters, 
the filaments that form these ‘lanes’ move bi-directionally, as do many colonial ant species (37). 
Since the filaments move along these tracks in either direction with equal probability (Fig. 2C, 
Fig. S2), the overall order is nematic, not polar, and stable; this is quantified by the local nematic 
order (Fig. S2A) and the autocorrelation function of the filament orientations (Figs. S2D,E). 
Moreover, while polar clusters propagate through the system at uniform speed, nematic lanes form 
static networks with branches spanning up to several 100 µm in length (Fig. 2B). Filaments are 
also seen to continuously leave and enter the trails (Fig. 2D, Movie S2), such that these branches 
remain fixed in orientation and slowly grow and shrink at their ends (Fig. S2F). These processes, 
operating on a timescale of minutes, lead to a slow reorganization of network architecture, with 
new branches forming (Movie S3) while others contract (Movie S4). Note that these networks are 
isotropically oriented and that no significant actin bundling was observed below 3% PEG. 
This fundamental qualitative change in macroscopic order, from propagating waves of polar order 
to branched networks of stable lanes within which filaments move bidirectionally, induced by 
relatively minor changes in interaction characteristics at the microscopic scale, is puzzling. To 
reveal the underlying mechanism, we developed an agent-based computational model that goes 
beyond simple collision rules and faithfully reproduces the experimentally observed (microscopic) 
binary collision statistics, and used it to predict the collective dynamics at large scales. Propelled 
actin filaments are modeled as discrete, slender chains of length L (Fig. 3A, Fig. S3, (36)). Each 
filament is assumed to move at a constant speed v with the body of the filament following the tip. 
The direction of motion changes upon interaction with other filaments, as well as through 
interaction with molecular motors. When the leading segment of a given filament collides with a 
segment of another filament at a relative orientation #, an alignment potential -(#) acts upon the 
tip. This potential is assumed to be the sum of terms with polar and nematic symmetry, -(#) ∝12 cos# + 1) cos2# , where 12  and 1)  represent the respective mean change in orientation 
during a collision. We adjusted 12  and 1)	 such that the binary collision statistics of the 
computational model (Fig. 3B) closely resemble those observed experimentally (Fig. 1D). 
Having validated the computational model at the microscopic level, we asked whether it captures 
the collective dynamics of the high-density actomyosin motility assay. We first performed large-
scale simulations for model parameters corresponding to the absence of PEG. Starting from a 
random uniform distribution of filaments, we observed that high-density wave fronts of polar 
ordered filaments rapidly form, surrounded by disordered, low-density regions (Fig. 3C, Movie 
S5). This matches the phenomenology observed in the motility assay. Next, we performed 
simulations in a parameter regime corresponding to 3% PEG. Again, in agreement with our 
experiments, we found networks of high-density nematic lanes surrounded by disordered, low-
density regions (Fig. 3D), reminiscent to chaotic structures that were predicted for active nematics 
(21). The overall network architecture changed slowly, with trails extending or retracting from 
their ends, and some lanes merging on longer time scales (Fig. S4A, Movie S6). 
The model was then used to predict the dependence of nematic vs. polar order on the filament 
density r0 and the ratio of nematic to polar alignment strength, 9 = 1)/12 . To facilitate 
simulations over a broad parameter range, we considered smaller systems with a box size of 81.3 
L. We monitored the (global) polar and nematic order parameters, ; = |〈exp(@#)〉|  and B =|〈exp(2@#)〉|, respectively, measured over all filaments after the dynamics had become stationary 
(Fig. S4B). In initial parameter sweeps we observed that, within certain intervals of 9, simulations 
starting from different realizations of randomly distributed filaments, but with identical parameter 
sets, sometimes resulted in polar and sometimes in nematic patterns (Fig. 3E, lower panel). Similar 
observations were made in a Vicsek-type model, but only if strong additional memory in the 
particle movement is included (17). The patterns in our simulation were stable within the 
simulation times and no switching between them was observed, suggesting the existence of a 
regime of interaction strengths in which the dynamics exhibit multistability. To probe these initial 
observations further, we checked for hysteresis effects in the collective dynamics (Fig. S5, (36)). 
To this end, we initiated our simulations in a parameter regime in which the system shows polar 
waves only (9 = 2.75, Fig. 3E, left panel), waited until the dynamics became stationary, and then 
quasi-statically increased the value of 9  (i.e. giving the system sufficient time to equilibrate 
between successive adjustments of 9), and monitored both nematic and polar order parameters 
(Fig. 3F, closed symbols). After reaching a regime in which the system gave rise to nematic lanes 
only (9 = 6, Fig. 3E, right panel), we reduced the value of 9  quasi-statically (Fig. 3F, open 
symbols). While the nematic order parameter remained essentially unchanged, we observed a 
hysteresis loop in the polar order parameter ; . As the relative strength of nematic to polar 
alignment is increased, the degree of polar order (;H) gradually declines until it reaches zero at 
some critical value 9H. Conversely, in the reverse direction, polar order (;I) remains negligible 
up to a different critical value 9I, and then suddenly jumps to a rather large value. The phase 
diagram in Fig. 4A was obtained using J; = ;H − ;I to quantify the degree of multistability. 
To test these predictions, we performed experiments over a broad range of actin and PEG 
concentrations, and obtained a phase diagram (Fig. 4B) whose topology closely resembles that 
obtained from the computational model (Fig. 4A). In particular, upon varying the strength of 
interaction between the filaments by changing the PEG level and thus 9, we find a broad regime 
of non-equilibrium steady states where polar waves and nematic lanes coexist simultaneously. 
Moreover, both simulations of large systems (Fig. 4C, Movie S7) and experiments (Fig. 4D, Movie 
S8) consistently show that the equilibrium is highly dynamic. Polar waves may invade regions 
containing nematic trails and thereby disrupt their network structure (Fig. S6A). After the passage 
of these waves, nematic lane networks are observed to re-form locally, often close to their original 
positions. The formation of nematic lanes was also observed at the left and right edges of polar 
waves (Fig. S6B, Movie S9). While in experiments, this coexistence remained stable during the 
full experiment duration (Fig. S6C), in simulations we performed a scaling analysis to probe the 
lifetime of coexistence KL(M  as a function of the finite system size, at different points in the 
multistable parameter region. We found that this lifetime grows linearly with the system size, while 
the time of initial pattern formation KN remains small and constant (Figs. 4F, S7, (36)), implying a 
diverging time scale separation and stable coexistence in the thermodynamic limit. 
These observations from experiment and theory imply that polar waves and nematic lanes are both 
intrinsically stable structures, suggesting that the non-equilibrium steady state represents a 
dynamic equilibrium between different patterns, which - although they have conflicting polar and 
nematic symmetries - coexist in a dilute, disordered background. We attribute their coexistence to 
the weak interaction between the active particles, which determines macroscopic order not at the 
microscopic level but renders the symmetry of collective order itself to become an emergent 
property, which is dynamic in space and time. If this picture is valid, then an increase in the 
alignment strength at the binary level should eliminate the ambiguity in symmetry and prevent the 
emergence of coexistence. To test this hypothesis, we performed extensive numerical simulations 
by varying 9 and 12  (Fig. 4E) and looking for multistability. Indeed, we find that as the total 
degree of alignment, i.e. both 1)  and 12 , is increased, the multistable region contracts and 
eventually vanishes completely. In this limit there appears to be a sharp transition between a polar 
and nematic phase, similar to previous findings in a Vicsek-type toy model (18). We therefore 
conclude that the coexistence of patterns with mutual polar and nematic symmetries depends upon 
sufficiently weak alignment interactions between individual filaments. Furthermore, it seems to be 
crucial that the computational model includes arbitrary pairwise interactions and spatiotemporal 
correlations without relying on any ad hoc truncation. This allows for coarsening dynamics, where 
many different mesoscale filament configurations are explored until they take the form of either 
polar clusters or nematic lanes. These patterns become local attractors of the dynamics, such that 
– despite their conflicting symmetries – they can exist in juxtaposition within the same system. 
This indicates that the celebrated Gibbs phase rule  - stating that in thermal equilibrium, one-
component systems a three-phase coexistence only occurs at a singular point in parameter space -  
is invalid in active systems. Overcoming this thermodynamic constraint may be an essential and 
simple prerequisite for biological systems to produce heterogeneous, multitasking structures out 
of a single set of constituents, like it is the case for the cellular actin network (29, 30) and migrating 
cell layers (10, 11). 
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Fig. 1. Interactions in the actomyosin assay. (A) Schematic of the actomyosin motility assay. 
PEG acts as a depletion agent. (B) Illustration of different filament collision geometries with an 
incoming angle #(), and corresponding binary collision curves (C). While strong polar or 
nematic collision rules lead to full alignment or anti-alignment, weak collisions cause a gradual 
change of orientation and may exhibit both polar and nematic features (purple line). The dashed 
line depicts neutral collisions (#$%& = #()). (D) Binary collision statistics. Blue squares: PEG 3% 
(389 collisions). Red circles: no PEG (1113 collisions; data from ref. (34)). Error bars, ± SD. (E) 
Processivity increases with PEG concentration, as indicated by the earlier saturation of 
normalized filament velocities as a function of motor density. ON.P is the velocity at 0.1 mg/ml 
non-processive heavy meromyosin . Inset: absolute filament velocities. 
  
 Fig. 2. Experimental phenomenology. (A) Polar actin clusters formed in the absence of PEG, 
moving in the same direction as the filaments (the fraction of fluorescently labelled filaments is 
1:50, monomeric actin concentration 10 µM). (B) Large network of high-density nematic lanes 
formed at a PEG concentration of 3% and 5 µM actin. The image is an overlay covering a period 
of 100 s to demonstrate that the structure is frozen and stable. Filaments move along the lane 
contours in opposite directions (labelled filament fraction is 1:60). (C) Probability density ;(QM, QR) of instantaneous velocities shows the preferred bi-directional motion of filaments 
within a lane. (D) Single filaments move inside lanes (bright region). Two representative 
trajectories are shown (turquois and orange) at 10 µM actin and 2% PEG. Inset: overlay covering 
a period of 50 s. Polar (A) and nematic (B) motion are depicted by bi- and unidirectional arrows, 
respectively. Scale bars: 100 µm. 
  
 Fig. 3. Simulation model and phenomenology. (A) Illustration of the simulation model: 
filaments (green) are propelled along their contour (solid black arrows). Upon collision, the 
orientations of tips (gray arrows) are redirected in proportion to the polar and nematic alignment 
strengths (red and blue arrows). (B) Binary collision data from simulations for two selected 
curves with different 9. Error bars, 1 standard deviation. (C, D) Emergence of (C) polar waves 
(9 = 3) and a (D) network of nematic lanes (9 = 6.25) in large-scale systems. Insets: filaments 
within a single pixel with local density r and local polar (C) or nematic (D) order. In both 
panels, 544,000 filaments were simulated in a box of length 650.2U, with a homogeneous 
density VN = 1.29/UY. Scale bars: 100U. Uni- and bidirectional arrows denote local polar and 
nematic filament motion. (E) Different steady states for small simulation boxes, with VN =1.29/UY: while 9 = 2.75 always produces polar waves and 9 = 6 always nematic lanes, at 9 =4 either waves or lanes can be obtained in different realizations. Scale bars: 10U. (F) Global 
order parameters during a hysteresis loop in 9. Black arrows denote the direction of the loop. 
Regions of non-zero J; (shaded in green) exhibit multistable behavior. For (B-F), 12 = 2.1°. 
  
 Fig. 4. Phase diagrams and coexisting symmetries in experiment and simulation. (A) 
Simulation phase diagrams for different filament densities VN and relative alignment strengths 9. 
(B) Experimental phase diagram of emergent patterns for varying monomeric actin and PEG 
concentrations. Gray crosses: disorder. Red triangles: polar clusters. Blue squares: nematic lanes. 
Green diamonds: coexisting polar and nematic structures. Actin concentrations were normalized 
with respect to the estimated critical concentration in the absence of PEG (see Supplementary 
Materials for details). (C) Emergence of both polar waves and nematic lanes in large-scale 
simulations (scale bar: 100U) for 9 = 4 and a homogeneous density VN = 1.29/UY. (D) 
Coexistence of polar clusters and nematic lanes in the motility assay at 2% PEG and 5 µM actin. 
Scale bar: 100 µm. (E) Phase diagrams for different polar alignment strengths 12 and VN =1.29/UY. The total strength of alignment increases with both 12 and 9. The shape of the phase 
diagram only slightly changes for larger system sizes (see Fig. S7A). (F) Scaling analysis of time 
scales at two different parameter sets (orange data: 12 = 2.1°, 9 = 4.17; purple data: 12 = 3.3°, 9 = 3.13). The average coexistence lifetime KL(M  (solid lines) grows roughly linear with system 
size, while the average initial order time KN (dashed lines) remains small and constant. Averages 
taken over 25 simulations per size, error bars represent 15th and 85th percentiles (see 
Supplemental Material and Fig. S7 for details). (A,E) Phase diagrams were obtained by 
hysteresis analysis in 9,  white dashed lines depict the domain boundaries of the observed steady 
states. For (A,C), jp = 2.1°.  
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Materials and Methods 
Assay preparation 
G-actin solutions were prepared by dissolving lyophilized G-actin obtained from 
rabbit skeletal muscle (38, 39) in deionized water and dialyzing against fresh G-buffer (2 
mM Tris pH 7.5, 0.2 mM ATP, 0.2 mM CaCl2, 0.2 mM DTT and 0.005% NaN3) overnight 
at 4°C. Polymerization of actin was initiated by adding one volume of tenfold concentrated 
F-buffer (20 mM Tris, 20 mM MgCl2, 2 mM DTT and 1 M KCl) to nine volumes of the 
G-actin sample. Heavy meromyosin (HMM) was prepared by dialyzing rabbit skeletal 
muscle against myosin buffer (0.6 M NaCl, 10 mM NaH2PO4, 2 mM DTT, 2 mM MgCl2, 
0.05% NaN3) at 4°C (40). For fluorescence microscopy, fluorescently labelled filaments 
stabilized with Alexa Fluor 488 phalloidin (Invitrogen) were used. 
Flow chambers were prepared by fixing coverslips (Carl Roth, Germany) to microscope 
slides (Carl Roth, Germany) with parafilm. The coverslips were coated with a 0.1% 
nitrocellulose solution, which was made by diluting a 2% solution (Electron Microscopy 
Sciences, Hatfield, PA) in amylacetate (Roth), and were left to dry overnight, prior to 
constructing the flow chambers. The chamber is typically three orders of magnitude larger 
than the length of a single filament, to avoid boundary effects. Prior to experiments, HMM 
was diluted in assay buffer (25 mM imidazole hydrochloride pH 7.4, 25 mM KCl, 4 mM 
MgCl2, 1 mM EGTA and 1 mM DTT), and actin was added to assay buffer that had been 
premixed with PEG 35,000 (Sigma) to yield a final PEG concentration of 0-3% (w/v). The 
flow chamber was briefly incubated with the HMM dilution and the surfaces were then 
passivated with BSA (10 mg/ml BSA (Sigma) dissolved in assay buffer), prior to addition 
of the actin solution. To initiate an experiment, 2 mM ATP dissolved in assay buffer was 
injected into the flow chamber, together with a standard antioxidant buffer supplement 
(GOC, containing 2 mg glucose oxidase (Sigma) and 0.5 mg catalase (Fluka)) to prevent 
oxidation of the fluorophore. After all components had been combined, the flow chamber 
was sealed with vacuum grease (Bayer Silicones). 
 
Assay concentrations 
A list of all actin and PEG concentrations used for the figures and movies can be found 
in table S1. Unless stated otherwise, the HMM concentration was fixed at 0.1 mg/ml. 
Depending on the quality of the actin batch and the HMM motor proteins, filaments vary 
in length. Hence, critical densities in terms of monomeric actin concentrations vary 
between batches. Moreover, filament lengths appeared to be sensitive to PEG level, 
perhaps owing to enhanced filament rupture due to the increase in effective processivity.  
To obtain a reproducible, quantitative phase diagram from the patterns observed for 
different actin and PEG concentrations, we prepared a single actin batch (incubated at 10 
µM monomeric actin), with which we performed 39 experiments within 36 h, at final 
concentrations of between 0.8 and 10 µM monomeric actin (the fraction of fluorescently 
labelled filaments was 1:25). For every experiment, the assay buffer was freshly prepared 
with one or other of seven different PEG premixes (0%, 0.5%, 1%, 1.5%, 2%, 2.5%, 3%). 
In figure 4B every actin concentration was normalized with respect to an estimated critical 
actin concentration of 1.75 µM (at zero PEG) for this specific actin batch. At this critical 
concentration, the filament density was roughly 9.2 filaments µm-2 and filament lengths 
were exponentially distributed with a mean in the range of 0.5-0.7 µm. 
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Image acquisition 
A Leica DMI 6000B inverted microscope equipped with a 40x oil-immersion 
objective (NA: 1.25) was used to acquire data. Images were captured at a resolution 1344 
x 1024 pixels with a charge-coupled device (CCD) camera (C4742-95, Hamamatsu) 
attached to a 0.35x or 1x camera mount. To track filament velocities, a TIRF microscope 
(Leica DMI 6000B, 100x oil-immersion objective (NA: 1.47), Andor iXon-Ultra-9369 
camera with a resolution of 512 x 512 pixels) was used. 
 
Experimental binary collision statistics 
To study the binary collision statistics (34), the acquired images were first converted 
into binary images and filaments were then identified by skeletonization using a standard 
library “bwmorph” available in Matlab. The coordinates of the filament contour were 
extracted by using a cubic spline fit to obtain q1, q2 and q1´, q2´ to determine the incoming 
angle qin and outgoing angle qout (Fig. S1A). Analysis of a collision begins once the images 
of two filaments intersect. In figure S1A, the images that are framed by red boxes are 
representative of a detected collision event. The incoming angle qin is obtained 1 frame 
(0.13 sec) before the detected collision event, and the outgoing angle qout is taken 1 frame 
after the filaments cease to intersect. Here, only binary collisions are studied and all 
collisions involving more than 3 filaments were discarded. Figure S1B shows all recorded 
collision events for a PEG concentration of 3%. 
 
Processivity 
To study the change in the filament-motor interaction as a function of the PEG 
concentration, the degree to which filaments were forced onto the HMM motor lawn as a 
result of the excluded-volume effect was evaluated by measuring the effective processivity. 
Processivity is a measure of the ability of a single motor to execute a power stroke 
continuously without releasing the filament. While HMM is non-processive, i.e. always 
releases the actin filament after the power stroke, an effective processivity at the single 
(actin) filament level can be assumed, since many motors act simultaneously along a 
filament and also the number of active motors should increase due to the filaments being 
pressed down onto the motor lawn by the PEG. The effective processivity was evaluated 
by monitoring the change in filament velocity as a function of changing the motor density; 
the absence of a change in velocity with a decrease in HMM density demonstrates maximal 
effective processivity, while decrease in velocity with decrease in HMM density indicates 
that the interaction is effectively non-processive in nature (41). 
 
Velocity distribution and local order 
Recording the nematic type of motion requires identification of single-filament 
motion, since opposing filament fluxes cancel each other out on larger length scales. For 
this reason, images were obtained by TIRF microscopy, which affords higher contrast and 
high temporal resolution (cycle time ∆t = 0.0853s), to track the local motion of individual 
filaments between consecutive frames. We recorded a nematic lane at 5 µM actin and 2% 
PEG concentration, and a polar cluster and a disordered region at 10 µM actin and 1% PEG 
concentration (Figs. S2A-C). We then segmented the images into 8 x 8 local bins and used 
the Kanade-Lucas-Tomasi feature-tracking algorithm in Mathematica 11.0.0.0, which is a 
robust estimator of the optical flow velocity, by maximizing the local intensity gradient 
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correlation for each segment, in order to obtain a large number (~O(105)) of displacement 
vectors of filaments between consecutive image frames over an acquisition time of about 
a minute. From this we calculated smooth probability densities P(v) of filament velocities 
(lower left panels of Figs. S2A-C), as well as the local polar and nematic order parameters ! = |〈exp()*)〉-./|  and 0 = |〈exp(2)*)〉-./|  at a given time in the region of interest 
(ROI), respectively, over the acquisition time (lower right panels of Figs. S2A-C). To 
account for the shape of the lane structure, we only included bins that covered the lane 
(Fig. S2A). Note that for the polar and nematic order parameters, the respective amplitudes 
are comparable to those from simulations. Apart from the case of a polar cluster (Fig. S2B), 
which is inherently not static within the fixed ROI, the order of a nematic lane (Fig. S2A) 
is stationary over an interval corresponding to filaments crossing the ROI about 2 times. 
 
Autocorrelation function 
Using an image sequence of a lane (Movie S2), we tracked 39 individual filaments 
starting inside lanes by eye and extracted the orientations dq(t) = q(t) - q(0) out of the 
recorded path at different times (Fig. 2D, Fig. S2D). From this the polar and nematic 
autocorrelation functions 〈cos δθ(t)〉 and 〈cos[29*(:)]〉 for different filaments (Fig. S2E) 
were obtained and averaged over every time point. As can be seen from the differences in 
decay times, polar order decays much faster than nematic order. 
 
Additional observations 
At high concentrations of PEG and low actin concentration, the nematic lanes 
evolved into a packed vortex-like arrangement of branches after long times (roughly 15 
min after the beginning of the experiment), indicating the emergence of additional types of 
order in this parameter region (Fig. S6D). For large concentrations of both actin and PEG, 
we observed the occasional bulk formation of long actin bundles (Fig. S6E) which attach 
to the motor lawn already shortly after experiment initialization, indicating additional 
depletion forces in-plane of the motility assay and suggesting a possible bundling transition 
for PEG concentrations above 3%. Note that the presence of bundles did not affect the 
formation of nematic lanes. 
 
Computational Model 
Propelled actin filaments are modeled as discrete, slender chains of N-1 cylindrical 
segments of length L and width a (< ≫ >), with the leading segment (tip) of each filament 
moving at a speed v, and the body of the filament following the tip. The direction q0 in 
which a filament tip is moving changes upon interaction with other filaments, as well as 
through interaction with molecular motors. The latter is described by a Gaussian white-
noise process with a path persistence length Lp>L. The body of the filament with index n 
is pulled by its tip, parallel to its backbone. Hence, the motion of a cylinder segment with 
director ui(n) is given by vi(n)=Ks(ui-1(n) + ui(n))/2 [|ri(n) – ri-1(n)| - L/(N-1)], where the index ) ∈ {1, … , 0 − 1} represents the contour position, and Ks is a sufficiently strong spring 
constant to ensure cylinder length conservation. Note that the direction of propulsion of 
every position ri(n) is the average of its’ neighboring cylinder orientations, to provide a 
smooth lateral motion. When the leading segment of a given filament n collides with a 
segment of another filament m at a relative segment orientation q, an alignment potential 
 
 
 
5 
 
 
U(q) acts on the tip’s orientation; see figure S3A. The alignment potential is present within 
the area occupied by a filament of length L and width a, and acts on the tips of other 
filaments. To avoid artifacts such as surface roughness caused by discontinuous jumps and 
potential superpositions of bent filaments, cylinder potentials at inner bends are averaged, 
and at outer bends the cylinder gap is filled with a circular potential segment. In this way, 
local features of this potential do not change significantly when the contour moves, and 
discretization effects are small. Figure S3A depicts the geometry of filaments. The 
equations of motion (with unitary friction) are then given by FF: GH(I) = J ∙ LH(I) = J ∙ (cosM*H(I)N , sinM*H(I)N)Q, FF: GR(I) = STULRVW(I) + LR(I)Y/2[\GR(I) − GRVW(I)\ − <0 − 1] ,		for	) > 0, FF: *H(I) = −9aH(I)9*H(I) + b2J/<cd(I), 
where x(n) is random white noise with zero mean and unit variance, and  aH(I) =eefg,h(I)hg  
is the total alignment potential acting onto the direction of a given tip of a filament; 
the sum runs over all overlapping filaments m and all cylindrical segments j of each of 
those filaments. For the alignment potential, we assume  fg,h(I) = i U\GH(I) − Gh(g)\TjkRTlY	MmIU*H(I) − *h(g)(GH(I))Y + mcU*H(I) − *h(g)(GH(I))YN	, mc(*) = nopq cos[*],  mI(*) = 	nrpq cos[2*]	, 
where Ap and An are the polar and nematic parts of the alignment potential, 
respectively (Fig. S3B). The cutoff function C(x) is zero for x > a and otherwise (a-x)/a. 
The argument of the cutoff function, |...|shDist, is the shortest distance between the tip and 
the cylindrical segment with which it is interacting. The values of local orientations 
qj(m)(r0(n)) are determined by the direction tangent to the potential at contour position j of 
filament m and the relative tip position of r0(n). The parameters jp, jn give the scale of 
typical reorientations during a collision, as can be easily seen by rescaling time in units of 
the collision time, i.e. : → : qp. During a multiparticle simulation, these alignment potentials 
may gradually lead to a maximal overlap of all contours at their centerline. Adding a weak 
repulsion force with a small amplitude s (t ≪ J) which acts on tips and is proportional to 
C(x) did not change the phenomenology, but avoided the unphysical and numerically very 
costly case of hundreds of filaments overlapping simultaneously. 
 
Numerical implementation 
For the time integration, we used an Euler scheme. To ensure maximal performance, 
the code was implemented in C++ and designed to operate on a parallelized architecture. 
Despite the sophisticated interaction geometry, which requires many machine operations 
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per iteration, we were able to realize large simulation times for systems of many filaments, 
by exploiting the localized nature of filament interactions: for each filament tip, a Verlet 
(42) list was used to store all filaments which were located within a certain cutoff range. 
After a certain number of time steps a cell list algorithm (42) was used to update the Verlet 
lists. The cutoff distance was chosen such that no interaction occurring between 
consecutive updates could be overlooked. The cell algorithm used for the update of the 
Verlet lists divides the surface into squares of a sufficient size. Instead of calculating the 
distances to all other filaments in the whole system, only the distance to filaments in the 
same or in a neighboring cell must be checked. We further used OpenMP to parallelize the 
code. To further increase performance, we applied an additional averaging procedure by 
replacing the individual relative angles * in the alignment potential with the mean value 
over all interaction partners of a respective tip. This allows for a better numerical 
convergence for larger temporal step sizes, while the properties of the system remain the 
same. 
 
Simulation parameters 
For the simulations in the paper, we fixed the following filament parameters (length 
units are given in filament lengths, i.e. L = 1): filament aspect ratio L/a = 21, persistence 
length Lp = 31.75 L, velocity v = 1, and filaments were discretized into N = 5 segments. In 
these units, t = L/v = 1 corresponds to the time in which a filament travels a distance equal 
to its own length L. A fixed time increment of 9: = 3.17 ∙ 10Vy was sufficient to achieve 
minimal numerical errors. The range of interaction strengths jp, jn was set between 2.1° 
and 12.9°, which is comparable to the average amount of reorientation observed in the 
experiments (up to 14.6° for 3% PEG). The sensitivity of the onset and type of collective 
motion with respect to other parameters like persistence length and aspect ratio will be the 
subject of a subsequent study. 
 
Computational binary collision statistics 
Using a small system with two filaments and random initial conditions, the change in 
polymer orientation (measured from front to back) during a collision was recorded. A 
collision begins at the time when two filaments first touch, i.e. approach to within a distance 
smaller than >, and ends when the distance between them becomes larger than L/4, or, 
when the filaments have nearly aligned, after propagating a cutoff distance 2L. The 
resulting scatter plot of incoming and outgoing angles is then binned into intervals of 
different incoming angles and averaged to produce the binary collision curve displayed in 
figure 3B. Figure S3C shows the continuous variation of the average reorientation ∆=〈*{|l〉 − *RI  as a function of a. Note that angular fluctuations } = ~>G[*{|l]  for Lp = 
31.75L are of the same order as |∆|, similar as in the experiment (Fig. 1D). Figures S3D, E 
visualize the effect of noise during binary collisions. 
 
Macroscopic states in simulations 
In large-scale simulations (Lbox = 650.2L, 544,000 filaments), stationarity was not 
reached within feasible simulation times, but we observed a subsequent coarsening 
dynamics of the emergent patterns (Movies S5-7). We emphasize the striking similarity 
between the nematic lane network and the dynamics of its branches (Fig. S4A, Movie S6) 
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and the patterns seen in our experiments. To visualize these simulations, the system was 
subdivided into a grid of 256 x 256 bins with well-defined local variables: Per bin, the local 
density r, polar order Ä = |〈exp[)*]〉ÅRI|/ÇH, and nematic order É = |〈exp[2)*]〉ÅRI|/ÇH 
are calculated and normalized by the average density r0 = 544,000/Lbox2 = 1.29/L2. 
For the smaller systems (box length Lbox = 81.3L), stationarity was typically achieved 
by t<1,500 (Fig. S4B) and the states were characterized by the value of the global order 
parameters P, N. The observed polar steady states appear to be very similar to those already 
reported in Refs. (26, 43-45), in spite of the conceptually different definitions of the 
underlying microscopic particles and their interactions that rely on idealized alignment 
rules. In the nematic steady state, the orientational autocorrelations resemble their 
experimental counterparts in exhibiting non-vanishing nematic correlations (Fig. S4C). 
Similar to the polar case, the observed phase separation into a high-density nematic band 
and a low-density gas resembles the patterns observed in Refs. (15, 44, 46), despite 
different interaction schemes. Due to the periodic boundary conditions, horizontal/vertical 
orientations predominate (Fig. 3E), but diagonal states were also found (Fig. S4D). We 
occasionally encountered the emergence of dual polar waves, which are locally polar and 
collide head-on, such that the global order is (almost) nematic. These states are 
predominantly located in the polar and multistable parameter regime, especially for large 
densities (roughly r0 > 1.5/L2, see figures S5A-D). While they are established by smectic 
decay of a nematic lane (Fig. S4D), it is not clear whether these colliding waves represent 
a transient phase on the way to a purely polar state or a stable solution of their own. We 
did not observe these patterns in our experiments, but this can be explained by 
hydrodynamic effects that are present in the actin motility assay (47): large polar actin 
clusters induce a flow field in the surrounding fluid, which suppresses any opposed local 
filament motion of large amplitude (in contrast to low-amplitude nematic motion within 
lanes). For large polar alignment strengths jp, polar states did not evolve into smooth wave 
profiles but persisted as a collection of erratically moving polar flocks (Fig. S4E). In this 
regime, the multistable region with respect to nematic lanes becomes elusive, similar to the 
previously reported abrupt switch between polar and nematic symmetry in a Vicsek-like 
model with fully aligning interactions of stochastically switching symmetry (18). For both 
large polar and nematic alignment strengths, filaments appear globally disordered but with 
some degree of local nematic order (upper right region of Fig. 4E), which appear similar 
to turbulent nematic states reported previously (48). 
 
Hysteresis analysis 
To quantify the multistable region, we used smaller system sizes in our simulations 
(Lbox = 81.3L). We started our simulations in a strictly polar parameter regime 
(a = 0, jp ≠0) and waited until the dynamics had become stationary (‘waiting’ time ∆t = 
1,587.3). We then incrementally increased a by a small amount ∆a during the simulation, 
measured P+, N+ (“+” for increasing direction), and reiterated the procedure until a = 6.25 
was reached. Then, we changed the direction and progressively reduced a while recording 
the values of P-, N- to complete the hysteresis loop in a. We obtained two-dimensional 
phase diagrams by repeating the hysteresis analysis for different filament densities r0 and 
different polar alignment strengths jp (Figs. 4A,E). Figures S5A,B,E,F show the 
corresponding global order parameters in the “+” direction, figures S5C,D,G,H in the “-“ 
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direction, respectively. For figure 4A, and for r0 < 1.67/L2 in figures S5A-D, we used 
∆a = 0.175; for all other data ∆a = 0.25. Note that the multistable parameter region 
depends only weakly on the system size: upon doubling Lbox = 162.5L the boundaries only 
shift slightly in parameter space (Fig S7A). 
As can be seen in figure 3F the transition from a nematic lane into a polar wave is 
rather discontinuous; a lane becomes completely destabilized by a randomly emerging 
polar flock. The transition from polar waves to nematic lanes is quite different: the global 
polar order amplitude seems to vanish smoothly, although spatial structures change from a 
wave (orthogonal to particle motion) into a lane (parallel to the particle motion). It should 
be noted that a single polar wave, once formed, is very stable, even when Ñ is decreased in 
the minus direction far below the onset of collective motion (see the lower left corners of 
figures S5C,G); occupying almost all filaments, the wave profile becomes extremely dense 
and ordered (Fig. S4F), which represents a limiting case of the model assumptions (polar 
flocks do not stop to accumulate filaments for increasing density). 
 
 
Time scale analysis of coexistence 
To quantify and extrapolate the long-time behavior of coexisting polar and nematic 
structures in the simulations, we analyzed different time scales of pattern formation as a 
function of the (finite) system size. To this end, we tracked the evolution of the local order 
parameters, which are reliable indicators of the nature of the ordered state, and determined 
the fixation times :ÖRÜ  upon which a system adapted either a distinctly polar ordered or 
nematically ordered state, as a function of the system size <Å{Ü. The local order parameters 
are defined as follows: any system of M filaments can be decomposed into a set of clusters 
of overlapping filaments, {á}. A cluster c has the following properties: cluster size àâ, 
cluster polar order äâ = ã∑ expçi*hégèhêW ã/àâ − ∆(àâ) , cluster nematic order ëâ =ã∑ expç2i*hégèhêW ã/àâ − ∆(àâ) , where ∆(í) = ã∑ expçifhéìhêW ã/í , îfhï ∈ f(0,2ä)  is the 
expected random order of a finite-size cluster. Hence, the local polar and nematic order 〈äâ〉 = ∑ äâ{â} àâ/ñ, 〈ëâ〉 = ∑ ëâ{â} àâ/ñ are given by the mean cluster orders, taken 
over the whole cluster population. Note that with this definition, the local order parameters 
do not depend on the global orientation and arrangement of the whole system. 
Figures S7D,E show the evolution of local order parameters 〈äâ〉 , 〈ëâ〉  with 
corresponding snapshots of the underlying simulations, for different initial conditions but 
identical parameters. Note that an initial plateau value of 〈äâ〉, 〈ëâ〉 is achieved extremely 
fast, within a time scale :H which we call the initial pattern formation time as it corresponds 
to the emergence of local, polar clusters. Before the system has reached a stationary state, 
which is either polar or nematic in nature, it exhibits coexisting structures of both types, 
which is reflected in the behavior of the local order parameters: when the system becomes 
fully polar (Fig. S7D), the local polar order 〈äâ〉 eventually approaches the local nematic 
order 〈ëâ〉, at the fixation time (or coexistence time) :ÖRÜ . When the system becomes fully 
nematic (Fig. S7E), the local polar order 〈äâ〉 drops to a value below its initial plateau value 
and saturates at a lower (but finite) level at :ÖRÜ . Figures 4F, S7B,C show the statistics of 
these time scales, which were obtained by fitting piecewise-linear functions or crossing 
times of 〈äâ〉, 〈ëâ〉 at any simulation, and for two different sets of Ñ, óc in the multistable 
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parameter region. Note that the linear dependence of :ÖRÜ  on <Å{Ü  has a very large 
amplitude (:ÖRÜ/:H ≈ 100 for <Å{Ü = 325.1<), and that there are strong variations towards 
very large fixation times. Unexpectedly, neither :H, nor :ÖRÜ  seem to not depend much on 
the overall strength of filament interaction (given the different parameter sets Ñ, óc), and 
hence on the exact position in multistable parameter domain. 
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Fig. S1. Collision measurements. 
(A) Illustration of collision angles during a binary collision. Scale bars: 2 µm. (B) Full 
binary collision statistics at a PEG concentration of 3%. Error bars, ± SD. 
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Fig. S2. Filament dynamics. 
(A-C) Local dynamics of filaments within nematic lanes (A), polar clusters (B) and in 
disordered motion (C): Upper left panels are plain snapshots. In (A), the yellow area 
denotes the subgrid in which filaments were tracked. Upper right panels are time-averaged 
images over a time period indicated in the graphs to display the average motion of 
structures. Lower left and right panels depict two-dimensional probability densities P(v) 
and evolution of corresponding polar (red line) and nematic (blue line) order parameters 
during acquisition time, respectively. (D) Time evolution of cos[dq(t)] and cos[2dq(t)] for 
two selected trajectories (yellow and pink traces in figure 2D). Reversal events are 
manifested by jumps in the amplitude from 1 to -1 or back. (E) Autocorrelation functions 
of filament orientation inside lanes (n = 39); dashed gray lines are fits to guide the eye. 
Error bars, ± SD. (F) Kymographs of lane structures, taken orthogonally to a lane (lower 
left panel) and parallel to, and past the end of a lane (lower right panel). Dashed yellow 
lines depict lane edges. Scale bars are 20 µm in (A-C), 100 µm in (F). 
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Fig. S3. Collisions in the simulation model. 
(A) Illustration and annotation of the filament geometry. The collision occurs at the point 
marked by the pink region. (B) Nematic (blue line) and polar (red line) alignment potential 
and the mixed symmetry of their superposition (black line) plotted as a function of the 
relative orientation q. Inset: cutoff potential C(d). (C) Average reorientation ∆= 〈*{|l〉 −*RI during binary collisions plotted as a function of the incoming angle qin and the relative 
alignment strength a (Lp = ∞). (D, E) Binary collision statistics for a = 2.75 (D) and 
a = 6.25 (E) with different Lp (jp = 2.1°). The shaded area marks the regions within the 
standard deviation } for Lp = 31.7L. Inset: Dependence of the average standard deviation }ö = 〈}〉õúr  for different angles on Lp; the gray triangle corresponds to a scaling of Lp-1/3. 
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Fig. S4. Evolution of patterns in simulations. 
(A) Dynamics of large nematic networks (jp = 2.1°, a = 6.25, r0 = 1.29/L2, Lbox = 650.2L). 
The panels depict the evolution of the local density r (left), nematic order n (middle) and 
polar order p (right). (B) Evolution of global order parameters P, N in systems with waves 
(solid lines, from the simulation of figure 3F, upper left panel) and lanes (dashed lines, 
from the simulation in figure 3F, upper right panel). (C) Autocorrelation of filament 
orientations within a lane (from the simulation in figure 3F, upper right panel). (D) Decay 
of a nematic lane (upper left panel) towards colliding waves (upper right panel) along the 
diagonal axis of the system (jp = 2.1°, a = 4.5, r0 = 1.51/L2). Note that the decay process 
does not involve large jumps in the global order parameters (lower panel). (E) Irregular 
polar cluster. Inset: evolution of its order parameters (jp = 5.0°, a = 2, r0 = 1.29/L2). (F) 
Very narrow and dense polar wave in a subcritical parameter region 
(jp = 3.6°, a = 0, r0 = 1.29/L2). Inset: density profile of the wave in x-direction. For (B-F), 
Lbox = 81.3L. 
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Fig. S5. Hysteresis analysis of global order parameters. 
Global order parameters plotted as a function of the relative alignment strength a for (A-
D) different filament densities r0 (at jp = 2.1°) and for (E-H) different polar alignment 
strengths jp (at r0 = 1.29/L2). The direction of increasing a is depicted in (A, E) (P+) and 
(B, F) (N+), the decreasing direction is given by (C, G) (P-) and (D, H) (N-). White 
dashed lines represent critical values between domains of different patterns to guide the 
eye. The region N* in (C) corresponds to states which were dominated by waves colliding 
head-on. 
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Fig. S6. Interplay and dynamics of macroscopic structures. 
(A) Time evolution of polar clusters engulfing nematic lanes by running over them. (B) 
Time evolution of a polar cluster that leaves nematic lanes trailing from its ‘wing-tips’. 
(C) Evolution of coexisting patterns during an experiment, visualized by snapshots at 
different times after ATP addition. Within a few minutes (roughly 2 min), both polar 
clusters and nematic lanes are fully developed (middle panel). At the end of the 
experiment, coexistence is still present (right panel). (D) Vortex-like mesh of nematic 
branches. (E) Lane network with occasional dynamic actin bundles. Scale bars are 100 
µm in (A-C), and 50 µm in (D, E). Uni- and bi-directional arrows denote polar and 
nematic motion, respectively. 
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Fig. S7. System size dependence of dynamics observed in simulations. 
(A) Multistable parameter region obtained by hysteresis analysis, with doubled system 
size Lbox = 162.5L as compared to Figs. 4E, S5E-H with otherwise identical parameters. 
White dashed lines denote the approximate stability domain boundaries of half-sized 
systems which are already shown in Figs. 4E, S5E-H. (B, C) System size scaling analysis 
at (B) óc = 2.1°, Ñ = 4.17 and (C) óc = 3.3°, Ñ = 3.13. Open purple triangles and 
open orange circles denote individual :ÖRÜ  events, full symbols depict :H, respectively. 
Black lines and arrow bars are average values and 15th/85th percentiles (as in Fig. 4F). (D, 
E) Examples of time evolutions of local (〈äâ〉: green line; 〈ëâ〉: red line) and global (P: 
light blue line; N: light orange line) order parameters, fixating in either a polar wave (D) 
or a nematic lane (E). Vertical lines denote respective time scales upon which local order 
emerges (:H, short-dashed line) and finally fixates at a distinct type of order (:ÖRÜ : long-
dashed line). Note that panels (D, E) share identical parameters: óc = 2.1°, Ñ = 4.17, ÇH = 1.29/<†, <Å{Ü = 162.5<.  
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Table S1. List of actin (µM) and PEG (w/v) concentrations used for figures and movies. 
Experiment from 
Actin concentration 
(µM) 
PEG concentration 
(%) 
Fig. 2A 10.0 0.5 
Fig. 2B, Movie S1 5.0 3.0 
Fig. 2C, Fig. S2A 5.0 2.0 
Fig. 2D, Fig. S2D,E, Movie S2 10.0 2.0 
Fig. 5B, Movie S8 5.0 2.0 
Fig. S2B 10.0 1.0 
Fig. S2C 10.0 1.0 
Fig. S2F 4.0 2.0 
Fig. S6A-C, Movie S9 2.5 2.0 
Fig. S6D 2.0 3.0 
Fig. S6E 7.0 3.0 
Movie S3 5.0 2.0 
Movie S4 10.0 2.0 
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Movie S1 (movie1.mov). Large network of nematic lanes. 
In this movie actin filaments form nematic high-density structures which constitute 
branches of a large network, surrounded by disordered regions. This movie is associated 
with figure 2B and has dimensions 605 µm times 461µm. Visible filaments are labelled 
with a GFP tracer and represent a fraction of 1:60 of all filaments. 
Movie S2 (movie2.mov). Close-up of a nematic lane. 
This movie shows the dynamics of single actin filaments, which are exchanged between 
nematic lanes and the disordered environment. Within a lane, reversal of filament 
orientations occurs. The movie is associated with figure 2D and has dimensions 212 µm 
times 161 µm (labelling ratio 1:60). 
Movie S3 (movie3.mov). Nematic lanes merging. 
Movie of close-by nematic lanes that merge and form a new branch, indicated by white 
arrows. This happens on the time scale of minutes. The movie dimensions are 328 µm 
times 246 µm (labelling ratio 1:30). 
Movie S4 (movie4.mov). Nematic lanes shrinking. 
In this movie, nematic lanes indicated by white arrows become depleted on the time scale 
of minutes. The movie dimensions are 295 µm times 222  µm (labelling ratio 1:50). 
Movie S5 (movie5.mov). Simulation of polar density waves. 
This movie (associated with figure 3C) shows a large system that produces polar density 
waves which coarsen over time. Left panel: density field. Upper right panel: local 
nematic order. Lower right panel: local polar order. Parameters:	Ñ = 3, óc = 2.1°, box 
size 650.2< (periodic boundaries, random initial conditions), ÇH = 1.29/<†, simulation 
time 0-3175. 
Movie S6 (movie6.mov). Simulation of nematic high-density lanes. 
This movie (associated with figure 3D) shows the evolution of a large system, forming a 
network of nematic lanes. Left panel: density field. Upper right panel: local nematic 
order. Lower right panel: local polar order. Parameters:	Ñ = 6.25, óc = 2.1°, box size 650.2< (periodic boundaries, random initial conditions), ÇH = 1.29/<†, simulation time 
0-3175. 
Movie S7 (movie7.mov). Simulation with simultaneously emerging polar and 
nematic structures. 
This movie shows the emergence of both nematic and polar structures, which interact and 
coarsen over time. Left panel: density field. Upper right panel: local nematic order. 
Lower right panel: local polar order. Parameters:	Ñ = 4.25, óc = 2.1°, box size 650.2< 
(periodic boundaries, random initial conditions), ÇH = 1.29/<†, simulation time 0-3175. 
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Movie S8 (movie8.mov). Coexisting polar and nematic structures. 
Polar clusters are embedded between nematic lanes, which get spatially rearranged by 
interacting with the clusters. The movie has dimensions 605 µm times 461µm and is 
associated with figure 4D (labelling ratio 1:30). 
Movie S9 (movie9.mov). Filament exchange processes between structures of 
different symmetry. 
This movie shows exchange processes between polar and nematic structures within a 
single experiment in the coexistence regime. Left panel: polar clusters “eat up” nematic 
lanes by crossing them. Right panel: polar cluster “leaves” a nematic lane. The movie is 
associated with figures S6A,B (labelling ratio 1:30). 
 
m
Eine Schachtel alleine kann kein Haufen sein.
— Erwin Frey on emergence
III Dynamical processes, phase
transitions and criticality
In chapter I we introduced the Vicsek ordering paradigm (VOP), which repres-
ents a generic motif of order and pattern formation in active systems without
hydrodynamical coupling (often referred to as dry active matter [19]) and with
aligning interactions. According to the VOP – and in contrast to the results of the
previous section – these systems have been speculated to be dividable into different
symmetry ’classes’ depending on the symmetry of alignment rules [52, 77], with
an arguable analogy to universality classes (see discussion of the previous section).
In the following, we will mostly concentrate on systems with emergent polar order
– that is, flocking of propelled agents – and investigate more subtle details of
the VOP: for instance, studies suggested [42, 50, 52] that the onset of collective
order is described by a pitchfork bifurcation scenario of the ensuing hydrodynamic
equations (see Eqs. (II.20, III.18) for the slow mode f1) at the homogeneous level.
Mathematically, this can be expressed by P˙ ∝ (a−b|P|2)P , with P being the polar
order parameter. Above the onset a > 0 there exists a stationary, homogeneous
solution of the polar order P1 ∼
√
a
b
(Fig. III.1(a)). Note that a, b depend in
general on the local values of control parameters such as noise, alignment, and
density (hence defining a critical control parameter value c1 such that a(c1) = 0).
Close to the onset, the homogeneous state with polar order P1 is unstable with
respect to inhomogeneous perturbations (i.e. a long-wavelength band of unstable
modes, see Fig. III.1(b)). As a result, spatial patterns emerge and enforce a phase
separation into a dilute and a dense phase, creating a discontinuous transition
to polar order. Note that there is a subcritical shell of stable patterns below the
onset point c1 [26, 43, 46, 47, 55, 138]. While it has been widely established that
this process resembles a non-equilibrium analogue of a gas-liquid phase transition
[43, 44, 46], there is an ongoing discussion about the dynamic nature of these
patterns (see list below and Fig. III.1(c)). Deeper in the polar phase of the VOP
and beyond a second transition line c2, homogeneous order becomes stable and
patterns are absent [19, 45, 50, 53–55]. What determines the value and behavior
of c2 as a function of the system properties is not known, since simple lowest-order
hydrodynamic equations (see Eqs. (II.20, III.18) are no longer valid as the dynamics
depends successively on higher-order Fourier modes.
Put into the perspective of different active matter systems in the literature, there
are several unresolved issues concerning this seemingly universal behavior of VOP:
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1. It is unclear what the underlying microscopic processes of order formation
are, how they interact to create order on the macroscopic scale, and at
which length scale collective effects arise. It was already shown that onset
behavior of the Vicsek model is very sensitive with respect to the functional
dependence of particle noise [45, 139].1 Yet, due to the different validity
domains of theoretical models (Fig. III.1(d)), it is notoriously difficult to find
a framework that fully bridges the physical processes from microscopic to
macroscopic length scales.
2. It is unclear if the VOP and its corresponding flocking transition really
describes order formation in experimental systems and microscopic models.
For example, in the actomyosin gliding assay as well as in the WASP model
we only found the formation of inhomogeneous polar clusters, without a
homogeneous phase at large densities (see previous chapter in section 2.3).
Furthermore, flocking in these systems seems to be dominated by nucleation
events and a very large density spread of the separated phases (Figs. III.2(a,b));
here the density of the dilute background, being the subcritical threshold value
for coexisting patterns (i.e. the binodal), is ∼ 1/µm2 and much smaller than
the approximate transition density ∼ 5/µm2 (possible spinodal). VOP does
neither provide an explanation for the large binodal region, nor the specific
transition density value, nor if there is any significance of the bifurcation
scenario (Fig. III.1(a)) for the actual ordering transition.
3. What are generic features of polar pattern formation beyond the Vicsek
ordering paradigm, and how do they depend on the properties of active matter
systems? For example, Lam et al. [38, 56] have shown that for a specific
model of aligning discs the transition to order is driven by a discontinuous,
subcritical bifurcation at the homogeneous level, instead of the supercritical
instability that defines the onset of order in the VOP (Fig. III.2(c)). It remains
to be clarified if this is an exceptional case, or a more common trend in the
space of all possible model configurations.
In this chapter, we attempt to illuminate some of these issues and provide a better
understanding of order formation in active systems; in particular, we investigate the
effect of realistic physical processes on the microscopic scale of individual particles.
In section 1, we employ the multiscale WASP model which was developed in the
previous chapter II to detail the transition towards polar order in an experimentally
relevant parameter region. Here we develop a powerful analysis technique in terms
1 A related issue is the question of pattern selection: while mean-field theories predict different
stable patterns at the onset of order [43, 44, 46, 47], Vicsek simulations with particle noise
always yield a particular solution that exhibits so-called micro-phase separation (periodic waves
in Fig. III.1(c)).
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of a cluster decomposition to extract kinetic processes on all relevant length scales
of the system, and cast these intrinsic dynamics on an effective model of interacting
cluster species.
In section 2, we study the robustness of the VOP scenario as a function of
microscopic collision properties. Specifically, we use a two-fold approach of a
kinetic Boltzmann ansatz and Vicsek-like model simulations to assess if and when
the picture of a Vicsek universality class breaks down in the presence of generic
alignment models.
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Figure III.1 (a) Illustration of the flocking onset as predicted by hydrodynamic equations
of Vicsek-like models (c is an arbitrary control parameter): at c1 a supercritical pitchfork
bifurcation occurs, where a homogeneous branch P1 emerges. Between c1 and c2, P1 is
unstable against spatial perturbations. (b) A typical dispersion relation of inhomogeneous
perturbations of P1. Within a band of q ∈ [0, qc ], field fluctuations grow exponentially
as ∼ eλt . (c) Assessment of different length scales of polar active matter systems:
most models are formally dependent on local particle dynamics, yielding global, collective
phenomena on the scale where individual particle fluctuations become negligible (left panels:
patterns, right panels: corresponding density profiles). Possible dynamic phenomena
include solitary waves (upper panels), periodic waves (middle panels), and droplet interfaces
(lower panels). In the statistical limit, periodic states lead to micro-phase separation
as found in the Vicsek model (VM) and droplet states to macro-phase separation as
found in the active Ising model (AIM). Note that a clear picture of the kinetic processes
at intermediate scales, where collective effects emerge, is elusive. (d) Validity domains
of different theories: mean-field theories (MFM) describe the system on large scales,
depending only on point-like interactions at the lowest scale and neglecting all intermediate
effects. Vicsek (VM) or active Ising (AIM) models foot on smaller scales, but only with
an effective collision rule instead of a continuously resolved process. Agent-based models
(ABM) may properly describe microscopic processes but struggle to achieve large-scale
properties.
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Figure III.2 (a) Phase separation in the actomyosin gliding assay for different initial
actin filament densities ρ0. Above ρ0 > 5/µm2, polar clusters emerge by spontaneous
nucleation, leading to a separation of disordered regions with density ρex and ordered
regions with density ρcl . ρ0 → ρex is also the lower bound of stable clusters. Note the
very large density spread ρcl/ρex ≈ 60. Data cordially provided by Ryo Suzuki [129].
(b) Sharp polar front in WASP simulations (ϕp = 0.063, α = 0, ρ0L2 = 1.29) with
density profile (inset) also exhibits a density spread factor of ca. 100. (c) Illustration
of a subcritical transition of homogeneous polar states similar to Ref. [38, 56]. Upon
changing a control parameter (here: density) a subcritical bifurcation occurs at ρc (blue
lines, dashing depicts unstable branches), and P jumps from zero to almost perfect order
(pink line). (b) is also published in Ref. [127].
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1 Cluster assembly and nucleation
kinetics of WASP systems
1.1 Background
In section 2.2 of the previous chapter we introduced the WASP model which
faithfully reproduces a variety of properties of the actin motility assay, ranging from
local binary collision statistics to collective phenomena on large length scales. So far,
we have quantified emerging effects using mostly stationary global order parameters,
without considering the inherent kinetic mechanisms and dynamics that give rise to
self-organization. Since our WASP simulations do not rely on truncation procedures
and root on continuous physical interaction on the microscopic scale, the model
offers insight on these processes at the intermediate scale where the coordinated
properties of individual particles give rise emergent behavior as a collective. Of
course, the question remains how to extract and analyze these processes; this
is a highly nontrivial task. Previous studies have already attempted to do so
and found, for instance, that pattern formation in active systems is in general
accompanied by anomalous number fluctuations [19, 53, 140, 141]. Here, the value
S(r) =
√
Var[N]r/〈N〉r ∼ r a quantifies the fluctuations of particle numbers relative
to their mean number inside a region of radius r . While for equilibrium systems
a = 0, a > 0 for active systems indicating large density inhomogeneities. However,
this quantity is ill-suited to analyze the formation of global order, since already
disordered active gasses experience giant number fluctuations with a > 0 [142,
143]. A different way of quantifying intermediate particle structures is given by
the cluster size distribution p(m), which has been previously used to identify the
steady state statistics of active particle aggregates or clusters of sizes m. Quite
generically, it was found that for disordered active gasses the cluster size distribution
is similar to a exponentially suppressed power law p(m) ∝ m−be−m/c [114, 144,
145] (with some specific constants b, c > 0), while collective states with emerging
patterns exhibit a heavy-tailed size distribution [45, 146–148]. Here, Peruani and
coworkers introduced a simple kinetic model of cluster assembly [114, 144, 145,
149] which predicts a continuous transition from a unimodal (disordered state) to a
bimodal (ordered state) distribution, marking an important step towards resolving
the intrinsic processes of collective phenomena in active matter. Casting the active
particles into local clusters appears to be particularly advantageous, since this
implicitly assumes spatial and temporal correlations of their constituents which
are notoriously neglected in coarse-grained field models. However, there are some
shortcomings with this approach: 1) it does not agree with or reproduce the generic
discontinuous character of the order transition in active systems, let alone with
the accompanied subcritical behavior of patterns; 2) it predicts the presence of a
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distinct, percolating giant cluster from the second maximum of p(m) that contains
a significant fraction of the whole system. This corresponds to (macro-)phase
separation, in contrast to the observed presence of micro-phase separation in polar
systems [43–46]. And 3), there is no qualitative distinction between symmetries of
ordered structures, that is, polar or nematic order.
In particular concerning this last point, we have made a decisive observation from
simulations of the WASP model defined in the previous chapter. In the flocking
state, that is, when a polar front of filaments has emerged, local filament clusters
are not just random assemblies, but possess a heterogeneous internal structure
(see Fig. III.3): within the front, clusters are large and filaments extremely ordered,
while clusters in the dilute regions are rather small and have no significant internal
ordering. Hence, we hypothesize that not only cluster size, but also cluster order
is an emergent property that is indispensable to describe the global state of the
system. In the following, we will develop a framework to systematically analyze the
ordering properties of particle clusters and apply them to the different modes of
collective motion. We will especially focus in-depth on the polar active system and
the flocking transition, where we also develop a new kinetic model that extends the
work of Peruani et al. [114, 144, 145, 149] to account for polar order of clusters.
As a result, we find a new paradigm to fully describe the formation of polar order
in terms of a nonlinear interplay of kinetic processes along multiple length scales
without relying on mesoscopic approximations or truncation schemes. Here, we
have prepared a corresponding manuscript which is about to be submitted for peer
review, and that can be found in section 1.7.
1.2 The cluster size-order decomposition
To account for clusters with both different sizes and different order in a system of
WASP’s, we introduce the cluster size-order representation: a system S of filaments
f (i), i ∈ {1, 2, ...,M} and S = ⋃Mi=1 f (i), can be uniquely decomposed into a set
of disjoint clusters {c (u)} with S = ⋃u c (u) (c (u) ∩ c (v) = ∅ if u 6= v). A filament
belongs to a cluster c if its minimal distance to c is smaller than a cutoff length
γ with γ  L. Numerically, we set γ=(L − d)/N corresponding to the length
of the discretized cylinder within a WASP filament. For every cluster we can now
assign a cluster size k , a cluster polar order p = 1
k
|∑kj=1 exp(iθj)|, and a cluster
nematic order n = 1
k
|∑kj=1 exp(2iθj)|, where the indices run over all cluster filament
orientations θj . Note that this is formally equivalent of partitioning the system
into independent fractions and calculating their respective order parameters. To
obtain the respective net average cluster orders, we have to correct the observables
〈p〉k and 〈n〉k (〈...〉k runs over all clusters of size k) by subtracting a term ∆k that
corresponds to mean average order of a random cluster (which is nonzero, as it is
particularly obvious for single-filament clusters with p = n ≡ 1). ∆k can be obtained
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Orientation:
Figure III.3 Propagating polar front in WASP simulations at parameters ϕp = 0.036,
α = 4, ρ0L2 = 1.29 (other values fixed as given in section 2.2 of chapter II) with close-ups
of the local structures (right panels). Inside the polar front (upper panel), filaments are
highly ordered and packed as can be seen by the angular color map of the orientation.
Outside the ordered regions (lower panel), local clusters are loosely arranged and have no
distinct internal orientation. Selected clusters are highlighted by dashed lines.
by calculating the average order of randomly oriented clusters as a reference: given
a filament cluster of size k with uniformly random orientations Uj ∈ [−pi; pi], and
the short-cut notation ωm,n =Um − Un, and
∑k
m=1
∑k
n=m+1 =
∑
(m,n),
∆k =
1
k
〈|
k∑
j=1
e iUj |〉 = 1
k
〈
√
k + 2
∑
(m,n)
cosωm,n〉
=
1
k
〈
√
k +
1√
k
∑
(m,n)
cosωm,n − 1
2k3/2
∑
(m,n)
cos2 ωm,n
+
1
2k5/2
∑
(m,n)
cos3 ωm,n +O(k−3/2)〉. (III.1)
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It can be straightforwardly shown that 〈cos2ωm,n〉= 12 . Since 〈cos jωm,n〉=0 for j
odd, Eq (III.1) can be further reduced to
∆k =
1√
k
(
1− (k − 1)
8k
)
+O(k−5/2) = 1√
k
(
7
8
+
1
8k
)
. (III.2)
This first-order correction is close to the typical scaling of mean value deviation
∝ k−1/2. Note that this correction is valid for both the polar and the nematic
cluster order, since Eq. (III.2) is invariant upon replacing ωm,n → 2ωm,n. This yields
the net cluster orders pi(k)= p −∆k and ν(k)= n −∆k .
From these definitions we can introduce a set of observables that quantify processes
on all length scales: first, we define global order parameters Ωp =
∑
{c} pi(k)
(c)k (c)/M
and Ωn =
∑
{c} ν(k)
(c)k (c)/M by averaging the individual polar cluster orders p,
respectively n, weighted by the respective cluster size k . Second, we record the stat-
istics of k and p of the full ensemble of clusters using the corresponding distribution
functions, the cluster size distribution ψ(k) and the cluster-size-order distribution
Ψ(k , p), normalized such that
∑M
k=1 k
´ 1
0
dp Ψ(k , p)=
∑M
k=1 kψ(k)= 1 (this can
done likewise for the nematic order). Third, we combine p and k into an extensive
quantity, the cluster polarity s = p · k , which is equivalent to the amount of aligned
filaments within a cluster (analogous to a cluster ’momentum’). In addition to
these values, we may also record the trajectory of every particle within the cluster
representation given by {k , p, n}(t), and assess typical time scales of particles
within this cluster space. Note that the cluster polar order p is expected to be
the ’native’ ordering mode of a cluster, since this means a strong coherence of
its constituents; a non-trivial nematic cluster order n on the other hand indicates
interactions and overlap of individual polar clusters, since there is no genuine,
nematically-ordered and stable cluster. Therefore, we will mostly focus on the
impact of p in sections 1.3 and 1.4.
Fig. III.4(a) shows how a system of WASP’s is decomposed into individual clusters.
In the following, we analyse various regions of the experimentally relevant phase
diagram obtained in the chapter II, section 2.2.5(Fig.III.4(b)).
1.3 Mesoscopic processes of the disordered gas
We tested the properties of the cluster size-order representation by first considering
the disordered regions of the parameter space that was obtained for parameters
comparable to the actin motility assay in the previous chapter (Fig. II.23). These
regions do not exhibit any global ordering or large-scale pattern formation. To
this end, we performed multiple simulations while sweeping the density ρ0 and the
relative alignment strength α along three different lines (all other parameters as
given previously, in particular ϕp = 0.036, p = 200 = 31.7L, and Lbox = 512).
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Figure III.4 (a) Cluster decomposition for a disordered system, with 4 large clusters
highlighted. Parameters are α = 0, ρ0L2 = 1.51 (others are default values, see section 2.2
of chapter II). (b) Phase diagram obtained by hysteresis as already depicted in Fig. II.23
including the highlighted regions that will be analyzed in the next sections.
Below, we refer to these sweeps with A (varying ρ0 for fixed α = 0), B (varying α
for fixed ρ0L2 = 1.51), and C (varying ρ0 for fixed α = 6.25), see also gray lines in
Fig. III.4(b). First, we find that the number fluctuations S(r) =
√
Var[N]r/〈N〉r
(〈N〉r is the mean number of filaments within a region of radius r) of the disordered
system are dominated by equilibrium-like fluctuations at small scales r , but with
successive deviations at larger r which increase continuously as the parameters
approach the regions of collective order (Fig. III.5(a-c)). This is in agreement with
Refs. [142, 143] which predicts anomalous behavior of active disordered gasses.
Next, we investigate the cluster size distribution ψ(k). For sweeps A-C, ψ(k)
roughly follows an exponentially-truncated power law distribution of the form
k−be−k/c as can be seen in Fig. III.5(d). Upon fitting the parameters b, c we
observe that the power law exponent −b decreases linearly and the cut-off length
c increases exponentially as the transition to order is approached (Fig. III.5(e)).
Note that c is mostly comparable to the mean cluster size 〈k〉.
Not only the overall statistics of the cluster sizes seem to be strongly affected by
a change of the control parameters α and ρ0, but also the character and internal
structure of the clusters. This can be visualized by the properties of the cluster
orders p, n, or equivalently pi and ν, as can be seen in Fig. III.6. In the disordered
state, the cluster size-order distribution Ψ(k , p) is composed of clusters of different
sizes k and (polar) orders p. Note that this can be equivalently done for the nematic
order, which has however less significance (in section 1.6 we argue that polar order
is the natural ordering of clusters). In additions, if one would marginalize Ψ(k , p)
over the order p, one would obtain ψ(k) of Fig. III.5(d). While the distribution
is almost centered around the random deviation value ∆k , small but significant
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Figure III.5 (a-c) Number fluctuation S(r) for the sweeps A (a), B (b), and C (c). The
radius r is implicitly changed as 〈N〉r varies. The color maps correspond to the different
simulations of the sweeps A, B, C. (d) Cluster size distribution ψ(k) for cluster sizes k
for sweep A. The color map is identical to the one used in (a). (e) Fit parameters b, c
for the test function ∝ k−be−k/c . Top row: sweep A; middle row: sweep B; bottom row:
sweep C. The data for c is compared with the mean cluster size 〈k〉 (orange data).
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deviations exist especially for larger clusters as can be seen by comparison with 〈p〉k .
We analyzed the average net cluster orders 〈pi〉(k) and the global cluster order
parameters Ωp, Ωn for the different sweeps A, B, C in Fig. III.6(b) and found that
this is a generic behavior: despite global disorder, clusters are genuinely ordered,
but only gradually. Here, for sufficiently large k , 〈pi〉(k) approaches a plateau
value. When the alignment strength α is increased, so does this value. This is also
reflected in the order parameters Ωp, Ωn which both grow linearly as a function
of the control parameters α, ρ0. Thus, local order can be nonzero despite global
disorder. For large α, the character of this ordering also becomes successively
nematic but is still dominated by polar cluster ordering. Note that for the largest
values of α and ρ0 of sweeps A and C, respectively, Ωp and Ωn already seem to
have already crossed the global ordering threshold which is reflected by a strong
increase. Interestingly, the statistics of individual particles appear to be unaffected
by the intermediate ordering. Fig. III.6(c) displays the evolution of {k , p, n}(t) of a
particle which exhibits strong fluctuations stemming from frequent scattering with
different clusters. The Fourier spectrum of these properties appears very flat, that
is, there seems to be no characteristic frequency of switching clusters (Fig. III.6(d)).
To summarize this section, we find that the disordered parameter region of a
WASP system has interesting features of particle clusters at intermediate length
scales, where order is still present locally. Here, the cluster size-order representation
is capable of resolving heterogeneities in the population of clusters, not only for the
stationary properties but also for the dynamics. In the next sections we will focus
on the parameter regions where global order emerges, and how this is reflected in
the cluster picture.
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Figure III.6 (a) Cluster size-order distribution Ψ(k , p) rescaled by k of a disordered system
at α = 0, ρ0L2 = 1.51 like Fig. III.3(a) (arbitrary normalization constant). The pink line
depicts 〈p〉k , the white dashed line ∆k . (b) Cluster ordering for sweeps A (top row), B
(middle row), and C (bottom row). The left panels depict 〈pi〉(k) for different systems
(color maps correspond to the control parameters), the right panels show the stationary
values of the global cluster order parameters Ωp and Ωn as a function of the control
parameters. For sweeps A and C, increase of local order is achieved predominantly by the
emergence of larger ordered clusters while 〈pi〉(k) does not significantly change, for B, the
order 〈pi〉(k) of the clusters increases for all k . (c) Time evolution of {k , p, n}(t) of a single
filament. The fluctuation spectrum of {k, p, n}(t) in (d) shows no significant frequency
dependence. Data was obtained by Fourier transformation F [k](ω) = 12pi
´
dte−iωtk(t)
over the observation interval and likewise, F [p](ω), F [n](ω).
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1.4 Mesoscopic processes at the flocking onset
In the following, we will apply the cluster size-order representation on systems close
to the transition to polar order, that is, the flocking transition. As it was stressed in
the beginning of this chapter, a rigorous picture of the intrinsic processes that lead
to global order is elusive. Here, our approach can reveal insight on these dynamics
on all length scales, and for parameters that are experimentally relevant. First, we
will analyze the flocking transition in WASP systems and derive a phenomenological
picture of self-organization processes. From this, we will introduce a simple kinetic
model of cluster assembly to assess more general properties of the system.
1.4.1 Emerging clusters drive the nucleation of polar order
In Fig. II.20 we already showed that in WASP simulations, the transition towards
large-scale travelling wave fronts and global polar order is very discontinuous, with
the order parameter P jumping from zero to almost unity. This already implies
that there is a subcritical parameter region which stably exists before this threshold,
which was also seen in the hysteresis analysis in Fig. II.23(b). So what determines
the transition point, especially in the presence of large density fluctuations (recall
the giant number fluctuations as shown in the previous section)? To this end, we
simulate a system of WASP’s using random initial conditions, slightly above the
expected transition point with parameters ρ=1.51/L2, ϕp =0.036, α=2. Within
a short time ti , the system generates a small but nonzero Ωp (Fig. III.7(a)), which
dwells for a long time td (note that here and in the following we have rescaled time
in units of the longest single-particle correlation time Lp/v). This quasi-stationary,
disordered system shows a cluster size distribution ψ(k) with a exponential tail as
for disordered systems, similar to previous studies [144–151] (Fig. III.7(c)). The
cluster size-order distribution Ψ(k , p) in Fig. III.7(d) shows that most of the clusters
possess a cluster polar order p centered around ∆k , indicating that the individual
clusters are hardly more ordered than randomly assembled clusters just as shown
for the disordered regions in section 1.3. At time td , a sufficiently large and ordered
cluster nucleates and rapidly percolates the system, as can be seen by Ωp growing
exponentially over an order of magnitude with a growth time τ before becoming
stationary (Fig. III.7(a)). This final state is now dominated by very ordered and
large clusters, as is demonstrated by the altered shape of Ψ(k , p) and ψ(k) where
large clusters are almost perfectly polar while small clusters remain at small p
(Fig. III.7(d)). Coloring clusters according to their order p reveals that indeed
the polar front is composed of ordered clusters, surrounded by disordered ones
(Fig. III.7(b)).
These results suggest that order formation and their accompanied phase separation
is driven by an inherently heterogeneous population of clusters: one of which
consisting of highly-ordered flocks, the other one remaining mostly unordered.
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Figure III.7 (a) Evolution of the order parameter Ωp (black) and smax (blue, right axis).
The initial time scale ti and the nucleation time td are marked by short-dashed and
long-dashed lines, respectively. Directly after td , smax increases drastically and serves as
an early-stage indicator of a nucleating cluster. (b) Simulation snapshot at t = 200 (in
units Lp/v) with filament coloring corresponding to the individual values of p. The polar
front is distinctly marked by highly ordered clusters (yellow). (c) Cluster size distribution
ψ(k) before (green) and after (purple) nucleation. (d) Cluster size-order distribution
Ψ(k , p) as a function of k and p, before (left panel) and after (right panel) nucleation at
time td . The gray solid line depicts ∆k , the black dashed line an estimated nucleation
threshold at scr it = pc · k ≈ 90.
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Consequently, the transition to order and the ordered state itself is driven by the
dynamics of these cluster populations.
First, we investigate the dynamics of the cluster statistics during pattern formation
and in the steady state in Fig. III.8. From the number fluctuations S(r) we observe
a fast crossover of the anomalous scaling regime from large scales to the full domain
of available length scales (the drop at the largest scales is a finite-system artefact),
exhibiting a scaling exponent of 0.7 similar to other active matter systems [20].
This trend is also present when plotting the time evolution of the mean net cluster
order 〈pi〉(k) in Fig. III.8(d). From an initially small and constant value, a strong
excitation of 〈pi〉(k) at large k emerges and takes over the whole domain, with
〈pi〉(k) approaching unity for large k . At small k the average order remains rather
small. In the steady state, the spectra of fluctuations of single particle paths
k{i}(t), pi{i}(t) (i ∈ {1, 2, ...,M}) now exhibit more versatile features as compared
to the white-noise-like behavior of the disordered phase (Fig. III.6(c,d)): low-
frequency oscillations are much more pronounced than large-frequency oscillations,
indicating that particle switching between large, ordered clusters is much slower than
switching between small clusters. We can also assess the cluster scales at which
order is predominantly produced and/or destroyed. This is for instance captured by
calculating the mean forward order production 〈∆p(k)〉 := 〈p{i}k (t +∆t)− p{i}(t)〉
which gives the difference of a filament order at time t + ∆t at cluster size k when
it was p(t) at a time t, averaged over all filaments (we fixed ∆t = 0.15). As can
be seen in Fig. III.8(c), before time td 〈∆p(k)〉 exhibits order production at scales
k & 10 and order destruction otherwise. At the polar steady state, almost no
turnover of order appears to be present at the largest size scales. Since 〈∆p(k)〉 is
limited as a measure of particle turnover due to the possibly arbitrary-complicated
coupling of clusters with different orders and sizes, we introduce a more perceivable
dynamical observable (Fig. III.8(e)): by a heuristic subdivision of k-p cluster space
and tracking the particle fluxes jU→P(k , p), jP→U(k , p) between the unordered
partition (U) and the ordered (P) partition, we observe at which tuples of (k , p)
filaments are lost to the respective other ’species’. As a result, the system exhibits
a steady-state particle current which performs a ’figure 8’ trajectory in k-p space.
This also directly shows the non-equilibrium nature of this active system, which
cannot be approximated by equilibrium-like approximations.
Next, we turn to the dynamics of the flocking transition. The evolution of the
order parameter Ωp (Fig. III.7(a)) suggests that the order formation is dominated by
the random formation of a nucleating cluster. To investigate how the corresponding
time scales of nucleation depend on the control parameters, we perform multiple
simulations at different values of α and recorded ti , td , τ by fitting a piece-wise
1 Cluster assembly and nucleation kinetics of WASP systems 137
(a)
(d) (e)
(b) (c)
0
25
50
75
100
125
150
0.7
100
100
10-1 101
101
103
103
104102
102
100
10-1
10-3
-1
-1
10-2
103
104
101 100 1000
0.0
0.5
1.0
k
1
100
-1
-100
101 100 1000 k
101
0
100 1000 k
103
-103
polar
unordered 
0.0
0.5
1.0
p
1 10 100 1000
-0.4
0.0
0.4
k
Figure III.8 (a) Evolution of number fluctuations S(r) as a function of 〈N〉r . The color
map reflects different acquisition times t, and the black triangle a scaling exponent of 0.7.
(b) Fourier spectrum of fluctuations of k{i}(t), pi{i}(t) in the steady state. The black
triangles denote a scaling exponent of 1. (c) Forward order production rates 〈∆p(k)〉
before (blue) and after (orange) time td . (d) Evolution of the mean net cluster order
〈pi(k)〉 during order formation. (e) Steady-state particle fluxes jU→P(k , p), jP→U(k , p) of
the polar state in k-p space. The black line depicts the chosen division into an unordered
(U) and a polar partition (P). Inset: jU→P(k , p), jP→U(k , p) integrated over p.
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test function of the following form to Ωp:
f (t) =

a t
t+ti (1/a−1) t < ti
a for ti < t < td
a exp[(t − td)/τ ] else
(III.3)
until Ωp(t) > 0.5. It should be noted that the functional form for t < ti could
also be chosen differently, as long at it captures the time scale ti upon which
Ωp becomes metastable. For α ∈ [1.5, 3], nucleation always took place if only
waited sufficiently long (Fig. III.9(a)), even far below the previously reported onset
of flocking (at α ≈ 1.8 [127]). Here, the average dwell time 〈td〉 grows very
strongly with decreasing α and the statistics resembles an exponential distribution
(Fig. III.9(b)) similar to classical nucleation theory [48, 152]. For increasing α,
the average dwell time 〈td〉 shrinks and eventually becomes comparable to the
average values 〈ti〉, 〈τ〉, meaning that the system effectively nucleates instantly.
This can be interpreted as the spinodal point and is accompanied by a change of the
underlying statistics as illustrated by the coefficient of variation cv =
√
Var[td ]/〈td〉
(Fig. III.9(c)), from an exponential-like td -distribution (cv ≈ 1) at small α to a
different, less volatile distribution (note the minimum of cv < 1 at α ≈ 2.3) at
larger α. In addition to Fig. III.9(a), we also probed the system size dependence of
td in Fig. III.9(d) and found that 〈td〉 scales inversely with the area of the system.
This favors the intuitive assumption that critical fluctuations occur independently
in adjacent parts of the system, hence in larger systems one has to wait less
for nucleation. The constant value of the growth time τ ≈ 4.5 confirms the
observation of exponential cluster growth for a large range of system sizes. Note
that this power-law decrease in 〈td〉 competes with the exponential increase of
〈td〉 as a function of parameter distance to the purely polar region in Fig. III.9(a).
The thermodynamic limit is hence peculiar, and depends on the behavior of the
parameter regions where nucleation times are far beyond numerically accessible
simulation times, i.e. nucleation virtually never occurs.
The formation of polar order presented in Fig. III.7, in particular the shape of
Ψ(k , p), suggests that the flocking instability - above which nucleating clusters
grow inexorably - depends on both sufficiently large size (k  1) and sufficiently
large order (p ≈ 1), in contrast to condensation processes of equilibrium liquids.
Here it is reasonable that this instability is primarily set by a critical amount of
ordered filaments within a cluster scr it = pc · k : if the polarity of a cluster s > scr it ,
it will grow, or decay otherwise. Since the ensemble of clusters is stochastic
and described by a distribution function Ψ(k , p), the dwell time td resembles a
first passage time to the instability scr it . To probe the instability we perform a
’cluster stability analysis’ by inserting a single, perfectly ordered cluster of size
k˜ = s (since p˜ =1) into a disordered system sufficiently long after initialization
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Figure III.9 (a) Time scale analysis of td , ti , and growth times τ as a function of α. Solid
lines denote average values, error bars represent the 15th, respective 85th percentiles taken
over 100 realizations for every α. (b) Waiting time probability density P(td) taken over
an ensemble of 1000 simulations. The black solid line depicts an exponential distribution
et/td/td with a lifetime td . (c) Coefficient of variation of dwell times cv as a function
of α. (d) Time scale analysis of waiting times td and growth times τ as a function of
the system size Lbox in units of L. Solid lines denote average values (taken over 90-100
simulations at each point), the black dashed line shows a scaling law inversely proportional
to the area of the system. Parameters: α=1.67 for (b) and ρL2=1.51 for (d).
while keeping the overall density of the system constant (Fig. III.10(a)). As can
be seen by Fig. III.10(c), there is a critical polarity scr it (and hence a critical
line pcr it(k) ≈ scr it/k in Fig. III.7(d)) above which nucleation can be artificially
triggered, up to stochastic fluctuations. Indeed, tracking when a cluster polarity
s > scr it seems to capture the earliest stages of nucleation, which can be seen
when plotting the evolution of smax = max{c} s = max{c} pk and comparing it
with Ωp (Fig. III.7(a)). We performed the cluster stability analysis for different
filament densities ρ and relative alignment strengths α, creating a phase diagram
of excitability (Fig. III.10(b)). Notably, the excitable region spans a very large
portion of the (previously reported [127]) disordered regime. In most parts of this
region, as it was assessed in Fig. III.9(a), spontaneous nucleation virtually never
occurs within the time scales feasible for experiment and simulations. Yet, scr it
appears mostly small (O(102)) compared to the overall number of particles M .
The above analysis suggests several kinetic mechanisms that govern polar flocking:
(i) in the metastable disordered state, mostly unordered clusters emerge. (ii) At
td , a nucleating polar cluster is spawned (Fig. III.11(c)), which behaves inherently
different due to its internal ordering and coherence; it incorporates more and more
disordered clusters (Fig. III.11(f,g)), but eventually splits up due to orientational
splay (Fig. III.11(e)), which resembles an effective self-replication of polar clusters
and creates the exponential growth of the order parameter Ωp. (iii) At steady
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Figure III.10 (a) Evolution of Ωp for disordered systems (ρL2=1.51, α=1.25) perturbed
by a ordered cluster of polarity s at time t =5 (green: s =80; pink: s =140). Thin
lines correspond to single trajectories, thick curves to the mean evolution, respectively.
(b) Phase diagram as a function of α, ρ, and κ. The gray regions denote regimes
where the final system is polar (Ωp > 0.2), the gray scale corresponding to different
polarity perturbations s. The red line depicts the parameters of Fig. III.9(a), the blue star
Figs. III.7-III.8, respectively. (c) Cluster stability analysis as a function of the perturbing
cluster size k˜ = s for different values of α. Gray circles denote the final order Ωp of
single trajectories, with the dashed line being the average. Vertical blue lines depict the
approximate values for the critical polarity scr it . ρL2=1.51.
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state, the growth of polar clusters is balanced by evaporating single particles or
small clusters back into the "pool" of unordered clusters (Fig. III.11(d)), hence
resembling a cyclic competition between effectively two cluster species. Some
aspects of these dynamics can be directly observed in the WASP simulations; for
instance, the stationary distribution of orientation angles in the polar phase shows
large fluctuations in its tails which correspond to individual filaments and clusters
trying to split up from the global front direction (Fig. III.11(a)). Furthermore, one
can track the scattering of individual particles from clusters of different size at
stationarity. The transition probability T (k+, t + ∆t|k , t) quantifies which fraction
of filaments of a cluster k at time t scatter into a cluster of size k+ at time t +∆t,
and it is normalized such that
∑
k+
T (k+, t + ∆t|k , t)= k · c(k). For ∆t → 0,
this transition probability will just be a diagonal T (k+, t|k , t)= δk+,kkc(k). We
recorded T (k+, t + ∆t|k , t) for sufficiently small ∆t =0.0125 in Fig. III.11(b) to
observe short-time processes. It can be seen that, while most clusters remain
stable during this time (signal along diagonal), especially large polar clusters either
frequently fragment or coalesce into similarly sized clusters (bright off-diagonal
events in the upper right of Fig. III.11(b), or evaporate very small clusters or single
filaments (bottom right signal in Fig. III.11(b)).
1.4.2 Effective kinetic model of flocking
To test whether these simple observations of WASP systems alone are sufficient
to understand the mechanics of flocking, we introduce a kinetic toy model that
describes the assembly of two competing cluster species, an unordered type a and
an ordered type b. Using ak = (a)k and bk = (b)k as the cluster size distributions
of the unordered species and the ordered species, respectively, the dynamics of our
model is given by a set of coagulation-fragmentation equations [153–155]:
a˙ = F(a,b) (III.4)
b˙ = G(a,b) (III.5)
where the current vectors F=(F1,F2, ...,FM)T and G=(G1,G2, ...,GM)T incorpor-
ate all possible reaction channels:
F1 =2β2a2 +
M∑
i=3
βi ai −
M−1∑
i=1
αi ,1ai a1 + λ(2b2 +
M∑
i=3
bi)−
M−1∑
i=2
γi ,1bi a1, (III.6)
Fk =βk+1ak+1 − βkak + 1
2
k−1∑
i=1
αi ,k−i ai ak−i −
M−k∑
i=1
αi ,kai ak −
M−k∑
i=2
γi ,kbi ak − ωkak ,
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Figure III.11 (a) Probability density P(|θ|) of angular orientations θ relative to the
dominant direction in the stationary nucleated phase. The dashed curve corresponds to
a simple Gaussian approximation of polar orientations, embedded by uniform random
orientations from the disordered regions. The gray region marks the deviation from this
approximation. Parameters and data are identical to Fig. III.7. (b) Transition matrix
T (k+, t + ∆t|k, t) with ∆t =0.0125. As a guide to the eye, regions with dominant
fragmentation or evaporation are encircled in white. Parameters: ρL2=1.51, α=1.67.
(c-g) Illustration of effective kinetic processes between unordered (green shading) and
ordered clusters (pink shading): a nucleating polar cluster may spontaneously emerge
from a unordered one (c); single filaments evaporate off the trailing edges of a polar
flock (d); a polar flock spontaneously splits up in smaller parts due to orientational splay
(e); two polar clusters coagulate to a single large cluster (f); a polar cluster ’imbibes’
unordered clusters and filaments (g).
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and
G1 = 0,
Gk = λ(bk+1 − bk)−
M−k∑
i=2
ηi ,kbi bk +
1
2
k−2∑
i=2
ηi ,k−i bi bk−i (III.7)
+ µ
(
M−k∑
i=2
bi+k − 1
2
k−2∑
i=2
bk
)
+
k−1∑
i=2
γi ,k−i bi ak−i −
M−k∑
i=1
γk,i bkai + ωkak ,
with k ∈ {2, ...,M}. Note that by convention, summation over non-positive
indices gives zero contribution. It can be straightforwardly checked that these
currents conserve particle mass
∑M
k=1 k(Fk + Gk) ≡ 0. Fig. III.12(a) illustrates
the corresponding interaction rates: for the unordered species a, cluster assembly
occurs by the coagulation of smaller clusters of sizes i and j with a rate αi ,j :=
vσaaXaa(i , j)/A, where v is the velocity, A the area of the system, σaa the scattering
propensity between unordered clusters, and Xaa(i , j) a term proportional to the
scattering cross section. Likewise, for the ordered species b, there is a coagulation
rate ηi ,j := vσbbXbb(i , j)/A. In addition, ordered clusters of size i ’imbibe’ unordered
ones of size j at a rate γi ,j := vσabXab(i , j)/A. Cluster disassembly occurs via
fragmentation of ordered clusters at a constant rate µi ,j =µ0 and evaporation of
single unordered particles from a and b clusters at a rate βi := β0Ya(i) and λi :=
λ0Yb(i), respectively. Finally, unordered cluster may spontaneously nucleate into
an ordered cluster, at a rate ωi := ω0Z (i). From observations of WASP simulations
(see Fig. III.11) we introduce simple, heuristic assumptions on the remaining size
factors X•,•, Y•, Z : a disordered cluster of size i has approximately spherical shape
with a diameter and circumference ∝ √i leading to Xa,a(i , j) =
√
i +
√
j and
Ya(i) =
√
i , respectively; ordered clusters, however, are more line-shaped with
a length ∝ i , hence Xb,b(i , j) = i + j . They evaporate particles mainly via its
edges, i.e. there is no size dependence, resulting to Yb(i) = 1. Furthermore, when
colliding with unordered clusters, we assume that scattering is mainly dominated by
the ordered cluster and its size i , i.e. Xa,b(i , j) = i . Since nucleation was observed
to take only place for larger cluster sizes, Z (i) := 1/(1− e−(i−mc )/vc ) is assumed
to be of sigmoidal shape with a characteristic size mc = 100 and a width vc = 10,
which we fix, for simplicity, throughout the analysis. A variation of mc or vc resulted
only in a shifted onset of the order transition, without a qualitative difference in
the ordered state. Note that without the presence of ordered clusters b, these rates
would resemble previous works of Peruani et al. [144, 145, 149].
Next, we integrate the evolution using initial conditions a1(t = 0)=12 and a
2 if not stated otherwise, we fix M =400, A=800, v =β0=λ0=1, µ0=0.025, σaa =1.6,
ω0=10
−4
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Figure III.12 (a) Illustration of the two-species kinetic model with respective rates
(compare also with Fig. III.11(c-g). (b) Evolution of the cluster size distributions of
species a (left panel) and species b (middle panel) and the sum of both (right panel)
at different times (see color map). Inset: stationary total cluster distribution ak + bk
as a function of the system size M (for σaa =1.4, σab =0.2, σbb =0.8, q0=0.01). (c)
Evolution of the mass fraction φb, for different σab (σbb =1). (d) Evolution of the relative
fraction fk . The color gradient depicts different times.
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simple Euler scheme in C++, which, for system sizes M . 1000, we find to be
numerically faster than an adaptive time-step 4th-order Runge-Kutta algorithm and
much simpler than implicit integration schemes, and concentrate on the influence of
the scattering propensities σab,σbb of coagulating clusters since they couple ak , bk
nonlinearly (note that we fix σaa such that ak , in the absence of b, behaves as
an exponentially truncated power law [144, 145, 149] that resembles a disordered
distribution like in Fig. III.5(d)). These variables - controlling interactions of polar
clusters - play a similar role as the alignment interactions in WASP systems.
For σab =0.2, σbb =1, Fig. III.12(b) shows the evolution of individual distributions
ak , bk . It can be seen that there is little change at intermediate times, and that the
dynamics only speeds up drastically when there is a significant fraction of b clusters.
As a result, the total cluster size distribution ak + bk (right panel in Fig. III.12(b))
evolves from the initially exponentially suppressed power law to a heavy-tailed
distribution with a shoulder at small k similar to Fig. III.7(c). This is driven by
the rapid growth of the ordered mass fraction φb =
∑
k k bk which corresponds to
the order parameter Ωp (Fig. III.7(a)). Similarly, φb grows, after dwelling for some
finite time at a small value, exponentially fast towards a distribution with many
large and polar clusters (Fig. III.12(c)). In addition to these steady state properties,
the internal dynamics of the kinetic model exhibit remarkable similarities to flocking
in WASP systems: for both approaches, ordered clusters are initially formed from
intermediate sizes k and then spread out towards larger and smaller k , which is
quantified by the relative cluster fraction fk = bk/(ak + bk) (Fig. III.12(d)) and the
mean net cluster order 〈pi(k)〉p =
´ 1
0
dppi(k)Ψ(k , p) (compare with Fig. III.6(d)),
respectively. The rate equations of the kinetic model allow to directly visualize the
steady-state fluxes between both cluster species J (b→a)k , J
(a→b)
k :
J
(b→a)
1 = λ(2b2 +
M∑
i=3
bi)−
M−1∑
i=2
γi ,1bi a1,
J
(b→a)
k
k>1
= k ·
(
−
M−k∑
i=2
γi ,kbi ak − ωkak
)
, (III.8)
and
J
(a→b)
k
k>1
= k ·
(
λ(bk+1 − bk) +
k−1∑
i=2
γi ,k−i bi ak−i −
M−k∑
i=1
γk,i bkai + ωkak
)
, (III.9)
which is analogous to the rates Fk , Gk (Eqs. (III.6), (III.7)) when all species-internal
rates set to zero. Fig. III.13(a) shows that unordered clusters are converted to
large ordered clusters over a wide range of k ; smaller ordered clusters, in turn,
evaporate single filaments back into the unordered mass. In detail, Fig. III.13(b,c)
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shows the individual contributions proportional to λ, γi ,k , and ωk , respectively.
From Eq. (III.8) it is obvious that species a only gains by evaporation of ordered
clusters into single, disordered filaments. In contrast, species b gains cluster mass
by coalescence of smaller ordered and unordered clusters, transferring it to large
cluster sizes, which is only balanced by filament evaporation. Taken together, the
ordered state of the kinetic model exhibits a cyclic steady state flux, analogous to
the WASP system (see Fig. III.8(e)).
Furthermore, we find that this transition towards the b-dominated state is discon-
tinuous, and analyzed the stable solutions in the σab-σbb space (Fig. III.14), yielding
a vast bistable parameter regime. This was achieved by starting the evolution from
two different initial conditions, one from ak(t = 0)= δ1,k , bk(t = 0)=0 and the
other one from a set of stationary, b-dominated distributions ak(t = 0), bk(t = 0)
(with φb > 0.5). Figs. III.14(a,b) depict the steady state values of φb for varying
σab and σbb of these respective initial conditions. Fig. III.14(c) illustrates the
three-dimensional structure of the bifurcation. To obtain the bistable region, we
subtracted the data of both plots to obtain the hysteresis value δ=φupperb − φlowerb
as shown in Fig. III.14(d). While the stability of the disorder-dominated branch
(bounded by s1) is virtually unaffected by σbb, the boundary of the order-dominated
branch behaves approximately like a power law s2=σ
(upper)
bb ∝ σ−1.4ab . Surprisingly,
there is a critical point at which the transition becomes continuous, which would
correspond to a different bifurcation scenario of the flocking transition. Similarly,
the bistable region and the critical point can also be analyzed in the space of
density ρ and σab as can be seen in Figs. III.14(e,f). Hence we hypothesize that
the stability of polar nucleation and phase separation is, in principle, susceptible to
varying interactions on the mesoscopic cluster level and the particle density.
To visualize how of mass flux J (a→b)k are affected by different parameters and
the presence of the instability, we recorded them while varying the parameters in
Figs. III.14(d-g). The amplitude of J (a→b)k is minimal in the disordered, a-dominated
phase, becomes strong in the ordered, b-dominated phase, and is maximal close to
the transition. As expected, below the bifurcation point the fluxes vary continuously
and increase with σab, while they become discontinuous above and decrease with σab.
In summary, we find a remarkable agreement of the WASP simulations and
the kinetic model, despite the merely heuristic connection. The above analysis
shows how microscopic processes create a nontrivial, emergent dynamics, which
corresponds to a model of cyclically competing cluster species. In both approaches,
the flocking state is a result of a constant turnover of particle cluster from disorder
to order and back, resulting in a stationary flow in the ’phase space’ of cluster size
and cluster order, which breaks detailed balance. This cycling rate implies that
there exist corresponding time and length scales which ultimately give rise to finite
length scales of the spatio-temporal patterns of the active system, analogous to
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Figure III.13 (a) Steady-state particle fluxes J(b→a)k , J
(a→b)
k from both species as a
function of k. Inset: visualization of flux directions. (b, c) Individual contributions of
the inter-species particle fluxes J(a→b)k (b) and J
(b→a)
k (c) as a function of cluster size k .
(d-g) Contour maps of the flux J(a→b)k as a function of k and σab at different points in
parameter space, σbb =2.5 (d,e), σbb =0.5 (f), and σbb =0.25 (g). Above the bifurcation
point at σbb ≈ 0.5, two branches are present (d,e). Parameters are identical to Fig. III.12
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Figure III.14 (a,b) Density plots of the stationary mass fraction φb as a function of σab
and σbb with different initial conditions: (a) dominated by a clusters, and (b) dominated
by b clusters. (c) Bifurcation diagram of stationary mass fractions φb as a function
of σab and σbb. The dashed lines s1, s2 mark the upper, respectively lower, boundary
of the bistable region. (d) Top view on the bistable region of (c), with the coloring
corresponding to the hysteresis value δ=φupperb − φlowerb . (e,f) Density plots of the
stationary mass fraction φb as a function of σbb and the density ρ with different initial
conditions: (e) dominated by a clusters, and (f) dominated by b clusters. Parameters:
σaa =1.8, σab =0.15, ω0=10−3. In (a-f), bifurcation points are marked by small red
and black circles.
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the dynamical systems assessments of Refs. [43, 44, 46, 47]. Hence, the dynamics
within the cluster-order-size representation could hint towards the microscopic
mechanisms that underlie micro-phase separation in experiments and agent-based
simulations. The analysis also shows that both cluster size and the locally emerging
cluster order are indispensable to understand the flocking transition, nucleation
time scales and the subcritical behavior of the system.
1.5 Mesoscopic processes at the nematic onset
In addition to the assessments of the previous section concerning the internal
dynamics of the disordered and the polar parameter regions, we applied the cluster
size-order representation of WASP simulations to the formation of nematic patterns.
Here, we concentrate on the parameter regime that is relevant for the actin motility
assay, see Fig. III.4, where α = 6.25. We simulate a system with random initial
conditions, ρ0L2 = 1.51 (M = 40, 000) and a box length Lbox = 1024 which
is above the previously reported onset of nematic order (see section 2.2 and
Ref [127]), and observe the evolution in Fig. III.15. As in the previous sections,
we fixed Lp = 200 and rescaled time with the correlation time Lp/v . Like in
the case of polar flocking, local order of microscopic clusters is quickly created,
with the local order parameters Ωp, Ωn growing to an intermediate plateau value
(Fig. III.15(a)). Initially, Ωp ≈ Ωn indicating that order on the cluster scale has
a polar character. From this point, local nematic order continuously grows until
it reaches a stationary value at ∼ 0.27. Interestingly, the global order parameters
P , N do not resolve this intermediate dynamics as P resides around zero and N
exhibits a rather erratic growth. This is because the nematic patterns of the system
is not globally oriented but has multiple network branches with different nematic
axes at small times t(see snapshots in Fig. III.15(a)). A illustration of the physical
processes is given in Fig. III.15(b), where initially, clusters with a gradual polar
order emerge like in other regions of parameter space and the previous section.
Then, these clusters interact and locally orient themselves along a nematic axis
despite remaining polar. Subsequently, clusters intersect and mix along a nematic
axis, creating a cluster nematic order ν that exceeds the cluster polar order pi.
This is also reflected in the evolution of the mean net cluster orders 〈pi〉(k), 〈ν〉(k)
(Fig. III.15(c)), which reveals that the continuous build-up of nematic order is caused
by predominantly large clusters. In the nematic state, the cluster size distribution
ψ(k) shows a rather steep, but heavy-tailed character with a tail exponent of
∼ −2.6 (Fig. III.15(d)). Like for the case of polar flocking, the number fluctuations
S(r) at larger length scales r reflect anomalous fluctuations with S(r) ∼ r 0.7 which
appear to be absent for small r (Fig. III.15(e)). In this state, single particles
frequently fluctuate between clusters of different sizes and orders, which can be
seen in the spectra of the trajectories 〈F [k{i}]〉(ω), 〈F [pi{i}]〉(ω), and 〈F [ν{i}]〉(ω)
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Figure III.15 (a) Evolution of order parameters P, N , Ωp, Ωn during nematic pattern
formation. The upper panels give snapshots of the system at corresponding times. (b)
Sketch of underlying mechanisms: at early times, locally polar clusters emerge; later, these
cluster align nematically and gradually overlap. (c) Evolution of mean net cluster orders
〈pi〉(k), 〈ν〉(k). (d) Stationary cluster size distribution ψ(k). (e) Evolution of the number
fluctuations S(r) as a function of the mean numbers 〈N〉r . (f) Fourier spectrum of
fluctuations of k{i}(t), pi{i}(t), ν{i}(t) in the steady state. (g) Forward order production
rates 〈∆p(k)〉 and 〈∆n(k)〉 in the stationary state. (d-f) The black triangles denote
corresponding scaling exponents.
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(Fig. III.15(f)). The relative frequency of switching depends on the difference in
sizes and predominantly nematic order, roughly following a power law ∼ ω0.5. As in
the analysis of the flocking state (Fig. III.8(c)), we can also assess the cluster scales
at which order is predominantly produced and/or destroyed by calculating the mean
forward polar and nematic order productions 〈∆p(k)〉 := 〈p{i}k (t + ∆t)− p{i}(t)〉
and 〈∆n(k)〉 := 〈n{i}k (t + ∆t)− n{i}(t)〉 which gives the difference of a filament
order at time t + ∆t at cluster size k when it was p(t) at a time t, averaged over
all filaments (we fixed ∆t = 0.15). Interestingly, as can be seen in Fig. III.15(g),
〈∆p(k)〉 exhibits polar order production exceeding 〈∆n(k)〉 at scales k & 100.
This shows that cluster polar order is constantly produced at large k , and destroyed
at the smallest k , indicating that global nematic order is a result of the constant
interaction of locally polar clusters instead of the formation of intrinsically stable
nematic clusters, which do not exist here.
As described above, the onset of nematic order is controlled for instance by changing
the homogeneous density of the system. Fig. III.16(a) gives the dependence of
the stationary order parameters on ρ0 (α = 6.25 here again) and shows that there
is a transition from a disordered to a nematically-ordered state at ρ0L2 ≈ 1.05.
While there appears to be a distinct jump of N from zero to a finite value, the
corresponding change in Ωn seems to be rather continuous. This could indicate
that the transition is predominantly driven by a global alignment of microscopically
ordered clusters, and not by the creation of inherently different clusters as for polar
flocking. While previous theories have predicted that this transition is first order [78,
79, 156], our analysis would need a further refinement to make a definite claim for
the WASP model. To illuminate the hypothesis that the nematic onset is connected
to the orientational dynamics of interacting clusters, we investigated the properties
of various single particle correlation functions. In particular, we calculated the cross-
correlations between the cluster size k{i}(t), the cluster polar order pi{i}(t), and
the cluster nematic order ν{i}(t) of single filament trajectories (i ∈ {1, 2, ...,M})
which are given by Corr[k{i}(t), pi{i}(t + ∆t)], Corr[k{i}(t), ν{i}(t + ∆t)], and
Corr[pi{i}(t), ν{i}(t +∆t)]. Here, the function Corr[A(t),B(t +∆t)] quantifies how
likely a particle is found at a value B at a time t+∆ when it had the value A at time
t. Since these cross-correlators are unity when ∆t = 0 and zero when ∆t →∞, we
expect an exponential decay law like for the orientational autocorrelation function
of single filaments:
Corr[k{i}(t), pi{i}(t + ∆t)] ≈ e−∆t/τkpi ,
Corr[k{i}(t), ν{i}(t + ∆t)] ≈ e−∆t/τkν ,
Corr[pi{i}(t), ν{i}(t + ∆t)] ≈ e−∆t/τpiν . (III.10)
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Figure III.16 (a) Stationary order parameters P , N , Ωp, Ωn as a function of the filament
density ρ0 at α = 6.25 (Lbox = 1024). (b) Single particle correlation times of orientation
(tp and D−1) and clusters (τkpi, τkν , τpiν) as a function of ρ0. The yellow-shaded areas
illustrate the approximate position of the phase transition.
In Fig. III.16(b) we calculated the cross-correlators, fitted the corresponding decay
parameters τkpi, τkν , τpiν and compared them with the orientational decay time tp
of single particles (which is approximately given by Eq. (II.34) of chapter II) as
a function of ρ0. It can be seen that τkpi ≈ τkν and both continuously grow as
the system gets denser, stemming from the increased coherence of locally aligning
clusters; likewise tp decreases due to enhanced scattering of individual filaments.
When the onset density is reached, both τkpi, τkν jump to large values as expected
for the enhanced coherence of the ordered state. Interestingly, the transition takes
place when τkpi ≈ τkν ≈ 0.5tp. This could point to a connection of these time
scales at the nematic threshold, and implies that nematic order may emerge when
the correlation times of single particles become synchronized with the correlation
times of locally polar clusters. For the whole domain there appears to be no
mechanism that directly couples polar cluster order and nematic cluster order, since
the dynamics of τpiν plays no distinct role.
1.6 Summary and outlook
In the above section we have combined simulations of the WASP model introduced
in chapter II with a new particle cluster decomposition method, the cluster size-order
representation; at its basis lies the observation that individual active particles form
local clusters with a distinct intrinsic ordering. This intrinsic ordering is crucial
to understand the emergence of global order and patterns, and allows to trace
self-organization phenomena of the active system on all length scales. Since the
WASP model possesses a vast number of parameters, we restricted ourselves to
the parameter intervals which was found to be relevant for the paradigmatic actin
motility assay.
Here, even for globally disordered systems, our analysis in section 1.3 shows that
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there are nontrivial collective effects of the underlying particles: active disorder
exhibits giant density fluctuations and an ensemble of locally emerging polar clusters,
which are very sensitive to a variation of the control parameters of the system.
Hence, analogies of active disorder with equilibrium gasses are ill-suited in this
context. In section 1.4, we investigated in depth the formation of global polar
order, popularly termed the flocking transition. We found that phase separation of
the flocking state is equivalent to the coexistence of an ordered and an unordered
cluster population, respectively, that continuously exchange mass. Here, we showed
that the essential physics of flocking is governed by the dynamics of particle clusters,
with their emergent properties - both cluster size and cluster order - controlling
the onset of order. Here, random fluctuations play a crucial role and determine
the time scales of nucleation, which is the dominant pathway of order emergence.
From this perspective, the Vicsek ordering paradigm (VOP) and its corresponding
critical onset of (homogeneous) polar order, which were mentioned in the beginning
of this section, appear to be absent in this active system. To identify the relevant
mechanisms between clusters of different size and order, we introduced a kinetic
model of 2-species cluster assembly which reproduces the same statistics and
bifurcation scenario as the active system, even without exhibiting any information
of a spatial extension. Both approaches predict a steady-state particle flow of the
flocking state, which is unique for non-equilibrium systems and has no analogy to
equilibrium phase transitions. This aspect could help to identify the microscopic
mechanisms of micro-phase separation in active systems, which is also associated
with finite length and time scales. Our analysis shows that understanding the
local processes on the particle scale is already sufficient to describe the kinetics
of collective motion and polar nucleation, drawing a interesting connection to the
physics of population dynamics. Furthermore, our approach provides a simple
framework to assess intrinsic mechanisms of active systems on a conceptual level,
without relying on coarse-grained field descriptions. From wide parts of this analysis
in section 1.4 we have prepared a manuscript that is to be submitted for peer
review, and which is also found below in section 1.7. Section 1.5 focusses on the
cluster dynamics of emerging nematic order, which we find to be very different
from polar flocking: instead of rare nucleation events that are driven by inherently
heterogeneous particle clusters, nematic patterns in WASP systems continuously
build up from locally polar clusters without delay time. Presumably, this is driven
by a gradual alignment of interacting cluster along a global nematic axis, with
spontaneous symmetry breaking of cluster orientations at the onset. Our data
indicates that this onset is connected with the synchronization of single particle and
local cluster orientations, underlining again the conjecture that physical processes
on all length and time scales contribute to the collective state of the active system.
In principle, the cluster size-order representation is readily applicable to other
collective phenomena of active systems. In particular, the emergence of coexisting
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polar and nematic order found in the previous chapter (Ref. [127]) implies that the
mechanisms found in sections 1.4, 1.5 are simultaneously present here. Although a
simplified kinetic picture of the nematic dynamics is still lacking, we hypothesize
that there exists an equivalent description of the three-phase coexistence (polar,
nematic, and disorder) in terms of an appropriate cluster assembly dynamics, which
may describe the evolution of an ensemble of clusters in the presence of different
ordering attractors. The correspondence of the WASP system with the physics of
self-assembly and population dynamics in section 1.4.2 could also be relevant for
biological systems such as aggregating bacterial colonies [27, 114] and migrating
cell layers [33, 34], which also frequently exhibit arrested coarsening (that is, micro-
phase separation). As a future task, it remains to explicitly derive the kinetic
rates between clusters from first principles, or how physical interactions may alter
the underlying bifurcation scenario of flocking. For example, additional cues like
hydrodynamic interactions may enter the processes of interacting clusters at the
intermediate scale. Furthermore, other collective phenomena, like vortex formation
[6, 25, 157], may be suitable for a similar approach.
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The onset of polar flocking in active matter systems resembles a discontinuous gas-liquid phase
transition, accompanied by the formation of microphase-separated polar patterns. While these
features have been observed in a variety of models and experiments, little is known about the
underlying microscopic processes that generate these collective phenomena. Here we show that
the onset of polar order is governed by the mesoscale dynamics of two di↵erent populations of
particle clusters, one with and one without internal polar order. Using agent-based simulations
in the experimentally relevant parameter regime, we describe how order emerges spontaneously by
nucleation or external excitation, and identify the relevant mechanisms. From these observations we
introduce a simple kinetic model of two di↵erent cluster species, which agrees well with the agent-
based simulations. Both approaches predict that collective order is maintained by a steady cyclic
particle turnover from unordered to ordered clusters and back, respectively, promoting microphase
separation on the global scale.
The polar flocking transition in active matter marks
the onset of collective motion and was observed in many
experiments, ranging from biopolymer systems [1–4] to
colloids [5, 6] and discs [7–10]. It was recently established
that this transition is discontinuous [11–13] in general
and exhibits a subcritical parameter region of polar pat-
terns [4, 14–18], as illustrated in [Fig. 1(a)]. While flock-
ing appears to be akin to a gas-liquid transition [17, 19]
with long-range polar order, di↵erences to an equilibrium
analogue remain. In particular, simulations and exper-
iments show that the dynamics between ordered, dense
regions and disordered, dilute regions is dominated by
micro-phase separation: that is, the coarsening of polar
flocks becomes arrested at finite size, resulting in station-
ary patterns such as polar fronts or clusters [1, 17, 20].
Here, stochastic fluctuations on the particle scale play a
decisive role and were observed to a↵ect this coarsening
dynamics as well as the overall behavior of the transi-
tion [14, 17, 20], and even allow for spontaneous nucle-
ation of clusters below the onset of order [21]. Yet, a
description or comprehension of the microscopic mecha-
nisms that underlie these phenomena is lacking, even on
a qualitative level.
In this letter, we show that the essential physics of
flocking is governed by the dynamics of particle clus-
ters, with their emergent properties - both cluster size
and cluster order - controlling the onset. By analyzing
the evolution of clusters using agent-based simulations of
weakly aligning self-propelled polymers (WASP’s), we
find that phase separation of the flocking state is equiv-
alent to the coexistence of an ordered and an unordered
cluster population, respectively, that continuously ex-
change mass. To identify the relevant mechanisms be-
tween clusters of di↵erent size and order, we introduce a
kinetic model of 2-species cluster assembly which repro-
duces the same statistics and bifurcation scenario as the
active system, even without a spatial extension. Here,
both approaches predict a steady-state particle flow of
the flocking state. Our analysis shows that understand-
ing the local processes on the particle scale is already
su cient to describe the kinetics of collective motion and
polar nucleation. Our approach provides a simple frame-
work to assess intrinsic mechanisms of active systems on
a conceptual level, without relying on coarse-grained field
descriptions.
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FIG. 1. a) Schematic of the typical bifurcation scenario of
global polar order (orange). Control parameters are, for ex-
ample, particle density or interaction strength. Between the
binodal and spinodal lines, flocking is triggered by sponta-
neous nucleation events (blue line). (b) Illustration of clus-
tering of active polymers in the polar, phase-separated state.
Locally, both ordered (pink shading) and disordered (green
shading) clusters can be found.
We consider agent-based simulations of systems with
M polymer filaments on a two-dimensional substrate
with periodic boundary conditions (see Refs. [22, 23]).
Motivated by in vitro assays of gliding polymers [1–4, 24–
26], each filament of length L assumed to consist of a
head that performs a persistent random walk with persis-
tence length Lp and velocity v, and a tail that follows its
head, creating a trailing motion without movement per-
pendicular to the filament contour. Interactions between
filaments are weak and dominated by aligning interac-
tions [4, 22]; upon local contact with adjacent filament
contours, a polar and a nematic torque are exerted on
2a filament head proportional to 'p cos ✓ and 'n cos(2✓),
respectively (✓ being the impact angle). These filament
systems were shown to reproduce local collision statistics
and collective phenomena - polar and nematic patterns
- on large scales (M / O(106)) alike [22], with vary-
ing filament density ⇢ and relative alignment strength
↵='n/'p as experimentally motivated control parame-
ters. Here, we focus on the formation of large polar fronts
as illustrated in Fig. 1(b). In the flocking state, one ob-
serves that filaments are locally organized into clusters of
di↵erent sizes and, on closer inspection, di↵erent internal
ordering [Fig. 1(b)]: filament clusters in a polar front are
highly ordered flocks while clusters elsewhere are much
less structured.
To investigate the role of clusters with di↵erent sizes and
order in the evolution of a system of WASP’s, we in-
troduce the cluster-size-order representation: a system
of filaments f (i), i 2 {1, 2, ...,M}, can be uniquely de-
composed into a set of clusters {c}. A filament be-
longs to a cluster c if its minimal distance to c is
smaller than a cuto↵   with   ⌧ L. Every cluster
can be assigned a cluster size k and a cluster polar
order p= 1k |
Pk
j=1 exp(i✓j)|, where the index runs over
all cluster filament orientations ✓j . From these defini-
tions we can introduce a set of observables that quan-
tify processes on all length scales: first, we can build a
global order parameter ⌦p=
P
{c} ⇡(k)
(c)k(c)/M by av-
eraging the individual polar cluster orders p weighted
by the respective cluster size k. Here, the net clus-
ter order ⇡(k)= p(k)    k shifts p(k) by an amount
 k =(7 + 1/k)/(8
p
k) + O(k 5/2) [23]. This statistical
correction stems from the fact that even random clusters
have, on average, a nonzero order  k which would con-
tribute to the measured order (this is evident for single
filaments). Second, we can record the statistics of k and
p of the full ensemble of clusters using the corresponding
distribution functions, the cluster size distribution  (k)
and the cluster-size-order distribution  (k, p), normal-
ized such that
PM
k=1 k
R 1
0
dp  (k, p)=
PM
k=1 k (k)= 1.
Third, we can combine p and k into an extensive quan-
tity, the cluster polarity S= p · k, which is equivalent the
amount of ordered filaments within a cluster.
Using these definitions, we simulate a system of
WASP’s using random initial conditions and parameters
⇢=1.51/L2, 'p=0.036, ↵=2 which reproduce the colli-
sion statistics of the polar actin motility assay slightly
above the previously reported onset of flocking [22].
Within a short time ⌫, the system generates a small
but nonzero ⌦p [Fig. 2(a), Movie 1], which dwells for
a long time td (note that time is rescaled in units of
the longest single-particle correlation time Lp/v). This
quasi-stationary, disordered system shows a cluster size
distribution  (k) with a exponential tail [Fig. 2(b)], sim-
ilar to previous studies [27–34]. The cluster size-order
distribution  (k, p) in Fig. 2(c) shows that most of the
clusters possess a cluster polar order p centered around
a)
b)
0 20 40
Disorder
Polar
orderNucleation
60
0.1
0.5
c)
d)
0.0
0.5
1.0
p
0.0
0.5
1.0
p
10-4 10-3 10-110-2
101 102 k103
10-6
10-8
10-4
10-2
100
100 101 102 k103 1.6 2.0 2.4 2.8
t
100
101
102
103
1.6 2.0 2.4 2.8
0.3
0.5
0.7
0.9
FIG. 2. a) Evolution of the order parameter ⌦p. The initial
time scale ⌫ and the nucleation time td are marked by long-
dashed and short-dashed lines, respectively. b) Cluster size
distribution  (k) before (green) and after (purple) nucleation.
c) Cluster size-order distribution (k, p) as a function of k and
p, before (upper panel) and after (lower panel) nucleation at
time td. The gray solid line depicts  k, the black dashed line
an estimated nucleation threshold at Scrit= pc · k ⇡ 90. d)
Time scale analysis of td, ⌫, and growth times ⌧ as a function
of ↵. Solid lines denote average values, error bars represent
the 15th, respective 85th percentiles taken over 100 realiza-
tions for every ↵. Inset: relative fluctuation of dwell timesp
Var[td]/htdi as a function of ↵.
 k, indicating that the individual clusters are hardly
more ordered than randomly assembled clusters. At time
td, a su ciently large and ordered cluster nucleates and
rapidly percolates the system, as can be seen by ⌦p
growing exponentially over an order of magnitude with
a growth time ⌧ before becoming stationary [Fig. 2(a)].
This final state is now dominated by very ordered and
large clusters, as is demonstrated by the altered shape of
 (k, p) and  (k) where large clusters are almost perfectly
polar while small clusters remain at small p [Fig. 2(b,c)].
To investigate how these time scales of nucleation de-
pend on the control parameters, we performed multiple
simulations at di↵erent values of ↵ and recorded ⌫, td,
⌧ by fitting a test function to ⌦p [23]. For ↵ 2 [1.5, 3],
nucleation always took place if only waited su ciently
long [Fig. 2(d)], even far below the previously reported
onset (at ↵ ⇡ 1.8 [22]). Here, the average dwell time htdi
grows very strongly with decreasing ↵ and the statistics
behave like a exponential distribution (
p
Var[td]/htdi ⇡ 1
[Fig. 2(d)]) similar to the decay dynamics of classical nu-
cleation theory. For increasing ↵, the average dwell time
3htdi shrinks and eventually becomes comparable to the
average values h⌫i, h⌧i, meaning that the system e↵ec-
tively nucleates instantly. This can be interpreted as
the spinodal point and is accompanied by a change ofp
Var[td]/htdi [Fig. 2(d)].
The formation of polar order presented in [Fig. 2], in
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FIG. 3. a) Evolution of ⌦p for disordered systems (⇢L
2=1.51,
↵=1.25) perturbed by a ordered cluster of polarity S at time
t=5 (green: S=80; pink: S=140). Thin lines correspond
to single trajectories, thick curves to the mean evolution, re-
spectively. b) Phase diagram as a function of ↵, ⇢, and .
The gray regions denote regimes where the final system is po-
lar (⌦p > 0.2), the gray scale corresponding to di↵erent S.
The red line depicts the parameters of Fig. 2(d), the blue star
Fig. 2(a-c), respectively.
particular the shape of  (k, p), suggests that the flocking
instability - above which nucleating clusters grow inex-
orably - depends on both su ciently large size (k   1)
and su ciently large order (p ⇡ 1), in contrast to con-
densation processes of equilibrium liquids. Here it is rea-
sonable that this instability is primarily set by a critical
amount of ordered filaments within a cluster Scrit = pc ·k:
if the polarity of a cluster S > Scrit, it will grow, or de-
cay otherwise. Since the ensemble of clusters is stochas-
tic and described by a distribution function  (k, p), the
dwell time td resembles a first passage time to the in-
stability Scrit. To probe the instability we performed a
”cluster stability analysis” by inserting a single, perfectly
ordered cluster of size k˜=S (since p˜=1) into a disor-
dered system su ciently long after initialization while
keeping the overall density of the system constant. As
can be seen by [Fig. 3], there is a critical polarity Scrit
(and hence a critical line pcrit(k) ⇡ Scrit/k [Fig. 2](c))
above which nucleation can be artificially triggered, up
to stochastic fluctuations [23]. Indeed, tracking when a
cluster polarity S > Scrit seems to capture the earliest
stages of nucleation [Fig. S1(a), Movie 1]. We performed
the cluster stability analysis for di↵erent filament den-
sities ⇢ and relative alignment strengths ↵, creating a
phase diagram of excitability [Fig. 3(b)]. Notably, the
excitable region spans a very large portion of the (pre-
viously reported [22]) disordered regime. In most parts
of this region, as it was assessed in [Fig. 2(d)], sponta-
neous nucleation virtually never occurs within the time
scales feasible for experiment and simulations. Yet, Scrit
appears mostly small (O(102)) compared to the overall
number of particles.
The above analysis suggests several kinetic mecha-
nisms that govern polar flocking: (i) in the metastable
disordered state, mostly unordered clusters emerge. (ii)
At td, a nucleating polar cluster is spawned, which be-
haves inherently di↵erent due to its internal ordering
and coherence; it incorporates more and more disordered
clusters, but eventually splits up due to orientational
splay [23], which resembles an e↵ective self-replication
of polar clusters and creates the exponential growth of
the order parameter ⌦p. (iii) At steady state, the growth
of polar clusters is balanced by evaporating single parti-
cles or small clusters back into the ”pool” of unordered
clusters [see Fig. 2(c) and [23]], hence resembling a cyclic
competition between e↵ectively two cluster species.
To test whether these simple observations of WASP’s
alone are su cient to understand the mechanics of flock-
ing, we introduce a kinetic toy model that describes the
assembly of two competing cluster species, an unordered
type a and an ordered type b. Using ak = (a)k and
bk = (b)k as the cluster size distributions of the un-
ordered species and the ordered species, respectively, the
dynamics of our model is given by a set of coagulation-
fragmentation equations [35–37], a˙ = F(a,b) and b˙ =
G(a,b), where F and G include all species-specific rates
(see [23] for the full equations). These equations con-
serve the number of M particles,
PM
k=1 k(ak + bk) ⌘
1 and
PM
k=1 k@t(ak + bk) ⌘ 0. Fig. 4(a) illustrates
the corresponding interaction rates: for the unordered
species a, cluster assembly occurs by the coagulation
of smaller clusters of sizes i and j with a rate ↵i,j :=
v aaXaa(i, j)/A, where v is the velocity, A the area of
the system,  aa the scattering propensity of between un-
ordered clusters, and Xaa(i, j) a term proportional to the
scattering cross section. Likewise, for the ordered species
b, there is a coagulation rate ⌘i,j := v bbXbb(i, j)/A. In
addition, ordered clusters of size i ’imbibe’ unordered
ones of size j at a rate  i,j := v abXab(i, j)/A. Clus-
ter disassembly occurs via fragmentation of ordered clus-
ters at a constant rate µi,j =µ0 and evaporation of sin-
gle unordered particles from a and b clusters at a rate
 i :=  0Ya(i) and  i :=  0Yb(i), respectively. Finally,
unordered cluster may spontaneously nucleate into an
ordered cluster, at a rate !i := !0Z(i). We further spec-
ify the generic size factors X•,•, Y•, Z by observations
from WASP simulations (see [23] for expressions). Note
that without the presence of ordered clusters b, these
rates would resemble previous works of Peruani et al.
[28, 30, 32].
Next, we integrate the evolution using a simple Eu-
ler scheme and initial conditions a1(t = 0)=1[38], and
concentrate on the influence of the scattering propen-
sities  ab, bb of coagulating clusters since they couple
ak, bk nonlinearly (note that we fixed  aa such that ak,
in the abesence of b, behaves as an exponentially trun-
cated power law [28, 30, 32] that resembles a disordered
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FIG. 4. a) Illustration of the two-species kinetic model with
respective rates. b) Evolution of the cluster size distributions
of species a (long-dashed lines) and species b (short-dashed
lines) and the sum of both (solid lines) at two di↵erent times
(blue at t=216 and orange at t=1200). c) Evolution of the
mass fraction  b, for di↵erent  ab ( bb=1). d) Bifurcation
diagram of stationary mass fractions  b as a function of  ab
and  bb. The dashed lines s1, s2 mark the upper, respectively
lower, boundary of the bistable region. e) Top view on the
bistable region of d), with the coloring corresponding to the
hysteresis value  = upperb    lowerb .
distribution like in [Fig. 2(b)]). These variables - control-
ling interactions of polar clusters - play a similar role as
the alignment interactions in WASP systems.
For  ab=0.2,  bb=1, the total cluster size distribution
ak+ bk (solid lines in Fig. 4(b)) evolves from the initially
exponentially suppressed power law to a heavy-tailed dis-
tribution with a kink at small k similar to [Fig. 2(b)].
This is driven by the rapid growth of the ordered mass
fraction  b=
P
k k bk which corresponds to the order pa-
rameter ⌦p [Fig. 2(a)]. Similarly,  b grows, after dwelling
for some finite time at a small value, exponentially fast
towards a distribution with many large and polar clus-
ters [Fig. 4(c)]. Furthermore, we found that this tran-
sition towards the b-dominated state is discontinuous,
and analyzed the stable solutions in the  ab- bb space
[Fig. 4(d,e)] using di↵erent initial conditions, yielding
a vast bistable parameter regime. While the stability
of the disorder-dominated branch (bounded by s1) is
virtually una↵ected by  bb, the boundary of the order-
dominated branch behaves approximately like a power
law s2= 
(upper)
bb /   1.4ab . Surprisingly, there is a critical
point at which the transition becomes continuous, which
would correspond to a di↵erent bifurcation scenario of the
flocking transition. Hence we hypothesize that the stabil-
ity of polar nucleation and phase separation is, in princi-
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net cluster order h⇡(k)i during nucleation in WASP simula-
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k from
both species as a function of k. Inset: visualization of
flux directions. d) Steady-state particle fluxes jU!P (k, p),
jP!U (k, p) of the polar state in WASP simulations in k-p
space. The black line depicts the chosen division into an
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ple, susceptible to varying interactions on the mesoscopic
cluster level. Next, we compare the internal dynamics of
the kinetic model with the WASP simulations. For both
approaches, ordered clusters are initially formed from in-
termediate sizes k and then spread out towards larger
and smaller k, which is quantified by the relative cluster
fraction fk = bk/(ak + bk) [Fig. 5(a)] and the mean net
cluster order h⇡(k)ip=
R 1
0
dp⇡(k) (k, p) [Fig. 5(b)], re-
spectively. The rate equations of the kinetic model allow
to directly visualize the steady-state fluxes between both
cluster species J
(b!a)
k , J
(a!b)
k [Fig. 5(c)], which predict
that unordered clusters are converted to large ordered
clusters over a wide range of k; smaller ordered clus-
ters, in turn, evaporate single filaments back into the un-
ordered mass (see [23] for details). Indeed in WASP sim-
ulations, by a heuristic subdivision of k-p cluster space
and tracking the particle fluxes jU!P (k, p), jP!U (k, p)
between the unordered partition (U) and the ordered (P)
partition [Fig. 5(d)], we also observe a cyclic steady-state
particle flow in the flocking state. Overall, the statistical
properties as well as the physical processes of both the ki-
netic model and WASP simulations compare remarkably
well.
To summarize, we found that the formation of local
particle clusters controls the flocking onset in active sys-
tems. In contrast to phase-separating transitions with-
out broken symmetry, nucleating clusters require both
5su ciently large size and order. Our analysis estimates
the relevant time scales of cluster self-organization and
how flocking can be artificially excited, which should be
readily verifiable in actin and microtubule gliding ex-
periments. We show that polar flocking can be analo-
gously described by a kinetic two-species model, reveal-
ing an interesting correspondence of active matter with
the physics of self-assembly and population dynamics,
and should be relevant for biological systems such as ag-
gregating bacterial colonies [39, 40] and migrating cell
layers [41, 42]. Here, the constant turnover of ordered
and unordered clusters provides an explanation how the
coarsening of polar active matter becomes arrested. As
a future task, it remains to explicitly derive the kinetic
rates between clusters from first principles to elucidate
why a clusters nucleates, or how physical interactions
may alter the underlying bifurcation scenario of flock-
ing. Furthermore, other collective phenomena may be
eligible for a similar approach, such as nematic laning
[43–45], vortex formation [26, 46, 47] or coexisting types
of order[22].
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WASP SIMULATIONS
In the following, we discuss the details of the imple-
mentation of the agent-based simulations of Weakly-
Aligning Self-propelled Polymers (WASP’s). For a rig-
orous description please also refer to the Supplemental
material of Ref. [1].
Model
We describe a system of M polymers, where every
polymer has a length L and a width d and is modeled
as a discrete, slender chain of N   1 cylinders, connected
by N spherical joints. In this way, every point along the
contour has a well-defined, smooth surface and tangen-
tial direction, reducing artificial friction e↵ects due to
the discretization which are present in bead-spring-like
representations [2]. Polymers perform a trailing motion,
meaning that only its tip is allowed to change direction
while its tail may only follow in the direction tangential to
the contour line. This resembles the typical situation of
experimental motility assays, where filaments are pinned
to motor proteins and motion orthogonal to the contour
is suppressed [3, 4] . The tip of a polymer performs a per-
sistent random walk due to orientational di↵usion, and
changes direction due to local alignment interaction upon
collision with other polymers. The equations of motion
for the tip of a polymer n read:
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where r
(n)
0 is the position and u
(n)
0 the director of the
tip, v the (constant) velocity, Lp the persistence length
of the path. ⇠(n) is an angular random white noise with
zero mean and unit variance, and H
(n)
0 =
P
m,j U
(n)
m,j is
the total sum of all alignment potentials that are present
at the tip, running over all filaments m and respective
contours j. Every potential is a smooth ramp which is
only present in the area covered by a polymer, and has
the form:
U
(n)
m,j =C
⇣   r(n)0   r(m)j    
shDist
⌘
⇥ [Ap( ✓(n)0   ✓(m)j )+Ap( ✓(n)0   ✓(m)j )] (S3)
with the polar and nematic terms
Ap(✓) =  'pv
d
cos ✓, An(✓) =  'nv
d
cos 2✓, (S4)
and
C(x) =
⇢
0 for x > d
(d  x)/d else , (S5)
being a linear ramp that smoothly increases interaction
strength. The amplitudes 'p,n are scales of the typical
angular displacement upon a single collision. In Eq. (S3)
|...|shDist denotes the shortest possible distance between
the tip position and the contour of an adjacent polymer.
In this way, alignment of filaments strictly takes place
only upon point contact, which allows to resolve colli-
sions on the smallest scales without needing some spatial
averaging procedure like in Vicsek-type models [5–7].
In contrast to the motion of the tip, tail cylinders only
follow their front neighbor, parallel the contour line. This
then reads
@
@t
r
(n)
i = Ks
u
(n)
i 1 + u
(n)
i
2
✓   r(n)i   r(n)i 1     LN   1
◆
,
(S6)
where Ks is a su ciently strong spring constant (Ks  
1) that maintains a constant cylinder length of LN 1 . The
directors of tail cylinders u
(n)
i are given by the renormal-
ized connecting vector r
(n)
i 1  r(n)i . To avoid the acciden-
tal and unphysical fixed point when too many filaments
overlap at a single point and get trapped by diverging
alignment torques, we added a very weak repulsion force
 s@H
{n}
0
@r
{n}
0
with a small amplitude s ⌧ 1 to Eq. (S1) act-
ing only on tips and being proportional to the sum of all
linear ramps [Eq. (S5)] which did not change the phe-
nomenology.
Note that primary parameters that tune the interaction
are the alignment amplitudes 'p, 'n, which allow for a
and independent, continuous variation of the preferences
to align in a polar or nematic fashion. As was shown in
Ref. [1], this allowed for the large-scale formation of both
2polar and nematic patterns. To yield a proper compari-
son, we also adapted the convention of ↵='n/'p being
the relative alignment strength, which, for low 'n, also
promotes polar nucleation.
Implementation and Parameters
Computationally, we integrate the dynamics by a
straight-forward Euler algorithm, which was imple-
mented in C++ using a heavily parallelized architecture
in OpenMP. Maximal performance of the simulation was
provided by employing a cell algorithm and correspond-
ing Verlet lists [8] to exploit the local nature of filament
interactions. This implementation allowed for optimal
scaling of simulation times with particle number, and we
were able to achieve large simulation times for systems
of more than O(106) discretized polymers using a single
32-core CPU. Throughout this work and if not stated oth-
erwise, we fixed many parameters similar to [1]: filament
aspect ratio L/d=21, discretization N =5, persistence
length Lp=31.75L, and velocity v=1. The polar align-
ment strength remained fixed 'p=0.036 ⇡ 2.1  similar
to the scenario of colliding actin filaments [4]. We used a
system of 104 polymers and a periodic simulation box of
length Lbox=81.3L with random initial conditions. Note
that all simulation times are given in units of the longest
single filament correlation time Lp/v. The cluster cut-
o↵ parameter is set to  =(L   d)/N corresponding to
the length of the discretized cylinder within a polymer.
For the phase diagram of excitability in Fig. 3(b), the
maximal simulation time was fixed to tmax=50; systems
that nucleated within this time without external cluster
insertion were termed as ’spontaneously nucleated’.
Cluster-Order Representation and Order Parameters
A subsequent simulation times we decomposed the sys-
tem of polymers into clusters of close-by or overlapping
objects. Practically, we calculated all distances between
adjacent polymers and assigned them to the same cluster
if this distance was < L/(N   1), accepting a small error
for the fate of numerical performance (if N is not too
small).
To correctly calculate the net cluster (polar) order ⇡(k)
the value of the expected random deviation  k needs to
be calculated. Given a filament cluster of size k with
uniformly random orientations Uj 2 [ ⇡;⇡], and the
shortcut notation  nm=Um  Un, and
Pk
m=1
Pk
n=m+1 =
P
(m,n),
 k =
1
k
h|
kX
j=1
eiUj |i = 1
k
h
s
k + 2
X
(m,n)
cos  nmi
=
1
k
h
p
k +
1p
k
X
(m,n)
cos  nm  
1
2k3/2
X
(m,n)
cos2  nm
+
1
2k5/2
X
(m,n)
cos3  nm +O(k 3/2)i. (S7)
It can be straightforwardly shown that hcos2 nmi= 12 .
Since hcosj nmi=0 for j odd, Eq (S7) can be further re-
duced to
 k =
1p
k
✓
1  (k   1)
8k
◆
+O(k 5/2)
=
1p
k
✓
7
8
+
1
8k
◆
. (S8)
This first-order correction is close to the typical scaling
of mean value deviation / k 1/2.
From the individual values of ⇡(k) one can construct
the cluster order parameter ⌦p and compare it with the
standard global polar order parameter P = h|ei✓|i which
is averaged over all filament orientations irrespective of
clusters, which is shown in Fig. S1(a). While both curves
correlate to a great extend, there are di↵erences: in the
disordered phase ⌦p still displays a nonzero value stem-
ming from small average polarity of underlying clusters,
which is averaged out by the definition of P. In the nu-
cleated phase, ⌦p is lower than P due to the negligence of
individual, ordered filaments (since ⇡(1)= 0). It should
be noted that one can also assign nematic order param-
eters for both clusters and global values, ⌦n and N , by
just replacing every angle ✓ by 2✓. Since, however, the
nematic order parameter is slaved to the polar order, it
is of minor relevance for our analysis.
In Fig. S1(b) we tracked the maximal polarity of the
cluster population, Smax= max{c} S= max{c} pk, dur-
ing nucleation. As can be seen, Smax is relatively good
measure for the earliest stages of flocking: large polarity
of clusters is suddenly sparked by random fluctuations;
when it is not large enough (. Scrit), it decays back to
a smaller value (see marked events in Fig. S1(b)); when
it is su ciently large, it strongly grows even earlier than
⌦p. Hence, whenever one would find that, in a disordered
system, Smax   Scrit, it undergoes polar nucleation. It
should be noted that the exact value of Scrit should, here
(↵=2), be rather takes as a reference line. This is be-
cause we estimated Scrit ⇡ 90 from the cluster stability
analysis in Fig. S3 at ↵=1.5 which is much less likely
interfered by spontaneous nucleation. In addition, cor-
rections to the simple transition criterion are expected
for di↵erent cluster sizes.
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FIG. S1. (a) Evolution of various order parameters for the
simulation shown in Fig. 1(b). (b) Comparison of the evo-
lutions of ⌦p (orange) and Smax (blue). The dashed gray
line indicates Scrit=110. Parameters for (a,b) are identical
to Fig. 2, with di↵erent random initial conditions for (a) and
(b).
Time Scale Analysis
As described in the main text, we obtained the initial
burn-in time ⌫, the dwell time td, and growth time ⌧ by
fitting a piecewise function of the form
f(t) =
8<:
a tt+⌫(1/a 1) t < ⌫
a for ⌫ < t < td
a exp[(t  td)/⌧ ] else
(S9)
to the evolution of ⌦p(t) until ⌦p(t) > 0.5. It should be
noted that the functional form for t < ⌫ could also be
chosen di↵erently, as long at it captures the time scale
⌫ upon which ⌦p becomes metastable. In addition to
Fig. 2(d), we also probed the system size dependence
of td in Fig. S2(a) and found that htdi scales inversely
with the area of the system. This favors the intuitive as-
sumption that critical fluctuations occur independently
in adjacent parts of the system, hence in larger systems
one has to wait less for nucleation. The constant value of
the growth time ⌧ ⇡ 4.5 confirms the observation of ex-
ponential cluster growth for a large range of system sizes.
Note that this power-law decrease in htdi competes with
the exponential increase of htdi as a function of parame-
ter distance to the purely polar region in Fig. 3(a). The
thermodynamic limit is hence peculiar, and depends on
the behavior of the parameter regions where nucleation
times are far beyond numerically accessible simulation
times, i.e. nucleation virtually never occurs. It is possi-
ble that td truly diverges here for any finite system size.
We also recorded the statistics of nucleation times p(td)
at one point in parameter space in Fig. S2(b). Similar to
other classical nucleating systems, this exhibits an expo-
nential distribution of times.
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FIG. S2. (a) Time scale analysis of waiting times td and
growth times ⌧ as a function of the system size Lbox in units of
the polymer length L. Solid lines denote average values (taken
over 90-100 independent simulations at each point), the black
dashed line shows a scaling law proportional to the area of
the system. (b) Waiting time probability density P (td) taken
over an ensemble of 1000 simulations. The black solid line de-
picts an exponential approximation. Parameters: ⇢L2=1.51,
↵=1.583 for (a) and ↵=1.67, Lbox=81.3L for (b).
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FIG. S3. Cluster stability analysis as a function of the per-
turbing cluster size k˜=S for di↵erent values of ↵. Gray cir-
cles denote the final order ⌦p of single trajectories, with the
dashed line being the average. Vertical blue lines depict the
approximate values for the critical polarity Scrit. ⇢L
2=1.51.
Cluster Stability Analysis
As mentioned in the main text, we probed the sta-
bility of the disordered state by inserting perfectly or-
dered clusters of size k˜ (and hence polarity S= k˜) into
the systems, su ciently long after initialization at time
t=5 > ⌫ and while keeping the overall density constant.
This was achieved by randomly extracting k˜ filaments,
redirecting them in the same direction and placing them
back into the system, tightly stacked in transversal di-
rection with a distance d. We then tracked the evolution
order parameter ⌦p until t=50. Fig. S3 shows the statis-
tics of the analysis as a function of k˜, for three di↵erent
values of ↵. Note that for these examples, the values of
Scrit are small compared to the total number of filaments,
despite the corresponding nucleation times td being ex-
tremely large t   103. Due to the finite width of the
sigmoidal shape in Fig. S3, Scrit is by itself a stochastic
variable that does not guarantee nucleation.
Steady-State Flow of the Flocking State
In order to assess the steady state particle current in
cluster space as shown in Fig. 5(c), we have investigated
the exchange of filaments between di↵erent cluster size-
order groups in the WASP simulations. Unlike as in
the kinetic model, WASP clusters can have any order
p. Thus, for proper comparison, the size-order space was
first divided ad hoc into two regions, a polar and a disor-
dered one, respectively. The heuristic separation line is
shown in Fig. 5(d). All clusters above the dividing line
are defined as polar for our analysis, all clusters below as
unordered. For any point (k, p) in the polar (unordered)
region, we counted all filaments going from this point into
the unordered (polar) region of the size-order space, re-
sulting in the particle current jP!U (k, p) (jU!P (k, p)).
For the data in Fig. 5(d) this was done for a system in
the steady ordered state, over a time of  t = 50 and by
averaging over 30 realizations. Furthermore, we mapped
out the remaining dependence on the cluster polar order
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FIG. S4. Evolution of the rescaled number fluctuations
h n2i/hni as a function of hni. Di↵erent colors correspond
to di↵erent simulation times. The black triangle denotes a
scaling exponent of 0.7. Parameters and data are identical to
Fig. 2(a-c).
p by integrating
R
jP!U (k, p)dp over the polar domain,
and
R
jU!P (k, p)dp over the unordered domain, result-
ing in an e↵ectively one-dimensional exchange flux (inset
of Fig. 5(d)). The curve for the current into the ordered
phase agrees well with the results of the kinetic model
at a qualitative level. The apparent di↵erence between
the currents into the disordered regions stems from the
fact that, in contrast to the kinetic model, the smallest
clusters in the agent-based simulations can only be classi-
fied as either ordered or unordered (e.g. a single filament
must be ad hoc defined as ordered or unordered).
Complementary Observations
Number Fluctuations
In addition to the analysis shown in Figs. 2-3, we also
investigated di↵erent aspects of the evolution and struc-
ture formation. We calculated the number fluctuations
h n2i= hn2i   hni2 as a function of the average number
of particles within a certain area hni during the evolu-
tion towards a fully nucleated state [Fig. S4]. As can be
seen, even in the initially disordered domain giant num-
ber fluctuations, scaling faster than hni, are present at
mesoscopic scales. Although intrinsic mechanisms can
hardly be deduced from h n2i, one can see that dur-
ing nucleation giant fluctuations conquer all length scales
successively, leaving a anomalous scaling behavior with
an exponent of roughly 1.7, similar to other flocking ac-
tive matter systems [9].
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FIG. S5. (a) Probability density P (|✓|) of angular orienta-
tions ✓ relative to the dominant direction in the stationary
nucleated phase. The dashed curve corresponds to a sim-
ple Gaussian approximation of polar orientations, embedded
by uniform random orientations from the disordered regions.
The gray region marks the deviation from this approximation.
Parameters and data are identical to Fig. 2. (b) Transition
matrix T (k+, t+ t|k, t) with  t=0.0125. As a guide to the
eye, regions with dominant fragmentation or evaporation are
encircled in white. Parameters: ⇢L2=1.51, ↵=1.67.
Particle scattering between clusters
As it was argued in the main text and Fig. 2(a), once
a nucleating cluster has emerged the polar phase grows
exponentially fast until the majority of filaments remain
within extremely ordered clusters. This coarsening dy-
namics is not similar to classical nucleation processes of
slow domains where one would rather expect some kind
of power law, since growth of one phase can only occur
via a domain interface and is limited by a finite mass
transport capacity. For our active system, we argue fol-
lowing process: a single cluster accumulates mass very
fast and quickly forms a spreading polar front. This front
is not compact and stable, but will quickly split up with
fragments traveling into di↵erent directions. Due to this
’splay’ in motion, the fragments can by themselves again
quickly accumulate filament mass. In this way, a self-
replication is realized and exponential grow will prevail
until a large fraction of space is occupied with polar clus-
ters. In the data this can be seen in the stationary distri-
bution of orientation angles in the polar phase, showing
large fluctuations in its tails which correspond to individ-
ual clusters trying to split up from the global front direc-
tion [Fig. S5(a)]. Furthermore, one can track the scatter-
ing of individual particles from clusters of di↵erent size at
stationarity. The transition probability T (k+, t+ t|k, t)
quantifies which fraction of filaments of a cluster k at
time t scatter into a cluster of size k+ at time t+ t, and
it is normalized such that
P
k+
T (k+, t+ t|k, t)= k·c(k).
For t! 0, this transition probability will just be a diag-
onal T (k+, t|k, t)=  k+,kkc(k) while for  t!1, the dis-
tribution in k+ will be independent in to first cluster size
k, i.e. T (k+,1|k, t)= k+c(k+)kc(k). Hence we recorded
T (k+, t +  t|k, t) for su ciently small  t=0.0125 in
Fig. S5(b) to observe short-time processes. It can be seen
that, while most clusters remain stable during this time
(signal along diagonal), especially large polar clusters ei-
ther frequently fragment or coalesce into similarly sized
clusters (bright o↵-diagonal events in the upper right of
Fig. S5(b)), or evaporate very small clusters or single fila-
ments (bottom right signal in Fig. S5(b)). This supports
the implementation of corresponding transition rates in
the kinetic model Eqs. (S12, S13).
KINETIC NUCLEATION MODEL
Equations
The evolution of the distributions for the unordered
species a and the ordered species b is given by:
a˙ = F(a,b) (S10)
b˙ = G(a,b) (S11)
where the current vectors F=(F1, F2, ..., FM )
T and
G=(G1, G2, ..., GM )
T incorporate all possible reaction
channels:
F1 =2 2a2 +
MX
i=3
 iai  
M 1X
i=1
↵i,1aia1
+  (2b2 +
MX
i=3
bi) 
M 1X
i=2
 i,1bia1,
Fk = k+1ak+1    kak + 1
2
k 1X
i=1
↵i,k iaiak i
 
M kX
i=1
↵i,kaiak  
M kX
i=2
 i,kbiak   !kak, (S12)
6and
G1 = 0,
Gk =  (bk+1   bk) 
M kX
i=2
⌘i,kbibk
+
1
2
k 2X
i=2
⌘i,k ibibk i + µ
 
M kX
i=2
bi+k   1
2
k 2X
i=2
bk
!
+
k 1X
i=2
 i,k ibiak i  
M kX
i=1
 k,ibkai + !kak, (S13)
with k 2 {2, ...,M}. Note that by convention, summation
over non-positive indices gives zero contribution. It can
be straightforwardly checked that these currents conserve
particle mass
PM
k=1 k(Fk +Gk) ⌘ 0.
In the main text, we introduced generic size factors for
the coagulation rates: ↵i,j := v aaXaa(i, j)/A, ⌘i,j :=
v bbXbb(i, j)/A,  i,j := v abXab(i, j)/A; the fragmenta-
tion rate: µi,j =µ0; the evaporation rates:  i :=  0Ya(i),
 j :=  0Yb(i); and the nucleation rate: !j := !0Z(i).
From observations of WASP simulations we introduced
simple, heuristic assumptions on the size factorsX•,•, Y•,
Z: a disordered cluster of size i has approximately spher-
ical shape with a diameter and circumference / pi lead-
ing to Xa,a(i, j) =
p
i+
p
j and Ya(i) =
p
i, respectively;
ordered clusters, however, are more line-shaped with a
diameter of / i, hence Xb,b(i, j) = i+ j. They evaporate
particles mainly via its edges, i.e. there is no size depen-
dence, resulting to Yb(i) = 1. Furthermore, when collid-
ing with unordered clusters, we assume that scattering is
mainly dominated by the ordered cluster and its size i, i.e.
Xa,b(i, j) = i. Since nucleation was observed to take only
place for larger cluster sizes, Z(i) := 1/(1  e (i mc)/vc)
is assumed to be of sigmoidal shape with a characteristic
size mc = 100 and a width vc = 10, which we fixed, for
simplicity, throughout the analysis. Note that a varia-
tion of mc or vc resulted only in a shifted onset of the
order transition, without a qualitative di↵erence in the
ordered state.
Implementation
We integrated Eqs. (S12, S13) using a straightforward
Euler scheme in C++, which, for system sizesM . 1000,
we found to be numerically faster than an adaptive time-
step 4th-order Runge-Kutta algorithm and much simpler
than implicit integration schemes, which we expect to be
more stable for larger M .
To complement Eqs. (S12, S13), please note that the
boundary terms of species a and b are constrained by the
domains of existence for the rates, that is, all rates are
equal to zero when the indices for species a are less than
1 and larger thanM , or less than 2 and larger thanM for
the indices of species b. Note that we have assumed that
clusters of size 1 are always disordered, i.e. b1= b˙1=0.
As mentioned in the main text, we fixed the model pa-
rameters to M =400, A=800, v= b0= =1, µ=0.025,
 aa=1.6, !0=10
 4, if not stated otherwise.
Dynamical and Steady-State Properties
Fig. S6 shows the evolution of individual distributions
ak, bk over time, for the parameters and data shown in
Fig. 4 ( ab=0.2 and  bb=1). It can be seen that there is
little change at intermediate times, and that the dynam-
ics only speeds up drastically when there is a significant
fraction of b clusters.
To estimate the degree of system size dependence, we
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FIG. S6. Evolution of cluster species distributions: (a) disor-
dered species ak, (b) ordered species bk, and (c) sum of both
ak + bk.
varied M and A simultaneously while ⇢=M/A=0.5. As
can be seen in Fig. S7, there is little change in the mass
fractions and distributions (apart from some artefacts
at the maximal cluster boundary) which become quickly
stationary.
The inter-species fluxes of the mass, J
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FIG. S7. Stationary total cluster distribution ak+bk as a func-
tion of the system size M . Parameters:  aa=1.4,  ab=0.2,
 bb=0.8, q0=0.01.
as depicted in Fig. 5(c), are given by:
J
(b!a)
1 =  (2b2 +
MX
i=3
bi) 
M 1X
i=2
 i,1bia1,
J
(b!a)
k
k>1
= k ·
 
 
M kX
i=2
 i,kbiak   !kak
!
, (S14)
and
J
(a!b)
k
k>1
= k ·
⇣
 (bk+1   bk)
+
k 1X
i=2
 i,k ibiak i  
M kX
i=1
 k,ibkai + !kak
⌘
, (S15)
which is analogous to the rates a˙k, b˙k with all species-
internal rates set to zero. To complement Fig. 5(c),
Fig. S8 shows the individual contributions proportional
to  ,  i,k, and !k, respectively. From Eq. (S14) it is ob-
vious that species a only gains by evaporation of ordered
clusters into single, disordered filaments. In contrast,
species b gains cluster mass by coalescence of smaller or-
dered and unordered clusters, transfering it to large clus-
ter sizes, which is only balanced by filament evaporation.
Parameter Space and Hysteresis
The stability diagram Fig. 4(d,e) was obtained by
starting with initial conditions ak(t = 0)=  1,k, bk(t =
0)=0 for the lower branch [Fig. S9(a)] and a set of sta-
tionary, b-dominated distributions ak(t = 0), bk(t = 0)
for the upper branch [Fig. S9(b)]. The corresponding
hysteresis in Fig. 4(e) was obtained by subtracting these
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FIG. S8. Stationary inter-species particle fluxes J
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k (a)
and J
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k (b) and individual rate contributions as a function
of cluster size k. Parameters and data identical to Fig. 4.
stationary masses. In addition to the phase space of vary-
ing  ab and  bb, we also performed this procedure for
varying ⇢=M/A and  bb in Fig. S10, since particle den-
sity another relevant control parameter of active matter
systems like in the WASP simulations. Again, a dis-
continuity and hysteresis is observed for varying density.
Similar to Fig. 4(d,e), the appearance of a bifurcation
point seems to be primarily determined by the scattering
amplitude  bb.
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FIG. S9. Density plot of the stationary mass fraction  b as
a function of  ab and  bb with di↵erent initial conditions: (a)
dominated by a clusters, and (b) dominated by b clusters.
Parameters and data identical to Fig. 5(d,e).
di↵erent parameters and the presence of the instabil-
ity, we recorded them while varying the parameters in
Figs. S11. The amplitude of J
(a!b)
k is minimal in the
disordered, a-dominated phase, become strong in the or-
dered, b-dominated phase, and is maximal close to the
transition. As expected, below the bifurcation point the
fluxes vary quickly, but continuously, while they become
discontinuous above.
It should be noted that we also varied di↵erent pa-
rameters like  , µ,  aa, and !0, and found no qualita-
tively di↵erent behavior. As elaborated by the authors
of Refs [10],  aa,  0 and their ratio determine the shape
of the distribution ak in the absence of species b and ex-
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FIG. S10. Density plot of the stationary mass fraction  b
as a function of  bb and the density ⇢ with di↵erent initial
conditions: (a) dominated by a clusters, and (b) dominated
by b clusters. Parameters:  aa=1.8,  ab=0.15, !0=10
 3.
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FIG. S11. Contour maps of the flux J
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and  ab at di↵erent points in parameter space,  bb=2.5 (a,b),
 bb=0.5 (c), and  bb=0.25 (d). Above the bifurcation point
at  bb ⇡ 0.5, two branches are present (a,b). Parameters and
data identical to Fig. 5(d,e).
hibits a critical transition from a unimodal to a bimodal
distribution. For our system, we took parameter such
that they are always below this point to avoid structure
formation in this domain.
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MOVIE DESCRIPTIONS
movie1.mov: Time evolution from an initially disor-
dered system to a nucleated state.
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2 Robustness of the Vicsek ordering
paradigm
2.1 Background
In this section we aim to address the basic issue whether the phenomenology of
the original Vicsek model is sufficient to qualitatively understand more versatile
microscopic active models with polar alignment. In particular, these questions are:
1. Is the phase transition from disorder to polar order universal?
2. How generic is the Vicsek ordering paradigm (VOP)3?
3. Can we identify generic criteria to classify (polar order) transitions?
Concerning point 1, within the last years several authors have proclaimed the
existence of a (polar) ’Vicsek universality class’ [18, 19, 53, 57, 86], and suggested
that most agent-based models and experiments with polar pattern formation would
actually belong to this class, rendering all quantitative differences of the microscopic
alignment interactions as irrelevant on macroscopic scales. However, recent studies
of a model of vibrating discs by Lam et al. [38, 56] challenge this conjecture (see
also below in section 2.3), posing the question exactly how generic the Vicsek
behavior is for arbitrary polar alignment models.
In the following, we will first review the properties of the Vicsek ordering paradigm
using the kinetic theory introduced by Bertin et al. [42, 52, 54], which constitutes a
continuous mean-field version of the Vicsek model. This will in many parts repeat
the analysis of section 1.3, chapter II. Then, we will sketch how to approach models
with more detailed alignment interactions than the simple Vicsek collision rule,
and how to continuously vary them towards physically realistic representations of
microscopic models. Subsequently, we will perform a detailed bifurcation analysis of
the stationary states and show that there is a whole plethora of different dynamical
phenomena. In these models, Vicsek universality and the VOP break down as one
imposes more physically reasonable alignment rules. Using a modified Vicsek model,
we also show that the critical behavior is altered in agent-based simulations.
2.2 Revisiting the kinetic approach for the Vicsek model
As in section 1.3, chapter II, we consider a dilute system of point-like particles, which
are self-propelled with a velocity v0 and subject to orientational diffusion as well
3 Note that the VOP predicts a transition from a homogeneous, disordered phase via polar
pattern formation towards a homogeneous polar phase upon changing the control parameters,
as it was introduced in chapter I and the beginning of this chapter (see Fig. III.1(a,b)).
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as binary collisions. We further neglect particle chirality (corresponding to κ0 = 0
in section 1.3, chapter II) and any higher-order collisions or correlations. Then
the kinetic Boltzmann equation [42, 52, 54, 55, 78, 117, 118] for the one-particle
distribution function f (r, θ, t) reads
∂tf +v0eθ·∂rf = Id[f ]+Ic[f , f ] , (III.11)
which describes the evolution of f (r, θ, t) within a phase-space element dr dθ (see
also Eq. (II.10)). Note that eθ is the unit vector in direction θ. As before, we can
rescale the Boltzmann equation by setting the particle quantities d = λ = v0 = 1
without loss of generality. In Eq. (III.11) particles are subject to orientational
diffusion and binary particle collisions, as given by the terms Id[f ] and Ic[f , f ],
respectively:
Id[f ] = 〈
piˆ
−pi
dφf (φ) [δ(θ − φ− η)− δ(θ − φ)]〉η , (III.12)
Ic[f , f ] = 〈
piˆ
−pi
dφ1
piˆ
−pi
dφ2S(|φ1 − φ2|)f (φ1)f (φ2)
× [δ(θ − 1
2
(φ1 + φ2)− ζ)− δ(θ − φ1)]〉ζ , (III.13)
where S(ψ) = 4| sin(ψ
2
)| is the scattering cross section for spherical particles in
two dimensions. For the diffusion integral Id[f ], it is assumed that the angular
noise η is Gaussian distributed with amplitude
√
Var[η] = σd . The specificities of
the Vicsek collision rule are reflected in Eq. (III.13): the structure of the collision
kernel [δ(θ − 1
2
(φ1 + φ2)− ζ)− δ(θ − φ1)] is such that the two colliding particles
align along their mean direction φ1+φ2
2
, irrespective of their relative orientation
prior ot collision, φ1 − φ2. In addition to alignment, a constant Gaussian collision
noise ζ with variance σ2c is added. For simplicity, and for the lack of any other
motivation, this noise amplitude is set equal to the diffusion noise in the original
description of the Vicsek model, i.e. σc = σd = σ [42, 52, 54]. Then, the
only remaining free parameters are the noise amplitude σ and the mean particle
density ρ¯=A−1
´
A
dr
´ pi
−pi dθ f (r, θ, t). Further progress in analyzing the Boltzmann
equation (III.11) is provided by a Fourier expansion of the distribution f (r, θ, t)
into its angular momenta via fk(r, t)=
´ pi
−pi dθ e
iθk f (r, θ, t), which yields
∂tfk +
1
2
[
∂x(fk+1+fk−1)−i∂y (fk+1 − fk−1)
]
= −(1−Pˆk(σ))fk+
∞∑
n=−∞
In,k fnfk−n,
(III.14)
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with Pˆk(σ) = e−(kσ)
2/2 and the collision integrals In,k(σ) are given by
In,k(σ) =
piˆ
−pi
d∆
2pi
S(|∆|)
[
Pˆk(σ) cos(∆(n − k/2))− cos(∆n)
]
, (III.15)
where the integration runs over all incoming angles ∆ := |φ1 − φ2|. For Vicsek
alignment in the binary limit, Eq. (III.15) can be exactly solved:
In,k(σ) = 8
pi
(
Pˆk(σ)
(k − 2n) sin[(k − 2n)pi/2]− 1
(k − 2n)2 − 1 +
1− 2n sin[npi]
4n2 − 1
)
(III.16)
In general, Eq. (III.14) constitutes an infinite hierarchy of nonlinear equations that
couples all Fourier modes fk . For k=0, Eq. (III.15) yields the continuity equation
∂tρ=−∇·j for the local density ρ(r, t):=f0(r, t) with the particle current given
by j(r, t)=v0(Re f1, Im f1)T . Note that f1 is a measure of the local polarization
or polar order parameter |f1| = ρ¯P, and likewise is |f2| = ρ¯N (recall that ρ¯
is the homogeneous density). The real and imaginary parts of fk represent the
contributions in x- and y-direction, respectively. Since In,0=0 for all n, there exists
a homogeneous disordered state with f0 = ρ¯ and all other fk = 0 which solves
Eq. III.14 for all parameters ρ¯ and σ. To linear order, the dynamics of small
perturbations δfk with respect to this isotropic state is given by
∂tδfk = µk(ρ¯,σ)δfk where µk(ρ¯,σ) = (I0,k + Ik,k)ρ¯− (1− Pˆk(σ))
(III.17)
quantify the local linear stability of this state. For the Vicsek collision rule, only
I0,1 + I1,1 and hence µ1 can become positive for small σ (since 1− Pˆk(σ) > 0),
defining a critical density at µ1(ρc ,σ):=0: ρ1(σ) = pi4λ(1−e−σ
2/2)/(2e−σ
2/2−4/3)
which behaves ∝ σ2 for small σ and diverges for σ → (−2 log 2
3
)1/2 ≈ 0.9
(Fig. III.17(a,d)). ρ1(σ) can also be inverted, yielding the critical noise σ1(ρ¯).
Further progress to elucidate the character of this transition can be achieved
by truncating the hierarchy Eq. (III.14) to only include the slow variables of the
dynamics. Following Ref. [52], we assume small currents f1  1 in the vicinity of
the transition and argue that ρ− ρ¯ ∼ f1, ∂x/y ∼ f1, ∂t ∼ f1, f2 ∼ f 21 . From this,
we retain only terms up to cubic order in f1 in Eq. (III.14). After some algebra one
can obtain a closed set of hydrodynamic equations for f0 and f1, please refer to
section 1.4.3, chapter II for details. First, we will focus on the solutions of the
hydrodynamic equations at the homogeneous level, which read as
∂tf1 = (µ1 − ξ1|f1|2)f1 (III.18)
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when spatial gradients are neglected. The coefficient of the cubic term is given by
ξ1 = −I1,2(I−1,1 + I2,1)
µ2
. (III.19)
The nonlinear Eq. (III.18) yields the homogeneously ordered solution
f1 =
√
µ1
ξ1
, (III.20)
which is only stable above threshold µ1 > 0 when ξ1 > 0. As can be seen from
Fig. III.17(e), indeed ξ1 > 0 everywhere along the region where also µ1 > 0,
rendering the ordering onset to be a supercritical transition with a critical exponent
1
2
. Here, we refer to µ1 as a local stability criterion since we have so far neglected
the spatial gradients of Eq. (III.14). A posteriori, this justifies the assumption
that polar order is small in the vicinity of the onset. It is important to emphasize
that Toner and Tu postulated equations with the same cubic behavior for the slow
modes of the Vicsek model, but using only symmetry arguments on the macroscopic
level [50, 69].
To go beyond the vicinity of the onset, it is no longer justified to neglect the
influence of higher-order modes by using weakly nonlinear assumptions (Eq. (III.18)).
Therefore we have numerically solved for the homogeneous solutions Fk(σ, ρ¯) of
Eq. (III.14) for large modes K ≥ k ≥ 1 (K  1), setting all terms involving fm>K
to zero. See also section 1.3.3, chapter II for further details on this adaptive mode
solving scheme. Here, the stationary modes Fk(σ, ρ¯) exhibit an exponential decrease
as a function of k (Fig. III.17(f)), showing that the relative error of the remaining
truncation scheme shrinks adiabatically for large K . However, the amplitudes of
higher-order Fk also grow very strongly with the distance to the onset, which hence
requires to include ever higher orders. Fig. III.17(b) shows the corresponding values
of the polar order P(σ, ρ¯) = F1(σ, ρ¯)/ρ¯ for different values of ρ¯ in comparison to
the solution of Eq. (III.18). To complete the above analysis of the critical behavior
for the hydrodynamic equations on more general grounds, we found that, within a
reasonable range above the onset, all solutions obey the same scaling relation
f1(σ, ρ¯) ∝ ρ¯ · Λ(σ1 − σ
ρ¯a
) (III.21)
where the scaling function is given by Λ(x) = xb, with the critical exponent of
the Vicsek class being b = 1
2
and similarly a = 1
2
due to σ1 ∝ √ρ¯ for small ρ¯
(Fig. III.17(a)). Hence, rescaling the solutions like f1(σ1 − σˆ√ρ¯, ρ¯)/ρ¯ collapses all
data onto a single master curve Λ(σˆ), as can be seen in Fig. III.17(c).
This critical transition from disorder to polar order is the central aspect of collective
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Figure III.17 (a) Critical line ρ1 at which the disordered state becomes unstable. The
dashed lines denote the density slices of (b,c). (b) Polar order P of homogeneous
solutions Fk(σ, ρ¯) (solid lines) and of f1 =
√
µ1
ξ1
(dashed lines) at different densities. (c)
Corresponding scaling function Λ(σˆ) shows the critical behavior of the Vicsek class, with
a scaling exponent of σˆ0.5. (d) Behavior of I0,k + Ik,k as function of σ, which is an
upper bound of µk , shows that only mode k = 1 can become unstable. (e) Behavior of
ξ1 as a function of ρ¯, σ. Note that for the transition at µ1 = 0, ξ1 is always positive.
(f) Amplitude of numerical solutions Fk at different σˆ for ρ¯ = 2. While Fk decreases
exponentially with k, they also exponentially grow with σˆ. (g) Growth rates S(q) of
inhomogeneous perturbations of Fk as a function of wavenumbers q, for different σ at
ρ¯ = 1. At intermediate σ, S(q > 0) < 0 and hence Fk is stable. Inset: growth rate at
q = 0.5 shows the stability of σ-regions. Note that for small σ, the homogeneous state
becomes again unstable (see also Fig. II.10, chapter II for the re-entrant stability).
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order in the kinetic theory, and early studies of the Vicsek model suggested that this
was the only relevant instability [49, 66, 67]. Yet, the corresponding homogeneously
ordered solutions, which are locally stable, are in fact laterally unstable in the
vicinity of the onset, which renders the transition to be ultimately discontinuous
and gives rise to stationary polar patterns, in agreement with numerical studies [55]
and agent-based simulations [41, 45]. Please refer to section 1.3.3 (in particular,
see Eqs. (II.16, II.17, II.18)), chapter II for further details on the (lateral) stability
analysis of the Vicsek model for a system of K modes and how to obtain the
growth rates S(q). Here, the corresponding dispersion relation of inhomogeneous
perturbations is such that there exists a finite band of unstable wavenumbers
q ∈ [0, qc ] which destabilize the ordered state (see Fig. III.17(g)). Adapting the
terminology of Greenside and Cross [158] for the classification of linear dispersion
relations, this corresponds to an instability of type IIs . As one goes deeper into
the ordered phase by further increasing ρ¯ or decreasing σ, the homogeneous state
eventually becomes stable [54, 157]. This marks the second phase transition line
(ρ2,σ2) of the polar active system. Hence, the kinetic Boltzmann approach fully
recovers the Vicsek ordering paradigm (VOP) that was initially established in
simulations of the Vicsek model.
2.3 Kinetic Boltzmann ansatz for generic alignment
models
While the above derivation has already been established previously [42, 52, 54], let
us make some critical remarks about the underlying assumptions that enter the
kinetic theory. In particular, we highlighted that the observed behavior depends
crucially on the collision integral Ic [f , f ] of Eq. (III.13) and its corresponding Fourier
components In,k of Eq. (III.15). In,k , in turn, depends specifically on the Vicsek
alignment rule, which impose perfect half-angle alignment of binary collisions, plus
an angle-independent, constant Gaussian noise. Let us compare this with a typical
situation of alternative alignment processes of colliding objects, which are gradual
and continuous in time and have a finite correlation time/length, and are frequently
encountered in experiments or agent-based simulations [20, 25–27, 36, 37]:
• For large incoming angles ∆ := |φ1− φ2|  0 one would expect only a small
increase of alignment, or even anti-alignment for the case of active rods, due
to the large relative velocity of the objects and the resulting short duration
of the collision.
• For small incoming angles ∆ pi, the collision duration increases drastically
resulting in a further alignment that saturates when the active objects are
perfectly parallel and touching.
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• Furthermore for extended objects, the collision may strongly depend and
many more microscopic degrees of freedom than just the relative angle ∆,
like the impact parameter, which results to a complicated scattering spectrum
of the outgoing angles. Here, the collision noise ζ of the kinetic theory plays
the role of emulating this complicated, possibly chaotic influence on average,
which enters the analysis via its standard deviation σc . Likely, the variance
of scattering is minimal for ∆ pi and maximal for ∆ = |φ1 − φ2|  0 due
to the differences in the relative velocities.
In simple words, this would imply that polar order in gradually-aligning model
systems is predominantly driven by acute collision angles, and disalignment by
obtuse angles. Indeed, this diagnosis also describes interactions in the experimental
actin motility assay and the WASP simulations (see also sections 2, chapter II
and 1). On the other hand, the Vicsek collision rule is almost diametrically opposed
to this situation: the degree of alignment is strongest for large incoming angles
∆ ≈ pi and minimal for ∆ ≈ 0; since the collision noise is independent on ∆ and
also contributes for ∆ = 0, there is even an effective misalignment at small ∆
(Fig. III.18(a)). This assessment of alignment is similar to the analysis of Lam et
al. [38, 56], who found a discontinuous transition to polar order on the basis of their
specific model of aligning discs, which they attribute to these differences in the
effective alignment: that is, obtuse-angle-alignment favors a supercritical transition
as opposed to acute-angle-alignment, which drives a discontinuous transition.
Naturally, this poses the question to which extent the above results for the Vicsek
model are at least qualitatively applicable to more general alignment models, or in
plain words: how ’large’ is the Vicsek universality class in the space of all possible
models (Fig. III.18(b))? Can we find different criteria to classify the (polar) ordering
phenomena in active systems?
To this end, we will draw three different case studies of polar alignment models,
which are parametrized such that they depart continuously from the Vicsek model.
In general, let Φ(∆) be the alignment kernel and P˜k(∆) the Fourier component of
a collision noise ζ with distribution P(ζ,∆) of a model such that binary collisions
with an incoming angle ∆ yield an outgoing angle Φ(∆) + ζ, then the collision
integrals read
In,k =
1
pi
ˆ pi−ψ
0
d∆S(|∆|)
(
P˜k(∆) cos [∆(n − k/2)] cos [kΦ(∆)/2]− cos[n∆]
)
.
(III.22)
In this way, we can quantify arbitrary alignment assumption by imposing the specific
functions Φ(∆) and P˜k(∆), where collision and diffusion noise, σc , σd , can be
independent. Note that we have also introduced a cut-off parameter ψ, which
is equivalent of setting Φ(∆ > pi − ψ) = ∆ in the Boltzmann equation (i.e. no
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Figure III.18 Schematic of different alignment models, illustrated by different binary
collision curves. (a) Comparison of Vicsek alignment (upper-left part) with gradual
alignment of mixed nematic and polar symmetry (lower-left part), similar to alignment
in the WASP model. In the 4 cases depicted, the alignment kernel Φ and the standard
deviation of collision noise
√〈ζ〉 are sketched. Blue arrows in the binary statistics depict
the ordering tendency (upwards: anti- or misalignment, downwards: alignment). (b)
Illustration of the ’space’ of alignment models. ’Realistic’ systems only constitute a small
subspace, which do not necessarily coincide with the domain of the Vicsek class.
alignment for ∆ > pi − ψ). Here the Vicsek model is recovered for Φ(∆) = 0 and
P˜k(∆) = Pk = e
−(kσ)2/2 (where σ = σd and ψ = 0). The three cases considered
below are illustrated in Fig. III.18(b) and given by:
1. Restricted Vicsek alignment, parametrized by ψ and σc : Φ(∆) = 0 for
∆ < pi − ψ, Φ(∆) = ∆ otherwise, and P˜k(∆) = e−(kσc )2/2.
2. Refined Vicsek noise, parametrized by a and b: Φ(∆) = 0 and P˜k(∆) =
e−(kσc (∆))
2/2 with σc(∆) = aσb.
3. Realistic alignment, parametrized by c and d : Φ(∆) = G (∆, c , d) (with
G having both polar and nematic symmetry terms, see section 2.3.3) and
P˜k(∆) = 1 for simplicity.
Using these examples we will repeat the above analysis of section 2.2 and identify
the behavior of the phase diagram using a detailed bifurcation analysis: first, we
will focus on the homogeneous states and their corresponding transition properties
in terms of local stability. Then in section 2.5, we will specify their stability for
spatially extended systems, which leads to pattern formation.
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2.3.1 Restricted Vicsek aligment
In this first example, we consider a alignment kernel and collision noise assumption
as the following:
Φ(∆) =
{
0 for ∆ ≤ pi − ψ
∆ for ∆ > pi − ψ ,
P˜k(∆) = e
−(kσc )2/2 . (III.23)
This is motivated by the assumption that alignment is predominantly located at
acute collision angles ∆ and that diffusion and collision noise are independent
variables. Here, polar alignment is perfect only within a collision cone of angle ψ
and zero otherwise (Fig. III.19(a). The collision noise is a Gaussian fluctuation
constant in ∆, independent of the diffusion noise σd . With these definition one
can still exactly solve Eq. (III.22) which yields
In,k(σ) = 1
pi
ˆ pi−ψ
0
d∆S(|∆|)
(
P˜k(∆) cos [∆(n − k/2)]− cos[n∆]
)
=
8
pi
(
1− 2n cos[ψ/2] sin[n(pi − ψ)]− sin[ψ/2] cos[n(pi − ψ)]
4n2 − 1 + Pˆk(σc)×
(k − 2n) sin[(pi − ψ)/2] sin[(k − 2n)pi/2] + cos[(pi − ψ)/2] cos[(k − 2n)pi/2]− 1
(k − 2n)2 − 1
)
(III.24)
where one recovers Eq. (III.16) for ψ → 0 and σc → σd . From this we can readily
calculate the linear coefficients of the disordered stationary state fk = 0 (k 6= 1)
as a function of the cut-off angle ψ. Interestingly, not only the first coefficient
µ1 can become positive but also higher orders, in particular µ2: this can be seen
when plotting I0,k + Ik,k (Figs. III.19(c,f,g)) which, in the limiting case for ρ¯ 1
and σ → 0, are proportional to the linear coefficients µk → µmaxk = ρ¯(I0,k + Ik,k).
Hence, not only homogeneous polar order may emerge, but also nematic order
beyond a certain value of ψ (Fig. III.19(g)). Fig. III.19(b) shows the corresponding
onset lines µ1 = 0 and µ2 = 0 for varying density and diffusion noise. Note that
for nematic order to be dominant, µ2 > 0 needs to be the only unstable mode,
which holds true only in a small region in parameter space at larger densities ρ¯.
Furthermore, the limiting behavior of the transition curves is different from the
ordinary Vicsek model with the critical noise σd ,1 →∞, because of the decoupling
of diffusion and collision noise. This means that there is a finite density, at which
ordering due to collisions (which is a nonlinear effect) cannot be suppressed by any
finite diffusion. Hence, we will concentrate on rather low ρ¯, σd where the typical
square-root scaling of the transition is still present and where we can focus on the
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Figure III.19 (a) Illustration of the alignment kernel Φ(∆) for the restricted Vicsek
model. Alignment only takes place for ∆ in the interval [0,pi − ψ] (pink-shaded region).
(b) Onset of polar order (µ1 = 0, solid lines) and nematic order (µ2 = 0, dashed lines) as
a function of ρ¯ and σd for different cut-off angles ψ. Note that for large densities and ψ,
the onset of nematic order dominates (shaded regions). (c) I0,k + Ik,k for different k
and ψ. (d) Critical noise σd ,1 for different σc , ψ (e) Scaling of σ1,d for pi − ψ. Contour
maps of (f) I0,1 + I1,1 and (g) I0,2 + I2,2 for different ψ, σc . For (b,c,e): σc = 0; for
(d,e): ρ¯ = 0.1.
formation of homogeneous polar order rather than nematic order. Note that the
collision noise σc has a similar influence on the transition curve as diffusion noise
σd (Fig. III.19(d)), by lowering the threshold value. As can be seen in Fig. III.19(e),
introducing ψ also strongly suppresses the (polar) critical noise σd ,1, and one can
easily check that it exhibits power law scaling with (pi−ψ)2 around maximal cut-off
ψ → pi:
σd ,1 =
√
−2 log[1− (I0,1 + I1,1)ρ¯]
≈
√
ρ¯(pi − ψ)2
2
√
pi
+O((pi − ψ)2) (III.25)
While the value µ1 determines only the onset of linear instability and hence polar
order, we are left to calculate the ordered solutions and their stability. In the
vicinity of the transition, it was argued that the ordered state is, to lowest order,
described by the solution of the cubic Eq. (III.18), f1 =
√
µ1/ξ1, where the sign of
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the cubic coefficient ξ1 determines whether Eq. (III.18) is super- or subcritical, with
f1 either stable or unstable. Remarkably, for the restricted Vicsek model, ξ1 may
become negative for sufficiently large cut-off angle ψ. From the functional form
of Eq. (III.19), we can trace back the sign change to the term I2,1 + I−1,1. Here
we have excluded µ2 = 0, since this corresponds to the nematic onset at which
the polar order is no longer dominant, and the remaining term I1,2 stays positive
(Figs. III.20(a-c)). As a result, the onset of polar order undergoes a bifurcation from
a supercritical to a subcritical transition in terms of local stability, with a critical point
ψc ≈ 1.83064 (at σc = 0). The corresponding lowest-order solutions Eq. (III.20)
are hence unbound and become unphysical as they diverge (Fig. III.20(d)). This
peculiar breakdown of the hydrodynamic description is analogous the active system
of Refs. [38, 56] and apparently refutes a classification into the Vicsek universality
class, despite only minor modifications of the original Vicsek model. Figs. III.20(c)
show the parameter regions in which the onset is super-or subcritical, respectively,
as a function of ψ and σc . Since ψ ≤ ψc corresponds to alignment cones that are
smaller than pi/2, collisions can only compensate a moderate amount of collision
noise σc (see Fig. III.20(b)) which further decreases acute angle alignment in the
remaining alignment cone.
In the subcritical regime, we can no longer resort to low-order approximations to
specify the stationary solutions and are required to calculate the full solutions Fk
(k ≤ K ) for large K using the adaptive mode solving scheme introduced in detail
in section 1.3.3, chapter II. Once we have found a solution, we used a pseudo-
arclength continuation method to continuously track the solutions towards different
parameter values. This has the advantage that one can continuously quantify
all connected branches of the subcritical onset. Figs. III.20(d-f) show the polar
order P obtained from the higher-mode solution corresponding to the subcritical
bifurcation. Here, the upper and the lower branch are locally stable, separated by
an unstable branch which is approximated by the solution
√
µ1/ξ1. Consequently,
there exists a subcritical region where both the ordered and the disordered state
are locally stable. At the onset µ1 = 0, a disordered system would hence locally
jump discontinuously from P = 0 to the upper branch at ∆P+, which represents a
very different bifurcation scenario than in the original Vicsek case (section 2.2). In
Figs. III.20(e,f) we have quantified the bistable region as a function of ρ¯ and ψ for
different values of σd (for simplicity we set σc = 0). While the size of this region is
rather small compared to the total size of the ordered domain, Fig. III.20(g) shows
that the ’jump size’ ∆P+ at onset increases as σd decreases. Thus at the onset
and in the absence of spatial perturbations, the corresponding systems would jump
from complete disorder to almost perfect polar order.
182 Dynamical processes, phase transitions and criticality
(a)
(e)
(f)
(b) (c)
No
order
Super-
critical
Sub-
critical
0 0.0 0.1-0.1-0.2 0.20
0.2
0.4
0.6
0.8
1.0
1.4
1.8
2.2
0 0.5 1.0 1.5 2.00
0.2
0.4
0.6
0.8
1.0
2.0 2.2 2.4 2.6 2.8
1
3
5
2.0 2.2 2.4 2.6 2.8
0.0
0.2
0.4
0.6
0.8
1.0
0.2
0.4
0.6
0.8
0 1 2 3
10-2
100
10-4
0
0.2
0.4
0.6
0.8
0
-0.4
0
0.4
(d)
(g)
Figure III.20 (a) Dependence of different collision integral modes in the cut-off angle
ψ. While I1,2 > 0, the other factor of the nonlinear coefficient ξ1, I2,1 + I−1,1, changes
sign at ψ = ψc . (b) Dependence of the sign change I2,1 + I−1,1 on ψ and σc . (c)
Phase diagram of systems exhibiting either a supercritical, Vicsek-like transition to order
(dark-beige shading), a subcritical one (light-beige shading), or no onset (gray shading)
for different ψ and σc . This was obtained by superimposing −(I2,1 + I−1,1) > 0 of (b)
and I0,1 + I1,1 > 0 of Fig. III.19(f) (with µmax1 := ρ¯(I0,1 + I1,1)). (d) Polar order at the
onset as a function of σ˜ := σd/σd ,1 − 1, obtained from lowest order Eq. (III.20) (dashed
lines) and from Fk of the adaptive mode truncation scheme with K = 50 (solid lines) for
ρ¯ = 0.1. For ψ > ψc the bifurcation becomes subcritical. (e,f) Bifurcation scenarios for
different ψ, ρ¯, for σd = 0.5 (e), and for σd = 0.1 (f). A red line exemplarily depicts the
jump size ∆P+. (g) Dependence of ∆P+ as a function of ψ for different σd . For (a,
d-g), σc = 0.
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2.3.2 Refined Vicsek collision noise
In our second example, we consider the standard Vicsek alignment kernel, but with
a differential collision noise assumption parametrized as the following:
Φ(∆) = 0,
P˜k(∆) = exp[−(kσd Υ(∆))2/2] with Υ(∆) = a∆b . (III.26)
which is motivated by the assumption that the collision outcome hardly varies for
small incoming angles ∆, but strongly for large ∆ which is true for b > 0. Note
that collision noise is now coupled with diffusion noise, and that the standard Vicsek
case is recovered for a = 1 and b = 0. Hence we are left to analyze the behavior
of the model for different a, b. We consider two examples with a = 0.5, b = 2 and
a = 0.3, b = 3 to distinguish the influence of the different parametrizations (see
cases 1, 2 in Fig. III.21(a), respectively). For both cases, there exist critical points
at which the nonlinear coefficients of the hydrodynamic equations, ξ1, changes
sign within the range of the polar onset, defined by µmax1 = ρ¯(I0,1 + I1,1) > 0
(Fig. III.21(b)). This indicates a local bifurcation scenario from a super- to a
subcritical transition to polar order, as for the previous model in section 2.3.1.
Figs. III.21(d,e) show the transition curves of both examples, including the critical
point. Here, we have calculated the homogeneous steady states Fk and quantified
the domain of the subcritical branches using the adaptive mode solving method for
K = 40; the corresponding solutions of the polar order P for different densities
ρ¯ are given in Figs. III.21(f,g). For large densities, the discontinuity is extremely
strong with the jump size ∆P+ approaching unity. Furthermore, this demonstrates
that there is, in fact, a vast bistable parameter region which covers a good fraction
of the ordered regime (compared to the onset value σd ,1). Interestingly, this regime
continues to grow with ρ¯ beyond the range of densities that were numerically
feasible. From the model definitions Eq. (III.26) it is clear that the parameter a
in the collision noise is defined collinear to σd , such that for the values of the
collision integrals In,k(σd · a, b) a relative change of a can be always compensated
by an inverse change in σd . Since the criticality of the onset at infinite densities
ρ¯ → ∞ depends only on the sign of the collision integrals I2,1 + I−1,1 when
µmax1 = ρ¯(I0,1 + I1,1) > 0, we can, without loss of generality, subdivide the domain
of parameters into a supercritical and a subcritical regime, respectively, by changing
b and a · σd . Fig. III.21(c) shows that beyond a threshold exponent b∗ ≈ 1.05,
the phase portraits always exhibit a subcritical bifurcation point at the onset,
as in Figs. III.21(d,e). Below b∗, the transition to homogeneous order is always
supercritical. Above b∗, the discontinuous character of the transition and the
domain size of the subcritical region grows successively with b, as can be seen by
the comparison of cases 1 and 2 in Fig. III.21. In total, this analysis shows that an
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Figure III.21 (a) Differential collision noise Υ(∆) for two different cases: a = 0.5, b = 2
(green line, (1)); a = 0.3, b = 3 (pink line, (2)). (b) Critical behavior of cases 1 (green
lines), 2 (pink lines) as illustrated by the sign of collision integrals I0,1 + I1,1 (solid lines)
and I2,1 + I−1,1 (dashed lines): the bifurcation point occurs when I2,1 + I−1,1 = 0
while I0,1 + I1,1 > 0. (d,e) Phase portraits for varying ρ¯ and σd , corresponding to the
parameters depicted in (a). The blue lines depict the onset noise σd ,1, red-dashed lines
show ξ1 = I2,1 + I−1,1 = 0, the blue circle the subcritical bifurcation point. The gray
lines depict the domain boundaries of homogeneous solutions Fk obtained by adaptive
mode solving (see (f,g)), which mark the border of the subcritical branch (orange). (f,g)
Polar order P = F1/ρ¯ as a function of σd for various ρ¯, corresponding to the parameters
depicted in (a). The unstable branches are depicted by light dashed lines.
angle dependence of the collision noise is capable of changing the local bifurcation
scenario of the active system. For a subcritical transition, a certain ’imbalance’
between acute and obtuse scattering is required, as indicated by the finite value of
b∗.
2.3.3 Variable alignment rules
In our third example, we choose a parametrization of the collision kernel which
resembles the gradual alignment that is often encountered in experiments or agent-
based simulations [20, 25–27, 36, 37], including the motility assay or the WASP
simulations of the previous sections. For simplicity, we set the collision noise to
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zero in order to fully concentrate on the effect of the collision kernel alone. The
assumptions then read:
Φ(∆; e, f ) = pi
arctan[f (∆− pi/2− e)] + arctan[f (pi/2 + e)]
arctan[f (pi/2− e)] + arctan[f (pi/2 + e)] ,
P˜k(∆) = 0 . (III.27)
While the particular functional form could also have been chosen differently,
Eq. (III.27) has interesting features: as can be seen in Fig. III.22(a,b), vary-
ing the parameter e changes the alignment symmetry from a perfectly nematic
alignment at e = 0 to a polar alignment at e = pi/2, and changing f changes
the ’strength’ of the alignment, with no alignment at f = 0 and full alignment
at f →∞ (which recovers the Vicsek case for e = pi/2). Hence, it is clear that
there will be an influence of emerging nematic states for small e when alignment
interactions possess mixed polar and nematic symmetries. However here, we will
rather focus on the local stability of the homogeneous polar solution. Since there
are no direct analytical expression for the collision integrals In,k , we calculate them
numerically for different values of e and f . Figs. III.22(c-f) show contour maps
of the collision intergral moments as a function of e and f , which are crucial for
the onsets of polar or nematic order, respectively, or whether there is a super- or
subcritical transition: in Fig. III.22(c) it can be seen that there is a sign change in
I0,1 + I1,1 = µmax1 /ρ¯ indicating that there is no polar onset below the neutral line.
Likewise for the precursor of nematic order I0,2 + I2,2 = µmax2 /ρ¯ (Fig. III.22(d)),
no nematic onset is found above the line µmax2 = 0. Concerning the criticality
of the polar onset, we find that there is a sign flip in ξ1 which predominantly
depends on e, as can be seen by I−1,1 + I2,1 ∼ −ξ1 in Fig. III.22(e). From this,
we can draw a phase diagram of the possible states as a function of e and f
in Fig. III.22(f), illustrating that for any collision ’strength’ f there is always a
finite interval where both types of homogeneous ordered states, polar and nematic,
coexist. Interestingly, the criticality line where ξ1 = 0 is always located inside this
interval. For all collision integrals, a change in f seems to change the situation only
quantitatively. To visualize a specific scenario of the onset of order, we therefore
fixed f = 100 1 such that Φ(∆) is almost fully aligning and σd = 0.4, without
loss of generality. Fig. III.22(g) then depicts the phase diagram for different e and
ρ¯, where the domains of polar or nematic order are shaded red, respectively blue.
Using the adaptive mode solving method, we have explored the polar order P of
the stationary states for K = 40 modes in the polar domain (Fig. III.22(h)). It can
be seen that again, there exists a subcritical parameter region where polar order
prevails below the onset µ1 = 0 and below ξ = 0, as it was already found in the
previous sections 2.3.1, 2.3.2. Interestingly, as the subcritical branch enters the
domain of nematic order µ2 > 0, a critical transition is again recovered here since
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ξ1 ∼ µ2 experiences another sign flip. Why this critical branch still extends far
beyond the domain of µ1 > 0, or how the homogeneous polar state is interacting
with the nematic state, is however beyond the focus of this analysis.
0 0.2 0.4 0.6 0.8 1.00
0.4
0.8
1.2
e
(a)
(b)
(g) (h)
(c)
(d) (f)
0.2
0.3
0.4
0.5
0.6
0.7 e
f
e
f
10010-1 101 102
-0.4
0
0.4
0.2
0.3
0.4
0.5
0.6
0.7 e
f
10010-1 101 102
0
e
0.0 0.5 1.0 1.50.0
0.4
0.8
0.5
1
1.5
e
0.1
0.2
0.5
10010-1 101 102
e
f
00
00
1
f
10
100
(e)
Figure III.22 (a,b) Parametrization of the collision kernel Φ(∆; e, f ) for varying e (a)
and f (b). (c-e) Contour maps of collision integrals as a function of e and f . Red dashed
lines show where the values are zero. (f) Phase diagram for different e and f given by the
zero lines of (c-e). (g) Phase diagram for different e and ρ¯. Red and blue shading denote
the polar, respectively nematic regimes. The bifurcation point where ξ1 = 0 is marked
by a blue dot. The domain boundary of the states depicted in (h) is marked by a black
line, with the subcritical ’pocket’ marked by orange shading. (h) Polar order P obtained
from adaptive mode solving for K = 40 as a function of e, for different ρ¯. Locally stable
branches are marked by solid lines, unstable ones by dashed lines. For (g,h): σd = 0.4.
2.4 Criticality of collective order
The three case studies presented in the previous section provide evidence that, quite
generally, there is a bifurcation that changes the criticality of the ordering transition
from super- to subcritical. In the latter scenario, a homogeneously disordered state
above the onset jumps discontinuously from disorder to strong polar order. These
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Figure III.23 (a,b,c) Integrands C1,2 of Vicsek alignment (full black line in (a)), restricted
Vicsek alignment (black line until ∆ = pi − ψc in (a)), refined collision noise (b) with
b = 2, and gradual alignment (c) with f = 2. For ψ = ψc in (a), positive (green shading)
and negative (pink shading) contributions are balanced. The color gradients depict the
variation of respective parametrizations. (d) Illustration of the ’space’ of models: the
criterion I−1,1 + I2,1 = 0 represents a demarcation line that separates the Vicsek class
from a different, discontinuous flocking class.
ordered states are locally stable against homogeneous perturbations and may exist
even far below the onset where the disordered state becomes locally unstable, as
it was shown in Figs. III.20, III.21, III.22. Let us emphasize again that so far,
this statement holds only when gradient terms of the full Boltzmann equations
Eq. (III.14) are negligible, that is, when we consider homogeneous solutions or the
local stability of a spatially extended system. We will consider the presence of spatial
gradients in section 2.5. As for the criticality of the homogeneous solutions, it was
found that it is associated with the necessary criterion ξ1 = 0 or, in the absence of
nematic solutions, I−1,1 + I2,1 = 0. Coming back to the original expression for the
collision integrals, this criterion is equivalent to the integral expression:
I−1,1 + I2,1 ∼
ˆ pi
0
d∆C1,2(∆) = 0 ,
C1,2(∆) = sin∆ (2 cos∆− 1)
(
P˜1 cos
Φ
2
− cos ∆
2
)
, (III.28)
where P˜1 and Φ are the Fourier-transformed collision noise distribution and the
alignment kernel of an arbitrary parametrization. The meaning of this condition
can be graphically explained: for the simple case of P˜1 = 1 and Φ = 0 (i.e. Vicsek
case with σc = 0), the curve C1,2(∆) has a small positive contribution at acute
angles ∆ and a large negative contribution at obtuse angles ∆ (Fig. III.23(a)); with
the integral over ∆ being overall negative, resulting in a supercritical transition.
For the case of a restricted Vicsek alignment rule, where alignment only occurs
within a cone of angle ψ (section 2.3.1), the sign change is triggered when the
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truncated negative contribution in the integral
´
C1,2 balances the positive part for
ψ = ψc (Fig. III.23(a)). Likewise, for the models with differential collision noise
(section 2.3.2) and gradual alignment with mixed symmetry (section 2.3.3), the
corresponding parametrizations may subsequently deform the negative contribution
of C1,2 until the total integral vanishes (Fig. III.23(b,c)). Note that due the
functional form of C1,2, this effects stems from (i) the fact that non-aligning terms
at large angles ∆ always reduce the negative contribution, without discriminating
randomization by collision noise or anti-aligning effects; and (ii) unperturbed
alignment at small ∆ which would otherwise diminish the positive contribution of
C1,2. As a result, this shows that the criticality of the polar ordering transition can
be changed by exactly the same assumptions that we imposed in the beginning
of this section, and which we claim to refine active matter models towards more
realistic physics of particle alignment: that is, strong alignment and little angular
variation for acute scattering, and little alignment or strong variation for obtuse
scattering. Consequently, we argue that quite generically, more ’realistic’ active
matter models should possess a different onset dynamics (driven by a subcritical
bifurcation) than the Vicsek class (supercritical transition) – and should hence
belong to a different class (Fig. III.23(d)).
2.5 Lateral stability of collective order
Until now, we have analyzed the different alignment models strictly assuming the
absence of any spatial perturbation. The results concerning the change of the onset
criticality are hence only valid for sufficiently small systems where gradients are
small, or temporarily at laterally isolated points of an extended system. This section
is therefore devoted to specify the (linear) stability of the homogeneous steady
states that we found in section 2.3 in the presence of spatial perturbations. Before
we study the stability of stationary states close to the onset of order, in particular
when the local bifurcation scenario changes from super- to subcritical, let us first
revisit the second phase transition from polar patterns to homogeneous polar order,
which is, for the original Vicsek case, located deep in the ordered domain.
2.5.1 Homogeneous polar order revisited
As a first step, let us try to reconcile the full phase diagram behavior of the
presented alignment models with the Vicsek case in section 2.2, that is, to find
the second phase transition beyond which the homogeneous ordered state becomes
stable again [54, 55, 157]. To this end, we need to specify the stability of the homo-
geneously ordered states far above the onset, µ1  0. Please refer to section 1.3.3,
chapter II for a more detailed description of the linear stability analysis. In essence,
we linearize Eqs. (III.14) for small spatial variations of the homogeneous states
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fk(t, r) → (Fk + δfk(t, r)) and calculate the eigenvalues Sk of the system using
a Fourier transform to replace the gradient terms like ∂x → iqx and ∂y → iqy .
Then, the maximal eigenvalue S(q) = maxk Sk with q = |q| determines if the
homogeneous state is stable (S(q) ≤ 0) or unstable S(q) > 0. To begin with, we
consider alignment model 1 (section 2.3.1) with restricted Vicsek alignment and
independent collision noise. For the simplest case, when ψ = 0 and σc = 0, we
recover the Vicsek model without collision noise (but still finite diffusion noise σd).
With these assumptions, the dispersion relation S(q) shows a long-wavelength band
of unstable modes (Fig. III.24(a)), corresponding to a type-IIs instability, throughout
the ordered phase, which possesses a maximal growth rate Smax = maxq S(q) at a
wave number qmax . This resembles, as expected, the onset dynamics for original
Vicsek alignment, see Fig. III.17(g).
However surprisingly, we find no stabilization of the homogeneous states deeper in
in the phase space for larger ρ¯ or lower σd (Fig. III.24(d)). Thus, there is always a
finite band of unstable modes for σc = 0, which produce patterns. Further away
from the onset, we found that the properties of Smax and qmax exhibit a behavior
that is well approximated by a power law scaling Smax ∼ σ1/2d and qmax ∼ σ−3/4d
(Fig. III.24(b,c)). Up to these scaling relations, the dispersion relations look qualit-
atively similar, which suggests that the corresponding emergent patterns should be,
to linear order, comparable and only gradually different. This is of course only a
precursor of the true nonlinear patterns at best, which are unknown at this point.
A stable homogeneous state can be recovered by a finite collision noise σc .
Figs. III.24(e,f) illustrate the stability diagram4 for a fixed density ρ¯ = 0.1 and
varying σd , σc . As it was seen in Fig. III.19(d), the first transition at σd ,1 steadily
decreases and vanishes at σc → σ∞ =
√
log(9/4) ≈ 0.9. In contrast, as σc is
increased, a stable domain of homogeneous, polar order emerges at low σd < σd ,2
with σd ,2 being the second transition threshold of the active system. Here, also
σd ,2 behaves like a power law in σc with a first regime σd ,2 ∼ σ3/2c at low σc , fol-
lowed by σd ,2 ∼ σ2/3c at intermediate σc and finally σd ,2 asymptotically approaches
σd ,1 ∼ (σ∞ − σc)1/2 at large σc . This intriguing behavior is not specific for any
density, but also appears similarly at different values of ρ¯ (Figs. III.24(g,h). We note
that the original Vicsek alignment assumption, as used in section 1.3, chapter II
and in Refs. [42, 52, 54], is represented by diagonal slices with σc = σd = σ
in Figs. III.24(e-h). Hence, the superlinear scaling law σd ,2 ∼ σ3/2c explains the
re-entrant, lobe-like shape of the unstable, pattern-forming parameter region at
small σ in the original phase diagram as it was found in Fig. II.10(b), chapter II.
4 Note that due to the shape of the dispersion, it fully suffices to numerically calculate only one
value S(∆q) with ∆q ≤ qmax and determine its sign, as shown in Fig. III.24(f-h).
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Figure III.24 (a) Dispersion relation S(q) for Vicsek alignment in model 1 (ψ = 0) and
σc = 0, ρ¯, and for different σd . All curves show a band q ∈ [0, qc ] of unstable modes.
As an example, one curve illustrates the values Smax and qmax . (b,c) Maximal growth
rates Smax (b) and wave numbers qmax (c) corresponding to (a). Black triangles depict
power law exponents of 1/2 and −3/4, respectively. (d) Phase diagram for alignment
model 1 with ψ = 0 and σc = 0, as a function of ρ¯ and σd . The color map indicates
Smax at each point, which is positive for all ordered states. (e-h) Corresponding phase
diagrams for varying σd and σc , for ρ¯ = 0.1 (e,f), ρ¯ = 0.2 (g), and ρ¯ = 1. (h). In (e-h)
the shading is given by S(∆q) < 0 (dark blue) and S(∆q) > 0 (light blue) for ∆q = 2.
Here, we discriminate the corresponding states as disorder (D), polar patterns (PP), or
homogeneous polar order (HPO). Black triangles depict power law exponents of 3/2 and
2/3, respectively.
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2.5.2 Onset of polar patterns
Next, we examine the behavior of our alignment models near the onset of order,
and in the presence of a subcritical bifurcation of the homogeneous disordered state.
In particular, we focus on the question whether the latter has a qualitative impact
on the corresponding dispersion relation S(q) and the corresponding stability of
homogeneous states. For alignment model 1 with a finite restriction angle ψ > 0
of the alignment cone, we found that beyond a critical value ψ > ψc = 1.83064
(for σc = 0) when the transition becomes discontinuous, the branch of ordered
solutions extends into a subcritical parameter region. Fig. III.25 compares the
dispersion relations of supercritical and subcritical branches, when either ψ < ψc or
ψ > ψc , respectively. It can be seen that both cases are qualitatively very similar,
resembling a type-IIs instability, and there is no drastic change that would indicate
any kind of bifurcation on the level of patterns. Hence it would be tempting to
conclude that at the onset µ1 = 0, irrespective of its criticality, spatial patterns
emerge in a similar fashion. However, this statement would be premature and only
hold to linear order, and the full nonlinearities of the system, which are particularly
prominent on the subcritical branch, may yield qualitatively different patterns in
the spatially extended system.
Compared to the supercritical case, there remain substantial differences. For
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Figure III.25 (a) Polar order at the onset as a function of σ˜ := σd/σd ,1 − 1 as already
depicted in Fig. III.20(d) with ρ¯ = 0.1, for a supercritical (ψ = 1.6 < ψc , green line) and
a subcritical (ψ = 2.2 > ψc , yellow line) case, respectively. The colored markers depict
the locations of individual dispersions from (b,c). (b,c) Dispersions S(q) for ψ = 1.6 (b),
ψ = 2.2 (c), and ρ¯ = 0.1 for different relative noise values σ˜.
instance, the dynamics from an initially disordered state to the emergence of polar
patterns depends foremost on the local bifurcation structure and then subsequently
from the build-up of gradients due to unstable modes in the dispersion S(q).
Furthermore, the existence of large subcritical polar domains that coexist with
a stable disordered state may, in the presence of local fluctuations, render the
transition to order to be dominated by spontaneous nucleation events even far
192 Dynamical processes, phase transitions and criticality
from the onset line (which corresponds to a spinodal of the phase transition). On
more general grounds, this description already shares several features that were
similarly found in the previous section 1.4, where we examined the transition to
polar order in simulations of the WASP model. Here, we found that polar order is
easily excitable in a large fraction of the disordered region below the onset. Last
but not least, we emphasize that the sophistication of local alignment assumptions
enables us to ’engineer’ the local and lateral bifurcation structure of the active
system: as it was seen above in section 2.5.1, only the presence of collision noise σc
seems to stabilize homogeneous polar states and thus facilitates the second phase
transition σd ,2, which, for large σc , confines the region where patterns emerge to a
narrow band in parameter space. Hence we hypothesize that, as one additionally
promotes a subcritical homogeneous transition to polar order, this narrow band
of patterns may be ’folded’ even below the onset σd ,1, that is, σd ,2 > σd ,1 (see
sketch in Fig. III.26). This would result in an exotic parameter domain where, at
the onset σd ,1, the system would discontinuously jump from a disordered state to a
homogeneously ordered state, by undercutting the region of instability. Below σ1,d ,
both states would coexist in juxtaposition with each other.
The question remains under which circumstances this situation can be constructed.
0
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Unstable
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1
Unstable
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Figure III.26 Sketch of speculative bifurcation as a function of σd .
As one can see from Fig. III.20(d-f), the subcritical regions of the restricted Vicsek
alignment are not particularly large, relative to the respective parameter values of
the onset µ1 = 0. Hence, this would require a very narrow band of instabilities
or patterns which could be achieved by a large collision noise σc . However, as
we have assessed in Fig. III.19(c), too large σc diminishes the subcriticality. To
circumvent this dilemma, we concentrate on the second model (section 2.3.2) where
we assume standard Vicsek alignment but a differential collision noise (Eq. (III.26))
σc(∆) → σd Υ(∆) with Υ(∆) = a∆b. This model exhibits large subcritical
branches (Figs. III.21(d-g)), which even grow as (collision) noise is increased. First,
let us examine the dispersions of spatial perturbations as one enters the subcritical
polar branches (for fixed a = 0.5, b = 2), which appear beyond a bifurcation
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point at (ρ¯∗,σ∗d) in Fig. III.27(a): for a fixed density ρ¯ & ρ¯∗ slightly above the
bifurcation, the dispersion S(q) appears similar to the previous cases for varying
σd , with a long-wavelength band of unstable modes (Fig. III.27(b)). As one goes
further away from (ρ¯∗,σ∗d), the situation is however qualitatively different as it is
illustrated in Fig. III.27(c). Initially, on the outer regions of the subcritical polar
branch, S(q) exhibits again an instability of type IIs ; by subsequently decreasing σd
however, the long-wavelength band of unstable modes vanishes, and a new unstable,
short-wavelength band appears (corresponding to a type-Is instability [158]). Note
that this behavior occurs already in the subcritical domain with σd > σd ,1. When
further decreasing σd , the unstable long-wavelength band appears again such that
there are now two instabilities present (type Is and IIs). By consecutive variation
of ρ¯ and σd , we have calculated the corresponding phase diagram in Fig. III.27(e)
based on dispersion relation S(q). This shows that there is indeed a parameter
region where the type-IIs instability vanishes, and which extends onto the subcritical
branch.
As for the new short-wavelength instability, we found that it is very sensitive to
additional cues of the noise parametrization Υ(∆): for instance, when adding a
very small constant term Υ(∆)→ Υ(∆) +  with  σd the instability can be
easily suppressed (Fig. III.27(d)), without significantly distorting the remaining
structure of the phase diagram. This suggests that collision noise for very acute
scattering angles ∆ → 0 plays a major role, as already a small nonzero value
can suppress the lateral instability. As a result, a parameter region of a stable
homogeneous state appears, and importantly, it spreads far over the onset µ1 = 0
as it is seen in Fig. III.27(f) for a = 0.3, b = 3,  = 0.2. In this parameter region,
both homogeneous states, the disordered and the ordered one, are linearly stable
(see regions D+H in Fig. III.27(f)), hence confirming the above conjecture. We
emphasize that for active systems with such collision noise assumptions, the onset
and formation of polar order and patterns is drastically different than for the original
Vicsek model, despite sharing the same alignment rule.
Let us remark here that this analysis does not allow for a characterization of the
full inhomogeneous solutions, which could potentially be many as elaborated by
Refs. [43, 44, 46, 47]. These may exist in addition to the homogeneous solutions
presented here, and it not clear to which extent they would contribute to the
actual dynamics of the full system. Here, direct simulations of the full Boltzmann
equation (III.11) would be needed to elucidate these aspects.
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Figure III.27 (a) Phase portrait for varying ρ¯ and σd as already shown in Fig. III.21(d)
with a = 0.5, b = 2. The blue line depicts the onset noise σd ,1, the red-dashed line
ξ1 = I2,1 + I−1,1 = 0, the blue circle the subcritical bifurcation point (ρ¯∗,σ∗d), and the
gray line the outer boundary of the subcritical polar region (orange shaded). The two
lines with colored markers denote the dispersion slices as shown in (b,c). (b,c) Dispersion
relations S(q) for different σd (see corresponding colored markers in (a)), with ρ¯ = 4
(b) and ρ¯ = 131 (c). Respective insets: S(∆q) with ∆q = 2 for different σd . The pink
shading denotes the region where a type Is instability occurs. (d) Sensitivity of the type Is
instability with respect to small constant noise amplitudes , as indicated by S(q). Here,
ρ¯ = 131 and σd = 0.45. (e,f) Phase portraits for a = 0.5, b = 2,  = 0 (e) and a = 0.3,
b = 3,  = 0.2 (f). The color code marks different stability domains: stable disorder
(dark blue, D), polar patterns (light blue, PP), stable homogeneous polar order (purple,
HPO), type-Is patterns (pink, ?), stable disorder and polar patterns (light blue, D+P),
stable disorder and stable homogeneous polar order (yellow, D+H).
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2.6 Agent-based simulations
In the analytical investigation as presented above we showed that, despite several
simplifying assumptions of the kinetic Boltzmann ansatz such as molecular chaos
(point-like interactions with zero correlation length) or diluteness (only binary
collisions), small modifications of the underlying alignment rules already lead to
a variety of new and unexpected results. Hence, we would expect that the full
dynamics of agent-based simulations would also yield a diversity of novel results.
Therefore, we also addressed the question of refined alignment assumptions using a
direct agent-based approach with simulations of a Vicsek-like model. Since it is
difficult to assess the ambiguous correspondence of noise on the particle level in
the (microscopic) Vicsek model to either the diffusion or the collision noises σd , σc
on the field level of the kinetic theory, we resorted to a direct modification of the
alignment rules which is very analogous to the mean-field analysis of restricted polar
alignment (see section 2.3.1), and hence allows for an unambiguous comparison.
In particular, we imposed a collision rule which aligns the orientation of a particle
i ∈ {1, 2, 3, ...,M} (M being the total number of particles) with adjacent particles
only if their orientations reside within an interaction cone with a relative angle φ.
For the simulations, the corresponding update rules for particle i read as
rt+1i = ∆r
(
cos[θt+1i ]
sin[θt+1i ]
)
+ rti + Λ
t+1
i ,
θt+1i = arg
[∑
j∈Ni
exp(iθtj )
]
+ δξti , (III.29)
where rti , denotes the position of particle i , θ
t
i its orientation, ∆r the amount of
displacement, Ni the averaging ’neighborhood’ which is defined by spatial and
angular proximity, arg the argument of a complex number, and δξti ∈ [−spi, spi]
the (uniform) angular noise with an amplitude s. The superscript t marks the time
dependence. Note that we have also introduced a randomization term
Λti =
(
Λx
Λy
)
·
{
1 with probability γ
0 with probability 1− γ , (III.30)
with Λx ,Λy ∈ [0, L] being uniformly distributed positions in the system of size L.
This additional term resembles an effective mixing of the system, with each particle
being randomly redistributed. By setting γ = 1, the system is ’well-mixed’ and we
can explicitly exclude the influence of spatial gradients to resolve the influence of
local instabilities. The interaction neighborhood Ni is defined as
Ni = {j | |ri − rj | ≤ a ∩ |θi − θj | ≤ φ} , (III.31)
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where all j are the corresponding particle indices, a is the neighborhood radius,
and φ the alignment cut-off. With these definitions at hand and setting ∆r = 0.5,
a = 1, and L = 128, we have simulated various systems of Vicsek-like particles
and concentrated on the effect of varying the noise s, the density ρ := M/L2,
and the cut-off angle φ. Specifically, we have compared the two opposing limits
of γ = 1 (full re-shuffling at every step, no spatial gradients) and γ = 0 (no
re-shuffling). For the ordinary Vicsek model with γ = 0 and φ = pi one recovers the
Vicsek ordering paradigm where the onset of polar order (ρ1, s1) is accompanied by
travelling polar fronts, and, for larger particle densities ρ or smaller noise strengths s,
a homogeneous polar state emerges [45], with a global polar order parameter P . For
the limit γ = 1, no patterns in space can emerge since spatiotemporal correlations
are suppressed. In Fig. III.28(a), we have plotted the hysteresis ∆P = P+ − P−
to quantify the degree of discontinuity for different noise strength s and varying
cut-off φ for a fixed density of ρ = 2, where P+ denotes the stationary polar order
with perfectly ordered initial conditions and P− the corresponding polar order for
random initial conditions. As expected for the supercritical behavior of the Vicsek
class, no hysteresis is found for large φ∗ < φ . pi (Fig. III.28(a-b)), indicating a
continuous transition on the level of homogeneous solutions. Upon decreasing φ,
the onset of order is subsequently shifted to smaller values of s1 or equivalently,
larger ρ1. Remarkably, for φ below a certain threshold φ∗ ≈ 0.75 (corresponding
to a value ψ¯ ∼= pi − φ∗ ≈ 2.4 for the kinetic model with restricted alignment in
section 2.3.1, where we found ψ∗ ≈ 1.83), a hysteresis loop develops, showing that
the underlying transition is subcritical and discontinuous even in the absence of
patterns. When φ is further decreased, the hysteretic, bistable parameter region
further grows. Despite all differences of the agent-based simulations with the
kinetic mean-field analysis, this compares very well with the theoretical bifurcation
scenario presented in section 2.3.1. In addition, the Vicsek simulations allow for a
direct comparison of the homogeneous states (Fig. III.28(c)) with the full, spatially
extended system when setting γ = 0 as it is given for different values of ρ and
s in Fig. III.28(d). Interestingly, in the vicinity of the onset in Fig. III.28(d), the
spatially extended system exhibits bistability or subcritical behavior of the disordered
state and polar patterns (which are analogous to Fig. III.28(g)), as it was already
suggested in the linear stability analysis in Fig. III.25(c). However, this domain does
not coincide with the corresponding bistable region of the reshuffled system (γ = 1,
Fig. III.28(c)), but is shifted towards larger noise s above s+. Furthermore, while
the discontinuity of spatial patterns and the corresponding appearance of hysteresis
is well-known for the Vicsek model [45, 46], the hysteretic region seems to be
larger here. Deeper in the ordered phase, the hysteresis amplitude ∆P apparently
grows again for both extended and well-mixed systems. Upon closer inspection, this
turns out to stem from the formation of large, irregular clusters instead of polar
fronts (Fig. III.28(f)); due to their prolonged coherence and the narrow interaction
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Figure III.28 (a) Hysteresis map ∆P as a function of φ and s for the well-mixed system
with γ = 1, ρ = 2. The onset noise, below which polar order emerges, is denoted with
s1 (short-dashed, rose line). The subcritical branch is bounded by s+ as shown by the
long-dashed, red line. The critical point φ∗ is marked by a blue star. The large hysteretic
region at low noise correspond to long-lived clusters (LL clusters), see also in (c,d) and
the analysis in (e,f). (b) One dimensional slices through (a) in s-direction for different
φ (in units pi) illustrate the respective hysteresis loops. Insets: Snapshots of the system
for different final states. (c) Hysteresis map as a function of ρ and s, for γ = 1 and
φ = 0.1pi. As in (a) we marked the domain boundaries of the subcritical branch with
s+ and s1, respectively. (d) Analogous plot to (c) of the spatially extended system with
γ = 0. s+ and s1 are identical to (c) for reference. (e) Kymograph of the orientational
distribution P(θ) of the ’clustered’ phase at ρ = 2.25, s = 0.009, φ = 0.1pi, and γ = 0.
(f) Panels show corresponding snapshots at different times. (g) Snapshot of stationary
polar pattern for ρ = 2.56, s = 0.075, φ = 0.1, and γ = 0. Except for (e), we recorded
the (nearly) stationary values of P at a time t = 5 · 104.
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cone φ  pi, these structures are extremely long-lived and show only very slow
coarsening. For the well-mixed system, these clusters exist too, but only in angular
space.
Taken together, the modified Vicsek simulations experience a similar local bifurcation
structure as predicted by the kinetic theory. For the spatially extended system,
some differences arise to the standard Vicsek model, such as a prolonged subcritical
region of wave-like polar patterns, or the formation of irregular clusters, which only
exhibit extremely slow coarsening towards global order. To reveal further features
beyond VOP such as the transitions predicted in Fig. III.27, one would need to
further refine the update rules of the simulations, in particular concerning an angle
dependence of the collision noise. Then, we would expect new types of patterns
and phase transitions to emerge, similar to the prediction of section 2.5.2.
2.7 Summary and outlook
To conclude, in this section we have introduced a theoretical analysis of a variety
of different interaction assumptions for active particles, by employing a kinetic
Boltzmann approach on the mesoscopic level of fields and by direct agent-based
simulations of a Vicsek-like model. In particular, the aim of this investigation was
to provide a systematic comparison of the corresponding phase transitions and
bifurcation scenarios with the original Vicsek model, and to identify more general
organization principles of collective order formation. Let us briefly revisit and assess
the questions that we have asked in the beginning:
1. Is the phase transition from disorder to order universal? Our study suggests
that there is no such thing as a universal transition to polar order that
describes all active systems, at least not in the sense of a (Vicsek) universality
class. While for a particular set of alignment rules we indeed recover a
supercritical bifurcation of the homogeneous polar state, accompanied by a
square root dependence of the amplitude on the control parameter, a vast
variety of other alignment rules exhibit a discontinuous transition to polar
order, even on the homogeneous level. As a result, hydrodynamic equations
of the slow modes, which have been central to analyze the emergence of
order and patterns in the Vicsek model [42–44, 46, 47, 52, 54], break down
and become non-physical. In this case, the ordered state depends on the full
dynamics of a large number of contributing field modes. Importantly, this
change of behavior is not exotic and can be triggered by only mild alterations
of the most simple Vicsek alignment assumptions. Nevertheless, we still found
that the onset of polar order is (mostly) accompanied by a long-wavelength
(type IIs) instability of the homogeneous states. It remains to be shown to
which extent the subcriticality – and its associated nonlinearities – affect the
formation of patterns, such as travelling fronts or flocks.
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2. How generic is the Vicsek ordering paradigm? We found that the order-
ing ’paradigm’ is model-specific, and depends crucially on the microscopic
alignment assumptions. Foremost, we emphasize that the stability of the
ubiquitously-mentioned homogeneous polar phase [19, 45, 50, 53–55] depends,
in the kinetic theory, on the existence of a collision noise. Here the domain
size of the uniformly-ordered phase exhibits a non-monotonous, power-law
behavior as a function of the collision noise. Furthermore, while we found
that there is always a ’band’ of polar patterns in phase space, which separates
the homogeneous states of the active system (that is, the disordered and
the uniformly-ordered state), this region can be completely shifted or ’folded’
onto the subcritical branch of the ordered states, and that makes a direct,
discontinuous transition between the two homogeneous states possible.
3. Can we identify generic criteria to classify (polar order) transitions? In our
kinetic approach, we indeed found a sufficient, analytical criterion for the
bifurcation between a super- and a subcritical transition to polar order. In the
language of Fourier-transformed collision integrals Eq. (III.15) this is given
by the moments I2,1 + I−1,1 = 0 and depends on the functional form of the
alignment kernel Φ(∆) and the collision noise P˜k(∆) for different collision
angles ∆. Roughly speaking, the bifurcation can be triggered when alignment
is dominated by acute scattering (small ∆), and misalignment by obtuse
scattering (large ∆); note that misalignment can be achieved in various ways,
by the absence of alignment, by anti-alignment, or by enhanced collision noise.
Intriguingly, a typical, realistic situation of microscopic alignment interactions
in agent-based or experimental active systems fulfils the requirements for
a subcritical ordering transition, as it was already noted by Refs. [38, 56].
Consequently, we would expect that our findings are of utmost importance
for those systems.
On more general grounds, our results demonstrate that, on the basis of a
versatile parametrization of microscopic alignment assumptions, a variety of different
bifurcation scenarios can be constructed. For instance, we found that there
are always homogeneous ordered solutions which are unstable with respect to
spatial perturbations, irrespective of them being rooting in either a supercritical
or a subcritical bifurcation branch. Hence for some parameters, the steady state
properties such as the full nonlinear patterns, may not be substantially different.
Thus here, the local bifurcation structure (that is, without gradients) would only
serve as a scaffold for patterns, similarly to reaction-diffusion systems [159, 160].
On the other hand, differences of the local criticality may become manifest in,
for instance, affecting the time scales and dynamics of pattern formation from an
initially disordered system. Furthermore, we found that subcriticality also allows for
a direct transition from the disordered and a stable uniformly ordered state, which
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would represent a new type of active matter phase transition.
As next steps, successive agent-based simulations are needed to access the stationary
patterns in systems with generic alignment. This could be achieved, for instance, by
probing the stationary states in systems with other Vicsek-like models with variable,
angle-dependent collision noise, or with gradual alignment kernels, or by employing
simulations with local and continuous spatio-temporal dynamics: in particular, the
WASP simulations developed in chapter II can be readily employed to test polar
order formation for arbitrary interaction dynamics of particles with various shapes,
such as polymers, rods, or disks. Furthermore, one would need to extend the
analytical investigation towards finding the inhomogeneous solutions of the systems,
and to assess their stability. From this, one could rigorously test all nonlinear
phenomena of the active system, similar to Refs. [43, 44, 46, 47]. However, this is
a difficult task to achieve since lowest-order hydrodynamic equations break down.
Here, direct numerical calculations of the full Boltzmann equation [55] and further
agent-based simulations are needed to elucidate the dynamics of the active systems.
What I cannot create, I do not understand.
— Richard Feynman
IV Conclusion
1 Discussion
To summarize this thesis, let us briefly revisit the main results of the previous
chapters. In the presented projects, we addressed a fundamental question of
nonequilibrium physics: how is self-organization in active systems affected by micro-
scopic details? What is the influence of broken or competing particle symmetries
on the emergent properties of a system? To which extent do active matter phase
transitions depend on local processes and interactions?
First, in chapter II, we examined the influence of different types of symmetries on
pattern formation and the emergence of order on the collective scale. In section 1,
we have presented a theoretical investigation [157] of a recently-found experimental
system with chiral active particles [6]; here, the bacterial cell division protein FtsZ
forms curved polymers, which are attached to a flat membrane by anchor proteins
in a reconstituted in vitro system, and effectively move along clockwise trajectories
by a treadmilling assembly-disassembly mechanism. In this experiment, ring-like
structures of FtsZ polymers are formed which closely resemble the Z-ring, a key
component of the bacterial cell division machinery. Here, we performed both direct
agent-based simulations of FtsZ polymers and a kinetic mean-field approach to
study the underlying collective phenomena. Our analysis shows that even in the
absence of cohesive forces, dynamic ring-like structures emerge spontaneously by
the interplay of self-propulsion, curvature and steric repulsion alone. In this context,
the patterns can be controlled by changing only the total density of filaments on the
membrane. These predictions have subsequently been confirmed experimentally in
a study by Ramirez et al. [7], who rigorously tested different anchoring mechanisms
of FtsZ and filament densities. Furthermore, our study suggests that the active
dynamics of FtsZ may also be essential for the cell division mechanism of bacteria.
Despite still lacking understanding of the full process, recent studies have indeed
found that active treadmilling is vital for the division of the bacterial cell [8–10].
On more general grounds, several authors have extended our investigation towards
hydrodynamic effects of chiral active systems [11–14], or towards studying particle
flocking in chiral, Vicsek-like models [15–17].
An interesting conjecture from this study is that altering the particle symmetries –
albeit only slightly – has a crucial impact on the emergent properties of a reconstit-
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uted biological system. Hence, this implies that such active systems may also be
drastically affected by changing other constituent symmetries than particle motion.
To this end, in section 2, we studied how collective order and its corresponding
symmetry (nematic or polar) depends on the details of microscopic interactions
between active particles, using the actin motility assay [21, 22, 124]. Based on
experimental observations showing that the symmetry of alignment interactions
between propelled actin filaments can be tuned by the presence of a depletion
agent (section 2.1.2), we introduced a multiscale computational model of Weakly-
Aligning Self-propelled Polymers (WASP’s) which allows to simultaneously resolve
physical processes on the scale of individual filaments and on collective scales
of millions of objects (section 2.2.1). In our work (published in Ref. [127]), we
combined both theory and experiment to rigorously analyze how polar and nematic
order emerge as a function of alignment symmetry. Here, we showed that active
matter systems are able to produce steady states that have no equilibrium analogue:
the dynamic coexistence of patterns with polar and nematic symmetry for a broad
range of control parameters (section 2.2.6). From a physical point of view, this
shows that the famous Gibbs phase rule [28] and the universality principle [29, 30]
do not hold for nonequilibrium systems. This disproves the prevailing paradigm of
active matter, where order, symmetry, and phase transitions in active matter were
thought to be robust [11, 19, 52, 62, 86, 161] – that is, to not depend on subtle
details – and even share similarities to equilibrium systems [86, 162–167]. From a
biological point of view, these striking results imply that the emergence of order in
living systems is not necessarily constrained by underlying constituent symmetry,
but is flexible enough to produce different types of order from identical building
blocks and conditions. Hence, active and living matter are ’unchained’ from the
limitations of universality and the Gibbs phase rule.
These findings, which have revealed that emergent states of active matter
refute an equilibrium-like description, call for a detailed assessment of the dynamics
towards these ordered states. Therefore, chapter III is devoted to characterize
the phase transitions of active matter, in particular for polar active systems, in
the context of the microscopic details of local physical processes. In section 1 we
employed the WASP model introduced in chapter II to study how individual active
particles self-organize into different collective structures. This was achieved by a
cluster decomposition method (section 1.2) which casts the system into clusters
of different size, polar order, and nematic order. Here we showed that collective
order already arises on the level of local particle clusters (section 1.3), and that the
transition to global polar order is controlled by the constant turnover of clusters
with different order (section 1.4). In essence, this transition and the ordered state
can be described by the steady-state dynamics of two competing populations of
particle clusters. Our analysis demonstrates that the essential dynamics of the
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flocking state is represented by a cyclic steady-state flow in the ’phase space’ of
the cluster size - cluster order ensemble, analogous to stationary polar patterns
encountered in mean-field theories which can be represented by closed orbits of a
nonlinear system [43, 44, 46, 47]. This shows that the time scales associated with
a cycling cluster flow are vital to understand the full dynamics of the emerging
state. Furthermore, the cluster representation was also used to examine nematic
pattern formation (section 1.5), which indicated that the onset of nematic order
is associated with a synchronization of different time scales of filament cluster
correlations.
Finally, in section 2 of chapter III we studied the robustness of the Vicsek ordering
paradigm and its associated bifurcation structure when the microscopic alignment
rules depart from the simplified assumptions of Vicsek. Specifically, using a kinetic
mean-field approach for mesoscopic length scales we found that the local stability
of the order-disorder onset changes – from an originally supercritical bifurcation
– to a subcritical ordering transition. This changed scenario appears to be gen-
eric for realistic alignment assumptions, where alignment is dominated by acute
scattering events and misalignment is promoted by obtuse scattering (section 2.4).
By assessing the lateral stability of homogeneous solutions, we found that the
stability of a homogeneous polar state crucially depends on the existence of collision
noise, also for the original Vicsek case as studied by Bertin and coworkers [42,
52, 54] (section 2.5.1). In total, versatile alignment models exhibit previously
unseen bifurcation structure, like a stable coexistence of the disordered and the
uniformly polar state (section 2.5.2). We also performed agent-based simulations
of a Vicsek-like model which confirmed a subcritical transition of the homogeneous
states (section 2.2). Taken together, our investigation shows that the Vicsek
ordering paradigm and its associated Vicsek class is rather the exception than the
rule, and in general, there exists a whole zoo of different states, patterns, and
corresponding transitions.
In conclusion, we found that the microscopic details of active matter systems
have a decisive impact on the collective properties and self-organization – to such
an extent, that a reduction of the full active system onto a few relevant parameters
or length scales is often not possible. In this context, a variety of unique phenomena
arise, like the generic three-phase coexistence of ordered states or the malleable
bifurcation structure of ordering transitions, which, in general, defy a description
analogous to equilibrium physics. This calls for multi-scale research approaches to
assess the physical properties on all necessary length scales of an active system.
An exciting consequence of this is that especially in experimental systems with a
complex micro-structure, new and unexpected emergent features may appear.
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2 Outlook
From the results presented in this thesis, a couple of outstanding research questions
arise. For the pattern formation in the FtsZ system (section 1, chapter II), it
would be exciting to successively approach the full complexity of the bacterial cell
division. As a first step, one would need to study how patterns emerge within
a cylindrical cell geometry and to which extent the interaction of substrate and
filament curvature affects self-organization. Here, additional spatial cues might be
relevant; for instance, it was found that FtsZ filaments not only form curved, but also
intrinsically twisted filaments [168–171] which could give rise to helical trajectories
of treadmilling in a cylindrical geometry such as the bacterial cell membrane.
Furthermore, it remains to be examined how a stable treadmilling process of FtsZ
filaments can be maintained by complex interactions with anchoring [6, 7, 98] or
inhibitory proteins [172, 173].
In the experiments with the actin motility assay in section 2.3, chapter II, a
(a) (c)(b)
Figure IV.1 (a) Rotating actin swirl, with a diameter of ∼ 0.5mm. (b) Large-scale
WASP simulations with hard boundaries (green box) and coexisting patterns (parameters
like in Fig. II.24). Polar fronts are concentrated in the vicinity of the wall, nematic trails
in the middle. (c) High-density WASP simulations (ρ0L2 = 30). Orange arrows illustrate
polar motion, pink arrows nematic motion, respectively.
variety of interesting phenomena were found, but a systematic examination is
still lacking. For instance, we saw stable, rotating actin swirls (Fig. IV.1(a)), or
the emergence of an almost regular array of nematic vortices for very large PEG
concentrations (Fig. II.33(e)); in this regime we also observed the formation of
previously unreported, active actin bundles (Fig. II.33(d)). In addition, we noticed
that the processivity of actin filaments – and their corresponding collective patterns
– can also be tuned without crowding agents such as PEG, for instance by changing
the assay buffer dilution. For all of these observations, a theoretical comprehension
has yet to be developed. As for the coexistence of polar and nematic order, which
was also confirmed by agent-based simulations, a deeper insight into the underlying
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mechanisms from a kinetic point of view would be desirable. In this context, the
strong sensitivity of the emergent patterns on the local alignment interactions could
be exploited to create an ’adaptive’ active system: slight spatial heterogeneities of
local alignment would hence lead to large gradients of the emergent properties, and
would even allow to tune them from the outside. Furthermore, we would expect
similar types ’anomalous’ coexistence of mutually exclusive, emergent states also in
different active systems. Since the coexistence of polar and nematic order requires
a mixed type of underlying alignment symmetry, the presence of competing ’target
states’ (or attractors) seems to be essential and could also play a role for other
collective phenomena.
These and more question can be readily addressed from a theoretical point by
employing simulations of the WASP model (section 2.2). Specifically, it remains
to be analyzed how spatial boundaries allow to locate and control the emergent
properties of the active system. Preliminary results show that already simple domain
boundaries suffice to segregate different types of collective order (Fig. IV.1(b)).
Furthermore, up to now only a small parameter region of the WASP model has
been explored, and a systematic investigation beyond this regime could likely
reveal many more unexpected phenomena. For example, individual simulations
in the high-density or long-filament limit ρ0L2  1 show an intriguing steady
state (Fig. IV.1(c)), which is composed of dynamic streams, and the creation
and annihilation of topological defects, similarly to related systems such as active
nematics [33, 61, 62, 161].
On more general grounds, the WASP model also allows to rigorously test the
influence of polydisperse active particle ensembles; by assigning every entity different
local properties instead of identical ones, such as different filament lengths, velocities,
persistence lengths, or interaction parameters. This is highly important for a
broad range of experimental systems such as animal swarms [174–178], where the
constituent particles are inherently polydisperse, and agent-based simulations of
the WASP model could readily address the relevance of leadership self-organization
or demixing of different collectives.
3 Future perspectives
To conclude my thesis, I would like to express my opinion on the general course
and the latest developments of active matter research and personally review its
current state of affairs. Since the advent of the field in 1995 when Vicsek published
his seminal work [49], a true plethora of new phenomena and model systems have
been found and explored. While there are a multitude of different types of research
directions and methodologies in literature (please resort to reviews [19, 53, 57,
86] for a complete list), theoreticians have particularly focused on approaching
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collective phenomena using methods of statistical physics and its corresponding
terminology (e.g. ’phase transition’, ’equation of state’, ’universality’, etc.). So far,
this scheme has been quite successful and researchers were able to show how active
matter systems, which are inherently out of equilibrium, depart from equilibrium
counterparts [179]. Examples of this would be the violation of the Mermin-Wagner
theorem by the long-range order of polar flocking [50], or phase coexistence without
common Maxwell construction [167], or broken universality [127]. As a result, it
seems to me that many such properties of statistical mechanics are tacitly assumed
to also hold for active systems until someone proves otherwise. While it is certainly
important to reveal and highlight these anomalous properties, this route towards a
’grand theory’ of nonequilibrium statistical mechanics could turn out to be inherently
flawed – and the suspicion arises that this nothing more than a successive stripping
of the hallmarks of equilibrium statistics. Since building a rigorous theory of active
matter systems from first principles might be very difficult or even impossible,
adapting adequate methods and terminology from different research disciplines
could be very beneficial. Specifically, active systems might in general be better
described by the theory of nonlinear systems of spatially extended systems, instead
of thermodynamics; by specifying attractors and bifurcations rather than phases
and phase transitions. Ultimately, it remains to be seen whether it is possible
to generalize active matter into a unifying framework, or whether it stays a vast
collection of different case studies.
From a different point of view, as already outlined in the introduction of this thesis,
the declared objective of active matter is to understand the physics of living systems,
as it is also highlighted in this popular article [180]. In my opinion, it would be
very fruitful if research would focus more on the role, functions, and behavior
of active systems that are embedded in a more complex system, e.g. within a
living organism or within a community of agents with various social interactions
and different objectives; rather than the study of individual, isolated systems that
rely on simplistic assumptions. Just like active matter was initially designed to
understand how birds flock, one should start to address the more complex question
why birds flock. After all, self-organization in living systems is hardly understood,
and research in this area has only just begun. Exciting fields are emerging here
which promise new insights, for example the connection of active matter system
with the (evolutionary) dynamics of populations [176]: here little is known about
active motion – or migration of the collective – as an additional ’strategy’ in the
sense of game theory. In a similar fashion, many macroscopic active systems, from
microbial communities to large animal groups or socio-economic scenarios, consist
of complex entities, which are able to memorize and learn from their environment,
and ultimately adapt their behavior or motility. Here, further research is necessary
to quantitatively assess the interplay of learning and activity, which was previously
only described in a phenomenological fashion [177]. Overall, it is important to bear
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in mind that living active systems are often only functional units of a larger complex
system, and it is widely unexplored how active systems are affected by a dynamical
feedback with a surrounding environment. As knowledge about this functionality
progresses (e.g. polar motion ∼= uni-directional transport vs. nematic motion ∼=
bi-directional transport), active systems could potentially serve as artificial, self-
organized machines: very simple examples of such active machines that exploit
spontaneous motion would be bacteria-propelled micro-rotors [181, 182], driven
obstacles [183] or even logical gates [184]. Taken together, I believe that active
matter physics has the potential to change the comprehension of living systems,
with many fascinating results beyond the well-trodden paths of equilibrium physics
still to come.
m
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