Optimizing the performance of OLAP queries in relational data warehouses (DW) has always been a major research issue. There are various techniques that can be used to achieve its goals, such as data partitioning, indexing, data aggregation, data sampling, redefinition of database (DB) schemas, among others. In this paper we present a simple and easy to implement method which links partitioning and indexing based on the features present in predefined major decision making queries to efficiently optimize a data warehouse's performance. The evaluation of this method is also presented using the TPC-H benchmark, comparing it with standard partitioning and indexing techniques, demonstrating its efficiency with single and multiple simultaneous user scenarios.
INTRODUCTION
Performance optimization in data warehousing (DWH) is always an important research issue. There are various techniques which can be used for OLAP performance optimization of relational databases such as, among others: 1) Partitioning (Bellatreche, 2000) , which reduces the data to scan for each OLAP query; 2) Materialized Views (Agrawal, 2000) , (Baralis, 1997) (Gupta, 1999) , which store summarized data and pre-calculated attributes, also aiming to reduce the data to be scanned and reducing time consumption for calculating aggregate functions; 3) Indexing (Chaudhuri, 1997) (CheeYong, 1999) (Gupta, 1997) , which speeds up processes such as accessing and filtering data; 4) Data Sampling (Furtado, 2002) , giving approximate answers to queries based on representative samples of subsets of data instead of having to scan the entire data; 5) Redefinition of DB schemas (Vassiliadis, 1999) (Bizarro, 2002) , trying to improve data distribution and/or access by seeking efficient table balancing; 6) Hardware optimization, such as memory and CPU upgrading, distributing data through several physical drives, etc. In our opinion, sampling should not be preferred, for it has an implicit statistical error margin attached and almost never supplies an accurate answer according to whole original data. Using materialized views is often considered as a good technique, but it has a big disadvantage. Since they consist on aggregating the data to a certain level, they have limited generic usage and each materialized view is usually built for speeding up one or two queries instead of the whole set of usual decision or ad-hoc queries. Furthermore, they may take up much physical space and increase DB maintenance efforts. Hardware improvements for optimization issues is not part of the scope of this paper, neither is changing the data structures in the DW's schema(s). Although much work has been done with these techniques separately, few have focused on their combination (Bellatreche, 2004) (Bellatreche, 2002) . The author in (Sanjay, 2004) states that decision making OLAP queries which are executed periodically at regular intervals is by far the most used form of obtaining decision making information. This implies that this type of information is based almost always on the same regular SQL instructions.
In this work we present an efficient alternative method for a partitioning and indexing schema aiming to optimize the DW's global performance. This method is based on analyzing the existing features within the SQL OLAP queries which are assumed as the DW's main decision making queries. The rest of this paper is organized as follows. In section 2, we refer issues and existing solutions related to relational DW performance optimization using partitioning and/or indexing. In section 3 we present our optimization method. In section 4 we illustrate an experimental evaluation of our method using the TPC-H benchmark, and the final section contains concluding remarks and future work.
RELATED WORK
DWH technology uses the relational data schema for modeling the data in a warehouse. The data can be modeled either using the star schema or the snowflake schema. In this context, OLAP queries require extensive join operations between fact and dimension tables (Bellatreche, 2004) . Several optimization techniques have been proposed to improve query performance, such as materialized views (Agrawal, 2000) (Baralis, 1997) (Bellatreche, 2000B) (Gupta, 1999) , advanced indexing techniques using bitmapped indexes, join and projection indexes (Agrawal, 2000) (Chaudhuri, 1997) (Chee-Yong, 1999) (Gupta, 1997) (O'Neil, 1997) , and data partitioning (Bellatreche, 2000) (Bellatreche, 2002) (Kalnis, 2001) (Sanjay, 2004) , among others.
The authors in (Agrawal, 2000) automatically choose an appropriate set of materialized views and consequent indexes from the workload experienced by the system. This solution is integrated within the Microsoft SQL Server 2000 DBMS's tuning wizard. In (Gupta, 1999 ) a maintenance-cost based selection is presented for selecting which materialized views should be built. In (Chaudhuri, 1997 ) (Chee-Yong, 1999 (Gupta, 1997) authors illustrate features on which types of indexing should be performed based on system workload, attribute cardinality and other data characteristics. The work in (Bellatreche, 2005) presents a genetic algorithm for schema fragmentation selection, focused on how to fragment the fact table based on the dimension table's partitioning schemas. Fragmenting the DW as a way of speeding up multi-way joins and reducing query execution cost is another possible optimization method, as shown in (Bellatreche, 2000) . In (Sanjay, 2004 ) the authors propose novel techniques for designing a scalable solution as how to adequately incorporate partitioning with DB design. In (Bellatreche, 2004) the authors obtain tuning parameters for better use of data partitioning, join indexes and materialized views to optimize the cost in a systematic usage form.
As stated previously, we discard materialized views because of their poor general application for a considerably large set of major queries, hence the number of necessary materialized views is proportional to the number of different queries. Furthermore, the significant amount of space they might take up in the DB is also a negative aspect, along with increase of maintenance costs. Therefore, we focus our work on two major performance techniques for an alternative optimization schema: partitioning and indexing. Considering that the most efficient techniques rely on those which minimize the amount of data to be scanned for producing each major query's response, our method proposes how to implement an efficient partitioning schema and consequent best practice indexing based on the features presented in that set of the DW's major queries. Our method also minimizes DB maintenance effort by defining an efficient number of partitions per table, for an excessive amount of partitions may result in poor performance (Bellatreche, 2005) .
PIN OPTIMIZATION METHOD
In order to guarantee data validation and integrity, we advise maintaining the DB schema's primary keys and referential integrity constraints. Our PIN (Partitioning and INdexing) method aims for determining the best fragmentation attribute for each table and how many fragments should be defined, according to an overall ratio that combines all the major OLAP query restriction predicates and execution time, as well as all attribute's cardinality. This will accelerate OLAP queries having restriction predicates on that attribute.
Defining the Partitioning Attributes
The first type of performance measurement we need for our method is to evaluate the percentage for the total number of records in each table in relation to the total number of records which exist in the DW, which will be used as a ratio for our method. If a table T k does not have any of its attributes involved as a restriction predicate in the whole set of OLAP major queries, or if T k is insignificantly small in size (holding less than 0,1% of the database's total number of records), then T k will not be partitioned.
Defining the Partitioning Schema
We shall now explain how the partitioning schema is implemented, based on the features of the previously defined fragmentation attributes. Data partitioning of databases can be divided into two major types: horizontal and vertical. Horizontal partitioning allows data sets such as tables, indexes and materialized views to be partitioned into disjoint sets of rows that are stored and accessed separately. On the other hand, vertical partitioning allows a table to be partitioned into disjoint sets of columns. In our method, we implement horizontal partitioning, for it is usually the most efficient form of DW partitioning (Bellatreche, 2005) . Several work and commercial systems show its utility and impact in optimizing OLAP queries (Bellatreche, 2000) (Bellatreche, 2004) (Kalnis, 2001) (Sanjay, 2004) , but few have formalized the problem of selecting a horizontal partitioning schema which would speed up a set of queries, except for the proposed in (Bellatreche, 2005) .
There are several types of horizontal partitioning: (1) Range partitioning, where the rows are grouped according to defined intervals of the partitioning attributes' values; (2) List partitioning, where each partition fragment contains rows that are grouped according to a defined set of absolute values for the partitioning attributes; (3) Hash partitioning, in which rows are grouped into bundles where each has approximately the same number of records, that are accessed through a generated hash NIP QiTkAj = TIP Qi = key when they are needed; (4) Mixed partitioning, which combines more than one of the previous techniques.
Our method proposes to set the fragmentation schema on range and list partitioning, depending each table on its partitioning attribute's cardinality as a restriction predicate in the set of OLAP queries. The existence of up to 100 partitions has been proven efficient for most general cases (Bellatreche, 2000) . Limiting the amount of partitions to a maximum of 100 prevents exaggerated data fragmentation, therefore avoiding degradation of performance due to excessive partitioning. Furthermore, exaggerated partitioning will cause extensive table fragmentation, which implies managing hundreds or even thousands of sub star schemas instead of managing just one, making the DW Administrator's maintenance task extremely hard. According to our tests, up to 100 partitions will not produce negative impact in the database's performance. As referred in (Bellatreche, 2005) , all partitioning methods should ensure two main objectives in what concerns defining the number of partitioned fragments: (1) avoid an explosion of the number of fragments for a single table; and (2) ensure a good performance of OLAP queries.
Defining the Indexing Schema
As we mentioned earlier, we advise maintaining all primary keys and referential integrity constraints. It is recommended to build a bitmap index on an attribute when that attribute has a low cardinality of values; if not, a B*Tree index should be preferred (Agrawal, 2000) (Chee-Yong, 1999) (Gupta, 1997 This indexing schema works with the partitioning schema in the overall query processes by optimizing the data filters defined by the attributes present in the major OLAP query WHERE clauses while the partitioning reduces the amount of scanned data.
EXPERIMENTAL EVALUATION OF PIN
We used TPC-H benchmark [TPC] generator (DBGen) for building the experimental DW in ORACLE DBMS 10g with four different scale size scenarios (1GB, 2GB, 4GB and 8GB) on a Celeron 1.4GHz CPU with 512MB PC-133 DDRAM and a 80GB 7200rpm hard drive. All 22 TPC-H queries were used and considered as the major decision making queries for applying our optimization method. We tested the query results execution with 1, 2, 4 and 8 simultaneous users, which ran each query in random order in a workload composed by TPC-H Queries 3, 4, 5, 6, 7, 10, 12 and 14. These queries represent a wide variety of OLAP instructions involving important operations such as grouping, aggregations, joins, mathematical functions, among others. We chose to consider their execution against several scale sizes of its DB with the purpose of widening the scope of features for testing our method.
Partitioning the Data Warehouse
We shall illustrate how we obtained the partitioning schema for the 1GB TPC-H DW and not include the schemas of the remaining 2GB, 4GB and 8GB, due to space constraints in this paper. The remaining schemas were obtained in a similar form. The explained processes for the smaller DW should be enough for understanding how work was done. 
Indexing the Data Warehouse
As stated previously, primary keys and referential integrity constraints will be maintained, so we will only refer to other indexing for our method. This means that all attributes used as restriction predicates in the OLAP queries will be indexed according to the rule defined in section 3.3 of this paper. The resulting indexing schema is presented in Table 4 . 
Results
To analyze the performance of our method, we have conducted four series of experiments for each setup:
(1) implemented without optimization techniques, just maintaining its standard primary keys and integrity constraints; (2) optimized using standard indexing techniques, such as join indexes; (3) optimized only by standard partitioning techniques using our fragmentation rules; and (4) with full optimization using our method with partitioning and indexing. Figures 1 and 2 present the results relating the execution of the workload for size 1GB and 8GB data warehouses, while Figure 3 presents the results according to predefined scenarios on 8 simultaneous users executing the workload. For performance optimization of the fourth series of experiments (our method), we executed many performance optimization tests that included bitmap join indexes, which usually improve OLAP query performance (Bellatreche, 2004) , and in this case it did not improve. Contrarily, performance degraded. We observed that, for our method, only the restriction predicates should be indexed. This enforces the validity for our rule defining the indexing schema, only building indexes for all the attributes that appear in the OLAP queries WHERE clause after adequately partitioning the tables according to our method. Figures 1 to 3 and Tables 5 and 6 show that PIN has best scalability features and is the most efficient technique, outstanding the others in every execution, both relating to DW size and number of simultaneous users. Analyzing average gains from a DB size point of view, the gain for standard indexing is around 25%, while for standard partitioning the results show an average gain of 48%. PIN has an average gain of 55%. In simultaneous users execution, PIN's advantage is also evident, with an average gain of 56% against 49% for standard partitioning and 25% for standard indexing. It also increases the gain compared with other methods as the DB grows in size and/or number of simultaneous users increases, showing a better performance in heavy usage. 
CONCLUSIONS AND FUTURE WORK
We present an efficient simple and easy to implement alternative method for optimizing the performance of data warehouse OLAP queries by combining partitioning and indexing techniques based on the existing features of a set of predefined major SQL data warehouse queries. It also introduces simple modifications in the database's data structures, minimizing the taken up space and maintenance costs of the data warehouse, in contrast with other complex partitioning/indexing methods. The experiments illustrate its efficiency in time execution and simultaneous user querying, showing that it overcomes isolated partitioning and indexing techniques. As future work, we intend to implement this method in real live data warehouses and measure its impact on real world system's performance.
