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Abstract
The increasing capacity of computing resources and complexity of the instruments
used in Science in our days, resulting in a growing volume of data with different
heterogeneous formats and methodologies, makes an appropriate Data Life Cy-
cle management essential for addressing new multidisciplinary challenges. Life-
Watch ESFRI, the Research Infrastructure for Biodiversity and Ecosystem Re-
search in Europe, provides clear examples, like the global warming or species extinc-
tions. In addition, the European Commission is promoting the reuse of data, find-
ings, and developments, through the “European Open Science Cloud” (EOSC),
a new framework to stimulate the interaction among researchers, developers, and in-
frastructures from different disciplines. Thanks to its dynamism and flexibility pro-
viding and connecting services, Cloud Computing emerges as the most promising
technology solution to support this new framework.
Starting from these pillars, Data Life Cycle management, the EOSC framework,
and Cloud Computing, this thesis proposes complete solutions for the implemen-
tation of relevant LifeWatch Case Studies. They are based on the experience and
developments related to different EU projects, including COOPEUS, EGI-Engage
LifeWatch Competence Centre, and INDIGO-DataCloud. Going through the dif-
ferent stages of this new approach, integrating different protocols, standards, tools,
methods and services oriented to ensure a “FAIR” data (Findable, Accessible, Inter-
operable, Reusable), this thesis presents different designs, developments, prototypes,
and services in production, confirming Cloud Computing as an adequate technology
to support these complex LifeWatch challenges.

Resumen
El creciente volumen de datos procedentes de distintas fuentes y con distintos for-
matos hace que la apropiada gestión del ciclo de vida de los datos científicos sea
imprescindible para el correcto desarrollo de la ciencia. Vídeos y fotografías en redes
sociales, datos de sensores procedentes de distintas iniciativas del “Internet de las
Cosas” o datos de satélites pueden ser explotados por diversas disciplinas científicas
de una forma transversal, acelerando así el desarollo.
Durante los últimos años, la Comisión Europea ha estado promoviendo la ex-
plotación de resultados, desarrollos y datos por parte de investigadores externos,
de modo que se habilita el reuso y aprovechamiento de trabajos apoyados por esta
entidad. Varias medidas como el impulso de los Planes de Gestión de Datos (o
Data Management Plans), así como la generación de datos “FAIR” (Encontrables,
Accesibles, Interoperables y Reusables), están destinadas a garantizar que el es-
fuerzo invertido en proyectos de investigación sea reaprovechado, de modo que más
personas puedan beneficiarse de ello.
La Comisión Europea, a través de diversos programas, financia la investigación
pública en Europa, lo que permite el desarrollo de proyectos y diversos tipos de
infraestructuras. Sin embargo, muchos de estos elementos trabajan de forma ais-
lada. Para incentivar la interacción entre científicos, investigadores, infraestructuras
y disciplinas, la Comisión Europea está desarrollando el “European Open Science
Cloud” , un nuevo marco de apoyo a la ciencia europea. En este contexto, el uso de
tecnologías de la información y la explotación de datos son piezas fundamentales.
LifeWatch ESFRI, la infraestructura de investigación para biodiversidad y eco-
sistemas, puede beneficiarse de este nuevo entorno, ya que para afrontar grandes
retos como el calentamiento global o la extinción de especies se requiere el uso de
distintos datos y servicios de diversas disciplinas científicas, por lo que la interacción
es esencial.
El “Cloud Computing” o computación en la nube, es un modelo flexible para
proveer recursos y servicios. Gracias a su flexibilidad y dinamismo resulta muy
apropiado para entornos heterogéneos, ya que a través de protocolos y estándares
permite la integración de servicios. Este modelo puede ser la base que sustente
el “European Open Science Cloud” y todos los desarrollos orientados a la gestión
eficiente de grandes cantidades de datos heterogéneos.
Desde estos tres pilares, gestión de datos, EOSC y Cloud Computing, este trabajo
propone distintas soluciones para gestionar el ciclo de vida de los datos, haciendo es-
pecial referencia a todos los desarrollos y proyectos ligados con la ESFRI LifeWatch,
teniendo en cuenta proyectos relacionados como INDIGO-DataCloud, EGI-engage
LifeWatch Competence Centre y COOPEUS.
El primer objetivo de esta tesis es presentar el ecosistema actual para la gestión
de datos de investigación, incluyendo sus componentes y partes más importantes
además de las interacciones entre ellos. La descripción de este entorno incluye tanto
los proyectos e iniciativas como las infraestructuras y organizaciones relativas a la
gestión de datos, con especial énfasis en la ESFRI LifeWatch. Todos estos elementos
se explican en torno al “European Open Science Cloud” como el referente y nuevo
marco de desarrollo de la ciencia en Europa.
El segundo objetivo es avanzar en el estado del arte del ciclo de vida de los
datos, proponiendo un nuevo enfoque basado en el uso de la computación en la
nube como proveedor de recursos y servicios. Este nuevo diseño está inspirado en
distintas propuestas de las instituciones más relevantes relacionadas con la gestión
de datos a nivel internacional y está orientada a producir datos en abierto que sean
encontrables, accesibles, interoperables y reusables.
El tercer objetivo principal es recorrer las distintas fases del ciclo de vida de los
datos propuestos con el fin de determinar qué tecnologías, protocolos, métodos, ser-
vicios y herramientas pueden apoyar el desarrollo de cada etapa del ciclo utilizando
soluciones basadas en “Cloud Computing”. Este objetivo está complementado por el
desarrollo de herramientas y otras soluciones, la integración de servicios existentes,
la implementación de protocolos y la definición de nuevos métodos.
El documento está estructurado de acuerdo a estos objetivos y está organizado
de la siguiente forma:
El capítulo 1, de carácter introductorio, contextualiza todo el trabajo, exponiendo
las motivaciones y trabajos previos. Explica en detalle la ESFRI LifeWatch y el caso
de estudio del embalse de “Cuerda del Pozo” como referente a lo largo de todo el
documento.
El capítulo 2 describe el nuevo contexto para la ciencia de datos (Data Science) y
datos en abierto (Open Data) y el cuál es uno de los pilares del trabajo: el “European
Open Science Cloud”. Todos los componentes que serán parte de este nuevo marco
están descritos y explicados, incluyendo diferentes tipos de proveedores de recursos,
así como otros actores involucrados que influenciarán en el desarollo de este nuevo
programa. El capítulo también incluye los detalles de diversos proyectos relativos
al EOSC en los cuales he estado directamente involucrado.
Tras revisar los distintos enfoques propuestos por las instituciones y organiza-
ciones más importantes relacionadas con la gestión de datos científicos, el capítulo
3 propone un nuevo modelo para el ciclo de vida de los datos, y muestra cómo la
computación en la nube puede ser esencial para su gestión en este nuevo panorama
generado por el EOSC.
El capítulo 4 analiza las tres primeras fases del ciclo de vida de los datos prop-
uestos: Planificación, Obtención y Curación. Este capítulo introduce los planes de
gestión de datos o DMPs, explicando su importancia para una correcta gestión de
los datos y el potencial que tienen en un entorno “Cloud”, así como ejemplos de
cómo herramientas de planificación pueden integrarse con otras partes del ciclo. La
sección sobre obtención de datos hace especial énfasis en los métodos relacionados
con LifeWatch y que pueden ser aplicados en datos de biodiversidad e investigación
del medio ambiente. Por último, la sección sobre curación de datos explica algunos
de los métodos más extendidos e introduce el concepto de niveles de datos o “Data
Levels”.
El capítulo 5 presenta los métodos de análisis más comunmente utilizados en
ciencia en abierto o “Open Science”, incluyendo herramientas para la visualización
y análisis de datos. También describe como programas de modelado, workflows y
“Big Data” pueden complementarse entre ellos en un contexto de datos en abierto
apoyándose en la computación en la nube. Se incluye también la descripción de
distintas herramientas y soluciones específicas.
El capítulo 6 explica diferentes características que los datos en abierto deben
cumplir para cumplir los cuatro principos “FAIR”, y cuáles son los elementos a tener
en cuenta para llegar a esta meta: metadatos, protocolos, estándares, herramientas y
servicios proporcionados por recursos “Cloud”. Se describe el uso de metadatos para
casos de uso específicos con el fin de mostrar su potencial para crear datos “FAIR”,
de modo que estos datos no sean accessibles sólo para seres humanos sino también
para herramientas de análisis automatizadas. Para la última etapa del ciclo de
vida de los datos, preservación, se describen distintas recomendaciones sobre cómo
implementarla.
Finalmente, el capítulo 7 recoge las distintas conclusiones alcanzadas gracias al
trabajo en esta tesis, así como a la participación en distintos proyectos relacionados,
incluyendo trabajos futuros a realizar para la implementación del “European Open
Science Cloud”. Las conclusiones en castellano se incluyen en el Apéndice D.
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Data Management in Research:
an approach for LifeWatch
ESFRI
1.1 Introduction
The objective of this first chapter is to introduce the context of the work and the
state-of-the-art of the research data management, in particular in relation to Life-
Watch ESFRI in an Open Science context. Besides, I include a first personal vision
on how cloud computing can help to satisfy the requirements associated with the
Data Life Cycle Management.
1.2 Overview of the research work
The motivation for this manuscript comes from my activity along the last years in
different research projects related to the LifeWatch ESFRI, the Science and Tech-
1
nology Infrastructure for Biodiversity and Ecosystem Research in Europe, on data
management and cloud computing.
The work reported is the result of the findings, best practices and experience
gathered during my professional life regarding Data Management and Computing.
During my participation in several international projects related to LifeWatch ES-
FRI, I have been gradually discovering the requirements to correctly manage Data
during its Life Cycle, starting from the basic use of databases and expanding up to
the design and implementation of complex systems integrating various sophisticated
tools and supported by Cloud Computing.
The first project where I was involved at IFCA was the monitoring of water
quality parameters in a Spanish reservoir, “Cuerda del Pozo” (CdP), in the province
of Soria. The main goal of this project was to monitor a large number of parameters
obtained from a set of sensors deployed in a water platform, including physical,
chemical, biological and meteorological variables. The platform was deployed in the
context of the FP7 project DORII in 20101, in collaboration with a Spanish SME,
Ecohydros SL. Although at a high level this project may not seem very complex, it
required working with large time series, with a periodicity of minutes for periods of
years, that required ad-hoc visualization, and facing problems derived from those
conditions, including the optimization of data processing and database queries. The
need for applying quality assurance methods to the data, i.e. “Data Curation”
basics, implied filtering, detection of outliers, and other different methods, that
were implemented for specific use cases. The project was oriented to an exploitation
by biologists, environmental scientists and also water authorities as final users, all
of them not experts on IT, implying one of the most challenging tasks: the creation
of friendly environments for the final data users. This project was related to the
preparatory phase of LifeWatch ESFRI, and it can be considered as a nice example
of the type of projects to be supported by this e-infrastructure.
The initial “Cuerda del Pozo” monitoring project evolved into ROEM+ [1], a
1Detailed information can be found in section 1.3.1
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LIFE+ project [2] funded by the European Commission and piloted by Ecohydros
SL. It aimed at exploiting innovative techniques and tools in order to model and man-
age the problem of eutrophication in freshwater and, in particular, in the Duero river
basin. The main tasks I performed were related to the simulation of hydrodynam-
ics and water quality evolution in the reservoir using a complex modelling software
suite, Delft3D [3]. Two main points were addressed to correctly perform this simu-
lation: data management and computing. On one hand, the model required a lot
of different parameters that came from diverse sources including meteorological sta-
tions, the set of sensors deployed in different platforms and buoys distributed within
the reservoir, manual observations, data from the rivers and bathymetry maps. All
these heterogeneous datasets had to be somehow homogenized in terms of spatial
and temporal resolution and also digital formats. On the other hand, the execu-
tion of 3D high-resolution models required important computing resources: it took
around 72 processing hours to get a single model result in HPC (high-performance
computing) resources. With those two challenges, I first realized how important
a good data management is to deal with the heterogeneous datasets being inte-
grated. The project results were presented during the “Delft3D Days” international
workshop organized by Deltares [4].
Simultaneously, I participated in the FP7 COOPEUS project [5], which aimed at
strengthening the cooperation between the US and EU in the field of environmental
Research Infrastructures. As LifeWatch ESFRI, I collaborated with the team at
NEON [6] in promoting integrative paths. Many different topics were addressed
during the project, including the use of Persistent Identifiers (our particular cases
were presented in the joint COOPEUS, EUDAT and ENVRI workshop [7]), systems
integration for geolocated data (like GEOSS [8]) and open repositories (for example
the CdP data was submitted to the DataONE [9] repository). During the project, I
had also the opportunity to work in other topics like global carbon modelling (using
the CLM [10]), facing similar problems to those addressed in the previous work on
water simulation. The use of semantics was also considered, and several tools were
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tested, which derived afterward in discovering their potential for data management.
The COOPEUS project also allowed me to discover new and relevant international
initiatives like the Research Data Alliance (RDA).
I have collaborated also in another LifeWatch related project: the development
of TRUFA [11], a RNA-seq pipeline that allows the user to create workflows for
ribonucleic acid analysis in a friendly way, without the need of programming ex-
pertise. Workflows are one of the key solutions that researchers will need in the
near future since they are required to combine different software and data sources
to address complex problems.
Several other LifeWatch-related initiatives have been developed during the last
years until the ERIC [12] was released in March 2017, where I have also collabo-
rated. One of them, developed in close collaboration with the industry, was the
internationalization of the “Doñana Biological Station for the LifeWatch ESFRI”,
throughout the development of solutions and the deployment of services oriented
to satisfy the general user requirements, including authentication & authorization,
cloud computing infrastructure and data management solutions. One of the most
valuable services deployed in this context was the “LifeWatch Open Science Preser-
vation Framework” (presented at [13]), aiming to cover the whole data life cycle
providing access both to data and computing resources. This platform has been
integrated with a Data Management Plan tool (presented at [14]) exploiting cloud
computing resources through the APIs (Application Programming Interface) pro-
vided. All this work and other LifeWatch-Spain solutions have been presented in
different events ([15], [16]) including Cloud Scape 2015, where specifically the use of
cloud computing resources was presented[17].
Since 2015, I have been involved in another EU project managed by EGI (Euro-
pean Grid Infrastructure, see section 2.3.1), EGI-Engage [18], directly collaborating
in the coordination of the “EGI-LifeWatch Competence Centre” [19]. The final goal
of this Competence Centre is to support the requirements of the community in Biodi-
versity and Ecosystems research, establishing a direct collaboration between EGI.eu
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and the ESFRI LifeWatch to address specific needs of researchers in this domain,
as presented at [20]. One of the most important achievements of this project was
the identification of key common requirements for the LifeWatch Community: the
need of AAI (Authentication & Authorization Infrastructure) solutions, distributed
storage, georeferenced data exploitation, solutions based on R (presented at [21]),
etc. We have also implemented different Virtual Research Environments (VREs),
which agglutinate several data resources and Virtual Laboratories (VLabs) com-
monly used by scientists in a specific niche. Another relevant achievement was the
use of GPUs in the training of Neural Networks to classify images from citizen sci-
entists as different species (presentation at [22]), that has evolved to the support for
“deep learning” technologies. The final achievements of this project were presented
at [23].
Finally, the most relevant project where I have been involved in and where I have
applied all this previous background to a cloud computing framework is INDIGO-
DataCloud [24]. This EC funded project aims at developing a data and computing
framework at different service levels (see section 2.2.1), and oriented to satisfy the
scientific community requirements. My participation in this project has been quite
intense, not only providing Case Studies and designing the corresponding architec-
tures2 ([25], [26]), but also addressing the solutions for Data Management on Data
Ingestion and Data Integrity Tests ([27], [28], [29], [30]). I have also lead the defi-
nition of “Global Customizable Solutions” for facilitating the adoption of INDIGO
software by newcomers [31], as well as the identification of roles in this context
[32] that will be useful to understand how to exploit the new Open Science Cloud
framework in Europe. INDIGO-DataCloud has proven that cloud computing en-
vironments are well suited to deal with the needs of scientific communities since
it allows the deployment of complex architectures in an easy way, and their flexi-
bility makes this framework able to support the different requirements from varied
2Evolving the solutions developed in ROEM+ for the simulation of the CdP water reservoir,




With the experience acquired along my professional and academic life, I am able
now to have a comprehensive view on the jigsaw of Data Management in Science.
My background in Computing has prepared me to understand that Information
Technologies and all the rapid developments associated with them, provide the best
potential solutions for addressing the problems found along the Data Life Cycle:
thanks to a combination of system administration, programming and data manage-
ment skills, I have been able to solve complex challenges derived from research
projects. From my first experiences in database management up to the recent
ones with Open Data sharing protocols and standards, I have been learning dif-
ferent methods, techniques, and technologies that have driven me to understand
many specific problems and how they can be potentially solved in a more general
way. The interaction with other researchers and scientists, in different contexts and
with different expertise, the participation in congresses, workshops, conferences and
seminars, and in particular the collaborative work developed in the projects, have
motivated me to prepare this thesis, where I would like to reflect how all the knowl-
edge acquired can be applied in a coherent and useful way, to help the scientists to
perform a more optimized and efficient work, enabling them to reach new results.
Towards the European Open Science Cloud
The different projects and initiatives developed in Europe along the last years,
including those described in the previous section, have led the continent towards a
more Open understanding of the Science. The demand for accessing and exploiting
very large and heterogeneous collections of datasets is becoming quite common,
not only in research and innovation, but also for industrial exploitation, and even
in citizen science. The European Commission is preparing to explore this potential
through an initiative known as the European Open Science Cloud (EOSC, see section
2.2). The set of challenges to be addressed are not only social but also technical, like
providing solutions to assure the exploitation of the datasets making them “FAIR”
(Findable, Accessible, Interoperable and Reusable), using when possible machine-
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actionable processes. One of the main objectives of this thesis is to show how an
infrastructure based on Cloud technology can be used to support these requirements
for the EOSC.
1.2.1 LifeWatch
LifeWatch [33] is the e-Science European Research Infrastructure for Biodiversity
and Ecosystem Research, which aims to advance in these disciplines and to address
the big environmental challenges as well as to support knowledge-based strategic
solutions to environmental preservation. This mission is achieved by providing ac-
cess to a multitude of datasets, services, tools and computing resources in general,
enabling the construction and operation of Virtual Research Environments (VREs).
One of the goals of LifeWatch is to bring Information and Communication Technolo-
gies closer to the final researcher in such a way that managing the growing number
of data sources can help to understand the biodiversity system as a whole.
Figure 1-1: LifeWatch Banner
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LifeWatch is included in the 2016 ESFRI roadmap [34], having entered the op-
erational phase in 2016, and legally became an ERIC in March 2017. The esti-
mated costs are 66 Mefor capital value, and 10 Me/year for operation. As an
e-Infrastructure of distributed nature, LifeWatch is composed by Common Facili-
ties, located in Spain (Statutory Seat and the ICT e-Infrastructure Technical Of-
fices), Italy (Service Centre) and The Netherlands (Virtual Laboratories and Innova-
tions Centre). The Statutory Seat and the ICT e-Infrastructure Technical
Offices, placed at Seville, assist jointly to the coordination and management of
the day-to-day institutional relationships, administrative, legal, and financial issues.
Those include, among others, technology transfer, procurement and IPR matters,
the formal agreements with all the external data and e-Services suppliers, and the
Service Legal Agreements (SLA) with local, regional, national and international
entities, including decision makers and environmental managers. Also, they coor-
dinate and manage the ICT e-Infrastructure distributed construction, maintenance
and deployment operations, including coordination of the design and implementa-
tion of e-Services demanded by the Service Centre, the Virtual Laboratories and
Innovations Centre, as well as other Distributed Facilities.
The Service Centre provides the interface with the Biodiversity Scientific Com-
munity, identify the needs of the multiple user groups from different domains and
areas of interest and coordinate the development and operation of those Services
related. Also, they assist in deploying the services provided by the LifeWatch Re-
search Infrastructure, including those enabling discovery, visualization, and down-
load of data and applications for analysis, synthesis, and modelling of scientific
topics. Thus the Service Centre identifies new data resources, incorporate vocabu-
laries, semantics, and Services to aggregate larger typologies of data. It also provides
the optimization of the access and use of Service Centre facilities as a whole, and
offer web-based tools to facilitate Social Networking and Social Learning (includ-
ing e-Learning). Finally, it promotes the awareness of LifeWatch for users and the
general public, and the enhancing the visibility of LifeWatch scientific outcomes, by
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publicizing and disseminating them.
The Virtual Laboratories and Innovations Centre coordinates and manages the
requirements and needs analysis, design, and implementation of the scientific case
studies and productions of the LifeWatch Virtual Laboratories. These e-Labs will be
implemented and deployed through the LifeWatch ICT distributed e-Infrastructure
facilities and made accessible through the Service Centre to the Biodiversity Scien-
tific Community. This procedure guarantees the overall coherence of the Research
Infrastructure by promoting synergies in regards to the semantic interoperability
among data, services and their final users.
Distributed Facilities
Member countries of the LifeWatch ERIC and scientific networks are encouraged
to establish LifeWatch Centres to serve specialized facilities in the framework of the
LifeWatch services, in accordance with it overall architectural scheme. They are
located in another four member countries (Belgium, Greece, Portugal, Romania,
and Slovenia); the list of participant countries extends to 14, including France,
Finland, Hungary, Norway, Slovakia, and Sweden. LifeWatch allows its users to
enter new research areas supported by its e-Infrastructure, building capacity to
foster new opportunities for large-scale scientific development; to enable accelerated
data capture with new technologies; to support knowledge-based decision making for
the management of biodiversity and ecosystems; and to support training programs.
1.2.2 The development of the LifeWatch initiative
The basic concepts of LifeWatch as Research Infrastructure started to be defined
in the early 2000s, where the main existing EU Networks of Excellence initiated
the design plan for LifeWatch in order to construct an environment to develop the
infrastructure that supports Biodiversity and Environmental Science with a large
European-scale infrastructure capable of providing the advanced capabilities for data
integration, analysis and computing to perform different research tasks and allow
9
Figure 1-2: LifeWatch Member Countries
users to empower their skills.
The first concepts were formally formulated during the preparatory phase of Life-
Watch (2008-2011), which was funded by a specific project from the EC 7th Frame-
work Programme. During this phase, a Master Plan was prepared that included the
first organization of the infrastructure and presented both its building blocks and
associated costs. After that period, several countries refined those concepts taking
into account a realistic provision of funds, the existing research facilities which are
presently supported by the different countries that would support LifeWatch, and
the suggestions and comments provided by both the ESFRI high-level Assessment
Expert Group and the ESFRI Strategic Working Group on Environment.
Further inputs for the fine-tuning of the construction plan of LifeWatch were
derived from the conclusions of the different LifeWatch operational meetings held
in Lecce (Italy) and Granada (Spain) in 2014 and in Málaga (Spain) in 2015.
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1.2.3 LifeWatch service-oriented architecture
Since the design phase, LifeWatch architecture has been based on a Service Oriented
Approach, exploiting the possibilities offered by common e-infrastructures, and in
particular exploring the option of cloud-based services, as quoted already in the
LW statement for H2020 in 2013. As shown in Figure 1-3, LifeWatch integrates
different data sources, some of them more specific to biodiversity and ecosystems
research, like collections or measurements and observations series from ecological
observatories, museum collections, others of wider scope, like genetic information,
satellite images or meteorological measurements.
Figure 1-3: LifeWatch architecture [35]
The use of Cloud Computing resources is considered one of the best options to
provide the required e-infrastructure layers, where analysis and processing tools can
be deployed and executed.
1.2.4 LifeWatch Competence Centre
The LifeWatch Competence Centre, developed under the H2020 EU EGI-Engage
project, addressed the adoption and exploitation of the EGI infrastructure by the
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LifeWatch user community, in particular by deploying basic tools required to sup-
port data management, data processing and modelling for Ecological Observatories.
It also considered the services required to support workflows oriented to the de-
ployment of Virtual Labs for LifeWatch and explored the possibilities to offer a
better support for the direct participation of citizens in LifeWatch by contributing
observation records.
The collaboration established between EGI and LifeWatch through this Compe-
tence Centre along more than two years has been quite successful, with very active
participation of different LW centres and also of several National Grid Initiatives
related to the LW participant countries, resulting in a rich catalogue of potential
solutions, many of them already integrated and in operation using Cloud Comput-
ing resources. The EGI-LifeWatch Competence Centre joint different LifeWatch
national initiatives (Belgium, Greece, Italy, Portugal, Spain) and put in place spe-
cific requirements from the community related to computing resources. Within this
project, different potential problems were revealed and addressed, like the impor-
tance of transversal services to support the Data Life Cycle, including the Authen-
tication and Authorization Infrastructure (AAI) required to access the services, or
the distributed storage systems to support shared data exploitation. The access to
services in the context of LifeWatch is mainly oriented to researchers and managers,
but also to other communities like citizen scientists that contribute significantly to
the advance of this area. The Competence Centre has contributed to better identify
many of the challenges in the analysis phase of the Data Life Cycle, with diverse
and changing requirements that imply for example the use of specific hardware
(GPGPUs) for Deep Learning techniques or the deployment of complex software to
implement workflows, or the exploitation of big data analysis tools.
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1.2.5 Information Technologies in Environmental Science
Environmental Sciences in general and Biodiversity, in particular, are very interest-
ing and stimulating fields from the point of view of the application of Information
Technologies, given the potential that the use of innovative techniques has to im-
prove the quality of research. For example, the use of satellite data opens a large
catalogue of resources to derive very valuable information of different types: me-
teorological, geological, vegetation indexes, land use, etc.. This information, when
employed in interesting use cases in biodiversity like water quality monitoring or the
analysis of species’ habitats, can reduce substantially the funding traditionally re-
quired. Moreover, today Science requires in many cases an interdisciplinary context,
and the research in the environmental area is not an exception. There are diverse
factors that impact directly in this area at different levels: biological, meteorologi-
cal, geological, physical, chemical, etc. The integration of heterogeneous tools and
data sources from all these different disciplines, which are created independently
using different techniques, formats or standards, is a real challenge also in terms of
information technologies. For example, in those cases where the data are georefer-
enced, an increasingly common trend, they can be harmonized using well-defined
protocols and standards to ensure their interoperability. The use of information
technologies extends also to other different applications in the environmental area.
For instance, to optimize the use of camera traps for the record of species, new
informatics solutions can be applied, like those based on deep learning methods per-
forming an automatic identification of species. This example is also extensible to
citizen science, where the lack of expertise may require an additional technical sup-
port to make their observations useful. The use of classification tools and pattern
recognition algorithms is not limited to images, but it is already being used for other
media formats like videos (identification of zoo-plankton in oceans) and sounds (bird
species classification), which enlarge the potential of those techniques in biodiver-
sity and environmental studies. The professionals in environmental sciences have
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not been traditionally well trained in the use of new technologies, and they have not
been forced to use them since they did not need to. In many cases, the research was
limited to a particular space or habitat, but now the trend is changing. To cover a
wider range of space, observation campaigns in the field are not enough and need to
be supported by other different data sources, and also by sophisticated interpolation
and statistical methods. This leads to an increasing need for computing resources
to manage and process larger data volumes. Another different problem is that re-
searchers in this area often do not provide access to the data they gather, and it is
difficult to convince them of the advantages that sharing data has for the progress
in research. The data gathered and the services developed in the context of a given
project can eventually be reused by third parties from different disciplines: the sta-
tus of an ecosystem impacts directly on many human activities like agriculture or
tourism, with a considerable economic impact.
1.3 Objectives and Outline
The first objective of this dissertation is to present the research data management
ecosystem with its main actors and stakeholders and describe their interactions.
This description includes not only the projects, initiatives, infrastructures and orga-
nizations related to scientific data management, with special emphasis on LifeWatch
ESFRI, but also the “European Open Science Cloud”, the new framework to support
the science in Europe.
The second objective is to advance the state of the art of the support to the re-
search data life cycle, providing a new approach based on the use of cloud computing
resources and services, and oriented to produce “FAIR” data.
The third main objective is to go through the different stages in the proposed
data life cycle in order to determine which technologies, protocols, methods, services,
and tools can support the development of each stage using cloud computing based
solutions. This objective must be complemented by the development of tools and
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solutions, the integration of existing services, the implementation of protocols and
the definition of new methods.
This thesis is structured according to these objectives and it is organized as
follows:
Chapter 2 describes the Data Science and Open Data context where this manuscript
targets: the European Open Science Cloud (EOSC). All the components that will be
part of this new framework are explained and described, including different types of
resource providers as well as other stakeholders that will influence the development
of this new program. The chapter also includes the details of several projects related
to the EOSC in which I have been directly involved.
After reviewing the different approaches proposed by the main institutions and
organizations related to scientific data management, chapter 3 proposes a new ap-
proach to the data life cycle and shows how it can be supported by cloud computing.
Chapter 4 analyses the first three phases of the Data Life Cycle: Plan, Gather,
and Curate. Data Management Plans (DMPs) are introduced, their importance in
a well-managing and the potential of using them in a Cloud Computing scenario
is presented, and also how this tool can be integrated with others. The section on
data Gathering makes special emphasis on LifeWatch-related methods applied on
environmental research and biodiversity data. The Curation section explains some
of the usual methods and introduces the concept of “Data Levels”.
Chapter 5 presents common analysis methods used in open science, including
visualization and data analytics tools. It describes how modelling software, work-
flows, and Big Data tools complement each other in an Open Data framework that
can be supported by a cloud framework. The description of several specific tools
and solutions is provided.
Chapter 6 explains different characteristics that open data must comply to ad-
dress the “FAIR” principles, and what are the elements required support this goal:
metadata, protocols, standards, tools, and services based on cloud computing re-
sources. The use of metadata for specific use cases is presented, showing its potential
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to make data “FAIR”, not only for humans but also for automatic analysis tools. The
final stage in the life cycle, preservation, is also described and some recommendations
on how to implement it are also included.
Finally, chapter 7 includes the conclusions achieved thanks to the work in this
thesis and the participation on the previous related projects, and also the future
work to be carried out towards the implementation of the European Open Science
Cloud.
1.3.1 Modelling the “Cuerda del Pozo” Water Reservoir
There is a complex case study that will be used as a recurring example to show
how to address in practice the different data management requirements in all the
sections. It is the central practical research work related to this thesis: most of the
developments, tests, findings, and achievements have been implemented using the
datasets produced in the relationship with this case, covering the whole Data Life
Cycle. This case study is the “Cuerda del Pozo” reservoir monitoring and modelling
project (CdP project), and it is described in detail in the following subsections. Due
to its characteristics regarding the requirements in terms of data heterogeneity and
complexity, different techniques implemented, and computing and storage resources,
it is a very interesting example that can be used as a model for other LifeWatch-
related projects.
“Cuerda del Pozo” Water Reservoir
The “Cuerda del Pozo” reservoir, constructed in 1941, is located in the Spanish
province of Soria, 40 km far from Soria city. It is a reservoir of the Duero river, one
of the biggest rivers in the Iberian peninsula. “Cuerda del Pozo” supplies drinking
water to Soria and other small cities around, and supports the agriculture in an
extended zone. The reservoir has 2176 Ha of extension at usual water level, and a
maximum length of 12 km. The average deep is 10 m and the maximum one is 36 m,
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with a maximum capacity of 229.2 hm3. The water quality is in general lower than
what expected for a reservoir of these characteristics, largely due to a eutrophication
problem.
Eutrophication is a problem appearing in water masses that impacts directly
on the water quality causing a lot of problems like a decrease in the transparency,
bad smell and taste for consuming, alteration of the dissolved oxygen and even
toxicity. It is caused by an extreme algae growth for certain species, known as
an Algae Bloom. The problem affects directly to fishing, water supplying and any
other water-related activity, like sports or bathing. More details can be found in
Monteoliva thesis (2016) [36], where this particular case study is explained in detail
from an environmental point of view.
Along the EU projects DORII [37] and ROEM+ [1], IFCA and a Spanish SME,
Ecohydros SL, closely collaborated to design, install, deploy and operate a mon-
itoring system at this water reservoir, that is described in the previous reference
[36].
Concerning this thesis, “Cuerda del Pozo” reservoir data is considered from the
point of view of Data Science. The associated datasets cover a wide range of thematic
areas, have to be integrated with other external data sources, and include real-time
series over a large period (years), so they are perfect to serve as a recurring example
for Research Data Management.
Instrumentation
Regarding the instrumentation deployed in the reservoir, there are different buoys
and other instruments gathering data, but the main facility is the central profiler
station. This platform is placed in the deepest zone of the water reservoir with
an infrastructure that can collect and store the data measured in the instruments
monitoring the water quality and the environmental parameters. The platform cabin
supports in its structure a weather station, a net radiometer and a GPS receiver,
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as well as an external directional antenna for communication with the server in the
office in the shore. An altimeter and a probe measuring the depth of the water
reservoir are also installed. It also integrates two renewable energy systems: an
aero-generator and a set of solar panels. Furthermore, there is a profiler wincher
to position the sensor cage to collect data from the bottom to the top of the water
column. All the data collected is stored and sent to the server. The system has been
collecting and storing data along 7 years, from 2010 to 2016.
The list of instruments included in the central profiler station is the following
one:
∙ The weather station installed is a Vaisala WXT-520 model. It measures the
barometric pressure, humidity, precipitation, temperature, and wind speed
and direction.
∙ The net radiometer is a CNR2 model. It measures the net radiation, inW/m2,
as the energy balance between incoming short-wave and long-wave infrared
radiation versus surface-reflected short-wave and long-wave outgoing infrared
radiation.
∙ RAMSES-ACC is a stand-alone highly integrated hyper-spectral radiometer
covering the ultraviolet and visible spectral range.
∙ CTD 60 is a precision probe for limnological measurements of physical, chem-
ical and optical parameters. It allows the simultaneous measurement of the
following variables: pressure (depth), temperature, conductivity, pH, REDOX,
dissolved oxygen.
∙ Miniaturized submersible fluorimeters, microFlu Trios, provide high precision
and selective fluorescence measurements, allowing the measurement of phyco-
cyanin, chlorophyll, and CDOM, dissolved organic matter.
∙ Other optical sensors measure the concentration of carbonates, nitrates, or-
ganic carbon, suspended solids, chemical oxygen demand, etc.
18
Figure 1-4: Profiler Instrumentation Set
Data Acquisition system
The setup of the data acquisition system required the use of specific techniques.
The data flow was orchestrated by LabView [38], a software for controlling sensors
and collecting data following different protocols. Data is stored both locally (in
XML as the backup format in the PC in the platform) and remotely, via WiFi or
3G to a server in the shore managing a relational database. This database is based
on MySQL and contains a set of tables storing the different groups of measured
variables listed above. The system provides a basic implementation of the concept
of “Data Levels” (see Section 4.6.1), as it includes a “raw” database containing the
data directly collected by the instruments as well as a “processed” database obtained
after applying several filtering methods and quality control processes (data not in
range, detection of outliers) and where several derived variables are included. These
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derived variables include the estimation of the euphotic zone, EPAR, calculated
using the information provided by the radiometers. This derived information has a
clear added value for the researchers, and it is integrated into smart views grouping
several related variables. For security reasons, both databases are replicated to
another server placed in a different location, providing a safe backup in case of
failure.
Figure 1-5: CdP Architecture
Relevance as example
The data collected is the starting point of the Data Life Cycle adopted to manage
this case study. From planning to publishing, many actions have been performed
on these datasets, which have also served as input to different models and analysis.
The “Cuerda del Pozo” project has been considered in relation to different LifeWatch
related initiatives, including the LifeWatch Competence Centre. Besides, the expe-
rience acquired working with remote instrumentation and computing resources, in
collaboration with researchers from external teams, has lead us to choose cloud
computing as an adequate paradigm to support the full data life cycle management.
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Chapter 2
The Context of the European
Open Science Cloud
2.1 Summary
This Chapter 2 introduces the key components of this new framework to support
science in Europe known as the European Open Science Cloud (EOSC). The main
goals expected to be achieved, and an in-depth analysis of what cloud computing
can offer and how well it fits in this context, are explained. Besides the formal de-
scription of the involved Research Infrastructures, including e-infrastructures, this
chapter includes a detailed analysis on how they can contribute to the implementa-
tion of the EOSC and why they are essential components to support this new envi-
ronment. The scheme proposed is based on the experience from previous projects
and on-going initiatives that will contribute to the EOSC implementation, provid-
ing recommendations, best practices and also technical solutions. The EOSC will
have a clear orientation to support the different research communities at EU level
through the figure of the ESFRI Research Infrastructures. The following Figure 2-1
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shows, around the example of the LifeWatch ESFRI, a scheme of the elements that
potentially will interact to shape the EOSC.
Figure 2-1: Elements involved in the EOSC
The chapter is organized in a logical way around the ideas behind the EOSC,
detailing the work done on the different topics in the projects already introduced
in the first chapter. First, the architecture design and deployment details for a
typical scientific case study is presented. The Service Oriented Architecture guiding
the design is described, including the potential actors and roles expected around a
Research Infrastructure in the EOSC framework. The corresponding applications,
oriented to be deployed in a cloud computing environment, can serve as examples to
other case studies to be developed in the context of the EOSC. Finally, and based
on the experience gathered, the main technical challenges that the European Open
Science Cloud is expected to face are explained, and how an approach based on
cloud computing solutions can address them.
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2.2 Introduction
During the last years, the European Commission has been promoting the exploita-
tion of results, developments or data generated during the course of projects within
the research funding programs. This fact has driven in different measures, like the
promoting of Data Management Plans (DMP) for data generating projects, which
push researchers to take into account all the Data Life Cycle in order to be ready
for a future exploitation as well as adopting the “FAIR” data principles [39]. More
information about Data Management Plans can be found in Chapter 4.3.
During the last years, the European Commission has been promoting the ex-
ploitation of results, developments or data, generated during the course of projects
within the research funding programs. This fact has been reflected in different
measures, like the promotion of Data Management Plans (DMPs1) in the projects,
pushing researchers to take into account the whole Data Life Cycle in order to be
ready for a future exploitation, as well as adopting the “FAIR” data principles [39].
Previously, the European Strategy Forum on Research Infrastructures (ESFRI [40])
was created in 2002, to contribute “to the development of a strategic roadmap that
identifies vital new European RIs for the next 10-20 years”. The Research Infrastruc-
tures included in this roadmap are known as “ESFRIs”. A new category was defined
in the latest roadmap released in 2016 [41]: the ESFRI Landmarks are the RIs that
were implemented or started implementation under the ESFRI Roadmap and are
now established as major elements of competitiveness of the European Research
Area.
The table presented in Annex C lists the ESFRI Landmarks, that include Life-
Watch as the e-infrastructure for Biodiversity and Ecosystem research.
Although all these initiatives are launched under a common umbrella, the Euro-
pean Research Area (ERA [42]), Research Infrastructures have developed solutions,
in general, in an independent and isolated way, even if they were aiming to solve
1More information about Data Management Plans can be found in Section 4.3
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related problems, a recognised fact: “fragmentation across domains still produces
repetitive and isolated solutions” [43]. On the other hand, in the last years, differ-
ent collaborative initiatives involving diverse institutions, countries, and disciplines,
have got important achievements and findings, like the observation of Higgs Boson
[44]. It proves that cooperative scenarios favour the Science evolution in a faster
way. That is why, in order to make research more sustainable and also productive,
the European Commission presented in April 2016 [45] a wide initiative known as
the European Cloud Initiative, that includes the idea of a European Open Science
Cloud (EOSC), that aims at supporting Open Research Data and Open Science
in Europe during the coming years. “By bolstering and interconnecting existing
research infrastructure, the Commission plans to create a new European Open Sci-
ence Cloud that will offer Europe’s 1.7 million researchers and 70 million science
and technology professionals a virtual environment to store, share and reuse their
data across disciplines and borders. This will be underpinned by the European Data
Infrastructure, deploying the high-bandwidth networks, large-scale storage facilities
and super-computer capacity necessary to effectively access and process large datasets
stored in the cloud” [46].
This new framework should incentive the reuse of existing infrastructures at dif-
ferent levels (national, pan-European), avoiding reinventing the wheel. Best prac-
tices and lessons learnt from the past should be adopted. Besides, already existing
services should be exploited at the highest Technology Readiness Level (TRL). The
European Open Science Cloud has many goals. First of all, making Research in
Europe more competitive in a more productive way, exploiting the resources and
funds provided by the European Commission but returning an added value to the
society: data, tools, results, etc. This way, the society can further benefit of the
investment in research. Secondly, avoiding the figure of the lonely scientist that
works for his/her own, which was common in previous years. EOSC will push those
researchers to share their finding and create links with others. Finally, enriching the
collaboration among researchers, institutions, countries, and individuals, not only
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at European level, but globally.
One of the main goals of the EOSC is preparing the Data for the future, providing
the resources and infrastructure to create an environment where all that data can be
exploited, taking into account the size, heterogeneity, and complexity (Big Data).
One of the most important characteristics is that this framework is not oriented only
to researchers, but to every citizen. This includes the industry, especially small and
medium enterprises (SMEs), and any other individuals, like students, researchers,
or citizen scientists. The importance of this last role is proved by the impact of
many Citizen Science initiatives and is expected to have an increased weight in the
future. EOSC also aims to avoid the current data locking driving in many cases to
the data loss, in many small projects: all EU funded projects should adopt an Open
Data policy by default, and in this way will return part of the investment for further
exploitation. Consequently, a series of services must be provided in order to ensure
the access to data, which must include repositories or catalogue systems sustained
over open data standards and protocols.
Three main characteristics need to be ensured as goals of the European research
and innovation policy [47]: Open Science, Open Innovation and Open to the World.
In order to ensure Open Science, the EOSC must be able to reduce the existing
fragmentation of the IT facilities, infrastructures, services and tools, and federate
them to make them more easily accessible. This new framework must not be oriented
only to researchers and scientists, but it must build new bridges to bring knowledge
closer to the private sector and move innovation quickly to the market. In order
to do so, new training programs must be launched and oriented to a varied target
scope. Finally, the EOSC cannot be limited only to Europe, but it should create
new links with international initiatives to address global challenges.
Although many of the problems that will need to be faced by the EOSC over
the following years are technical, this framework must also address other problems
at policy, governance, legislative and human levels. For instance, the number of
Data Science professionals is becoming not enough to cover the needs of companies
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and research institutions along Europe. That is why the European Commission
needs to act facilitating the release of Data Science programs in the Universities.
At the legislative level, there are common frameworks on data protection but some
countries apply different restrictions in particular cases, so a wider context should
be stimulated.
EOSC aims to solve the problems at all these levels, and the acronym hints the
path to follow:
∙ European: Although the EOSC is a European initiative, we are not living in
an isolated system and this framework needs to strengthen the collaborations
not only within Europe but also at a worldwide level, bridging the gaps with
other regions in the planet. The EOSC needs to promote the interoperability of
systems and Data, stimulating the use of standards or protocols. Previous and
current European funded projects have pursued this line; in my experience in
the area of Ecosystems and Biodiversity research, initiatives like COOPEUS [5]
or COOP+ [48] have worked to establish links among Research Infrastructures
from all around the world in order to ensure their interoperability, to be able
to address the major global problems that we are facing in this century.
∙ Open: This concept should not be confused with “free”. Free data does not
exist, since data has been generated using sensors, observations, etc. thanks
to a previous funding for the gathering process: to design, acquire and install
the equipment, to deploy and operate it, to curate the data, etc. Besides, not
all the data can be completely open, like data that involves medical research,
security or sensitive personal data that can be used damagingly. So that,
“Open” in this sense refers to being accessible and transparent, and at least
show that data exists although it cannot be accrued (metadata is important
in this context).
∙ Science: The concept of science in this framework is quite wide. Everything is
interconnected now and science is not an exception. The number of collaborat-
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ing initiatives involving multidisciplinary teams is growing and this trend will
continue in the future. But not only what traditionally is considered science
must be taken into account. Also, arts and humanities are generating large
amounts of data that are suitable to be exploited and even combined with
other types of sources.
∙ Cloud : although this word is related to the term “cloud computing”, it is not
limited to that. In this context, the cloud is something much wider and involves
commons of data, software, standards, protocols, expertise, and policy related
to data-driven science and innovation. In fact, the term “Cloud” is used as a
metaphor to help convey the idea of seamlessness and commons. So that, this
“Cloud”, in the sense of a framework present and open, is the place where all
those components will coexist, a place globally accessible, virtual environment
to share data, tools, and solutions not only for research, but also in benefit of
the society.
Although the last term “Cloud” does not refer directly to “Cloud Computing”
this paradigm could be very helpful for the EOSC implementation. One of the key
factors for the effective EOSC development as part of Open Science is the emphasis
of machine-actionable features in the different elements of the scholarly communi-
cation, including papers, software, data, etc. This means that all the generated
knowledge aims at not being only readable by humans but also by machines that
can potentially automatize the process of getting information. In this sense, cloud
computing provides the infrastructure where tools can be deployed and they can
facilitate the machine-actionable features of the system. Besides, different solutions
can be integrated to be adapted to this new context in a flexible way. Consequently,
there is an urgent need to improve the e-infrastructure supporting research objects
and the implementation of the “FAIR” principles emphasizing the ability of ma-
chines to automatically discover and exploit the data [49] as well as the humans,
an effort that will lead to an “Internet of FAIR” [50]. This solution must include a
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data citation system oriented to reward the excellence of open data and oriented to
implement the “FAIR” principles in research data.
Adopting good practices in Data Life Cycle Management is not a goal itself but
it is the path to follow to ensure the knowledge discovery. There are a number
of tools and services focused on managing different stages in the Data Life Cycle,
that are sometimes isolated and not well integrated. The adaptability of cloud
computing and the possibility of publishing services based on web protocols allow
the available tools to be integrated using open standards. The heterogeneity of data
in terms of formatting, terminology/identifier mappings across scientific fields is
another existing gap that can be bridged as long as data is ready to be actionable, i.e.
processed by machines, which implies the use of metadata or semantic technologies
that can be exploited via software (see section 6.8). So that, research data must
be semantically and syntactically understandable by both human and machines and
data exchange among disciplines must be supported.
Furthermore, the general adoption of the “FAIR” principles can contribute to
reducing the problem of funding in Europe due to projects that do not return their
findings, data or more generally, their knowledge. Around “50% of all research data
and experiments are considered not reproducible, and the vast majority (likely over
80%) of data never makes it to a trusted and sustainable repository. At an in-
vestment of Europe in data-generating research of e120B between 2014-2020” [51].
“FAIR” principles force researchers to manage their data correctly and publish them
for being reused. This way, the fund is returned to the society since all the acquired
knowledge is accessible. “FAIR” data will be very important to ensure the avail-
ability of knowledge in a long-term framework, and it needs to be supported by a
set of standards, protocols, tools, and workflows that facilitate their management.
Cloud Computing is a very dynamic paradigm and can be matched with a lot of
different environments, including those tools or workflows and based on different
communication protocols as integrative way. That is why it fits very well in this
new context and can contribute to offer a set of “FAIR” tools and services to support
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the creation and management of “FAIR” data.
2.2.1 Cloud Computing
Although there are different computing paradigms available, such as HPC, HTC or
Grid, Cloud Computing [52] is a fast-growing one that is being extended over many
different scientific fields and business. Many different definitions have been proposed
for the concept of cloud computing, most of them keeping common characteristics.
The two most important ones that make cloud computing very attractive for the
users are the on-demand self-service, which makes users capable to manage the
resources they need and the elastic provisioning, which means that resources can be
adapted and scaled to the user needs [53]. Cloud Computing offers diverse service
models that can be adapted to the level of knowledge and technical skills of the final
user, who can manage the infrastructure (IaaS), the platform at Operating System
level (PaaS) or online software offered by a resource provider (SaaS). Although the
virtualisation of computing resources implied in the past a decrease in performance,
the technology has advanced very fast and there are many examples where the final
performance is not only similar but even better. Consequently, cloud computing
lends a more comfortable environment for the final user and architectures based on
this paradigm can be adapted also for data management and Big Data exploitation
[54].
In the area of computing, there are two different paradigms that have been tradi-
tionally considered: HPC and HTC. HPC, High-Performance Computing, includes
the best supercomputers in the world that can process dozens of PFLOPS. HPC
provides many interesting features to process complex operations like parallelism or
use of GPGPUs. It is used for a wide range of computationally intensive processing
tasks in many fields, including weather forecasting and climate research, molecular
modelling, quantum mechanics... In general, supercomputers provide a batch sys-
tem that expects jobs from the user who has to set up the job in a specific way.
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Furthermore, when a user must use a specific software, she/he must contact the
Supercomputer administrators in order to get it installed, what is not always direct
and fast. Conversely, cloud computing provides user all she/he needs, at the level
she/he needs and all the control is for the user, who can, in case of IaaS or PaaS,
install everything that is needed to perform the tasks.
HTC or High Throughput Computing is “a computing paradigm that focuses
on the efficient execution of a large number of loosely-coupled tasks. Given the
minimal parallel communication requirements, the tasks can be executed on clusters
or physically distributed resources using grid technologies. HTC systems are typically
optimized to maximize the throughput over a long period of time and a typical metric
is jobs per month or year” [55]. One of the advantages of HTC is that grids can be
geographically distributed and it is not depending on a single central resource like
a supercomputer, which means that resources are still available even if there are
inaccessible nodes because of a network interruption or another kind of problems.
This capability of being distributed is also applicable to cloud computing since Cloud
Stacks Software can be federated and integrate resources from different sites. HTC,
like HPC, provides a batch system to receive jobs from the user (although there can
also be interactive jobs) and the system is managed by the administrators, which is
less flexible than in the case of cloud computing.
The increasing number of scientific applications based on web services makes
cloud computing the most promising paradigm to be able to match the new user
requirements from any discipline. In particular, for Environmental Sciences, this set
of web-based applications includes Geographical Information Systems (Geoserver
[56] and others providing OGC standard protocols [57]), statistical and data analysis
tools (Rstudio [58], Rshiny [59]) and general use interfaces (Jupyter [60]). Depending
on their skills, cloud computing offers total control over those tools to the users and
the grade of customization is really high: they can almost do what they want and
what they need or they can just exploit the service at a high level. Furthermore,
cloud platforms can support both long-term services or eventual computing-intensive
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tasks.
The use of cloud services is not limited to concrete applications but a number of
transversal services can be integrated in order to deploy complex architectures. In
combination with cloud-based storage systems or identification mechanisms, cloud
computing can provide the resources needed by a scientific community at different
levels. In the following section, different service layers are defined as well as some
examples describing the type of resources that a cloud provider is able to offer.
Service models and application in research data
The term “Cloud Computing” is not so new. In the 1960s, John McCarthy [61]
already predict that computing services would be provided to the users like a utility.
After Eric Schmidt used that word to describe the business model for providing
online services in 2006, the term was more extended and gained popularity. Over
the past years, some approaches have tried to apply similar computing models such
as [62]:
∙ Web Hosting : this service allows users to manage a web server where HTTP-
based services can be published. The range of features is pretty wide, and
providers can offer basic services like storage and a server or more complex
like database support, dynamic technologies, backup tools, domain name, etc.
The price is also very diverse, even for free.
∙ Application Service Provider (ASP): software companies offer applications for
remote access by users. The advantage is that user does not need to install
and maintain the software and it is controlled by the provider.
∙ Online File Sharing : Many providers enable Internet users to share files in
different formats online, like videos, pictures or any other file format, chosen
by the user. Some of those services also integrate a software to manage or
visualize the files.
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∙ Webmail : online tools for e-mailing. Very extended both for personal and
professional use, for free or premium (like Gmail).
Scientific Communities have been taking advantage of all these initial cloud ser-
vices using most of them. Web Hosting has been used for many purposes: as an
intranet for internal uses, for dissemination, etc. Web mailing is a key tool to guaran-
tee communication in any geographically distributed project, what is very common
in science, as well as file sharing tools that allow researchers to keep a repository of
files, documents or datasets that facilitate working in remote collaboration.
The previous list of services can be tagged as high-level tools since the user only
needs to access the final services to exploit them. However, many use cases require
a more customizable set of resources, like direct access to the operating system
to manage the service deployment, or direct access to the infrastructure, selecting
the system to be deployed under certain hardware characteristics. To satisfy all
those kind of requirements, the cloud providers generally support their resources at
different levels. Although there are many approaches and cloud taxonomies in the
literature [63][64][65], the most common are the following [66]:
∙ Infrastructure as a Service (IaaS). At this level, a cloud provider offers to
the user different services at infrastructure level such as storage, memory, net-
works, load-balancers, processing power and any other kind of basic computing
resources, where the consumer is able to deploy diverse software including op-
erating systems and any kind of applications. The consumer does not manage
or administer the underlying cloud infrastructure but has the possibility to
select within a list of configuration features that include the different com-
ponents of the system, like amount of memory, number of CPUs/cores, disk
space, Operating System, flavour or network parameters (bandwidth, floating
IP addresses, firewall rules definition), everything abstracted and transparent
for the user. Usually, the consumer has a quota or a price for the different
components and has to decide on the configuration needed for each case. There
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are many commercial IaaS providers, some very large, like Amazon, GoGrid
or RackSpace, and there are also Open Source solutions to be installed by
data centers in their own infrastructure to provide IaaS, the two most relevant
being OpenStack [67] and OpenNebula [68].
∙ Platform as a Service (PaaS). Within this second abstraction level, providers
offer to the user the capability of deploying the underlying cloud infrastructure
applications selected by the consumer, that can be developed, acquired from
third parties, etc. A PaaS offers a framework where users can deploy services at
Operating System level, which allows deploying every application, software or
tools needed, including compilers for programming languages, libraries, APIs,
etc. The consumer does not need to manage or control the underlying cloud
infrastructure but has total control over the provided infrastructure and can
configure settings for the environment. Examples of PaaS platforms include
Google App Engine, Amazon Web Services or Windows Azure. Like for the
IaaS layer, there are some Open Source solutions that can be deployed over an
owned infrastructure, like OpenShift, a software that can be installed over a
Cloud Stack in order to provide PaaS resources to the users through a catalogue
of hardware configuration and applications that are automatically deployed.
∙ Software as a Service (SaaS). At this higher level, providers offer to the user
the capability of using applications running on top of a cloud infrastructure,
accessible from various client devices like a web browser (e.g. Rstudio Server,
GeoServer), user interfaces, remote desktop, etc. The consumer does not con-
trol or manage the cloud infrastructure behind since it is administered by the
provider, who configures the different hardware (network, CPUs, memory)
and software (Operating System, libraries, tools). Conversely, the consumer
is only able to configure some application features and basic settings. In this
service model, users only subscribe to applications rather than buying and
deploy them. Examples of SaaS providers include Microsoft Online Services
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or Google Apps.
This model proposes three basic layers that can be extended, following this XaaS
pattern, towards specialized services matching one or more layers, abstracting the
underlying infrastructure. For example, we could propose a “Data Management as
a Service” as a combination of tools and services including software to manage the
data life cycle and resources to gather, curate, analyse, publish and preserve the
data.
2.3 Transversal Infrastructures - Resource Providers
At European level, there are different e-infrastructures to support research providing
general resources like computing, data management services (store, preservation),
or infrastructure at the network level. These transversal infrastructures, that act as
resource providers, have mechanisms to facilitate the use of the corresponding tech-
nology by research communities in an optimized way. EGI, EUDAT, and GEANT
are some of the most relevant examples.
2.3.1 EGI.eu - European Grid Infrastructure
EGI.eu or the European Grid Infrastructure [69] aims at providing advanced com-
puting services for research purposes through the federation of data centres not only
in Europe but worldwide. It is coordinated by the EGI Foundation, a permanent
organization overseeing the operation and development of the EU Grid initiative.
Originally, the distributed grid infrastructure was conceived to support the anal-
ysis of data produced by the Large Hadron Collider at CERN, which required a
considerable amount of resources. The use was extended to other experiments and
research projects through different European funded projects. The first one, the
European DataGrid Project, started in 2001 and aimed at researching how grid
computing could be useful in the cases of different disciplines like High Energy
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Physics, Earth Sciences or Bioinformatics. In 2004, a series of projects under the
acronym EGEE (Enabling Grid for E-sciencE) was launched to consolidate the es-
tablishment of a Grid e-infrastructure in Europe. After a design period, the EGI
foundation, that manages EGI.eu, was created in 2010 to permanently coordinate
and support the Grid Infrastructure in Europe, as a pan-European infrastructure.
After that, the EGI-InSPIRE project supported the EGI.eu activities during four
years, until 2015, aiming to create a seamless system to support the demands of
different scientific communities. The last project recently concluded, EGI-Engage,
tried to accelerate the implementation of the Open Science Commons expanding
the previous capabilities adding features like federated cloud services to compute,
storage services, data management, etc. It was focused on the support to specific
communities’ requirements based on the needs provided by their “competence cen-
tres”.
Currently, EGI provides more than 650,000 HTC cores and more than 300 PB of
online storage and a similar capacity for archiving, federating the resources of more
than 300 data centres worldwide. EGI also provides Cloud computing services, with
more than 20,000 cores distributed from 20 public resource providers from all over
Europe.
Virtual Organizations
Within EGI, the different scientific communities, disciplines or research groups are
supported through the concept of Virtual Organizations (VO). Through this system,
the users belonging to the same community can be grouped in a virtual way, which
allow data centres to support a selected number of user communities. That way,
a site can establish a service level agreement with a given community to support
it, indicating what resources will be assigned and how they will be supported. It
also defines, in the case of cloud computing resources, the level of access to the
infrastructure, to specific services or applications, etc. Besides, the VO management
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system assigns roles to specific users, so they can access to a delimited group of
resources. For example, the VO for LifeWatch community named “vo.lifewatch.eu”,
is supported by a specific group of sites that provides mainly cloud computing
resources. With this system, the site administrators can control the resources used
by the community and they can configure the accessible images or applications.
Role in the EOSC
The EOSC framework will require a considerable amount of resources in order to
provide support to the needs of the different research communities. The expected
demand for data storage and processing, the different services needed for managing
those data, and all the associated tools that will make the EOSC real, require being
supported not only by a data centre but by a set of federated data centres. That
is why EGI, which provides such distributed support through the EGI Federation
joining resources from the National Grid Initiatives, can be the starting point to set
up this new framework, and serve as the basis for hosting the services needed to
implement the EOSC.
Moreover, cloud computing will be the key to support the EOSC, and EGI pro-
vides the EGI FedCloud: a federation that serves as a single point to access cloud
computing resources oriented to serve public research institutions. EGI has a com-
plete service catalogue [70] that can contribute to the list of available resources in the
EOSC context. Besides cloud computing, EGI also offers High-Throughput compute
and support for the use of containers. EGI services are not limited to computing:
storage and data related services are also provided, like online shared storage and
metadata management, data archiving and data transfer services. EGI offers also
includes training in the exploitation of infrastructure and site administration.
Finally, the concept of Virtual Organization can match very well the require-
ments of the new environment: there must be a way to manage the access, resource
assignment and roles in an interdisciplinary and open context where not only re-
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searchers but also managers and citizens will be able to access.
2.3.2 EUDAT
EUDAT Collaborative Data Infrastructure (CDI) [71] is a European e-infrastructure
of integrated data services and resources to support research. It was started within
the EUDAT project and has been developed thanks to the collaboration of more than
50 organizations from many different scientific fields in Europe. This e-infrastructure
consists in a network of distributed nodes from data centres, which provide a wide
range of services and resources, like files and data management, identification, repli-
cation and data integrity. EUDAT aims at providing services not only to diverse
large research communities, but also to individual scientists.
EUDAT CDI delivers the data management services and solutions for long-term
data preservation of massive scientific datasets as well as easy sharing and publishing
the research results by long-tail of scientists. It also provides solutions and services
for efficient and reliable transfer of the data to, from and among EUDAT data
centres. In particular, EUDAT is providing seven different services and allow users
and scientific communities to join in two different ways: as consumers or as servers
(or both). The seven services are described below:
∙ B2ACCESS : secure Authentication and Authorization platform that enables
access to users based on SAML, social and OpenID Identity Providers versus
both web-based (SAML) and non-web (X.509) EUDAT services. It allows
federation, so other home organization identity providers can be integrated
within this service.
∙ B2HANDLE : associates Persistent Unique Identifiers (PIDs) to data objects
stored in EUDAT resources. It also provides the mechanisms, policies and
business workflows that handle these identifiers, as well as user-friendly inter-
faces (based on Python) for general interaction with the system.
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∙ B2DROP : is a secure and trusted service for researchers to keep their data and
files synchronized in a server and allows also sharing with other colleagues.
Historical versions of files and data are also stored.
∙ B2SHARE : easy and user-friendly service for researchers and citizen scientists
to store and share small-scale research data from diverse contexts. It also
supports the use of metadata over data.
∙ B2SAFE : ensures long-term data persistence through automatic data replica-
tion and periodic integrity checks.
∙ B2STAGE : efficient and reliable service for data transfers between EUDAT
data resources and high-performance computing sites. It allows the transfer
of large data collections between different sites.
∙ B2FIND : this service enables data discovery and exploration based on meta-
data harvested from aforementioned EUDAT services as well as external meta-
data stores, e.g. user-community driven.
In summary, the set of services provided by EUDAT CDI aims at providing the
scientific community with all the tools needed to manage their data along a project,
including potential future uses.
Role in the EOSC
All the services developed in the context of EUDAT can be considered as oriented to
data management along the data life cycle stages. Data management is essential to
evolve towards an open science context, so every data record generated in European
funded projects will be accessible to all researchers. EUDAT and their services will
allow integrating the data in new projects or studies since they support data discov-
ering and also bring computing resources closer to them, so they can be processed.
The services also include the persistent identifiers minting and data sharing. Taking
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EUDAT as a model and exploiting their tools, the EOSC users will get closer to a
proper management of the data life cycle in an open and “FAIR” way.
2.3.3 GEANT
GEANT is the main pan-European data network, connecting research and educa-
tion communities along the continent. It connects national research and education
networks (NRENs) across Europe, providing the network resources to collaborating
projects in a wide range of disciplines, including Earth Science, Biology, Physics
and also Arts & Culture. The GEANT infrastructure includes a high-capacity net-
work of more than 50,000 km providing a speed of 1-9 Gbps, 10 Gbps, and up to
100 Gbps, which allows scientists across Europe to work together wherever they are
based. The services provided by GEANT are not limited to network communica-
tion: it provides also many different services that facilitate the work of the scientists
and all the academic community in a European framework, breaking down distance
barriers. The most common and known services provided by GEANT are:
∙ Eduroam: is the world-wide roaming access service for the research and educa-
tion community. It allows any member from academic institutions to connect
via WiFi to the network provided by a sibling institution, also under the
GEANT umbrella.
∙ Edugain: this service interconnects research and education identity federations
around the world. It is based on trust, so eduGAIN provides the identification
from a home institution to another one, to provide access to a member from
a third institution.
∙ Edupki : is the GEANT service for providing digital certificates, that enables
Certification Authorities (CAs).
∙ VPN services: provides Virtual Private Networks (VPN) for those projects
that need an additional security or reserved resources.
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Jointly with all the European NRENs, GEANT connects around 50 million users
belonging to more than 10,000 institutions. It is also connected with counterparts
in other world regions, like USA, Africa, Asia-Pacific or Latin America, facilitating
the international collaboration
Role in the EOSC
The new EOSC framework needs to be “online” in an efficient way. The network
layer is essential to support any European e-infrastructure and their strategies. The
amount of data that will be handled is extremely large so that this Open Science
environment needs to be supported by a terabit-ready e-infrastructure and advanced
networking services for trusted access. GEANT offers the highest levels of capacity
and security users need, where and when they need it.
GEANT’s role in Europe is unique: by interconnecting Europe’s NRENs, it can
support the collaborative and virtual cooperation among researchers and institutions
from all over Europe, something essential for the future development of the EOSC.
2.4 Research Infrastructures
“Research Infrastructure” is the term adopted in Europe to define those facilities,
services, and resources that are extendedly used by a particular scientific community
to support their research at many different levels. Depending on their configuration,
they can be “single-sited”, “virtual” or “distributed” across different sites. In terms
of facilities, they can include a diverse set of services like specific skilled personnel,
major scientific equipment, knowledge-based resources such as collections, scientific
data archives or e-infrastructures providing data, storage or computing resources
and communication networks.
At European level, this scheme aimed at achieving the excellence in Science
through the efficient use of resources for highly-demanding scientific fields. The in-
novation on Science and technology is essential to solve great challenges and Research
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Infrastructures can support new important discoveries and engage new researchers
from all around the world and new promises in universities and other institutions.
Depending on their category, we can find three different types of RIs in the European
landscape: Intergovernmental RIs (supported by the EU Member States), National
RIs of European Interest and Pan-European RIs.
Figure 2-2: Pan-European Research Infrastructures
ESFRI is the European Strategy Forum on Research Infrastructures that was set-
up in 2002 (see Section 2.2). ESFRI is a self-regulated body composed by members
nominated by research ministers of the EU Members and Commission representa-
tives. It proposes roadmaps that influence directly in European policy-making on
research and stimulates the implementation of facilities to address the challenges de-
scribed in those roadmaps. New Research Infrastructures can be created or previous
ones can be updated following the roadmaps released. ERIC (European Research
Infrastructure Consortium) is the community legal framework to facilitate the estab-
lishment and operation of Research Infrastructures within the European framework.
The ERIC becomes a legal entity from the date the Commission decision setting up
the ERIC takes effect, so that an international organization for a Research Infras-
tructure can be created following a well-known process. This is the case of LifeWatch
(See section 1.2.1), which became an ERIC in March 2017.
Currently, there are fourteen Research Infrastructures under this legal context,
41
as we can see in the next table 2.1 [72].
In terms of roadmaps, the last one, released in 2016, includes specific challenges
for environmental sciences. They are divided into different thematic areas, cover-
ing a wide range of environment-related disciplines: atmosphere, hydrosphere (both
freshwater and marine), biosphere and geosphere. Taking into account that, only
in Europe, between 10 and 30% of mammals, birds and amphibians are threatened
with extinction, the study of biodiversity and ecosystem is key to understand how
the global change is impacting the biosphere at all levels. Habitat destruction is
the result of many specific problems, like contamination, invasive species, soil ex-
ploitation, etc. Due to the number and variety of variables required to model and
understand the ecosystems, reflecting their complexity, interdisciplinary approaches
are needed to address the future biodiversity research. Within the ESFRI roadmap,
a number of projects have been developed contributing to this field, but also some
gaps have been detected and need to be bridged. A combination of techniques like
better identification and tracking of species, use of sophisticated genomic analysis
and tools, and in general a wider automation of processes, should be applied in the
research in this field the coming years, as contemplated in the roadmap.
2.4.1 LifeWatch
LifeWatch, described in detail in section 1.2.1, is the European Research Infrastruc-
ture for Biodiversity and Ecosystem Research. It aims to support the researchers
providing them with the resources needed, access to data sources and in general make
their research easier. The European Open Science Cloud is a great opportunity that
LifeWatch can take advantage from since the integration of multidisciplinary data
has a great potential to address big challenges in environmental science. The ad-
ditional datasets required in this integration with those from specific biodiversity
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Name Discipline Description
LifeWatch Biodiversity Big-Data to address big environmental
challenges.
EMSO Marine Observatories network for understand-
ing climate change and its impact.
ICOS Carbon Observation Greenhouse observation network in Eu-
rope.
ESS Multi-disciplinary High-power linear proton accelerator to
probe the dynamics of materials.
JIV Astronomy Telescope network.
DARIAH Arts & Humanities Linking distributed digital sources mate-
rials and exchange knowledge across do-
mains.
CERIC Materials Exploits the potential of the Central Eu-
ropean area in the synchrotron light and
other probes.
Euro-Argo Marine Global ocean observing infrastructure
reporting subsurface ocean properties.
ECRIN Life Sciences Provides services to clinical research, in
any medical field.
BBMRI Life Sciences Putting together biobanks and
biomolecular resources.
ESS Sociology Measures changes in public attitudes
and behaviour patterns both over time
across nations.
EATRIS Life Science Accelerate the development process for
drugs and diagnostics.
CLARIN Language Makes digital language resources avail-
able to scholars and researchers.
SHARE Life Sciences Understand the impact of population
ageing on European societies.
Table 2.1: ESFRI Landscape
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studies, can be very heterogeneous: geographical, geological, chemical, meteorolog-
ical, social, etc. All these fields have, to a greater or lesser degree, an impact in
biodiversity studies. Besides, the actors that can have an influence in the ecosystem
are many and varied, as well as the data sources that can be exploited: from satellite
images to citizen science observations.
2.4.2 RI around the World
Although the term “Research Infrastructure” (RI) is not agreed at world-wide level,
there are many infrastructures that can be classified as RI around the world. For
instance, if LifeWatch represents the Biodiversity Research Infrastructure in Europe,
its counterparts in the United States are NEON and DataONE.
NEON [6] is the National Ecological Observatory Network, a project sponsored
by the National Science Foundation. It aims to deploy a set of instruments dis-
tributed by representative environments in the North American continent in order
to describe different types of vegetation, landforms climate and ecosystems in gen-
eral. Those instruments gather and synthesize data on the impact of climate change,
land usage and invasive species on natural resources and biodiversity. NEON data
products will allow researchers to obtain valuable information about different ecosys-
tems and environments in order to understand and address, for instance, climate
change-related problems.
DataONE [9], or Data Observation Network for Earth, is a cyberinfrastructure
that meets the needs of environmental and Earth science for open, persistent, robust
and secure access to discoverable Earth observational data. It is supported by the
National Science Foundation. DataONE will ensure the preservation, access, and
reuse of multidisciplinary and multi-scalable science data from all around the world
providing coordination of member nodes and all the needed tools to support their
exploitation.
Similarly, there are other infrastructures distributed around the world to cover
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the needs of the scientific communities for those regions. For example, Biodiversity
is supported by “Atlas of living” in Australia, “CRIA” in Brazil or “SANBI” in South
Africa.
2.5 EOSC Projects
Although the mentioned Research Infrastructures and e-infrastructures can serve as
the EOSC supporter backbone, due to their continuous service to the community,
there are and there were different projects that have contributed significantly to
the EOSC establishment thanks to their developments, achievements, and findings.
The projects where I had the opportunity to be involved in, are related to data
management, integration of Research Infrastructures, cloud computing exploitation,
etc. all of them topics closely related to this new science framework.
In this section, these projects are described, including not only their objectives
and achievements but also how they can contribute to the EOSC context.
2.5.1 COOPEUS and COOP+
COOPEUS and COOP+ are related projects with objectives in common. COOPEUS
[5], an EU FP7 project in collaboration with NSF in the US, aimed at linking
Research Infrastructures with a certain maturity level by integrating information
systems and data as well as facilitating a common understanding based on archi-
tecture, products, and services for exchange. The project was mainly focused in
environmental and Earth science due to the potential that those disciplines have in
terms of interdisciplinary work. Rather than developing specific technical solutions,
COOPEUS identified potential problems and opportunities from Research Infras-
tructures in both sides of the Atlantic and tried to address the way, focused on
the participation in international fora (Research Data Alliance, Belmont Forum),
towards not only an efficient interoperability but also what was labelled as “inter-
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workability”, which means the use of tools and services across disciplines.
COOPEUS matched Research Infrastructures in Biodiversity from Europe and
the United States: LifeWatch from EU and NEON and DataONE from the US. One
of the most important achievements in this topic during the project were an agreed
joint scientific agenda as a driver for common Research Infrastructure development
as well as implementation plans for data and related processing tools.
As a COOPEUS follow-up, COOP+ project [48] was started in January 2016.
Under the complete title of “Cooperation of Research Infrastructures to address
global challenges in the environmental field”, COOP+ is funded by the European
Commission and its H2020 framework and it aims to strengthen the coordination
and synergies among European and non-European RIs related to Marine Science,
Arctic and Atmospheric Research, Carbon Observation and Biodiversity. Through
this cooperation, the project final goal is to identify grand global challenges po-
tentially harmful for the planet and address them combining the data, tools, and
techniques adopted by the different partners and international Research Infrastruc-
tures involved. For instance, those global challenges could be the nitrogen cycle
for atmospheric research, the coral bleaching, the noise impact on fauna for marine
sciences, or the invasive species development in biodiversity.
These two projects have been the first in facing the problems of interoperability
among Research Infrastructures from different regions in the world. RIs, an essential
elements of the EOSC, must not be limited to a European scope: their services and
solutions must be adaptable to a more international context in order to ensure that
this new framework will be able to attend the demands of researchers facing problems
at global level. The lessons learned in COOPEUS and COOP+ can contribute as
recommendations for international cooperation in the context of the EOSC.
First of all, they are a clear example of how important the interdisciplinary work
can be in order to handle very complex problems, as they are the first projects
testing the compatibility of heterogeneous Research Infrastructures. The Earth,
as a system involving many different elements (meteorology, biodiversity, geology,
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space weather, etc.), incorporates complex processes that can be understood only
integrating a lot of different information from diverse scientific disciplines. For
example, in order to track an invasive species, there are many influential factors like
the meteorology, geology, different species distribution, etc. All that information
comes from traditionally different fields, so that they work in different ways, with
diverse tools, etc. However, only through this integration, complex Earth processes
can be understood or even modelled.
Secondly, the term “interworkability” adopted by COOPEUS could serve as in-
spiration for the EOSC. In many cases, data interoperability is not enough to assure
that the integration could have an effect and additional efforts are needed, like the
possibility of exploiting specific tools. Combining not only data sources but also
tools, the potential integration could be more effective and an extra added value
possible.
The third lesson that EOSC can derive from COOPEUS and COOP+ is how to
identify potential challenges that can be addressed with the resources and tools that
are available. Analysing the different usable resources, the diverse actors involved
and the potential integration of all those elements, the challenges at a global level
can be identified and a plan on how to address them can be prepared.
Finally, thanks to the involvement of COOPEUS and COOP+ in international
fora and organizations, they can prove that this is the path to follow in order to avoid
unnecessary efforts, reinventing the wheel or re-discussing already solved problems.
COOPEUS and COOP+ have enabled international cooperation mechanisms that
should be further exploited and continued in long-term.
2.5.2 INDIGO-DataCloud
INDIGO-DataCloud (INtegrating Distributed data Infrastructures for Global Ex-
plOitation) [24] is a European funded project under the H2020 framework that aims
at developing a data computing platform for research communities to serve as an
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environment for their applications. Within the research communities participat-
ing in the project, several ESFRIs are included, like LifeWatch, INSTRUCT, CTA,
EMSO, ELIXIR or DARIAH.
The INDIGO solutions are Open Source and capable of being deployed over hy-
brid e-infrastructures, which means in both public (cloud computing infrastructures
open to everyone, in general, underpayment) and private (cloud computing infras-
tructures oriented to private use, to a specific group of people or auto-deployed)
contexts.
INDIGO has developed solutions at the three traditional Cloud layers described
in section 2.2.1: IaaS, PaaS and SaaS, and their solutions are distributed in five
different groups depending on the features they supply, as we can see in Figure 2-3:
Figure 2-3: INDIGO-DataCloud Solutions Catalogue
“Data Centre and Storage solutions” are oriented to facilitate the work for com-
puting sites administrators, enabling mechanisms to exploit the infrastructure at
computing, network or storage level. It includes a set of tools for management, like
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monitoring software, database systems for federation or interfaces to infrastructure
endpoints.
“User-oriented solutions” are focused on providing the users with a set of tools
capable to allow them to work with their data using different methods: data mining,
workflows, etc. This group is related with “High-level application portals”, which is
the set of interfaces based on web and mobile applications oriented to manage the
system behind in a transparent and user-friendly way.
“Automated solutions” are developments oriented to exploit cloud computing
resources in a dynamic and flexible way. These solutions are also transparent for
the final user. However, in order to exploit all these solutions, an “Authorization and
Authentication system” is required, that INDIGO is also providing it as a transversal
service.
INDIGO solutions for Data Management
INDIGO-DataCloud includes in its catalogue a series of solutions oriented to man-
age different stages in the Data Life Cycle. Those solutions are oriented to facilitate
data management not only to the final users but also to the data centre managers.
One of the most important features provided is metadata management functionality,
described in next subsection. Data is meaningless if it is not linked to a proper meta-
data description. Metadata can include different elements that make data findable
and discoverable both by humans and machines (scripts, bots, etc.). These elements
can include the author name, describe the content of the data, the scale (tempo-
ral, spatial) and anything that a data manager considers adequate to be defined.
Selecting the proper metadata description for each domain makes data reusable
and exploitable. Due to the size of the datasets produced by some experiments
or communities, not every dataset can be made available quickly. Some projects,
related for example to High Energy Physics or Earth Observation, involve several
petabytes of data per year, and not every single dataset can be available directly
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online. Therefore, in order to reuse and exploit big dataset collections, they need to
be associated with a smart preservation plan taking into account things like access
pattern, caching, etc. Furthermore, other features like the media or the geographical
location need to be taken into account in order to select the proper methods for the
preservation. Those two essential features are covered by two INDIGO solutions:
Onedata and Storage Quality of Service.
Onedata
Onedata [73] is a distributed storage solution that allows users to access, store,
process and publish data using a global back-end supported by computing centres
and storage providers worldwide. This solution offers an instant and transparent way
to access data without needing to stage and migrate datasets between centres. Ev-
erything is directly accessible from a worker node or from local computers. Onedata
provides metadata management features that allow the users to describe the dataset
from their Onedata spaces. Metadata in Onedata are organized into three different
levels capable of defining different dataset characteristics. Specifically, these levels
are file system attributes, extended attributes, and custom metadata:
∙ File system attributes: This category includes basic metadata related to the
physical file within the file system, such as file size, creation and modification
date and time, access rights, etc. These metadata attributes are typical pieces
of information of the file in an Operating System. The information of this
group of attributes is gathered automatically and the user cannot modify it.
∙ Extended attributes: This level includes platform agnostic attributes and the
user can choose whatever key-value pairs they wish to assign. Typically, this
level is used to add information like license type, author and other “higher-
level” metadata attributes.
∙ Custom metadata: Onedata also supports customized metadata documents
to be assigned to any resource. This type of metadata is separated from the
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others and a specific backend is available to manage this level. Customized
metadata documents can be added in JSON or RDF format. Although meta-
data standards are usually expressed in XML, they can be translated to JSON
or RDF format, so they can be exploited within this Onedata metadata level.
QoS: Quality of Service
Quality of Service is an INDIGO-DataCloud service that, working together with
storage solutions and protocols, allows users and middleware components to get or
add information about a storage element characteristics such as a type of media,
location or latency. In combination with the Service Level Agreement between a
user and a site, this QoS component can check that the services provided comply
with this agreement and that the resources are being used correctly. Furthermore,
users have the capability of selecting the type of resources that best satisfy their
needs within the available ones.
QoS has been adapted to be used with other INDIGO-DataCloud services, like
the CDMI Server or other third-party protocols like Ceph or Amazon S3. The
QoS component provides an endpoint where site administrators can manage the
metadata information about the site and, in particular, about the storage providers.
Also, both users and middleware components can check the endpoint in order to get
the public information provided and select the resources to be used. The endpoint
is public and reachable using a REST API.
Due to the dynamism and flexibility of the INDIGO-DataCloud solutions, they
can serve as a starting point of the developments required to support the EOSC.
2.5.3 INDIGO-DataCloud in the EOSC framework
The final vision of the European Open Science Cloud is yet to be confirmed, and it
was not the objective of INDIGO to face all the missing issues. On the other hand,
a basic model was needed for the exploitation of INDIGO results, that is introduced
in what follows.
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As already stated, despite the word “Cloud” in its title, EOSC refers to a com-
plex ecosystem of services mainly related to e-infrastructures, useful for research
communities, and in particular to their integration, but not all of them based on
cloud computing resources. However, as INDIGO-DataCloud is oriented to cloud
computing for its exploitation, it is convenient to use a model based on the basic
cloud services architecture, with the three levels already described in section 2.2.1
that are also well identified by the industry: IaaS (infrastructure as a service), PaaS
(platform as a service) and SaaS (software as a service).
Some relevant requirements have to be taken into account to define a proper
model:
∙ As defined from the start of the INDIGO-DataCloud project and more clearly
in the presentation and analysis of the different Case Studies addressed for
various research communities, key actors and their roles in the operation of
the services need to be defined and identified. Of course, this is even more
important when considering future exploitation. The experience gained with
the cloud framework along the INDIGO project indicated that the catalogue
of roles had to be expanded with professional profiles closer to the different
services. In this way, new niches for the potential participation of external
companies, and in particular SMEs, can be proposed.
∙ Along the first review of the project, it was strongly recommended that the
gap/expertise for new communities, or research users in general, to adopt and
integrate INDIGO solutions when building their applications, should be re-
duced, in particular, profiting of general templates that could be reused in an
easy way. The model proposed also goes in this direction, proposing these
templates “instantiable” by linking the general scheme of use of INDIGO solu-
tions (Common, Automated, Data, and Datacenter/User-oriented, see Figure
2-3) with the additional required e-infrastructure components, starting with
the resource providers.
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∙ The integration of existing services is a very important and relevant point for
many communities. These services may or not benefit from a potential migra-
tion to a Cloud-based platform, so the proposed model includes the possibility
to integrate or access “legacy” services, using this word with a positive mean-
ing. In some cases, there is the need for a wrapper or bridge to integrate them,
and it is a good idea to consider them from the start in the proposed model.
∙ Last but not least, it is very clear the importance of Data Management related
services integration, since it will allow the researchers to better manage the
whole Data Life Cycle. Given their importance and particular characteristics,
we may have to include also a DMaaS (Data Management as a Service) layer
in the future, including concepts like Data Ingestion and the corresponding
methods to ensure the Data Integrity.
It should be noted that INDIGO solutions are oriented not only to private clouds
but also to public ones. Even if the EOSC will be supported mainly by public Re-
search Infrastructures, the global framework needs to be open to be used under
flexible environments. Potentially, the use of computing resources provided by com-
mercial providers could be required, and INDIGO solutions are ready to work in
such heterogeneous contexts.
2.6 Cloud-based model for EOSC Exploitation
Due to the preparatory status of the EOSC, there are many topics and details that
are not defined. Some hypothesis for the future model is assumed that will define
how the EOSC will be implemented:
∙ Based on services, with an inclusive rather than exclusive approach
∙ Promoting competition but assuring that base line requirements are covered
∙ Identifying needs and estimating resources from:
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∙ Research Communities
∙ “Large” / well organized ones, like those associated to EIROs and
ESFRIs
∙ EU Flagships
∙ Large communities and/or research centers
∙ The long tail of research.
∙ Innovation teams
∙ R&D&I towards companies, in particular SMES
∙ New ideas, pilots, tests, etc.
∙ Integrating services at all levels, from networking to visualization, and also
considering education, training, and dissemination.
∙ Sustained by public funding:
∙ Regional/National existing/new projects and infrastructure
∙ Digital Agenda funds
∙ New H2020 projects, structural funds, or other projects (like for example
IPCEI)
At the e-IRG forum [74], an approach based on the Commons was proposed for
this ecosystem [75], identifying three core functions:
∙ Strategy (+ Coordination + Community Building)
∙ Provision of Services (Public and Commercial)
∙ Innovation
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Among the current initiatives at EU level implied in the provisioning of services
we can consider those previously introduced:
∙ GEANT: on networking, common AA services, aggregation of Cloud providers,
etc.
∙ EGI.eu: HTC (mainly based on Grid), Cloud (FedCloud, EGI DataHub)
∙ EUDAT: (Big) Data management, storage and archiving.
∙ INDIGO-DataCloud, as a provider of solutions towards the Cloud world.
We assume an EOSC model inspired by the “Cloud technology”, and use a “lay-
ered” structure for the scheme of services: IaaS (Infrastructure as a Service), PaaS
(Platform as a Service) and SaaS (Software as a Service). A clear advantage of
this layered structure is that most of the communication/interaction within any Use
Case solution can be organized following it: a SaaS solution uses the PaaS tool-
s/services, that in turn provide the required combination of IaaS services. INDIGO
middleware focuses mainly on the provision of the PaaS platform to support the
SaaS solutions for each research community and exploiting the resources of different
IaaS providers.
Along with this line, an important concept in the EOSC model are the roles of
the actors and stakeholders in this structure, and we propose the following basic
categories:
∙ Service Providers, including also “aggregators”.
∙ Enablers, knowing how to exploit the services, including if needed extra ser-
vices/tools.
∙ Solvers, providing the solutions closer to the final user, integrating “specific”
knowledge.
∙ Users/Customers, directly or indirectly, i.e. reselling, exploiting the solutions
in the Cloud.
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The corresponding software components, at all levels, that are instantiated in the
different resources are of course a relevant part of the ecosystem services, and must
not be forgotten in this scheme.
The Figure 2-4 shows an example of how a Service Oriented Architecture, like the
one proposed for adoption in the LifeWatch ERIC, can be matched to this scheme.
Figure 2-4: Adaptation of a SOA scheme to the Cloud layers
Of course, this may seem a very naive EOSC model, but it can be useful to
prepare an analysis of direct stakeholders for exploitation, in particular, the required
service providers, and the enablers and solvers that we should target for exploitation
of services and solutions like INDIGO provides. The variety of Case Studies from
different research communities addressed in projects like INDIGO-DataCloud and
EGI-Engage should allow us however to explore the usefulness and initial validity
of this approach.
A Case Study to be supported in the EOSC: Algae Bloom
Within the INDIGO-DataCloud project, the Case Study for the problem of mod-
elling the eutrophication of a water reservoir was considered, under the denomina-
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tion “Algae Bloom” and based on CdP project. Following the previously described
Service Oriented Architecture and the INDIGO-DataCloud solutions, the follow-
ing figure 2-5 shows how a user-oriented application could match perfectly in the
proposed architecture deployed in the cloud.
Figure 2-5: Matching the Algae Bloom Case study to a SOA architecture using
cloud resources
Regarding roles, we find “Users”, who are those researchers that connect to the
application at a higher level. “Solver” refers to the person who has designed the
deployment of this architecture and manages all the software required to execute
the simulation or model. “Enabler” is the person who manages the access at PaaS
layer, that eventually may also play the “Solver” role. Finally, “Providers” refer to
those who administrate the site or sites providing the computing resources.
At the infrastructure level, we have different elements. The user needs to access
the system in a friendly way, through the final application layer, that in this case is
supported by FutureGateway, an INDIGO solution that provides the User Interface.
This layer is able to communicate with the PaaS level, using the INDIGO PaaS
Orchestrator, a solution that manages the deployment of resources in the cloud. The
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required software is downloaded from an external repository and then it is deployed
in the infrastructure. To access every single component, the AAI or Authentication
and Authorization Infrastructures are used in a transversal way, so the user data
can be transmitted from one component to another. The input from the user and
the output generated by the software is stored in Onedata, the distributed storage
system.
2.7 EOSC Main Challenges
Considering the initiatives and events that have lead Europe to realize on the need
to develop the European Open Science Cloud, and given my involvement in different
projects and the understanding of the currently available Research Infrastructures
and e-infrastructures, I propose below a list of “Main Challenges” that have to be
addressed before the deployment of the EOSC to the research community in Europe.
Only by addressing these “Main Challenges” the EOSC will be a successful and
efficient initiative that will be able to drive a new and open scientific panorama
not only in Europe but worldwide. This challenges can only be solved with the
support of proper infrastructures and technologies, and cloud computing will play a
fundamental role in this scope thanks to the already available solutions that can face
the problems globally. Besides, the open-oriented character of the initiative requires
accessible and transparent elements, and cloud computing fits very well thanks to
its characteristics.
The following sections describe these Main Challenges to be addressed in the
context of the EOSC and how cloud computing can contribute to solve the problems
associated with these challenges.
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2.7.1 An User-Friendly Framework
Although information technology knowledge has been gradually incorporated into
the curricula at the university level, including topics like programming, or data man-
agement, there are big differences among the IT skills levels in different disciplines.
For instance, physicists have been always very close to the use of this technolo-
gies while biologists have not made an intensive use, with the relevant exception of
bioinformatics. The resources that EOSC will offer should not be limited to those
who are able to manage complex IT systems, they must be accessible in a high-level
or user-friendly way, providing smart User Interfaces, easy to be used by anyone,
skilled or not. EOSC must provide mechanisms to reduce the learning curve, and
it must try to avoid interfaces with complex commands. It also needs to bridge the
technological gap in certain scientific fields and support training programs, so these
interfaces can be developed with the participation of the experts in each community.
To solve this important issue, and taken into account the different cloud com-
puting service levels, the solution must be found in Software as a Service solution,
as this level provides abstract access to a complex and powerful resource stack in a
completely transparent way for the user.
2.7.2 Authentication and Authorization mechanisms and Fed-
eration of resources
The European Open Science Cloud must provide mechanisms not only for Authen-
tication (understood as the process of ascertaining that someone is really who she
or he claims to be) but also for Authorization (understood as the process that de-
termines if someone is allowed to take an action or not) in order to manage the
access to all the services and resources that will be provided and to track their us-
age. AAI (Authentication and Authorization Infrastructure) is an essential point
to be satisfied since all the potential users need to be uniquely identified and a set
of roles must be assigned to them in order to define which services can be accessed
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and which not, a number of resources that can be used, etc.
To solve this point, some lessons learned can be taken from the European Grid
Initiative and from the concept of Virtual Organizations. These groups integrate
members associated with discipline, research community or institution and different
roles can be assigned in order to authorize them or not to perform some actions.
Besides, there are available web technologies that support different AAI mechanisms,
and the most important service companies manage their users using open standards.
OpenID Connect, OAuth, and SAML are the most extended standards used to access
to web-based services, and they can be adapted to almost any potential SaaS-based
tool.
AAI mechanisms are also key to support the Federation if resources and services.
Some on-going initiatives are already addressing this problem at European level. The
AARC project (Authentication and Authorization for Research and Collaboration)
and its follow-up AARC2, aim at designing an AAI framework to develop an inter-
operable infrastructure that supports the researchers to access the services provided
by Research Infrastructures, both transversal and community-specific. Communities
and Research Infrastructures from diverse domains are participating providing feed-
back and requirements to the architectural design. This community-driven approach
is essential to satisfy the needs of all the communities that will exploit EOSC-related
services in the future.
2.7.3 Scalable Storage and Information System
Due to the extremely large expected volume of data to be managed, the EOSC needs
to integrate distributed and scalable storage systems, that support big data tech-
nologies, providing a global information system. This is one of the most important
points since such potential system is key to satisfy the needs of most users, and it
must include a list of relevant functionalities:
∙ Indexed : Data must be findable by any allowed user.
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∙ Shareable: Data owners must have the possibility to share their data with
other users.
∙ Identified : The information system needs to provide mechanisms for uniquely
identifying the data (like Persistent Identifiers).
∙ Preserved : To prevent data loss, the system has to include preservation fea-
tures.
∙ Distributed : Due to the expected volume of data, the system should be dis-
tributed across different sites; this fact, however, should be transparent to the
final users.
∙ Accessible and Actionable: The system must be accessible by users but also by
computing elements, in order to further process or manage the stored data.
Cloud Computing offers a wide range of solutions for storing data online and
providing an information system. Popular proprietary solutions like Dropbox, or
Google Drive have been successful released to support the needs of small research
teams, competing with open solutions like OwnCloud. However, to support very
large data volumes over distributed data centers, new solutions have been devel-
oped, like Onedata [73], a solution supported by the INDIGO-DataCloud project.
Onedata, as a cloud-based computing solution, uses cloud resources and the data
volumes can be mounted both by users on their laptops or in any other computing
resource, offering flexibility and adaptability. This solution is one of the potential
tools that can match the requirements in the EOSC context, and it is already in
production under the EGI environment, in the EGI DataHub service [76].
2.7.4 Interoperability
Due to a large number of different sources, the data generated under the European
Open Science Cloud environment is expected to be extremely heterogeneous. Satel-
lite data from Copernicus missions, meteorological data, or in general data from
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distributed instrumentation, are using different formats, resolutions, parameters,
protocols, etc. In an interdisciplinary environment, the data interoperability is es-
sential to success. The EOSC must provide mechanisms to manage complex and
heterogeneous data in a simple and easy way, providing tools to make data com-
patible. It is crucial the use of metadata to describe not only the context of the
datasets but also their structure (defining format, parameters, units, etc.). Besides,
the adoption of the “FAIR” principles detailed in section 6.4 is basic to enable the
exploitation of heterogeneous data sources.
However, this interoperability must not be limited to data and it should extend
to the interoperability of the developed systems. The increasing use of workflows
and pipelines requires that the tools and services must be compatible somehow to
be integrated. The use of Open Standards is key to support the connectivity among
those systems and enable their integration.
In the context of cloud computing, there are available tools that can match
the requirements of the EOSC in this topic. Onedata supports not only file ad-
ministration but also the management of the metadata of the datasets (see 2.5.2).
Also, there are web-based repositories like Invenio [77] that include metadata man-
agement and they are compatible with open standards. Besides, the use of APIs
enables interoperable mechanisms among web-based systems, fitting very well in a
cloud context.
2.7.5 Machine-actionability
The expected rate of datasets that will be generated with an increasing volume,
under the context of the European Open Science Cloud, will not allow a manual
management of the data. The EOSC solutions must be ready to automatically pro-
cess data and should include machine-actionability mechanisms to ensure scalability.
It is again essential to integrate the use of metadata defining the content of the data
as well as the format, to allow scripts or bots to check a dataset structure and to
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process it.
Within the cloud computing context, once again, tools like Onedata and also
different services over public repositories, can contribute to satisfy this kind of re-
quirements, enabling mechanisms to manage, access and process both metadata and
the datasets.
2.7.6 An Open Environment
As an essential ingredient, EOSC must promote the data openness, and also consider
those cases where ethics or security issues limit the use of an open type of licenses.
The associated “FAIR” principles must be present in any recommendation promoted
by the EOSC.
However, an Open Science environment like the EOSC must not be limited to
Open Data. Data requires tools, software, and other different mechanisms to become
first information and then knowledge, and these components must be also openly
available and accessible. EOSC should avoid the use of proprietary software that
makes impossible the data reproducibility and difficult future reuse.
In a Cloud Environment, the use of repositories is well extended. Platforms like
Github or Gitlab can be a model of how software, tools, and documentation should




The Data Life Cycle
3.1 Summary
This chapter presents different approaches for defining the data life cycle as proposed
by the main institutions involved in research data management. The analysis of data
life cycle proposals is not limited to Europe, and includes both discipline agnostic
approaches and also those specifically oriented to environmental data.
Considering these approaches, their differences and commonalities, a new pro-
posal for a common Data Life Cycle is presented, as a result of an extensive analysis
of the LifeWatch context and needs, as well as the most relevant views proposed and
summarized by the vision of the “Research Data Alliance” (RDA), which is currently
the most relevant international forum on this topic.
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3.2 Importance of the definition of the Data Life
Cycle in the new Open Science environment
In this more and more globalized world, data from many different sources and for-
mats are being generated all the time: not only videos and photos in Social Networks
but also data from sensors (belonging to scientific communities and also to managers
and citizens, like in many Internet of Things initiatives), satellite data from space
agencies missions (NASA, ESA), etc. According to IBM’s report on Big Data [78],
every day we create 2.5 quintillion bytes of data, implying that around 90% of the
data available in the world today has been created in the last two years. However,
data makes no sense by itself and need to follow a process, a cycle, to be meaningful,
to become knowledge and, eventually, wisdom.
Following Ackoff (1989) [79], there is a clear distinction and a pyramidal rela-
tionship between data, information, knowledge, understanding, and wisdom. Data
are just symbols that represent specific properties of entities: values of parameters,
the colours of a picture. etc. Information is data that have a relational connec-
tion, which can be useful and can contain answers to a question like who, what,
when... Knowledge is the upper layer and includes instructions or answers to how-
to questions. Understanding can answer why questions. Finally, wisdom implies
discernment or judge to get an answer.
In order to ascend along this pyramid, data need to be managed in an ordered
and careful way. Although there are many Data Life Cycle perspectives, in general,
they follow a similar scheme. For example, data need to be filtered or curated to
discard all records identified as incorrect. There can be different types of errors in
the data source: a measurement error due to the failure of a sensor because of a
power surge, a wrongly written value, an incomplete data collection, a null value, etc.
That is why the raw data, the one directly obtained from the acquisition process, is
not directly valid, and it needs to be “curated”, to avoid leading to wrong results.
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Figure 3-1: Data to Wisdom Pyramid
Even after curation, in most cases, data is not understandable itself and some
algorithms, including statistical or graphical methods, must be applied. Therefore,
we translate data to a more human-understandable format, we transform data into
information. Furthermore, in many cases some analysis or processes must be per-
formed over that data to obtain an added value, combining different parameters,
applying diverse methods or correcting potential mistakes.
Before the “Digital Age”, the knowledge was transmitted in books or other types
of manuscripts, including more recent articles in journals. Those analogical media
include also a big amount of data that appears in different forms: tables, lists, figures,
charts or basically descriptions in a specific language. “Data Archaeology” [80] aims
at recovering all those data hidden within the published paper pages, and transform
them to current formats so they can be processed. The “Data Archaeology” also
includes the retrieval of digital data in old or obsolete formats. Recovering those
data can contribute to get information about events in the past that cannot be
reproduced in the present, as well as reducing the use of resources and efforts to
recreate costly measurements.
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This is a good example of how the potential reuse of scientific data needs to be
taken into account, implying that the Data Life Cycle must be managed properly
to allow self-description, also called metadata, in order to explain not only to other
users but also to machines, how the data is structured and formatted, avoiding
future obsolescence and getting ready to be correctly preserved. Data management
oriented to reuse also would help scientists to combine data from different sources
even if they come from diverse scientific fields, which sometimes means that the
terms, parameters or units are different. The interdisciplinary use of data can help to
answer complex questions such those involving global issues like the climate change.
Through the use of metadata, the datasets can be described including all the details
needed to be later integrated with other different sources.
However, the metadata has to be prepared to be used not only by humans, but
also by machines. Due to the very large volume of data generated in our days,
manual processing is not a solution, rather automatic or semi-automatic methods
need to be applied. Modern Big Data techniques as well as the use of Artificial
Intelligence, Machine Learning or Deep Learning methods, can help to understand
very complex datasets with minimum human intervention, and moving up in the
pyramid from data to wisdom.
The Data Life Cycle involves different types of phases depending on the case
study, the methodology in the area and the context. However, to properly manage
the whole cycle, it must be well organized and planned since the beginning, having
in mind all possible uses of the data not only within the given context.
This manuscript describes a series of good practices oriented to cover all the
phases of the Data Life Cycle in an ordered, easy, simple, efficient and fair way,
contributing to the new Open Science framework. Some hot topics have been con-
sidered, like the “FAIR” data principles (Findable, Actionable, Interoperable and
Reusable) [39], the machine-actionability at different stages in the Data Life Cycle
and the use of cloud computing solutions to support data management. Although
the experience serving as background for this thesis comes from the public research
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in a context of Open Science and Open Data, it is also expected to be valuable for
industrial research and related activities.
3.3 Research Data Life Cycle
There are diverse Data Life Cycle approaches for Research data that have been
published by institutions from all around the world. It is very interesting to analyse
the most relevant ones in order to try to discover commonalities among them and
propose a general approach.
The life of the research data cannot be simplified as two simple steps: gathering
and querying the data. There is usually a complete evolution cycle for the data, and
the end of this cycle can be connected with the start of a new one. Currently, many
of the research projects with an international scope and supported by funders like
the European Commission or the American National Science Foundation involve
data with a longer lifespan than the project itself. There are many approaches to
the data life cycle from diverse institutions working in this area, like the UK Data
Archive, the Digital Curation Centre (DCC) or the US Geological Survey (USGS).
Their approaches have some similarities and differences that will be analysed in this
section.
A forum for discussion and recommendations: the Research Data Al-
liance
The most important institutions related to the Data Life Cycle management are col-
laborating under the context of an international forum, the Research Data Alliance
(RDA [81]). Along plenaries and in the different working and interest groups, spe-
cialists can contribute and reach consensus regarding research data, including best
practices, guidelines, methodologies or techniques. RDA aims to promote an infras-
tructure and community activities to reduce the gaps on data sharing and exchange.
There are three ways of collaboration groups within the RDA context: Working
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Groups (WG), Interest Groups (IG) and “Birds of a Feather”. Working Groups aim
to produce deliverables, including recommendations, within an 18-months time-
frame on a specific topic that has been previously reviewed. Working Groups can
produce diverse outputs, including best practices, conceptual models or frameworks,
policies or other methods to improve data exchange. Interest Groups aim to serve
as a platform for communication and coordination regarding a specific topic for
individuals both from outside and within RDA. They can serve as a first step to
set up later a Working Group, but they can also release deliverables by themselves.
Finally, “Birds of a Feather” groups are formed to hold eventual meetings in order
to join the members interested in a certain topic, not previously covered.
Although there is not a group within the RDA that addresses specifically the
whole data life cycle to create a consensus, diverse Working Groups and Interest
Groups try to identify different problems in the phases of the cycle, in relation to
issues like data curation or metadata selection and use.
For example, the Active Data Management Plans Interest Group has released a
document [82] that aims to define a framework for gathering information through-
out the life cycle focusing on the activities needed at each stage to ensure that the
data can be exploited over the long term. It does not cover all the steps of the life
cycle but the most relevant for planning, curation, and use of metadata, and it may
provide the basis for better Data Management Planning. The document emphasizes
the importance of capturing and sharing information along the data life cycle, espe-
cially in the cases where different individuals or teams are involved or where data
is expected to be used in long-term. The data life cycle used for contextualizing
the document is a simple one including four phases. Each one generalizes different
actions and it is focused on one project development stage, serving as a basis for
diverse data-related topics. The four stages are:
∙ Formulation: the preparatory phase where objectives are defined, like the data
gathering purpose, methodology, variables of interest, etc. This phase takes
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place early enough for approval seeking and funds search.
∙ Implementation: more detailed planning, including setting up the systems to
gather the data.
∙ Operation: Start collecting data and metadata, support initial use of data,
etc.
∙ Exploitation: data maintenance for long-term preservation; data sharing and
reuse.
This simplified data life cycle is quite general and it does not detail the different
actions needed to get the data correctly managed. However, the document also takes
into account different types of information needed to ensure a correct management
of the data curation and the reproducibility of the data gathering process. The
information is grouped in topics like data itself, how data is represented (standards,
software), rights and licenses, authenticity, discoverability, preservation, etc.
Due to the interdisciplinary nature of the RDA, and its bottom-up approach, it
is very complex to adopt just one closed data life cycle approach within the different
groups of the organization, rather each stakeholder may take in account specific
stages that fit its interest and the area of research.
In a wider context, it is interesting to analyse how institutions experts in data
management understand the data life cycle and propose different implementations.
3.3.1 UK Data Archive Data LifeCycle
Knowing the fact that data often keep being used after the end of research projects,
UK Data Archive proposes a well-defined data life cycle [83] management, including
best practices to keep the data well organized, well documented, preserved and
properly shared, which will impact in scientific advances and increase opportunities
for learning and innovation. The schema of the cycle is shown in Figure 3-2:
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Figure 3-2: UK Data Archive Data Life Cycle schema
∙ Creating data: This first step of the cycle englobes both preliminary actions
and data gathering. First of all, a design research is needed to select the best
architecture and the best data model for each specific use case. This step
also includes the Data Management Plan definition, a document where all the
different next steps of the cycle are defined, including the way of gathering
the data, formats used, types used in storage, how data will be shared, use of
metadata standards, etc. This Creating data step also includes the data col-
lection process, which has different sources (experiments, observations, remote
measurements, simulation) and the metadata assignment.
∙ Processing data: Within the “Creating data” step, data are gathered in a raw
format that usually has no value itself and requires a treatment to be useful.
For instance, raw data from sensors generally need to be converted to the
right unit, or data from observations took in a notepad need to be digitized.
Sometimes the data has to be transcribed or translated from another language.
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Furthermore, due to human or technical reasons, data are not always valid and
have to be filtered, cleaned, checked or validated. Data involving people, like
medical data for research, have usually to be anonymized. Finally, metadata
for describing the data had to be assigned and the data itself stored in the
format and media indicated in the Data Management Plan.
∙ Analyzing data: Once the datasets are correctly stored, they can be analysed
to get an added value, creating derived data from the original datasets or in-
terpreting them. Those analyses can produce hypothesis and research outputs
ready to be published by the author.
∙ Preserving data: Data used in scientific publications have to be correctly pre-
pared and preserved using a valid method for the assignment of a DOI (Digital
Object Identifier). A suitable media must be selected to store data, in general
one well suited to backup activities. For preservation, the data have to be
correctly documented and metadata must be attached for archiving.
∙ Giving access to data: In order to ensure science reproducibility data used for
researching has to be distributed and shared, generally, online. To do so, the
correct copyright must be established and there must be a controlled access for
getting access to the data. Also, the promotion of data through data portals
or catalogues is clearly recommended.
∙ Re-using data: Sometimes, the data generated by a research project lives more
than the project life time itself and can be used in a follow-up initiative. Other
times, data can be re-used under a different approach to generate new results.
Also, the results from a specific research can be reviewed by other researchers,
or the data can be used for teaching and learning activities. In these cases, the
data from a previous work can be reused and the data life cycle starts again.
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3.3.2 Digital Curation Centre
The Data Life Cycle of the UK Digital Curation Centre [84] (DCC) is not only a
cycled sequence of actions but also a hierarchical set of components that are present
in the full data life. As Figure 3-3 shows, there is a central cycle that includes
the main steps (create, appraise, ingest, preserve...) and other actions that interact
with that cycle (migrate, curate...). All those components are tagged into different
categories: key elements, full life cycle actions, sequential and occasional actions.
Figure 3-3: Approach to the Data Life Cycle in the Digital Curation Centre
DCC remarks that the graphical model represents an ideal scheme and that
users can enter in any stage of the life cycle and adapt to the phases they may
require. The model also includes the definition of roles or responsibilities and builds
a complete framework of standards and technologies to implement. The approach
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recognizes that new additional steps can be identified in the future and that some
of the proposed actions can be not required under certain disciplines or situations.
Key components
Data is, obviously, the key component of the cycle, and it is defined as any informa-
tion in a binary digital form. It can be present as a simple digital object (like for
example a text file or any media file with metadata associated), as a complex digital
object (websites or another set of objects) or as a database (structured collections
of records).
Full Life Cycle actions
They are actions that are present in all phases of the cycle.
∙ Description and Representation Information: using an appropriate metadata
standard to ensure right description and control over the long-term use of data.
It includes administrative, technical, descriptive and structural information
about data.
∙ Preservation Planning : Data management planning is a very important ele-
ment to control the different actions in the life cycle.
∙ Community Watch and Participation: Watching of community activities and
participation in the development of shared standards, tools and software.
∙ Curate and Preserve: Being aware of curation and preservation throughout
the curation life cycle including administrative actions for promoting those
good practices.
Sequential actions
The list of sequential actions includes the different steps of the lifecycle itself.
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∙ Conceptualize: Planning the creation of data, including capture method and
storage options. This action should include good practices like curation plan-
ning, copyright selection or role assignment.
∙ Create or Receive: Data including different types of metadata such as adminis-
trative, structural, technical and preservation. Data also can be received from
external sources or third parties. The target of the data must be present and
quality metrics identified as soon as possible.
∙ Appraise and Select : Not always all generated data is useful for research and
it has to be filtered and selected. Users need to ensure the quality of data for
the subset that is selected for preservation.
∙ Ingest : this is the process to transfer the data to an archive, repository or
any other custodian way. The ingest process should be well documented,
providing guidance, policies or legal requirements and, if possible, it should be
an automatic process.
∙ Preservation Action: a set of actions to ensure long-term preservation and the
authoritative nature of data. Preservation is not only storing the data in a
specific medium but also ensuring that the data remains reliable, usable and
integral. Managing preservation requires also data cleaning, validation, access
control, metadata and the use of acceptable data structures or file formats.
∙ Store: storing the data in the proper media. Closely related to the ingestion.
∙ Access, Use and Reuse: Data should be accessible to users and “re-users”. Even
more, it has to be findable for a potential target, that needs to be identified.
Restrictions on access and use should be clear for the final user, including
time constraints. Metadata is basic for this step because it provides enough
contexts to be located.
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∙ Transform: Creation of new data derived from the original, for instance,
changing the unit of the variables, creating a subset or creating newly de-
rived parameters.
Occasional Actions
Actions that can be applied, or not, in different steps of the cycle:
∙ Dispose: Dispose of data, which has not been selected for long-term curation
and preservation in accordance with documented policies, guidance or legal
requirements. Typically, data may be transferred to another archive, repos-
itory, data centre or another custodian. However, in some instances, data is
destroyed. The data’s nature may, for legal reasons, require secure destruction.
∙ Reappraise: return data which fails validation procedures.
∙ Migrate: Transform data to a different format.
3.3.3 US Geological Survey Data LifeCycle
As Figure 3-4 shows, USGS approach to the Data Life Cycle is very similar to the
DCC one: a set of cycled steps and few actions that are applied throughout the data
life [85].
Figure 3-4: US Geological Survey Data Life Cycle Approach
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Plan
This step includes the development of a Data Management Plan (DMP), a document
explaining all the sequenced actions needed to administer and control the Data Life
Cycle. Data Management Plan should be the guide for managing the different
features of the data along the cycle and it must specify the most relevant features.
For instance, before the data creation, DMPs should identify which are the best
data standards to be used for all the gathered data and the proper formats for
storing data in files. It also may include a file organization with a logical and clear
structure, and a labelling system enabling not only external access but also making
it easier for the managers to find their data. Definition and assignment of roles and
responsibilities are also recommended.
Acquire
The acquisition involves data collection or addition in one of the four methods: new
data collection, legacy data conversion/transformation, data sharing or exchanging
and data purchase. For acquisition involving different institutions, some type of
agreement is recommended, like a Memorandum of Understanding or a Data Sharing
Agreement.
Process
Processing includes actions or steps performed on data to organize, transform, in-
tegrate, get derived data from original, etc. There are different actions covered in
this step, like the organization of data files and content, the calibration of sensors
and instruments, the transformation of formats or data synthesis and integration.
Both processed and raw data require also metadata to ensure that the results can be
reproduced. All the methods used for analysis must be well documented to ensure
the integrity of data.
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Analyse
Many different analysis methods can be performed over data to get an added value,
like detecting patterns, developing explanations and testing hypotheses. Data qual-
ity must be ensured and all the methods applied should be well documented.
Preserve
Preservation includes actions to keep the data accessible and re-usable for a period
of time that should be predefined. It involves also procedures to archive data or for
submission to repositories or catalogues, getting data ready for future use. USGS
remarks the difference between backups and archives: backups are systems for data
restoration in case of failure or emergency while archives are long-term storage
systems which are not generally online. The use of Persistent Identifiers like DOIs
(Digital Object Identifiers) is much recommended for preservation since they provide
a unique reference to each digital object and enable the direct access to the digital
preserved resource via a persistent link.
Publish/Share
Data sharing is beneficial not only for the scientific community, but also for the
researcher sponsors, data repositories and in general for the society, enabling the use
of the data for many different purposes. However, the data being shared needs to
be well prepared, including the application of quality controls and defining the right
process to publish and transfer data via automated or non-automated mechanisms.
Shared data also requires the integration of a complete metadata to define correctly
the data content and make it findable. There are specific data catalogues or portals
where users can publish the data. Usually, those catalogues and portals provide
search engines to find the data and can be either of general scope or focused in
a scientific field. When researchers use published datasets in a publication, they
should be cited, and this is also a key step to promote Open Data policies.
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Describe (Metadata/Documentation)
Description of data involves both Metadata definition and Documentation. Docu-
mentation should reflect all actions performed in relation to the data and include
the acquisition, processing, and analysis of the data, but it can be also present in the
other phases of the cycle. Metadata, data about data, describes key attributes of
each data element or set of elements and can be used to describe information about
a dataset, while documentation refers to data in the context of their use. Typically,
metadata describes information about many topics: where the data were collected,
identification of data responsible, license, how the data is organized... Following a
metadata standard, described datasets can be combined with others.
Manage Quality
Quality Assurance and Quality Control (QA/QC) are methods that ensure that
data is properly collected, handled, processed, used and maintained throughout
the data life cycle. QA is a set of actions that ensure that data meets specified
requirements. QC is a set of activities that evaluate the final data. Both control
systems should be present in different phases of the data life cycle, from plan (where
quality level, quality methods, and periodicity must be defined), to the acquisition
or the preservation.
Backups
In order to avoid any data loss, there must be a backup system that ensures that
data can be restored at any point along its data life cycle, from raw to published
data.
3.3.4 ENVRI and ENVRI+
Due to the relevance that environmental science has in the context of this manuscript,
this specific approach is included and analysed in what follows. ENVRI [86] and
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ENVRI+ [87] are two European Commission funded projects aiming to provide com-
mon solutions to shared challenges related to Environmental Sciences and Research
Infrastructures. ENVRI also refers to the community cluster involving diverse Re-
search Infrastructures in different environmental fields in domains covering the solid
Earth, the atmosphere or the oceans. One of the main outcomes of the ENVRI
project was the publication of the ENVRI Reference Model [88], which is a set of
recommendations and guidelines for data management in Research Infrastructures.
It is the result of a wide analysis of the participating communities requirements and
the solutions proposed for fulfilling those requirements. As a result, the Reference
Model defines a common Data Life Cycle for all the participant communities, that
is presented in Figure 3-5.
Due to the multidisciplinary character of ENVRI community, the proposed Data
Life Cycle has a high-level design, but it also tries to cover different actions in each
phase. Furthermore, this general approach can be adapted to many Use Cases. The
different stages are explained in what follows.
Figure 3-5: ENVRI Data Life Cycle Approach
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Data Acquisition
This phase includes data collection from different registering sources, including both
sensors (in-site or satellite) and human observations. The data are, in general, raw
data that have not been treated or filtered yet, but on the other hand, it becomes
part of the e-infrastructure.
Data Curation
In order to ensure the data quality, the raw data acquired in the previous phase
has to be filtered and processed in a new step called data curation. This phase
facilitates quality control and preservation of scientific data. After this step, data
and metadata become “ready to be published”.
Data Publishing
This phase should enable discovering and retrieval of data that are stored, after
curation. Data publishing often proceeds via data portals, including data catalogues,
and other users’ tools. Data quality at this stage should be guaranteed, and license
and access control must be in place.
Data Processing
Once data is accessible and can be retrieved, it can be aggregated and integrated
from diverse sources and processed by analysis tools. In this Data Processing phase,
data can be manipulated, derived or recombined, so that, technical solutions to
support those activities are required.
Data Use
This phase provides functionalities that manage and track users’ activities while
supporting users to conduct their actions, which may result in the creation of new
datasets. Data use requires the implementation of such supporting activities, like
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data visualization, standardized authentication, accounting protocols, etc. These
tools allow managers to better handle and monitor the use of data.
3.3.5 Proposed Data Life Cycle
Previous sections include an overview of different approaches for managing the Data
Life Cycle, with some differences and similarities. However, each Scientific Commu-
nity and field has different needs, and a common unified approach that could be
used to exploit later cloud computing resources is not easy to be set up. One of the
potential advantages that cloud computing could promote is to enable scientists and
researchers to better manage their data and the actions and processes performed
using a well-defined set of services exploiting cloud computing and storage. As a
result, in this section a common and extensible approach to describe the Data Life
Cycle is discussed, taking into account the services offered and available in a cloud
computing environment, in particular, the solutions that the INDIGO-DataCloud
project provides (See section 2.5.2).
The approach proposed to include all the steps of the Data Life Cycle under a
simple scheme based on 6 stages (6S approach):
∙ Plan: Preparing a Data Management Plan, including how data will be gath-
ered, metadata definition, a preservation plan, etc.
∙ Collect : including both creation and acquisition, it is the process of getting
data, in different ways. A storage service is needed as well.
∙ Curate: also known as “Transform”, using the raw data collected in the previ-
ous stage, manual or automatic actions are performed over the data, which is
converted and also filtered.
∙ Analyse: an optional step also called “Process”; performing different actions
to give the data an added value and get new derived data.
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∙ Ingest (& Publish): including other steps like “Access”, “Use” or “Re-use”, in
this stage, data is normally associated to metadata, has a persistent identifier
and is published in an accessible repository or catalogue, under a format that
makes it useful for further reuse.
∙ Preserve: “store” both data and analysis for long-term. Licenses and methods
need to be considered.
Figure 3-6: Proposed Data Life Cycle
Although some of the INDIGO solutions were still being developed at the time
of writing this thesis, the first and second INDIGO software releases include a set
of components that can be used for data management and some others are planned
to be used for this purpose.
Step by step, in the next chapters we will review the different INDIGO services
that the Data Life Cycle may require. For example, “Planning” requires both a
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service to allow a data manager to plan the life cycle (and there are different tools
available, like DMPTool [89]) and the access to a storage system to save the DMP
created. In this case, this step can benefit from SaaS, PaaS and IaaS INDIGO
solutions, which are able to launch the DMPtool for planning, connected to Onedata
(see section 2.5.2) to store the plan. Regarding the “Collecting” stage, Onedata can
also be used to store and manage the raw data created. On “Curate and Analyse”,
computing services are needed to process the data and perform the different required
actions: this can be done by deploying services and software in a cloud environment
(via software contained in docker images or via virtual machines). The result of this
process can also be stored in Onedata. To “Ingest&Publish”, a digital repository,
even including a catalogue service, can be deployed also on a cloud infrastructure
using the different provided services, and the data can be “mounted” and published
using Onedata. Finally, the “Preservation” stage can be implemented using a set of
defined rules and applying the QoS service (see section 2.5.2), that was also released






In this chapter, the concept of “Data Management Planning” is described in detail,
and taking into account the Data Life Cycle scheme previously proposed, I consider
how this first stage can be addressed and which specific technical solutions can
support it in a cloud computing framework. The scheme for this chapter is as
follows:
Section 4.3 starts describing the evolution and current status of Data Manage-
ment Planning as a relevant component in research to optimize data management,
ensuring the reproducibility and the publication of data under the “FAIR” principles.
Then, I expose my vision on the evolution of this component in a cloud computing
context, being able to provide machine-actionable features to be exploited not only
by humans, but also by machines in an automatic way. I propose a prototype incor-
porating some of those machine-actionable characteristics, integrating the DMPtool
[89] with the “LifeWatch Open Science Preservation Framework”, deployed at IFCA.
In this prototype, based on open APIs, both tools interact via standard protocols,
making it possible to automatically transfer and reuse the information from DMP-
87
tool into a platform directly managing data and metadata. This solution is also
compared to those being developed currently by different institutions, in this very
active area currently in the context of Open Data.
Section 4.4 explains in detail the main data gathering methods used in Envi-
ronmental Sciences and Biodiversity, their potentials and limitations and also the
large variety of parameters (biological, chemical, physical, geological...) required by
the projects in these areas. As a relevant example, I describe the use case of the
“Cuerda del Pozo” reservoir.
Finally, section 4.5 introduces, starting from other existing approaches, some of
the key points to consider on “Data Curation” for Environmental Sciences. The di-
verse methods and procedures (both automatic and manual) that have been applied
to the use case of the “Cuerda del Pozo” reservoir are detailed and explained. In this
context, the use of the term “Data Levels” is proposed to describe the data maturity
level.
4.2 Introduction
As presented in Chapter 3, the three first stages in the Data Life Cycle, Planning,
Gathering, and Curating, are critical as they will likely determine if the data will
be valuable or not along the rest of the cycle (see Figure 3-6).
Before a new project or experiment starts, defining in advance the best way to
manage the different steps in the data life cycle will reduce time, effort and also
investment in the future: adequate instrumentation or data sources to be acquired
can be selected, data and metadata formats should be chosen, computing resources
required must be estimated, etc. When scientists plan how data will be managed,
they are increasing the research efficiency avoiding problems that otherwise will
surely appear during the project life.
However, this first and critical step in the Data Life Cycle, “Planning”, is one of
the less adopted by the research community in spite of its importance. In fact, it is
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usually seen like as a bureaucratic or administrative task to waste time instead of
being considered the moment to carefully think what is going to be done, how and
why, following in what possible a methodology that will promote best practices. A
good data management planning should take into account the basic administration
details to be considered along with the data life cycle, including what type of data
will be gathered, the formats to be used, how they will be collected, which resources
will be used, the different roles in data management, etc. Besides, the planning
should consider not only how data will be managed during a project or a specific
period of time, but also how they could be exploited after the project ends, or how
it can be reused in other projects. It needs to include a wider vision exceeding
the scope of the project, and provide details on how data will be published, using
adequate formats and metadata standards. Planning must be seen by the data
managers not like a mandatory but useless document, but like an opportunity to
organize the data and optimize the use of both human and technical resources.
The following stage in the Data Life Cycle is “Gathering”, covering not only the
production of new data from scratch, but also the use of external data sources,
and in some cases under a new perspective. During the previous stage, “Planning”,
the details about how the data is gathered have to be provided, but it is at this
stage, “Gathering”, when all that planning has to be put in place. It is now essential
to implement the gathering methods considering if data will be taken from third
parties sources, like satellites or external databases, or if the project requires the
deployment and operation of its own instrumentation and specific sensors. Even
more, the organization of how the data will be gathered can be relevant: it is common
in Environmental and Biodiversity projects to organize campaigns on the field to
get data. All details must be planned in advance, detailing the usual questions of
what, when, who, where, related to the data being gathered. During this stage
the roles of the different personnel in the project team must be detailed, indicating
who is the responsible of what action in the data gathering. At technical level, all
the required resources need to be specified and then made available. For example,
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it is important to define technically how and where data will be stored, at the
different levels (physical, logical, etc.). Security mechanisms should also be defined
and implemented at this Gathering stage. In summary, the DMP starts to become
real.
In order to create valuable data, the gathering stage needs to be associated
with the next one: “Curating”. This stage implies a decision about which data is
considered useful and which data is not. Even if all data gathered may be stored,
only the curating stage ensures that the data is considered ready to be used or even
published for reuse. This stage involves different quality assurance methods, some
of them very specific, others general, and it is important to try to link this stage
with the previous ones to reuse specific information, like for example the ranges and
units considered in the metadata format.
Definitely, these three first stages in the data life cycle are key to ensure that
the data will have a clear value in long-term and that it can be reused, not only
by the data owners but also by other researchers. All of them can benefit from the
support by solutions to make the management processes more efficient. Exploiting
a service-oriented approach and using cloud-based resources, data can be planned,
gathered and curated more efficiently: as it will be shown in this chapter, cloud
computing can play an essential role both in supporting the processes in the three
stages and for enabling a better integration.
4.3 Data Management Planning
The investment that the governments make funding research projects has its way
back to the society through academic publications, seminars, patents and, in general
knowledge and innovation. However, in the last years, the increasing importance of
the data itself generated by the scientific community has triggered further efforts.
In 2013, during the G8 science ministers meeting, it was discussed and agreed inter-
nationally that “Publicly funded scientific research data should be open” [90] as well
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as “Open scientific research data should be easily discoverable, accessible, assessable,
intelligible, usable, and wherever possible interoperable to specific quality standards”.
These policy decisions have promoted the establishment mechanisms to ensure that
way back and also a new element in research projects: the Data Management Plan
(DMP).
Data Management Plans are needed to ensure that the data and the correspond-
ing metadata produced during a research project will be “FAIR”. Public funders
like the National Science Foundation (NSF) in the US or the European Commission
(EC) consider them as an essential element to ensure that the open access policies
in research data are being taken into account since the first design stages. There-
fore, a Data Management Plan should address all the different stages of the Data
Life Cycle, including descriptions about how the data are gathered (for example,
instrumentation to be used, frequency, geographical boundaries, temporal scope,
etc.), curation methods to be used (including calibration, quality assurance, etc.)
and preservation plans (deciding which data should be preserved, which not, the
physical media, etc.). Of course, Data Management Plans should also define how
data will be ingested and made ready for being discoverable and reusable. It is
remarkable that the final goal of DMPs is to improve the return to the society of
the investment done, in a useful way of knowledge sharing and they are becoming
one of the most important pieces towards a more efficient Open Science with Open
Data.
Nevertheless, the acceptation by researchers is not being an easy issue. The
general perception within the scientific community is that Data Management Plan
is just one more bureaucratic item, like a formal deliverable. It is seen as an arduous
element to fill without any direct benefit and sometimes almost useless. However, it
is clear that it could potentially be a powerful element to manage the entire data life
cycle if the current implementations move to a more dynamic and flexible solution
instead of being limited to a static paper. Different initiatives are working along
this line. DMPs need to include practical details about how the data is handled
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during its life cycle to be more useful, including specific metadata and data formats,
protocols and standards, preservation plans, security, sharing policies, etc. Those
elements are presented in almost every approach from different initiatives across the
world.
The European Commission within the H2020 funding programme includes the
“Open Research Data Pilot” that forces funded projects under specific disciplines to
complete a Data Management Plan, while it is optional for others. The European
Commission DMP approach is oriented to make the data generated by a funded
project “FAIR” and to ensure that the new data will be available, under certain
conditions, for other researchers or even citizens aiming to use it if the security
or ethical aspects allow doing so. Templates provided include in many cases the
description of the software used during the data life cycle, aiming to ensure also
data reproducibility.
From the American side, the National Science Foundation (NFS), one of the
major global funders, says in its sharing policies: “Investigators are expected to share
with other researchers, at no more than incremental cost and within a reasonable
time, the primary data, samples, physical collections and other supporting materials
created or gathered in the course of work under NSF grants” [91]. In general, the
NSF vision is more flexible and allows the research communities to decide what
they understand as useful and interesting research data and what part should be
shared. It is more focused on academic papers and related data than in preserving
tools or associated software. In general, within their recommendations, NSF asks
for the following information: type of files and where they will be stored in terms
of repositories or catalogues, how data is accessed and shared, metadata standards
used, licenses and intellectual property details, privacy and ethical issues, tools, and
documentation and preservation plans.
From both European and American sides, some initiatives are trying to match
all the requirements from the community in terms of Data Management Planning.
The most relevant solutions up to now are DMPonline [92] provided by the Digital
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Curation Centre (DCC) in the United Kingdom and DMPtool [89] provided by
the University of California Curation Centre (UC3). Both solutions are based on
web forms that are filled following a set of questions/suggestions and then they
provide a report compiling the information. For example, DMPonline integrates a
set of questions and sections coming from the requirements directly provided by the
European Commission. Both tools can be customized and the list of sections can
be modified as well as the questions.
This approach is pretty static, and more dynamic solutions are being developed
based on services capable to better support the Data Life Cycle. DMP tools are
evolving towards integrated services that perform any kind of data management
actions together with external tools to address different data life cycle needs. The
idea is to give DMP tools machine-actionable features that allow those Data
Management Plans to be a lively document instead of a static one and that can be
understood by humans as well as algorithms or bots through standard protocols.
In order to achieve this challenging goal, both described tools, DMPonline and
DMPtool are converging in a new project in collaboration with other institutions
and actors that are close to the Research Data Alliance. This convergence solution,
named DMProadmap, is intended to incorporate feasible ideas to make DMPs a
smart tool. The idea of machine-actionable DMPs fits very well within a cloud
computing based framework, since they are supported by standard protocols for
communication, they are in general based on web services and they are oriented to
data management and exploitation.
However, one needs to consider that there are problems out of the scope of the
technical part of DMPs, including policy and administrative issues that also need
to be solved. For example, funded research projects have a limited life. How and
Who is going to maintain the data and the solutions developed after the end of the
project? This is a question that Research Funding Organizations need to consider,
and there is no easy solution from the technical point of view.
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4.3.1 DMP requirements
As stated before, the specific DMP requirements vary among the different funders.
For the context of this thesis, it is interesting to analyse the different requirements
that the European Commission (EC) includes in its H2020 programme, since it is
directly related to the European Open Science Cloud described in Chapter 2.
The first point to cover is the context of the data. A DMP, according to the
EC requirements, should include the status of the data in terms of type and/or
origin, which means the way to get this data: reused from third parties, gathered
by instrumentation, observations, etc. This context point must also explain the
relation to the project objectives and justify why data is relevant. Other issues like
the expected size of the data must be considered, as well as an outline of the data
utility, specifying why the data could be useful and to whom.
The second point is related to make the data findable. It must include a de-
scription of the metadata to be used, the element that describes the data itself.
It must include the specification of the standard used, or at least a description of
the metadata type to be used. Other aspects like the use of persistent identifiers
and their type or the procedure for naming or versioning must be integrated. The
idea is to prepare the data for publication and also to enable mechanisms for its
discoverability. For example, the OAI-PMH protocol [93] promotes the use of open
APIs to exchange metadata information.
The third point covers the issues related to accessibility. If data is not open
for a good reason (ethical, privacy, security), it must be correctly justified. This
point also includes details on how the data is to be accessed: the software that can
be used, associated protocols, etc. It could also include embargo periods and its
justification.
The fourth point includes details about the data interoperability. In this sense,
the use of metadata vocabularies, standards or methodologies ensuring interoper-
ability must be specified.
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Finally, in the fifth point, related to reuse, licenses should be described, in terms
of future data exploitation, potential restrictions and details about preservation.
As the European Commission is not currently providing a specific service to
complete the requested Data Management Plans, there are different ways to prepare
it following these suggestions, although the five points are mandatory. On the other
hand, institutions like the National Science Foundation only require a two-page
document in an almost free format.
4.3.2 Why DMPs?
It is not clear, especially for researchers, the importance that Data Management
Plans have. Why are they so important? The following points try to provide an
answer:
∙ Facilitate data reusing. DMPs contain a coherent set of sections describing
how data life cycle is handled. Therefore, data can be tracked along its life,
including mechanisms to ensure the provenance traceability.
∙ Ensure Reproducibility. DMPs describe all the elements related to the data
gathering, curation, and analysis, so the results of the research can be repro-
duced in the future.
∙ Control costs. DMPs provide the funders a way to estimate and limit the costs
associated with data collection. Data Management Plans must include a clear
description of the purpose of the data gathering, including what is needed for
the research project and the expected results or findings.
∙ Think before act. The preparation of a DMP is the phase where all the ele-
ments that may influence the data life cycle can be integrated from a global
perspective. This way, the resources can be optimized and no-sense or dupli-
cated actions avoided.
95
∙ Capture requirements along all the data life cycle phases. Although DMPs
are sometimes considered as a static document, ideally it can be progressively
updated taking into account the evolution along the data life cycle. DMPs
should not be “closed” before the project starts, as unexpected issues will
appear, nor “started” by the end of the project, when data may even have
disappeared.
Despite the importance of Data Management Plans, an ideal formula, to be
agreed by both funders and researchers, has not been found yet. I consider that
enabling automated and machine-actionable mechanisms, supported by services in
the cloud, could make a difference.
4.3.3 Machine-Actionable DMPs
The future of Data Management Planning is oriented to provide useful tools for
researchers evolving over time, and helpful to manage the data life cycle. Institu-
tions like the Digital Curation Center (DCC) in the UK, the University of Vienna
and the University of California Curation Center (UC3) are working on some po-
tential functionalities that they consider a machine-actionable DMP should have.
In this section, those approaches are analysed, including the characteristics being
implemented. New ways for implementation supported by cloud computing are
also provided [14], as well as specific examples for Environmental Science and for
LifeWatch in particular.
Developments at DCC & UC3
Combining the developments of both alternatives in terms of DMP solutions pro-
vided by DCC and UC3, the new DMP Roadmap [94] tool adds new machine-
actionable features combining original functionalities. One of the most important is
the integration of an endpoint based on REST APIs to allow external applications
to directly interact with the tool. The integration of an Authentication and Autho-
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rization Infrastructure (AAI) universal system is also being considered, using the
ORCID [95] solution to identify researchers, and Shibboleth as technical component.
ORCID collects information identifying researchers and their work, like publications,
projects, their home institution, etc. Having all this information connected, associ-
ating the context with the data will be easier, and even some information could be
automatically added to the DMPs. Another development being considered is the use
of Persistent Identifiers (PIDs) that would be an important piece to discover data
automatically. Finally, as already indicated, this DMP Roadmap aims to transform
a Data Management Plan into a live document, and the mechanisms to define and
interact according to the current data life cycle stage are being proposed.
Approach at University of Vienna
The University of Vienna suggests a more specific approach [96] to integrate DMP
tools with particular services covering the whole data life cycle, assuming that some
stages can be automated. They suggest to use some collaborative environments for
data management and analysis like Jupyter Notebooks, and also workflow managers
like Taverna, to integrate DMP tools with specific stages services, making them
a central point for data management. To ensure the preservation of the whole
technical environment, they propose to use technologies like Docker or HDF. Also,
they consider the use metadata management tools and standards like Dublin Core,
along with the use of Digital Persistent Identifiers (DOI, PIDs).
DMP implementation in a Cloud Framework
During the workshop on Active DMPs organized at CERN in June 2016 [97],
machine-actionable DMPs were identified as one of the key technical components
in the European Open Science Cloud development. Starting from that premise, I
have designed a prototype to integrate different cloud-based tools, including a cus-
tomized version of DMPtool with modified code, and deployed it at IFCA cloud
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computing infrastructure. The first feature addressed by the prototype is to endow
DMPtool with mechanisms enabling an automatic description of the data gathered
under the project or experiment. Users can exploit technologies like RDF (Resource
Description Framework) or OWL (Ontology Web Language) in order to introduce a
semantic meaning in Data Management Plan, associated to taxonomies describing
elements like the variables that will be gathered and the topics or disciplines under
study, like for example, specifically in Biodiversity, the list of species to be studied.
This new module included in DMPtool adds two functions to the original version.
On one hand, it enables the users to load taxonomies as RDF or OWL files that can
include standards from different disciplines or vocabularies in general. On the other
hand, the DMPs generated can be exported themselves in a semantic format, ready
to be processed by semantic web tools. The following examples show the potential
of this idea.
The first example uses the ontologies provided by NASA in a framework called
“Semantic web for Earth and Environmental Terminology” or SWEET. This set of
ontologies includes more than 6000 concepts in 200 separated ontologies divided into
nine top-level groups. The goal of SWEET is to identify univocally concepts within
the Earth and Environmental Sciences vocabularies, such as parameters, processes,
phenomena or even instruments. So, using SWEET in the extended DMPTool, the
concepts included in a DMP get a semantic definition. The following figure shows
how a vocabulary is loaded to explicitly indicate which domains are covered by the
DMP. The user can select the specific domains and add this taxonomy as a section
in the DMP itself (see Figure 4-1).
The second example can be considered as domain-specific. In Biodiversity-
related projects or experiments, for example on a species distribution analysis, a
given set of species is taken into consideration. In order to define univocally the
species to be studied or the processes associated with them, vocabularies can be
used as semantic support. In the following example, regarding a project on the
observation of plants, a taxonomy identifying the environments where these plants
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Figure 4-1: Modifed DMPTool: Selecting within Science Keyword Taxonomy
are studied is included (Figure 4-2).
The function is not limited to online-available taxonomies, but they can be also
imported directly from RDF or OWL files in a local computer.
Regarding semantics, another extra feature has been added to the DMPtool:
to make DMPs machine-actionable a potential approach, which has been tested
in the prototype, is to have the capacity to export in a semantic format. In this
way, the DMP can be further processed by semantic tools and in combination with
other technologies, like PIDs or other identification methods like those connected
to ORCID, the information from the different sections can be reused in new tools.
This additional actionable layer may be used to interconnect people, datasets, and
information about the projects, their scientific results, publications, exploitation,
etc.
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Figure 4-2: Loading a Plant Environment Taxonomy
Another key feature that a machine-actionable Data Management Planning so-
lution needs to include is the integration with other tools covering different stages in
the data life cycle. This way, DMPs would be able to communicate with these other
tools to get relevant “live” information, like the status of a dataset (for example, if
it has been processed and a derived dataset produced, if the dataset itself is made
public or not, and in what type of repository) and also statistical data (like number
of accesses, for downloading or direct reprocessing). In this sense, the prototype
described includes an integrative way to exchange information with another tool in-
tegrated into the “LifeWatch Open Science Preservation Framework”. This platform
acting as an open data portal/repository is based on the INVENIO product [77],
and aims to manage the whole data life cycle. It is also supported and deployed in
the Cloud framework at IFCA. Through this new feature indicated, the customized
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version of DMPtool is able to connect with the platform and register a new DMP.
The scheme is shown in Figure 4-3 shows how the process works. The final goal is
to achieve a bidirectional communication between the services to exchange informa-
tion. For example, DMPtool could get direct information from the repository about
the metadata and the dataset context.
Figure 4-3: Integration of the extended DMPtool with the Open Science Preserva-
tion Framework
Finally, another interesting functionality, yet to be integrated, is the automatic
validation of the data. After linking DMPs with all the datasets generated during the
project/experiment course, it would be very interesting to be able to automatically
check if the data is or not valid regarding the “FAIR” principles. This way, it can
be connected with the concept of “Integrity Tests” explained in Section 6.8.
As we could see with this prototype, DMP tools and other related cloud-based
services can become a practical and the solution for managing the information
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about data life cycle stages. There are different approaches to make DMP machine-
actionable and, in general, the integration with ontologies and semantic web stan-
dards seems to be one of the best approaches. For processing, analysis and other
stages involving computing, many different solutions can be integrated with DMPs.
For instance, workflow managers, both complex or simple notebooks, fit very well in
a cloud framework. Finally, for data ingestion and reuse, data and other elements
must be identified with PIDs or DOIs, so dynamic minting must be enabled.
In conclusion, the new initiatives aiming to evolve the current status of DMP
tools are converging towards an integrated framework in combination with other
tools related to data management in the whole data life cycle. This new scenario
fits very well in a cloud computing framework like INDIGO-DataCloud and it could
provide a good solution to manage the data ingestion, as the described prototype
tries to demonstrate.
4.4 Common methods for Data Gathering in Envi-
ronmental Sciences
One of the sections usually included in a Data Management Plan is one describing
the methods, techniques, and technologies that will be used to gather the data.
This section must include a detailed description of what instrumentation or other
data sources will be needed, the computing and resources to be used as well as the
processes to be followed.
The data required in Environmental Science projects can be quite varied and
involve sources from different disciplines, since complex Earth processes need to
be taken into account (geographical, geological, chemical, physical, meteorological,
species distribution, etc.). Traditionally, the most common method to obtain data in
Biodiversity studies is the observation, that can be organized in surveys, including
field campaigns. The media used could be as simple as a pencil and a bloc to
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annotate the presence of individuals in studies oriented to the observation of species,
referring them to the corresponding maps. Different samples could be collected or
captured, requiring a posterior analysis in the lab, and its integration with the
annotated observations.
Today, thanks to the advances in electronics and information technology, this
method is complemented or even replaced by technologies exploiting automated
data collection and processing, including sensor networks, DNA analysis, and remote
sensing. The combination of the digitized observations and all the complementary
data gathered results in many cases in a big data challenge at this stage in the
Data Life Cycle. So, it is interesting to introduce these components and explain
how cloud-based solutions can be useful. Along the discussion, the project carried
at “Cuerda del Pozo” will be used as a reference example.
4.4.1 Direct Observations
Observations in the environmental science field have slowly evolved from those that
were limited to impressions obtained by human senses to current ones supported
by technological solutions. The first ones were based on the human perception,
allowing the researcher to measure, test and verify in the field itself [98]. However,
in many cases, the verification was not accurate enough since human senses may be
deceived and inexact. So, the verification process needs to be supported either by
a similar observation by other researchers or by a complementary technique. These
observations and their verification can be supported by technology: for instance, the
observation of a bird by the use of binoculars, or a zoom camera, in which case a
post-verification can be done using the photograph. The next type of observations
directly involving a person in the process corresponds to those based on the analysis
of samples collected in the field but requiring the use of laboratory techniques. For
instance, a sample of water taken from a lake to analyse its chemical composition.
These data gathering methods have some problems. The first one is the need to
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digitize annotated data, so it can be reused and used for further analysis. This is an
important problem for the integration of historical data, and that can be reduced
today using electronic logbooks. The other problem is the limited availability of
human observers to assure an adequate spatial and temporal coverage of the obser-
vations. A careful planning of the survey coupled with modelling techniques reduces
this problem, but does not eliminate it.
Direct observations have been one of the data gathering methods used during the
“Cuerda del Pozo” water quality project (CdP project). To build a complete model
of the water reservoir, it was required to estimate the concentrations of different
chemical components in the water flowing from the tributaries. Existing instru-
mentation to directly get these chemical data from the water is very expensive in
cost and maintenance, so a daily sampling was used, what is enough to estimate
these contributions, and analytic results provided at lab. Figure 4-4 shows the data
gathered for the relevant variables (Dissolved Oxygen and Total Phosphorus) and
the specific sampling places.
Figure 4-4: Chemical Observations at Cuerda del Pozo Reservoir
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4.4.2 Sensors and other instruments
The advances in electronics and digital technologies have made it possible the de-
velopment of sensors capable to measure physical, chemical and even biological pa-
rameters. In combination with information and communication technologies, they
have become an essential data gathering method for Environmental Sciences due to
their flexible characteristics, that includes the possibility to get data continuously
and at multiple sites, including also those where humans may have difficulties, or
simply cannot access.
Modern instruments integrating sensors are the evolution of automated loggers,
which record data at specific intervals of time in an analogue way. The first loggers
were paper plotters that measured barometric pressure, or seismographs to detect
earthquakes. The advances in miniaturization, of electronics and communications,
and the reducing trend in costs makes it possible to deploy a growing number of sen-
sors to get data from different places and have led to the creation of Environmental
Sensor Networks [99]. In combination with the Global Positioning System (GPS),
it is possible to integrate these georeferenced data to create maps that can be visu-
alized and analysed using Geographic Information Systems (GIS). The deployment
of large sensor networks is enabling an unprecedented resolution in space and time,
that is very relevant for many of the processes studied in environmental projects.
However, the use of sensors is not enough to manage the amount of data gener-
ated under the described environment. Advances on sensing need to be in relation-
ship with advances in other research areas like communication and computing. The
advances in communication technologies allow the transmission of data in real time
over protocols like 3G or 4G from UMTS (Universal Mobile Telecommunications
System) or WiFI, which are able to send hundreds of Megabits per second. This
fact allows the real-time data transmission, something essential to manage environ-
mental problems like floods or other natural disasters. The advances in computing
include the evolution of storage systems, capable to store more data in a faster and
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cheaper way as well as advances in data processing and computing techniques. Both
contribute to evolution in data analysis systems and to manage an unprecedented
volume that allows performing big data methods.
In parallel, it is important to consider the “Internet of Things” as another po-
tential data source, where different kind of devices are connected and available
online, including different sensors that are being deployed by individuals, includ-
ing in particular citizen scientists. The list of devices includes many of interest for
Environmental Science: weather stations, water sensors, air quality instruments,
etc. Environmental Sensor Networks and Internet of Things devices are producing
data at a new scale, that needs to be supported by communication and computing
resources: the cloud computing framework fits very well to support this decentral-
ized architecture, and it can provide a solution to manage all the generated data
both for computing and storage, which needs to be made available to the research
community.
The conjunction of the three research areas cited before, sensing, communication,
and computing, enables the creation of what is called a cyberinfrastructure. Accord-
ing to the University of Indiana, in the United States, this term is defined as follows
[100]: “A Cyberinfrastructure consists of computing systems, data storage systems,
advanced instruments and data repositories, visualization environments, and people,
all linked together by software and high-performance networks to improve research
productivity and enable breakthroughs not otherwise possible.”. Cloud computing
can be the basis for building these cyberinfrastructures including all the mentioned
elements, i.e from the basic instrumentation up to the software that enables data
management, processing, analysis, and visualization.
The “Cuerda del Pozo” reservoir project for water quality monitoring (CdP
project), can be considered as a nice example of this idea. This cyberinfrastructure
is based on the complex instrumentation installed in-situ, that includes a profiler
platform with multiple sensors, plus few buoys deployed in different places across
the reservoir, and the communication systems connecting to computing resources,
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Figure 4-5: Chart from Cuerda del Pozo instruments
which store the received data and process it. The details about this complex setup
can be found in Appendix B.
Figure 4-6: Cuerda del Pozo Profiler Platform
Several international initiatives have Environmental Sensor Networks, and the
cyberinfrastructure concept, as the keystone of their research. As a relevant example,
NEON in the US has deployed complex sensor towers to monitor ecology variables at
many different places, measuring basic chemical and physical properties of processes
related to the atmosphere, but also more complex variables like the net ecosystem
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exchange of carbon dioxide. Following a similar approach, LTER network, the
Long Term Ecological Research Network [101], has deployed different instruments
in specific sites to measure the change in different ecology relevant variables, and in
particular, those connected to global changes.
4.4.3 Satellite data
In 4th October 1957, the Soviet Union launched Sputnik 1, the first artificial satel-
lite. It was a milestone that started the development in space. After that, in 1960
the United States launched TIROS-1, the first satellite with scientific propose. It
was designed as a weather satellite and it was the first step in the scientific area
towards the current large catalogue of satellites in operation for Earth Observation
from the space. Since then, the continuous improvements in technology have made
it possible to develop satellites equipped with instruments for a wide range of disci-
plines, including Meteorology, Geology, Environmental Sciences or Biodiversity. As
satellites can cover the whole globe, they are a perfect way to observe the continuous
changes in the environment, and they operate 24 hours per day and 365 days per
year. For example, they can measure atmospheric variables that are essential for
weather forecasting like temperature, wind speed, and direction, cloud cover, water
vapour, etc., and monitor events like tropical storms and hurricanes. They can also
monitor other processes like how the smoke from fires is dispersed or the evolution
of volcanic plumes. Satellites also can provide information about the oceans, like
the temperature on their surface, the change in level height, oceanic currents and
winds. Among their applications, they can even track oil spills in case of disasters.
And they can also monitor relevant variables in the land surface, like the land usage,
surface temperature, vegetation cover, soil moisture or the snow and ice coverage.
In the last years, satellites have become an essential element to monitor the
climate change. Thanks to their instrumentation, several processes related to the
global warming can be tracked, like the concentration of greenhouse gases in the at-
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mosphere. They can also monitor the impacts in the environment, detect floods or
droughts, ice and glacier melting, deforestation and vegetation status, coral bleach-
ing and ocean acidification.
Regarding their specific use in biodiversity studies, they can provide measure-
ments of the indices of the three-dimensional structure of the vegetation, that serve
as inputs to different types of models, such as ecological niche models or species
distributions [102]. There are also successful studies where satellite data have been
exploited to estimate the species distribution, like the estimation of the global em-
peror penguins distribution using satellite images made by Fretwell et al. [103].
Additionally, indirect methods can also be used, as some environmental vari-
ables can be exploited as proxies [104] to estimate the value of other variables. For
example, some species are restricted to specific habitats with certain environmen-
tal conditions, that can be monitored using satellites, and this information can be
used to predict or estimate the presence-absence of those species in the monitored
area. Besides, satellite data can feed different types of models that generate simula-
tions, forecasts or estimations for a wide range of variables of interest in biodiversity
projects.
The number of applications is very long and it is increasing every year thanks to
the advances in cost reduction and hardware-software developments, enabling the
analysis of the large amounts of data that they produce.
However, in some cases, the space or temporal resolution of the data provided by
satellites is not enough to detect environmental problems [105]. A typical value for
the periodicity of scientific satellites to repeat the observation of a zone is around
one week. Furthermore, optical instruments are limited by the cloud coverage, and
most tropical forest and the poles, which are actually very interesting regions to
be studied, are covered by clouds quite often, implying that there are around 20%
fewer images than what naively expected. In most cases, data gathered from satellite
need to be calibrated using in situ instrumentation, to get information in a proper
accuracy level, implying another restriction for the application to remote zones.
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In fact, to correctly exploit satellite data, they must be validated. Values for
derived variables are often estimated using complex algorithms and formulas, and
they are only valid if they can be reproduced in situ, so that a verification process
is needed.
Recent spatial missions have launched several satellites containing instrumenta-
tion ready to gather data of interest in Environmental studies.
Figure 4-7: MODIS and Landsat raw data
In Europe, the Earth Observation program from the European Space Agency
[106], ESA, the Copernicus mission [107], includes a series of satellites named “Sen-
tinel”. This set integrates five different satellite types equipped with instruments ori-
ented to get diverse data for specific environments at Earth. Sentinel-1 is equipped
with a radar instrument that can observe the Earth under any meteorological con-
dition, day and night. Sentinel-2 includes optical instruments to get high-resolution
multispectral images of the Earth surface. Sentinel-3 is focused in providing precise
information about water and land, like surface temperature. Finally, Sentinel-4 and
Sentinel-5 will monitor the atmospheric composition. Landsat series (NASA, USGS)
can provide similar information in some cases.
The use of satellite data within the CdP project has been considered recently, to
directly monitor basic water quality variables, like chlorophyll-a [108] or turbidity,
that can be measured remotely. The indicated ESA and NASA missions, Copernicus
and Landsat, publish their observations as open data, and it is possible to directly
get the raw information for this water reservoir, as shown in Figure 4-8.
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Figure 4-8: Sentinel-1 and Sentinel-2 Raw Data for CdP area
Gathering other data relevant to describe the Biosphere
There are many existing data sources very relevant to approach any Biodiversity
study. The geographic information, including cartography, topographic information,
geological information, land cover details, etc. has an important role in all projects,
providing in many cases limiting conditions (for example for the abundance and
displacement of animal species) and as basic input to models. Meteorological vari-
ables are also tremendously relevant to understand and model the evolution of an
ecosystem.
Georeferenced data has become key to understand many processes at big scale.
Traditionally in Europe, georeferenced data from many disciplines including social
sciences, geography, geology, biodiversity, and others have been gathered by each
country using diverse techniques and methods. This fact has driven to heterogeneity
in terms of formats, data models or data description (metadata) that makes data
interoperability and combination very difficult. In order to solve this problem, the
European Commission released the INSPIRE directive [109], aiming to create a spa-
tial data infrastructure where georeferenced data from different countries must be
integrated and shared among public sector organizations, assisting in policy-making
across boundaries. The directive is based on different recommendations oriented
to support 34 spatial data themes that are closely related to environmental ap-
plications, such as hydrology, land cover, habitats, transport networks, elevation,
atmospheric conditions or species distribution. By applying those directives, spa-
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tial data becomes interoperable and can be integrated to cover several European
countries, promoting a better management for problems at continent-scale like for
example floods, volcanic plumes or spills, including also many biodiversity-related
problems, like the distribution of alien species or the assessment of water quality.
4.4.4 Other Data Sources
Besides the data source indicated, there are others that can be taken into consid-
eration. The first one corresponds to data produced by forecasting or simulation
methods (i.e. models) and the second is data produced by citizen scientists.
There are two interesting types of data derived from models: forecasts and sim-
ulations. Forecast data are predictive information produced trying to estimate how
a process is going to evolve, taking into account current conditions and values. This
is extendedly used in meteorology to predict the weather (temperature, wind speed,
and direction, atmospheric pressure, etc.) at a given site for the next days. Simula-
tions can be considered as more general and they are not only intended to predict
the evolution at a given situation, but also to reproduce processes in the past or
explore different projections.
As an example of the interest of the data derived from models for further studies,
the Figure 4-9 shows the water temperature of “Cuerda del Pozo” reservoir in 2014.
The real data gathered is limited to specific points in the reservoir and, using models,
the resolution in terms of space or time can be extended to the whole reservoir and
hydric year.
The second data source with increasing importance is Citizen Science. Individu-
als amateurs, in general in the context of associations or similar initiatives interested
in specific topics, can contribute to generate valuable datasets. For example in the
recent years, smartphones have become a powerful tool that enables data gathering
in a pretty accurate way, since they are equipped with GPS, high-resolution cameras,
and in some cases also other sensors (temperature, altitude, etc.). These georefer-
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Figure 4-9: Data generated by models
enced data can contribute to extend the coverage of the observations. However, the
quality of the data generated is not always guaranteed, and needs expert validation
or indirect verification, which requires additional effort. Initiatives like iNaturalist
[110] or Natusfera [111] in Spain, support Citizen Science through specific web plat-
forms, and include mobile applications, that facilitate the amateur work and can be
also very useful for researchers. In Figure 4-10, a list of observations provided by
citizen scientists in Natusfera is shown.
Figure 4-10: Citizen Science samples in Natusfera
113
4.5 Data Curation
The general definition for the term “Curate”, “the item selection among a large
number of possibilities to become part of something”, can be applied to many areas,
for example in a film festival, deciding which films will be shown and which not. In
a Data Science context, this term retains this basic meaning: selecting and deciding
which data are valid and which not.
The term “Data Curation” refers specifically to the process of organizing and
integrating data from different sources, prepare them to be used in a coherent way,
making them compatible. Another term relevant in this context is “Data Cleaning”,
referring to the process to detect corrupt or inexact records within a table, database
or value list, and if possible, correct and complete them, or otherwise tag them as
erroneous. It is usual in Data Science to use the term “Data Curation” to refer to
both processes, as they are usually considered as a single phase in the Data Life
Cycle, transforming the raw data gathered into data ready to be used. Curation
techniques are so quite related to the different data gathering methods (see Section
4.4), as all of them require curation processes to be applied to ensure their quality.
Starting with instrumentation, the problems may arise from many sources, including
a distorted signal from sensors. In other cases, there are external conditions to be
considered. For satellites in Earth Observation, a major problem for optical sensors
is cloud coverage. Another complex problem is the quality assessment for simulated
data, or for citizen science sources.
In most cases requiring the integration of external data sources, the volume
is so large that it makes “manual” curation almost impossible. For those cases,
automation during this life cycle stage is mandatory and different techniques, from
basic algorithms to complex machine learning methods, have to be applied. For
example, sensors usually work within a limited range and values out of bounds can
be automatically tagged as well as records unexpected within a specific sequence,
or at a certain time or place. Other methods like the analysis of pattern trends or
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outlier detection can be also automatized to tag errors in data. However, in some
complex cases implying a decision, human expertise is still needed, and supervised
techniques have to be applied.
4.6 Data levels
The Data Life Cycle is usually presented using a scheme based in phases, and the
corresponding processes. But another complementary point of view is based on the
concept of “Data Levels”, corresponding to different grades of maturity, quality or
accuracy. There are different uses of this term in the literature and it is applied
in different ways in initiatives, projects or communities. As a first and relevant
example in the Environmental area, NEON, the National Ecological Observatory
Network in the US, classifies the data in five different levels [112]:
∙ Level 0 : unprocessed and uncalibrated raw measurement taken from a single
instrument in a native unit, like voltage. This level of data is not published.
∙ Level 1 : the data is calibrated or, at least, quality-assured. It is usually taken
from a single instrument and it is transformed from native unit into physical
units, such as temperature, radiance, humidity, etc. There are sensors that
process the raw data into physical unit in-chip, so the calibration is direct.
∙ Level 2 : data is corrected (measurement errors, out of range, etc.) and tem-
poral gaps are filled.
∙ Level 3 : combination of different instruments and data sources with the same
type of data to connect gaps in space. This level can, for example, create
vertical profiles of temperature.
∙ Level 4 : Derived data. This level is a combination of measurement sources
like instrumentation or remote sensing data (satellites, airborne, a combina-
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tion of instruments in different locations) that is processed applying different
methods, such as models, to create derived products like maps.
NEON publishes data in Levels 1 to 4, and it is up to the user to select and use
those adequate for the corresponding problem being studied.
As for another relevant example, NASA also classifies data in levels of matu-
rity within their EOSDIS system (Earth Observing System Data and Information
System) [113]. Datasets, also called Science Data products, are grouped into four
different levels: Level 0 corresponds to raw data from sensors or reconstructed data,
Level 1A corresponds to calibrated data, Level 1B is data processed to be trans-
formed into more useful units, Level 2 is used for derived data at the same location,
Level 3 datasets are interpolated or mapped on uniform space and time, while Level
4 is reserved for datasets from models or analysis outputs. There are other similar
approaches that classify the data in a layered schema with some common features
and in relation to metadata. Each Data Level is usually based on an evolution of a
previous one, applying a filter, a calibration, or an analysis.
Data Levels are a relevant topic for the Interest Group on Data Context within
the Research Data Alliance1
4.6.1 A proposal for Data Levels
Taking into account all those approaches and schemes provided by different insti-
tutions and organizations as well as the particularities derived from data gather-
ing methods in Environmental Sciences, within the INDIGO-DataCloud project an
analysis was performed over the 12 different Case Studies corresponding to different
research communities [115]. Although there are substantial differences among those
Case Studies, the following data levels were proposed to discuss the data life cycle
1RDA, the Research Data Alliance, is an international forum of researchers that release best
practices in data management, including all the steps of the data life cycle. Metadata Standards Di-
rectory WG, which started in 2013, complements, enriches and extends the Disciplinary Metadata
Standards Catalogue [114] to make it more useful and easily being adopted worldwide.
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and its support in a Cloud-enabled framework:
∙ Raw data: data taken by an instrument, sensor, human observation, etc. In-
struments are usually considered to be calibrated before gathering data.
∙ Processed data: data is transformed into more useful units and some parame-
ters (e.g. different sensors combination) are calculated.
∙ Curated data: data are filtered and all out-of-range data, human or instru-
ments errors, outliers and other similar problems are corrected. Curation can
be automatic or manual.
∙ Ingested data: datasets are prepared and transformed into a format suitable
for distribution and reuse (like for example CSV, NetCDF...). A DOI (Digi-
tal Object Identifier) is assigned and proper metadata is associated with the
dataset. The dataset can be published if desired, as it is ready also for external
use.
∙ Derived data: after applying an analysis method (model, simulation, statistical
methods, etc) or integrating with other external or internal datasets, new
derived data is generated, ready for publication, contributing to studies, or for
further reuse. A new DOI and corresponding metadata may be assigned.
One of the objectives of this scheme is that it can be adapted to any field or
discipline, assuring that, at the higher levels (Ingested and Derived), data can be
considered as “FAIR”.
4.6.2 An example: Data Curation and Data Levels in the
Cuerda del Pozo Reservoir project
The CdP project provides a good example of the application of Data Curation
techniques and the use of Data Levels. It is important to notice that, as yet usual
117
in many projects in the Environmental area, a combination of automatic processes
and manual procedures, are used.
The first automatic process in data curation, more specifically in data clean-
ing, is based on a database manager functionality that automatically filters out of
range data. Triggers are included in most of database management systems and
are designed to handle events performing actions before, during or after an insert,
update or deletion. That way, in the moment a new record is inserted, the database
management system can check if the value is correct or not and decide what to do.
However, the goal is not to delete the record completely, but register it as wrong
value in a new table. That is why a table called “FilteredData” is created, which
stores values that have been filtered and all the information related to this filtra-
tion, like table, wrong value, etc. Following this procedure, the original value of the
record can be restored.
The next table 4.1 shows the range of different parameters taken by the sensors
deployed in the reservoir:




Water Pressure 0.0 30.0
Dissolved Oxygen -1.0 20.0
Oxygen Saturation -5.0 200.0
Table 4.1: Range in Cuerda del Pozo Instruments
A second example method for automatic detection of wrong records is based
on python scripts. These scripts, supported by different statistical functions, find
unexpected values for different variables. In general, variables like temperature,
pressure or chemical concentrations, grow or decrease gradually, in a smooth way.
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When the script detects a record value out of the trend, also called outlier, it is
filtered and added to “FilteredData” table, from where it can be restored if needed.
Name Value Table date Auto Comment
Cond -0.008 AMT 2012-08-07 12:43:00 1 Automatic filter
pH 4.980 AMT 2012-08-07 12:44:00 1 Automatic filter
Cond -0.0051 AMT 2012-08-07 12:44:00 1 Automatic filter
Cond -0.000 AMT 2012-08-07 12:45:00 1 Automatic filter
value 3.56 mFlu_chl 2012-07-23 00:00:00 0 Pot. Biofouling
value 1.75 mFlu_chl 2012-07-23 00:02:00 0 Pot. Biofouling
value 1.4652 mFlu_chl 2012-07-23 00:04:00 0 Pot. Biofouling
value 1.611 mFlu_chl 2012-07-23 00:06:00 0 Pot. Biofouling
TOCeq 15.723 PROPS 2013-01-30 12:20:00 0 Wrong Value
TOCeq 16.620 PROPS 2013-02-01 12:06:00 0 Wrong Value
value 11.428 mFlu_chl 2013-02-07 00:00:00 0 Wrong Value
DO 20.865 AMT 2013-02-16 05:00:00 1 Automatic filter
DO 20.119 AMT 2013-02-16 12:00:00 1 Automatic filter
CODeq 37.122 PROPS 2012-12-15 14:00:00 1 Outlier Detected
CODeq 36.407 PROPS 2012-12-19 07:00:00 1 Outlier Detected
NO3 0.110 PROPS 2012-09-24 23:58:00 1 Outlier Detected
NO3 0.107 PROPS 2012-09-24 20:48:00 1 Outlier Detected
do 0.0001 AMT 2012-08-12 06:07:00 1 Outlier Detected
do 0.003 AMT 2012-08-06 12:43:00 1 Outlier Detected
rawO2 50.859 AMT 2012-08-04 00:02:00 1 Outlier Detected
rawO2 3.252 AMT 2012-08-02 14:15:00 1 Outlier Detected
depth 19.406 AMT 2013-02-18 09:00:00 1 Outlier Detected
press 19.026 AMT 2013-02-18 09:00:00 1 Outlier Detected
CO3 350.690 PROPS 2012-08-12 05:30:00 1 Outlier Detected
CO3 351.769 PROPS 2012-08-12 04:38:00 1 Outlier Detected
Table 4.2: “Filtered Data” table
Finally, after both automatic procedures are applied, a visual inspection is per-
formed on the data. The visualization tool developed, based on Flex [116], allows
the user not only to visualize the data but also to manage the quality labels applied
to the database. Whenever a user detects a wrong value, it can be selected and fil-
tered adding the relevant information, like the reason for being deleted. This wrong
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value is then filtered from the inspected database and registered in “FilteredData”
table. A sample of that table, combining automatic and manual filtering, can be
found in Table 4.2.
Figure 4-11 shows the evolution of the data through different levels as result of
the application of these procedures and curation methods in the CdP project. The
first level, for “Raw Data”, corresponds to data generated by the sensors, observa-
tions or other primary data gatherers. In “Cuerda del Pozo” particular case, data
from sensors in the platform are stored in a database with all the direct records taken
by the instruments. After the processes described for curation, including cleaning,
invalid data are filtered out and the curated data are at the next level, “Processed
data”. These data are also stored in a SQL database together with a consolidated
backup, which replicates the data remotely. Data at this level also include calculated
and derived variables, that are reviewed both automatic and manually. For further
studies, for example in order to build hydrological models, curated data from differ-
ent sources is harmonized and formatted correctly: data at “Ingested” level includes
records from different gathering sources that have been properly prepared for being
published in a standard format like CSV or NetCDF. In general, this data level
includes complete associated metadata. Ingested data can be analysed and generate
new added value, producing “Derived Data”. The last two data levels are suitable to
be published in an Open Data environment, so they need to integrate best practices
like the use of Persistent Identifiers and associated metadata.
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and Workflows in the Cloud
5.1 Summary
This chapter provides an overview of relevant data analysis techniques, including
examples on how they have been exploited in different use cases in the LifeWatch
context. These techniques and methods are described emphasizing the role that
cloud computing plays in data analysis and how the architectures proposed can
improve the user-experience and optimize the use of resources for data processing.
The chapter starts with a section describing Geographical Information Systems
(GIS) features and the protocols that can be integrated to develop systems in a
cloud framework. It is completed with specific examples of analysis with GIS for
environmental sciences.
The following section 5.4 describes the main basic tools used in data science,
based on scripting and programming languages with support for data management
and statistics, like R and Python. It includes examples of how they can offer a smart
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framework for users exploiting cloud resources.
Modelling, one of the most important techniques in analysis, is described in
the next section, presenting different types of available models, how they can be
applied in environmental sciences and a general approach to integrate them in a
cloud computing architecture.
Finally, the implementation of workflows, detailing some examples, is also pre-
sented, as well as big data analytics tools in a cloud computing framework.
5.2 Introduction
The Data to Wisdom Pyramid proposed by Ackoff [79] and described in Chapter 1,
explains the evolution from the data gathering step until the creation of new knowl-
edge and, eventually, wisdom. The previous chapter has introduced the first three
phases, “Planning”, “Data gathering” and “Curation”. The third phase, “Curation”, is
essential for avoiding mistakes and inaccuracy data, which is very important for the
following phases. This chapter describes “Analysis”, the data life cycle stage where
information can be derived from the data processed, obtaining an added value that
can lead to the creation of new knowledge.
Data can be analysed through many different methods and techniques that cover
from basic (charts) to complex ones (models). In general and, in particular for en-
vironmental sciences, data is stored in collections of records, usually simple tuples,
tables or matrices that are not direct to be explored in a global view. For a large
number of records, a plot or chart can provide a useful view about of several vari-
ables in a fast and simple way. Basic analysis examples also include the estimation
of statistical parameters for a given variable in the data, like the maximum, the
minimum, the average, and many others.
Environmental sciences require many times the analysis of multidimensional
data, including georeferenced data in three dimensions (latitude, longitude and al-
titude/depth) over the time. Complex methods are needed to analyse this type
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of data, including the exploitation of Geographical Information Systems and also
Big Data techniques. In some cases, a set of different tools need to be integrated
to obtain the proper result, and a workflow solution is required to combine them:
services and cloud computing can be a good ally to address the implementation of
these integrated tools.
The main objectives of “Analysis” stage, understanding and exploring the data
records and obtaining information about them, extend naturally to others more
complex like pattern identification and forecasting. After getting information, it
can be exploited in order to get knowledge and eventually understand how the pa-
rameters evolve. The use of models at different levels (meteorological, hydrological,
carbon cycle, atmospheric, etc.) are pretty extended in environmental science and
used to understand the interactions between system variables and processes in order
to forecast their evolution.
Under certain conditions, the “Analysis” process can be automated and the in-
formation can be obtained without human intervention. Cloud computing can play
a key role for this, integrating both data sources and one or more services based
on open standards capable to process the gathered data and provide the results
to the users. The alternatives for data analysis are diverse and include data vi-
sualization engines, Geographical Information Systems (QGIS, Geoserver, Google
Earth Engine), programming languages and libraries oriented to data exploitation
(R, python), modelling software, workflow engines and also Big Data tools.
5.3 Geographical Information Systems
The need to place information in a geographical context is extended along many
different human-driven activities, including transport and navigation, commercial
activities and environmental monitoring and managing [117]. For environmental
sciences, geographical information is essential due to the importance of georeferenced
data to understand the processes that influence the whole system. Although the
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first approaches were started by mid-1960s, technology progress was needed, and
Geographical Information Systems became a real solution only by late 1980s.
Many different disciplines are currently exploiting GIS to visualize and analyse
their data. Land use and distribution (including topography) can be managed using
this kind of systems, as well as the geological composition. In the same way, surveys
of the location of rivers and another type of water masses can be managed with GIS,
including processes like calculating the water volume. Biodiversity can also take
advantage of GIS for natural environment conservation, for example, to monitor
the Biosphere both at a global or local scale, combining remote-sensing surveys
like satellites and ground surveys of flora and fauna or physical and geochemical
environmental parameters.
The advances in Information Technologies have made it possible for Geographical
Information Systems to become powerful tools for data analytics. The evolution of
GIS is closely related to the development of database technologies since the amount
of data to be managed is continuously growing, as well as computer graphics, that
allow GIS to present the data to the users in a smart, fluent and fast way. Both
elements are key to perform different types of data processing that GIS support,
as data needs to be accessible quickly and presented in a dynamic way. The other
element that is contributing to extend the use of GIS in the scientific community is
the development of communication technologies. Advances in network connectivity
and especially communication protocols have enabled the integration of different
systems and facilitated open data publication. Although there are many protocols
in use, three open protocols promoted by the Open Geospatial Consortium (OGC)
[118], an international non-profit organization committed to making open standards
for the geospatial community, are being used to access open data from different
services. These protocols, have the following individual characteristics:
∙ WMS : Web Map Service Interface Standard. Provides a simple HTTP inter-
face for requesting map images from geospatial databases.
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∙ WFS : Web Feature Service. Provides an HTTP interface for requesting geo-
graphical features or characteristics, like metadata.
∙ WCS : Web Coverage Service. Provides an HTTP interface offering multi-
dimensional coverage data.
These protocols can handle data in diverse formats, including the most typical for
geosciences like GeoTIFF, NetCDF, HDF or other metadata standards like GML.
The use of Open Protocols through the web fits very well in a cloud computing
context since services can be integrated using REST APIs and resources allocated
under demand in a dynamic way.
5.3.1 GIS in Cuerda del Pozo Project - LifeWatch
The use of GIS can improve significantly the added value obtained in the data
analysis. In LifeWatch and, in particular, in CdP project, many alternatives in terms
of software and libraries have been tested to propose an exploitation prototype. In
a cloud computing context, those tools can be part of a system providing data
resources to the users.
The first element needed is a tool for gathering the data. For satellite data,
there are many available alternatives, like SNAP (Sentinel Application Platform)
[119] from the European Space Agency, which provides mechanisms to access and
pre-process Sentinel satellite data like selecting or combining bands. Google Earth
Engine [120] provides similar features to access not only Sentinel data but also
records from other satellites like MODIS or Landsat. Both alternatives provide
different language APIs, including Python.
The use of libraries enabling complex functionalities is also very important. The
Geospatial Data Abstraction Library (GDAL) [121] allows the translation among
different digital geospatial formats, which enables interoperability between systems.
Geographic Resources Analysis Support System (GRASS) [122] is a complete GIS
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that provides a set of APIs for programmatic managing, so many higher-level GIS
can exploit its features.
Figure 5-1: Geospatial Data Exploitation Architecture
Geoserver [123], a tool for providing geospatial data enabling interoperability,
provides features OGC-compliant, implementing the most common open protocols.
The system is oriented to share open data and to exploit Open Source Software, so
it matches perfectly with cloud computing and the European Open Science Cloud.
In order to exploit the previously described tools and services, a high-level Ge-
ographical Information System is needed. In general, they provide functionalities
to access to the data, modify, analyse, process and combine them to get an added
value. As a commercial alternative, ArcGIS, by ESRI [124], is one of the most pow-
erful packages and quite extended within the scientific community. As Open Source
alternative, QGIS [125] is a complete solution that can be integrated with many
libraries, including GDAL and GRASS.
I have proposed a prototype for data analysis integrating all the described com-
ponents and supported by cloud computing resources (see Figure 5-1). Satellite data
can be accessed using both SNAP or Google Earth Engine, including the option of
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data pre-processing and formatting to serve as Geoserver input. After creating dif-
ferent layers, data is exposed over protocols like WFS, WCS or WMS that can be
accessed by the users using a GIS. Libraries and other tools provided by GIS can
also be used to analyse the data and extract further information.
5.4 Common tools for Data Analysis
There are different basic technologies that are specifically useful for data analy-
sis because of their characteristics. General-purpose programming languages may
include libraries oriented to process data of different volumes and there are some
languages specifically designed for analysing them. Within the scientific community,
and specifically in Data Science, two technologies are quite extended: R and Python.
5.4.1 R
R is both a programming language and a software environment oriented to statisti-
cal computing and graphics designed by Ross Ihaka and Robert Gentleman [126]. It
is very popular among data analysers, data miners, and statisticians for developing
statistical software and processing tools. R license is tagged as Free Software under
the terms of the Free Software Foundation’s GNU General Public License and it
provides its source code freely. It can be compiled on a wide variety of UNIX plat-
forms and systems, Windows and MacOS. Many standard functions included in its
core are written in R itself, so users can easily follow and understand the algorithms.
For computationally intensive tasks, lower level languages like C or Fortran can be
integrated and invoked at run time. R provides flexible extensible features through
the use of user-submitted packages for specific functions or particular disciplines. R
can be categorized as object-oriented-programming thanks to its features.
R provides a wide variety of statistical (linear and non-linear modelling, classi-
cal statistical tests, time-series analysis, classification, clustering...) and graphical
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interfaces. It includes:
∙ An effective data handling and storage facility.
∙ A suite of operators for calculations on arrays, in particular with matrices.
∙ A large, coherent, integrated collection of intermediate tools for data analysis.
∙ Graphical interfaces for data analysis and visualization, either on-screen or on
hard copy.
∙ A well-developed, simple and effective programming language which includes
conditionals, loops, user-defined recursive functions and input and output fa-
cilities.
R applications are used for theoretical computational statistics and the hard sciences
such as astronomy, chemistry, and genomics to practical applications in business,
drug development, finance, healthcare, marketing, medicine and much more. Some
examples of applications are:
∙ Computational Physics
∙ Clinical Trial Design, Monitoring, and Analysis
∙ Computational Econometrics
∙ Analysis of Ecological and Environmental Data
∙ Design of Experiments & Analysis of Experimental Data
∙ Statistical Genetics
∙ Medical Image Analysis
R is enriched with a number of community packages that can be easily integrated and
deployed and provide users with additional functionalities like parallel programming,
interaction with other languages, support for different data formats, etc.
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R in environmental sciences
The use of R in environmental sciences includes a lot of different applications en-
abling users to analyse multidimensional and multi-parametric data. In particular,
for “Cuerda del Pozo” reservoir and the algae bloom research, R has been used to
analyse the thermal stratification, an essential process that directly impacts to the
algae concentration. During the winter and spring, the water column has a uniform
temperature distribution in depth. The heat of the sun and air convection processes
in summer promote an increase of the temperature, dividing the column into three
parts: the epilimnion (the top of the column and where the temperature is higher),
the metalimnion (middle layer) and the hypolimnion (the bottom layer where the
temperature is lower). According to Cook and Rimmer [127], the distribution of the
thermal stratification can be described using the following formula:






That formula involves a set of variables where Z is the depth, T(e) is the epil-
imnion temperature, T(h) the hypolimnion temperature, 𝛼 a variable that adjusts
the curve and determines the depth of the gradient temperature and n a dimension-
less variable that controls the slope of the thermal gradient in the curve. I have used
R and several R libraries first of all to the access to the data (both in databases
and in dataset files), then calculate the optimum value for 𝛼 and n and finally print
some charts displaying the result of the fit. Figure 5-2 shows the work performed
over the data to adjust the thermocline:
R and its libraries also include a set of functions that enable the user to print
complex types of charts. In the following Figure 5-3, multi-parametric data (tem-
perature and depth) and its evolution along time is shown, as an example.
Due to the rich portfolio of libraries available for a lot of different purposes, as
well as their optimized architecture for data processing, R is becoming one of the
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Figure 5-2: Thermocline adjustment with R
most important alternatives for analysis. It is quite simple to use, but there are some
high-level tools available that provide also user-friendly environments to exploit this
technology, like R studio or R shiny.
Rstudio is an IDE (Integrated Development Environment) specially oriented to
develop R programs and that exploits the potential of this language for performing
statistics and data analysis using a Graphical User Interface. Rstudio includes
two different editions: one uses directly the desktop environment, while the other
offers a web client/server solution, Rstudio Server. For LifeWatch, in order to take
advantage of available resources in cloud computing, Rstudio server is the most
interesting option. The IDE includes four different and customizable components,
including a shell where the user can directly insert the different commands, an editor
to set up the scripts, a data objects management box, and a visualization window.
Rstudio1 also includes diverse tools for debugging, workspace management, package
installation, etc.
1Rstudio server is available in two different versions (and licenses): Open Source and Enterprise,
this one includes very interesting functionalities like load balancing across nodes, users and groups
management, metrics and monitoring, etc. Some of these features can be found in other open R
packages like Rserve.
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Figure 5-3: Multiparam chart
Rshiny is a framework that allows users to develop R applications based on a
particular graphical user interface and oriented to provide a friendly environment.
That way, Rshiny allows users to exploit all the R features, including the use of
certain packages without any R development, so that, interacting with a user in-
terface is enough to get the required results. Rshiny is completely dynamic, so the
user can interact with different elements on the screen, such as drop-down lists, text
boxes, spinners or even the scripts themselves can be changed dynamically. The
framework works over a web server and offers a web interface so users need to access
by a browser.
Besides its use in statistics and analytics, Rshiny can be useful not only to provide
a set of visualization functionalities with a different type of charts (plots, histograms,
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Figure 5-4: R Shiny app for thermocline analysis [128]
heat maps, etc.) but also for basic data management features thanks to its database
oriented libraries. As an example, for the “Cuerda del Pozo” reservoir research and
Algae Bloom case study, it can replace the current visualization and management
system that was developed in Flex [129]. This tool, developed for “Cuerda del Pozo”
and other monitored reservoirs, allows the user to visualize the different variables and
also provide a basic management of the collected records: filter, download subsets,
combine variables, etc. However, Flex, that is based on Flash, is not oriented to
data processing, and using R and Rshiny constitutes a promising approach to better
address the needs covered by the original system, and extend them to other data
management processes.
Within LifeWatch Research Infrastructure, R is intensively used to analyse data
from Ecological Observatories, as presented in [130]. Besides the described Cuerda
del Pozo reservoir case, R is also exploited by the “Flanders Marine Institute” (VLIZ)
to provide a system for supporting ocean research, which includes a set of customiz-
able charts selecting the gathered parameters as well as other derived variables like
tidal level, moon illumination, solar cycle, etc. Also the “Hellenic Centre for Marine
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Research” (HCMR) provides a set of R-based tools in their Rvlab [131]. This system
includes diverse statistical analysis functions related to Biodiversity, such as species
abundance models, analysis of species richness, etc. The Rvlab aims at improving
the already available functions through parallelization and optimization while hiding
the computing complexity to non-expert users.
5.4.2 Python
Python [132] is a general-purpose, interpreted, high-level programming language
created by Guido van Rossum and released in 1991. It was designed to be an
easy-to-read language with a well-established structure, and it is multiparadigm,
supporting both object-oriented and imperative programming. Since 2003 Python
has been ranked in the top ten most popular programming languages and its use is
extended along both business and science. Important organizations like Wikipedia,
Google, CERN or NASA make intensive use of this language. Since it is a general-
purpose language, it can be used to develop very diverse applications. Python can
serve as a scripting language to deploy web applications both under web servers like
Apache or under Python itself using specific libraries (Django, web2py, flask, etc.).
It has been adopted by many popular software packages as its scripting language,
including for example GIMP (2D image editor), Blender (3D design and rendering),
ArcGIS (Geographical information system) and many others via APIs. It is available
for most of the operating systems and many Linux distributions include Python as a
standard component. Libraries like matplotlib, numPy or SciPy allow an optimized
use of Python in scientific computing and data analysis, making it quite popular in
Data Science. Due to its extended use, different libraries have been released to cover
diverse areas in data analysis, like the integration with GIS systems, deep learning
techniques, natural language processing, etc. Those libraries contribute to extend
Python characteristics to efficiently process data and can be integrated to develop
powerful tools.
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Due to its user-friendliness, many different initiatives are using Python to sup-
port interactive applications. That is the case of Jupyter Notebook [60], which is an
interactive web application where users can create, test, execute and share code and
documents written in many different languages and directly visualize the results.
Jupyter is an evolution of iPython Notebook that supports this use for Python.
Instead, Jupyter integrates now different programming languages as kernels, includ-
ing Julia, Python and R, although many other languages are also supported. The
installation of Jupyter Notebook requires the activation of kernels. If the user wants
to use R, both the R package and IRkernel must be installed on the server and
connected to Jupyter notebook. The notebooks are divided into cells and the user
can code in Python, R, or another language, or markdown comments in each cell.
When the user runs over the cells, one by one, or the entire notebook, the results
appear in the same view. The central idea is that the user should be able to combine
code, plots, equations and text and “publish” it in the notebooks: the researcher can
see the problem context, the input data, the analysis code and the results under a
single view.
5.4.3 Python and Jupyter in environmental sciences
Exploiting Python as a kernel in Jupyter provides the user with all the functionalities
offered by the language as well as the associated libraries, with the advantages of
accessing them via a web browser. Thanks to the notebooks, a pre-defined set of
classes and functions can be presented with a single interface to the users, who can
modify and customize the components. Also, Jupyter includes a set of widgets that
facilitate the interaction with the final user, who is able to add information and
input data.
As an example exploiting these possibilities in the environmental area, I present
here an application to analyse NetCDF files. NetCDF [134] is a format to store
multidimensional and multi-variable data, which has been used to efficiently store
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Figure 5-5: Jupyter for NetCDF analysis [133]
very large files for further processing, like satellite data or gridded datasets from
model outputs. In the notebook example shown in Figure 5-5 the user is able
to choose among different NetCDF files through a drop-down menu provided by
Jupyter widgets, and the file name is stored as a variable. This file is loaded by a
predefined function that reads the dimensions stored and the variables to be plotted.
Based on “netCDF4”, “mpl toolkits” and “numpy” libraries, the function displays
the data in a map, using a predefined colour palette. Once the data from NetCDF
file is loaded and displayed, the user can perform another statistical or analysis
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operations. The data shown in this example correspond to the estimation of the
chlorophyll concentration.
5.5 Modelling
Mathematical and physical models aim at explaining systems and processes from
diverse disciplines, including natural and environmental sciences (meteorology, bi-
ology, physics), social sciences (economy, sociology) and also engineering (artificial
intelligence, computing). Those models can be integrated or can be composed of
different elements, including differential equations, statistical functions, dynamical
systems and also logic. In general, models are composed of relationships, which can
be described by operators or functions and variables that represent the different
parameters involved in the system or process. Depending on how they are designed,
models can be classified in different categories: static or dynamic, deterministic or
stochastic, explicit or implicit, etc.
Computing plays a key role in modelling since thanks to information technology
complex models based on multiple variables and operators can be built and pro-
cessed. There are a lot of different software packages available implementing models
oriented to describe systems from diverse disciplines. The objectives of applying the
use of models are diverse: they can be used to predict the behaviour of processes, to
forecast how a system will evolve, to analyse hypothesis based on different scenarios,
to describe patterns explaining facts, or to simulate a system to obtain additional
information about the variables. Cloud computing technology can provide resources
to support the deployment of modelling software, and it can be adapted to the user
requirements in a dynamic way, setting up high-level interfaces to manage the model
configuration.
In the context of Earth and environmental sciences, the use of models is very
extended. For example, in meteorology and weather forecasting, models are an es-
sential component of research. There are many software solutions available both at
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global and mesoscale level. Implemented models like the Global Forecast System
(GFS) or the Global Environmental Multiscale Model (GEM) forecast the behaviour
of the weather on Earth completely at different spatial and temporal resolutions.
Other models like the Weather Research and Forecasting Model (WRF), with a
community of about 30,000 users, are able to provide a meteorological forecast for
a specific place, at a scale ranging from 2 to 2000 km. Both types of models require
extensive computational power given a large number of variables involved and the
complexity of the related processes. Biodiversity is another research area requiring
the use of models. Species distribution models are numerical tools that combine ob-
servations and biodiversity-related data with environmental estimations to forecast
or simulate the species populations [135]. They can integrate data from species with
other environmental variables like those associated with climate, geography, etc. In
some cases, they have to be combined with other different models, since species can
be associated with diverse environments like terrestrial, marine or freshwater. For
instance, freshwater modelling involves a set of processes that includes hydrody-
namic models to simulate the physical behaviour of the water mass (temperature,
flow, volume, level), as well as water quality models to forecast chemical and bi-
ological variables (nutrients concentration, oxygen, microorganisms, etc.). Within
the context of LifeWatch and “Cuerda del Pozo” algae bloom research project (CdP
project), these two types of models have been exploited to forecast the evolution of
the water quality in the reservoir. Due to the processes involved and the computing
resources required, this is an interesting use case that can be analysed as an example
of modelling in a cloud computing context.
5.5.1 Hydrodynamics and Water Quality modeling
One of the goals of the “Cuerda del Pozo” Algae Bloom Case Study is alerting the
authorities when the water quality level is decreasing not only in real time but
also forecasting the reservoir behaviour using Hydrodynamic and Water Quality
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models. The Delft3D software suite developed by Deltares [136] has been used in
this case. It includes different models that simulate the behaviour of water masses,
including rivers, lakes, reservoirs or oceans. It integrates a series of modules that
simulate different processes related to water masses like waves, water dynamics,
chemical concentrations or biological content. The applications for this software
suite are diverse, and they include simulations, like oil spill tracking [137], salinity
stratification [138] or tidal power generation estimation [139].
To feed the model, data gathered from the instrumentation deployed as well as
data from observations and buoys, as described in Chapter 4, is used. The current
setup includes a central platform that is installed in the middle of the water and
instrumented with meteorological sensors (wind, temperature, solar radiation, rain,
etc) and water quality sensors (conductivity, temperature, dissolved oxygen, turbid-
ity, pH, etc.). The water quality sensor probe is placed in a cage connected to a
wincher system allowing vertical profiling (range 1-30 m. in depth), which is critical
to monitor the evolution of the water stratification, clearly reflected in the thermo-
cline curves. More complex instrumentation, including radiometers, spectrometers
and absorbency sensors are also included to monitor the abundance of green and
cyano-green algae directly, through the correlation with their luminescence.
Figure 5-6: Modelled Thermocline
The objective is to perform a high-resolution (5-10 m horizontally, 0.5-1 m verti-
cally) modelling for a complete hydrological year. One of the main challenges is that
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this high-resolution modelling requires a large and powerful computer and storage
resources. To address this problem, different computing infrastructures have been
tested like the Altamira Supercomputer or the High Throughput Computing (HTC)
services in the European Grid Infrastructure (EGI.eu), exploiting clusters through
Grid or Cloud platforms.
The first step in the model of the reservoir is the configuration of the hydro-
dynamic module. It requires several input parameters like the bathymetry of the
reservoir and other external physical parameters like the meteorological daily and
hourly values, the tributaries flow, etc. All of them are gathered from different
instruments placed at the reservoir. After considering diverse configurations and
different hydrological years, the model has been validated, obtaining quite good re-
sults for basic observables like the water level and the temperature along the water
column in depth. Then, the hydrodynamic model has been used for feeding the
water quality model.
For the validation, the hydrodynamic model was configured in medium and high
resolution, from 100 to 5 meters horizontally and between 0.5 and 1 meter vertically.
The temporal step was set between 30 minutes and 6 hours. Each execution required
up to 72 CPU-hours in a supercomputer (Altamira Supercomputer at IFCA), and
was also tested in the EGI FedCloud infrastructure, showing a similar performance.
To be prepared for a collaborative framework, Virtual Machines based on Cloud have
been launched with all the needed software installed, including different modules and
Graphical User Interface. That way configuration and output checking can be done
online.
The water quality model requires as input the output from the hydrodynamic
model, but also different chemical and biological parameters, like the initial levels
of nutrients (phosphates, nitrates, etc.) or algae concentrations, which have been
gathered by the instrumentation deployed in-situ as well as by direct sampling fol-
lowed by analytics at a lab. The configuration of all these inputs and the simulation
options is a hard and long process due to the number of parameters that can be
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Figure 5-7: Modelled Algae (Green Algae) and Oxygen concentrations
configured by the model and also due to the number of processes that are involved
in the algae growth. Given the complexity of the processes involved, the model is
still being validated (See Figure 5-8).
5.5.2 Cloud Computing approach to support modelling
Water Quality modelling involves many variables and processes with complex re-
lationships among them. For instance, the oxygen and nutrients concentrations
impact directly in the algae growth, but some species can limit the growth of oth-
ers. However, some variables, especially related to algae species, cannot be measured
directly, and models need to be calibrated to estimate their value. This is the case of
algae mortality or respiration coefficient. This kind of algae-associated parameters
determine how algae species will grow and evolve over time and they need to be
calibrated in order to obtain a value close to reality.
This calibration process requires a number of executions of the model with dif-
ferent parameter values. Due to its dynamic way for providing resources, cloud
computing can be a perfect framework to deploy a system managing the execution
of many simulations. The solutions developed under the context of the INDIGO-
DataCloud project are precisely oriented to manage cloud computing resources for
data-related applications. Exploiting that tools, I have developed a parameter sweep
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Figure 5-8: Model Validation
system, aimed at calibrating the constants related to algae species. INDIGO solu-
tions enable the deployment and execution of a large number of simulations using
Delft3D over a distributed cloud environment in an elastic way. Besides, for man-
aging the input/output data, I have used a distributed storage system, Onedata
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[73], that can be accessed transparently both from the computing nodes and from
the user terminal. The whole system is oriented to be user-friendly, with technical
details being transparent for the user, who does not need to have computing skills.
Figure 5-9: Dynamic Deployment in Cloud using INDIGO solutions
The architecture proposed implements a parameter sweep based on a pre-defined
model, that can be applied in different areas, using several INDIGO solutions:
∙ Future Gateway : provides a web form where the user can configure the different
simulations, selecting the parameters to sweep and the corresponding ranges.
∙ Orchestrator : receives a high-level request (TOSCA [140] document describ-
ing requirements) and coordinates the service deployment over Mesos [141].
It can also get a docker file from a given repository, to be deployed on the
infrastructure.
∙ Mesos & Chronos: Manages the deployment of the N instances of execution
of the model.
∙ Monitoring : gets information about the status of the running instances.
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∙ Onedata: distributed storage system enabling both user and running instances
to access transparently to input files and also to write the output of the jobs.
Storage space can be shared among different types of users.
∙ IAM : Authentication and Authorization Infrastructure is used to grant users
access to the different services.
This architecture based on INDIGO solutions can contribute to save a lot of
time and effort to users since a manual model re-configuration is substituted by a
configurable web form. Furthermore, having a distributed storage system reduces
input/output files movement and staging, making data management easier. The
management of the modelling software itself is also agile as docker files can be substi-
tuted with the orchestrator deploying the latest version published in the repository.
Computing resources are assigned dynamically and transparently, and resources can
be requested on demand to different providers. This proposed architecture can be
extended to automatize the full Algae Bloom Alert System workflow: starting with
the storage of the data taken by instrumentation, the setup of the input files, the
deployment of the required cloud infrastructure, the execution of the model and the
publication of the results. In this way, cloud computing further contributes to set
up a workflow managing all the elements in the data life cycle.
5.6 Workflows
In environmental sciences and Biodiversity, including Bioinformatics, a growing
number of software tools, web-based applications and web services are being made
available. Some of them are for general purposes and others cover a specific task for
data analysis or processing. In many cases, the scientists need to combine a set of
tools for completing a full chain analysis and they need to orchestrate services from
different sources and even developed in different technologies. Fortunately, the use
of standards and open protocols like REST APIs allows the integration of diverse
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applications in a single workflow, enabling complex processes. Therefore, heteroge-
neous data sources and services can compose an orchestrated pipeline or scientific
workflow, where users would be able to define dependencies among steps, how they
can be parallelized or what is the expected output. In order to achieve this goal,
cloud computing can play a key role, providing dynamic and flexible resources ca-
pable to be adapted to heterogeneous solutions. For example, INDIGO-DataCloud
solutions have been developed tools like PaaS Orchestrator, which can manage the
deployment of services in cloud computing resources and manage the pipeline and
dependencies dynamically. Furthermore, there is open source specific solutions ori-
ented to handle general purpose scientific workflows, like Kepler or Taverna, as well
as others specifically developed to cover a use case, like TRUFA.
5.6.1 Workflow tools
The use of tools to manage workflows or scientific pipelines is being extended not only
in research, but also in business. There are a lot of available tools both proprietary
and Open Source. Following the line of the European Open Science Cloud, we focus
on two well-known solutions: Taverna and Kepler.
Although it was originally oriented to serve as a bioinformatics workflow, Tav-
erna [142] is now a general purpose workflow engine that enables scientists to orches-
trate web services and applications for developing and executing scientific pipelines.
Taverna provides a Graphical User Interface for managing the creation and running
of workflows in an easy way, just defining a graph of processes using a workflow lan-
guage called Scufl. Scufl is a XML-based, high-level language oriented to represent
a workflow combining atomic tasks. The workflow generated by Scufl is composed
of “Processors”, the element that gets one or more inputs and produces one or more
outputs, “Data links”, which mediates the data links between a data source and a
data sink and “Coordination constraints”, which links processors and defines depen-
dencies among them. Taverna includes Scufl workbench, a graphical tool that helps
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scientists to develop their workflows without learning the Scufl language. It also in-
cludes a service browser that provides a set of “Processors” that are pre-defined and
can be used by the users. Since Taverna is not oriented only for defining workflows
but also for executing them, the status of the pipeline stages can be queried in a
graphical way and monitored using the user interface.
Kepler is a software-oriented to support very different kind of workflows from
heterogeneous domains: from low-level workflows of interest for Grid engineers to
analytical workflows for scientists [143]. One of the features that Kepler provides is
support for web services. Users only need to define the URL of the workflow and
the details provided in WSDL format (Web Services Description Language) and the
selected operation to be performed from the list of available ones. Kepler provides
also a web service harvesting feature, where users can select from a list of services
and operations. The input needed and the output generated by the web services are
managed by the workflow engine. For those steps in the pipeline requiring access
to computing resources like Grid, Kepler also integrates a module for orchestration.
This component can handle the data staging to run jobs in computing resources
and incorporates mechanisms to monitor their status and manage the submission.
Kepler is an actor-oriented modelling system since it manages the pipeline through
relationships between atomic elements called actors. The component called “Di-
rector” orchestrates the relationships among the actors and defines how they are
executed, how they communicate with each other and how the inputs and outputs
need to be handled. The communication between actors is mediated by an object
called “receiver”, that can trigger the initiation of the actor. All these components
integrate the Kepler workflow engine and contribute to provide a powerful system
to support scientific pipelines.
Both Taverna and Kepler are tools that can be used to implement workflows
describing complex systems, combining services that apparently are independent
but, over open standards, can be integrated.
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5.6.2 A particular Use Case: TRUFA
Although there are some workflow engines available and Open Source, they are not
enough to create scientific pipelines focused on very specific analysis. This is the case
of TRUFA [11], the Transcriptomes User-Friendly Analysis, which integrates differ-
ent transcriptome analysis (RNA-seq) tools in a user-friendly way, under a web por-
tal. Next-generation sequencing (NGS) applications for RNA-seq have become in-
creasingly accessible in recent years and they are of great interest to many biological
disciplines including, e.g., biodiversity, evolutionary biology, ecology, biomedicine,
and computational biology. Although virtually any research group can now obtain
RNA-seq data, only a few have the bioinformatics knowledge and computation fa-
cilities required for transcriptome analysis. TRUFA is an open informatics platform
offering a web-based interface that generates the outputs commonly used in de novo
RNA-seq analysis and comparative transcriptomics. TRUFA provides a compre-
hensive service that allows performing dynamically raw read cleaning, transcript
assembly, annotation and expression quantification. Due to the computationally
intensive nature of such analyses, TRUFA is highly parallelized and benefits from
accessing high-performance computing resources. The complete TRUFA pipeline
was validated using four previously published transcriptomic data sets. TRUFA’s
results for the example datasets showed comparable results when comparing with
the original studies, and performed particularly better when analysing the green tea
dataset. The platform permits analysing RNA-seq data in a fast, robust, and user-
friendly manner. Currently, accounts on TRUFA are provided free upon request
at https://trufa.ifca.es. TRUFA has been developed by IFCA in collaboration with
MNCN (Spanish Natural Science Museum, also in CSIC). Access to the web portal
is available under subscription for the research community.
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5.6.3 Cloud computing approach for workflows
The original TRUFA architecture is oriented to be deployed in supercomputer re-
sources, in particular for the Altamira supercomputer located at IFCA. The reason
for deploying at that facility is the opportunistic use of this infrastructure, with
the supercomputer batch system managing the workflow of the different steps in
the pipeline. However, taking advantage of cloud computing technology, the dy-
namic deployment of the workflow is being adapted. Within the context of the
INDIGO-DataCloud project, TRUFA has been used as Case Study on migration
from a classical HPC framework to a cloud computing environment.
Two different architectures have been designed to deploy TRUFA in the cloud:
one oriented to continue exploiting opportunistic HPC resources and a second one
based on accessing cloud computing infrastructure in the usual way. The first option
is based on uDocker, a solution developed within the INDIGO-DataCloud context
enabling users to run docker containers in an HPC environment without any ad-
ministrator intervention. This way, users can execute different software packages
with specific libraries or operating system context needs. The objective of this first
architecture is to substitute all the software from the different TRUFA pipeline
stages by docker containers, and deploy and execute them in the Altamira super-
computer, gathering the docker images from an external (TRUFA) repository, where
the software can be easily updated and managed without any need to update the
supercomputer environment. The batch system continues to manage the workflow,
handling dependencies and monitoring the job status. Although this option still
relies on supercomputer resources, the use of Docker containers provides a first
“cloudified” TRUFA.
For the second architectural option, I have opted for a more orthodox approach
to cloud computing, using a set of INDIGO-DataCloud components. The following
Figure 5-10 details this design:
The proposed architecture is similar to the one proposed in the Algae Bloom
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Figure 5-10: TRUFA Cloud architecture
case study and integrates the following components:
∙ Repositories: external storage to manage the software used in the workflow
and other TRUFA deployment components.
∙ Future Gateway : Acts as an interface between TRUFA web layer and the
orchestrator of cloud resources.
∙ Orchestrator : receives a high-level request and coordinates the service deploy-
ment over Mesos. It can get a docker file from a repository and deploy it on
the infrastructure.
∙ Mesos & Chronos: Manage the deployment of the different stages in the work-
flow.
∙ Monitoring : gets information about the status of the running instances.
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∙ Onedata: a distributed storage system that allows both user and running
instances to access input data and write jobs output.
∙ IAM : Authentication and Authorization Infrastructure is used to grant users
access to TRUFA services.
The system can both auto-scale the resources to adapt to the demand and de-
ploy the resources on-the-fly. In this last case, it is the orchestrator who manages
the workflow and handles the relationships and dependencies among the different
pipeline stages. The benefit of this architecture is that resources can be adapted
to the demand, adding or releasing nodes depending on the needs. Also, the man-
agement of the software integrated into the pipeline is easier, since dockers can be
updated easily and functionality tests can be performed on them, even integrating
a DevOps approach [144].
5.7 Big Data Analysis
The growing number and heterogeneity of the data sources, make big data analysis
one of the most challenging steps within the data life cycle. The requirements in
terms of memory, computing, and storage lead to the use of complex techniques
to optimize the resources and reduce the analysis time because traditional database
management systems cannot support correctly the load. Data coming from different
sources needs firstly to be integrated and made compatible to be ready for processing,
what is one of the most complex steps. In many cases, those data involve different
dimensions, such as longitude, latitude, depth, altitude, etc. The analysis needs are
diverse, and include the identification of relationships, trends in parameters, etc.
The most important Internet platforms like Facebook, Twitter or LinkedIn generate
an enormous volume of data at different levels, like economic, social or political.
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5.7.1 Big Data tools
During the last years, many different big-data-oriented analysis tools have been
released, both open source and proprietary trying to support those cases where
analytic requirements exceed the capacity of traditional database systems. This
is the case of diverse data types, like social media text, cell phone locations, web
browsing, maps, traffic patterns, logs or weather data [145]. Solutions like Greenplum
or Hadoop aim at providing a system to be able to manage and analyse that type
of complex data. Greenplum [146] is an open source data warehouse that provides
a system to rapidly analyse big data at petabyte scale. This software architecture
enables automatic parallelization of data and queries and it is supported by massive
parallel processing (MPP) techniques. The data is stored in segment nodes based on
column keys while the information catalogue is stored in the master node. Hadoop
[147] is a platform for distributing computing tasks across a number of servers.
It is based on the MapReduce model [148], which combines a map function that
processes a key/value pair to generate intermediate key/values and reduce all the
intermediate values associated with the same intermediate key. Hadoop is the first
OpenSource solution that implements this model and it is supported by its own
distributed filesystem, called HDFS, which distributes the data among the nodes
to make them available. Due to the fact that the Hadoop processes are in general
batch operation and non-interactive, it cannot be said that it is a database or data
warehouse solution, but it can be combined with any of them. Besides Greenplum
and Hadoop, two solutions that are quite extended, I introduce below Ophidia, a
solution promoted by the INDIGO-DataCloud project.
Ophidia [149] is a big data analytics framework consolidated under the INDIGO-
DataCloud project umbrella. It provides a set of tools for parallel I/O and data
analysis based on an array and hierarchical storage model oriented to manage mul-
tidimensional scientific datasets. It can be exploited in different scientific domains
with very heterogeneous sets of multidimensional data. The framework is intended
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to address different requirements for big data analytics, such as time series analysis,
model intercomparison, data subsetting, multimodel means, massive data reduction,
data transformation through primitives, map generation, etc.
Originally, Ophidia was oriented to climate data analysis due to the multidi-
mensional character of that discipline. However, within the INDIGO-DataCloud
project, it has been applied to other fields and in particular to environmental sci-
ence, to analyse georeferenced data in time series. Powerful big data processing
systems are key to manage the growing amount of generated or collected data with
these characteristics.
Ophidia provides support for declarative, parallel, server-side data analysis ex-
ploiting parallel computing techniques and database approaches, based on manage-
ment systems like MySQL. It uses a multidimensional data model providing a data
cube abstraction for access and analysis of scientific n-dimensional data (environ-
mental science maps, models, satellite). Regarding its basic technical characteristics,
it provides parallel operators and parallel I/O support for complex workflows. It
is oriented to provide an open an integrative system, through a simple API, with
python support, as well as multiple interfaces, including open standards like OGC-
WPS. It also includes two access modes for scripting: bash and interactive.
Due to its architecture, Ophidia matches very well with a cloud computing frame-
work. It provides a front-end capable to exploit resources from N cloud compute
nodes behind, making Ophidia a flexible and dynamic tool. It also includes a work-
flow management system that allows the users to define a set of actions to be per-
formed on the data, that can be parallelized.
The list of functions, operations and primitives in Ophidia is pretty long. It
supports different statistical analysis to get information about a complex multi-
dimensional dataset in a simple way, like averages, maximum, etc. Sub-setting
functionalities are also included, providing several ways to analyse different dataset
sections as well as selecting specific dimensions to be analysed. Besides, primitives
can be nested, so different actions can be performed in a single step.
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Environmental data coming from sources like satellites or model outputs are in
general georeferenced data with different dimensions: latitude, longitude, time and
even depth or altitude. Ophidia is perfect to analyse that kind of data and it has
been used to get information and conclusions from hydrodynamics and water quality
models outputs, as well as satellite data.
Algae Bloom Case Study with Ophidia
Algae Bloom modelling, described in section 5.5.1 involves a number of parame-
ters that are part of a complex system that needs to be simulated in 3+1 D and
high resolution. The model software produces a map containing parameters data in
four different dimensions: latitude, longitude, depth and time. These characteristics
make this output suitable for analysis using big data tools like Ophidia. For instance,
the modelling software produces for a single variable in a medium-high resolution
configuration and for a full hydrological year more than 170K records. Basic opera-
tions that can be performed over the multidimensional data produced by the model
include subset selections, enabling dataset exploring in order to analyse the different
dimensions. The Figure 5-11 shows a query over a subset of longitude-latitude and
the different values in dates.
One of the most interesting as well as challenging analysis that can be per-
formed over this multidimensional data is to study how a variable is related to
another one, calculating relationship coefficients. For example, the relationship be-
tween temperature and salinity is one of the most direct in water masses [150], that
can be estimated applying Pearson correlation. Figure 5-12 shows the correlation
coefficient between those parameters along time at a depth of 6 meters, using the
model output. In general, this coefficient is close to 1 and never goes below 0.75,
so confirming the correlation between those two variables, temperature and salinity.
Notice that this correlation reflects what is implemented in the model, so this rela-
tionship could be a known fact. But as models become more and more complex, the
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Figure 5-11: Selecting data subset in Ophidia
analysis of the correlation between the different variables involved gets also more
interesting to unveil new effects. In our case, this technique can be applied also
to explore the correlation between other relevant variables: temperature-dissolved
oxygen, nutrients-algae concentrations, etc.
Cloud Computing support for Big Data
Cloud computing plays an important role in Big Data analytics support since it can
provide a different type of resources for the analytic platforms, such as distributed
storage space or dynamic computing nodes [151]. Also, cloud computing supports
many of the underlying engines required by Big Data techniques, like for example
Hadoop, and it is adequate to build and exploit service models.
This is the case for Ophidia, that can be deployed on cloud computing resources.
Ophidia is also integrated with Kepler as a workflow system and supports the com-
bination and parallelization of tasks. It also includes a visualization tool to manage
and monitor the execution of the corresponding pipelines.
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Figure 5-12: Temperature-Salinity Correlation
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Chapter 6
Assuring Open Data FAIRness
6.1 Summary
This chapter aims to describe different ways to ensure that the data will be “FAIR”
after the Ingestion, a key stage in the data life cycle. I will describe how this
required data “FAIRness” can be supported thanks to solutions exploiting the cloud
computing framework.
During this chapter, the importance of metadata, as well as the features and
requirements that this element should fulfil, are analysed, considering, in particular,
the most important standards for environmental data. Different metadata types
are also described and their relationship to the “FAIR” principles. The example
of the Ecological Metadata Language is described in detail, as it is the standard
selected for use in the “Cuerda del Pozo” use case, and it is expected to be useful in
most of the LifeWatch applications. The use of metadata as data description using
digital technologies suites very well a cloud computing environment, since metadata
documents can be parsed or analysed to obtain information about how data can be
exploited.
The use of metadata is strongly connected to the use of persistent identifiers to
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uniquely refer to a digital or research object. In section 6.5 the different approaches
on this topic are analysed, and the approach employed in our use case is presented.
Also, since datasets and other objects need to be stored and preserved, the use of
scientific repositories is described, including several specific solutions.
The new initiatives in open data need to be supported by systems that facilitate
the interaction among different data sources, including protocols and standards: the
OAI-PMH as a protocol to facilitate the connection with data providers is analysed,
and its connections with the “FAIR” principles are detailed. The relevance of the
preservation of scientific data is then discussed, and how different solutions in the
cloud framework can support this data life cycle stage to ensure the data availability
in long-term.
Finally, I introduce the arbor metaphor as an inspiring scheme on how data
can be structured to be “FAIR”, incorporating other concepts exposed in this thesis
like the common data life cycle stages and the data levels. In relation to this
metaphor and with the purpose of measuring the level of data “FAIRness”, a Data
Integrity Test has been implemented. This test goes through the different data life
cycle stages of a dataset, being supported by their different elements that have been
previously presented: metadata, protocols, persistent identifiers, etc.
6.2 Introduction
One of the main objectives of the European Open Science Framework, described in
Chapter 2, is to ensure the data openness including the four “FAIR” principles, i.e.
making data Findable, Accessible, Interoperable and Re-usable. The last two data life
cycle stages, Ingest and Preserve, are especially relevant to address this issue, since
they are the point where the data is mature enough to be shared among the scientific
community. These stages involve a series of processes that should contribute to data
“FAIRness”, like Access, Re-Use, Discover or Preserve, which must be supported
by different elements and tools like metadata, repositories, persistent identifiers or
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storage solutions.
Data, and in particular scientific data generated by observations or experiments,
need to include additional key information to describe its context, content and other
details before access is provided. This information should be used to assure that
these data will be found and can be accessed by researchers without the need for
an exhaustive search, and opening paths for automatizing data discover and even
data processing. Metadata (data about data) describes datasets with details about
its coverages, units used, instrumentation, provenance and any other information
needed to understand what the dataset is about. It can take different formats like
free text, structured, extensible and it can appear in a generic way or based on a
discipline standard. Exploiting metadata is one of the most promising approaches
to ensure the data “FAIRness”.
Metadata is key to support the Ingestion stage in the data life cycle. At this
point where data should become ready to be shared, after being curated, a precise
way to expose the data in a “FAIR” way is required, and metadata is an essential
component. This Ingestion stage also requires a solution to store and expose (i.e.
make public and accessible) the datasets. There are many different repositories and
catalogue tools available to support this data portal functionality for the ingestion,
and they can also support the “FAIR” principles. Besides, in a cloud computing
framework, these tools can be integrated with others also used along the data life
cycle, to compose smart systems addressing data management.
Another important problem to be addressed in order to make data “FAIR” is how
to unequivocally identify and provide a link to access the corresponding datasets.
Persistent Identifiers (PIDs) and Digital Object Identifiers (DOIs) are solutions ori-
ented to solve this problem, that are also presented in this chapter. They are de-
signed to include the information on how to get access to the corresponding digital
object. Even if the dataset is temporally not accessible, due to an interruption in
the services provided by a catalogue or repository, these systems should return a
description of the dataset and its context.
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Finally, to ensure the potential long-term data exploitation, a preservation solu-
tion needs also to be provided to complete the data chain and its life cycle. These
solutions need to take into account the data legal and security issues, the different
authorization levels to access or update the data, licensing policies, and eventual
embargo periods. From the infrastructure point of view, the solution also needs to
carefully consider the media where the data is going to be stored or preserved, ac-
cording to the expected usage. These preservation solutions can be made available
as services oriented and once again, cloud computing can play an important role to
integrate these tools and services with all others managing the full data life cycle.
6.3 Data Description: Metadata
Every day, experiments, observations or simulations from scientific projects are gen-
erating big amounts of data. Data is created from a variety of disciplines or scientific
fields in heterogeneous formats, dimensions and sizes and it is far from being a uni-
form set of resources [152]. Metadata, understood as data about data, is an essential
element that describes what the data is about, its context and content as well as
other important auxiliary information that allows understanding those datasets be-
fore analysing the content itself. For example, numeric values of a variable are
meaningless if they are not presented with the corresponding units. The use of
metadata has two important clients: it must be understood by humans, who need
to know more about the data and it must be accepted by machines, so that it needs
to be formally defined and described to make it actionable. Besides, in a big data
environment, heterogeneous data coming from different disciplines and sources have
to be integrated, and metadata can provide mechanisms to make data interoperable.
Moreover, metadata can also help to make data findable, accessible and reusable,
being one of the key components to support the four “FAIR” principles.
The most relevant objectives of Data Management Plans have been described in
Chapter 4. DMPs include not only details on how data is managed during a project
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but also how data could be exploited after the project life and how it could be reused.
This future exploitation needs to be supported by metadata, since in many cases
data can be difficult to understand if it is not accompanied by a proper description.
Like the practice of preparing and implementing a DMP, considering explicitly the
definition of metadata adequate for the data, is a practice that requires further
reinforcement within the research community as an essential element to support the
“FAIR” principles and the development of the EOSC. It needs to be promoted by
academic institutions, universities, and government agencies.
Scientific data have often an initial group of users including mostly specialists
that understand the dataset and its context. Their knowledge includes implicit
assumptions about the data that allow them to understand the content and they
only need initially a limited metadata to work with. In other cases, the meta-
data does not exist at all and most of the required additional information is in
the researcher’s head. To avoid this production of “closed” data, and to ensure the
potential exploitation beyond the original purpose, metadata need to be created
under discipline-oriented or generic standards, so that data can be interpreted by
both humans and machines and interoperability can be promoted. The most basic
metadata standard, oriented not only to a dataset but also to describe any digital or
even physical object, is Dublin Core [153]. This metadata standard released in 1995
and composed by fifteen extensible core elements, aims at describing any web-based
resource with minimum but complete enough details, but it can be used to define
also any digital or physical object. The standard information includes contextual
details, like Title, Author, Creator, Description, Date, Type, etc.
Thanks to its simplicity, Dublin Core is used by many researchers from different
disciplines, including museum curators, and it is the base of other discipline-specific
metadata standards. For example, Darwin Core is an extension used in biodiversity
research. The elements included as the core in Dublin Core are also the base for
interoperability systems that integrate data resources from different origins.
Making metadata useful and precise is not easy since it is essential to promote
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the processes for data discoverability and reuse, both for humans and machines.
There are many problems that researchers face to ensure metadata optimization.
First of all, the compatibility among disciplines of metadata standards, which have
specific characteristics in terms of a type of data or even units. Secondly, the
preservation of datasets and metadata, that sometimes are only supported during
the project life due to the limits on funding. Thirdly, the limits to data sharing, for
reasons like privacy, legal or security issues. Finally, the level of human-dependency,
since some datasets or data repositories are managed by specialized professionals.
High-level actors like government agencies or other institutions need to act over
those issues in order to design and build a sustainable system that guarantees the
implementation of frameworks like the EOSC. International fora like the Research
Data Alliance are pushing to address the different problems that limit the expansion
of the appropriate use of metadata. Some RDA Working and Interest groups are
promoting the use of metadata standards to ensure data interoperability through
the implementation of best practices and technical solutions. For example, the
already ended “Metadata Standards Directory Working Group” aimed at developing
a system that helps scientists to choose among different existing metadata standards
instead of creating a new and ad hoc solution for their experiment or project. This
service is being extended with machine-actionable features within the context of
the “Metadata Standards Catalog Working Group”. Also, the “Metadata Interest
Group” is a generic group to address different issues for metadata management, like
proposing a canonical set of metadata elements across disciplines.
In conclusion, although we are far from achieving a regular use of metadata in
scientific data, the use of standards-oriented to serve both human and a machine is
a step in the path to make data “FAIR”. This element will be essential in the EOSC
context and a combination and integration of metadata related services will be key,
and so cloud computing can play an important role.
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6.4 FAIR principles and Metadata
Thinking of the future and promising European Open Science Cloud context, the im-
portance of metadata is very clear. The value derived from shared research datasets
and repositories can only be realized if peer researchers can discover, identify, in-
terpret, understand, contextualize and reuse them. Metadata describes, explains,
and associates research datasets with various other entities. However, there are very
relevant potential problems regarding the metadata status:
∙ Metadata may not exist at all for a given dataset.
∙ Metadata may have to be deduced from existing descriptive text or unstruc-
tured information. This fact requires in many cases human intervention to
understand properly what the dataset is about and it may lead to incomplete-
ness and misinterpretation. Besides, the need of human intervention makes
the process not scalable.
∙ Metadata may be provided as a temporal or ad hoc solution or use an unsuit-
able standard, making it inconsistent with the metadata used in other peer
datasets.
∙ There is a proliferation of different metadata standards for a certain area,
leading to incompatible silos of data and a dilution of the community effort,
such that none of the standards get a satisfactory level of support regarding
training materials and tools.
As soon as a new project or experiment gathering data prepares its DMP, a
metadata solution must be considered, either selecting an adequate standard or
developing the required solution. In order to make metadata really useful and ori-
ented to support interoperability, it needs to have a clear objective. The four “FAIR”
data principles could be such target. This list of recommendations has been pro-
moted by FORCE11 [39], a community of scholars, librarians, archivists, publishers
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and research funders that tries to promote knowledge creation and sharing. These
recommendations include a list of best practices to facilitate knowledge discovery
by assisting humans and machines in their finding, access, integration and analy-
sis of data and their associated algorithms and workflows. This specific emphasis
on enhancing the ability of machines to automatically manage the data as well as
supporting the reuse by humans, makes these principles adequate for progressing
towards the EOSC goals.
Therefore, those principles propose a series of guidelines to make data and meta-
data Findable, Accessible, Interoperable and Re-usable. The details about the four
principles can be found in Appendix C, but it is useful to know a brief description:
∙ Findable: rich metadata for data describing is needed, as well as a globally
unique and eternally persistent identifier. Indexing in a searchable resource is
also recommended.
∙ Accessible: data and metadata are retrievable by their identifier using and
standardized protocol. Metadata need to be accessible even if data are not.
∙ Interoperable: language used need to be formal, accessible, shared and broadly
applicable for knowledge representation. Reference to other data or metadata
is recommended.
∙ Re-usable: metadata and data should be accompanied with accurate and rele-
vant attributes, accessible under usage license and meet domain-relevant com-
munity standards.
The four principles are related, but they are independent and can be separately
addressed, and they are minimally defined to serve as a starting point of multiple
implementations. The application of these principles should help humans to under-
stand the content of a data resource, providing a context to data in a persistent way.
Furthermore, these principles also promote the possibility that machines can apply
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automatic mechanisms for data processing and analysis without human interaction,
what is known as machine-actionability [49].
The “FAIR” guiding principles have implications on data publishing environ-
ments at a high-level, that extend to a wide range of scholar outputs, including
data, metadata, and other different elements. These principles should apply not
only to the data itself but also to other elements present in the data life cycle, like
tools, algorithms or workflows. All these additional elements are required to pro-
mote another principle that was not initially included in the four “FAIR” principles,
but it is also very important: Reproducibility. To ensure that a dataset can be re-
created, and to confirm its provenance, all the mechanisms and processes related to
its creation must be identified and preserved, as well as the relationship among them.
So this additional principle promotes transparency in research, reduces mistakes or
misinterpretations, and improves data quality.
6.4.1 Metadata and Cloud Computing
The word “machine-actionable” is to be understood as the capacity of a dataset, tool,
system or any other digital object to provide information about itself, to allow exter-
nal agents (algorithms, workflows, software) to perform actions automatically over
it. The information provided should allow the agent to have the capacity, when it
finds a digital object to identify the type of the encountered object, decide if the con-
tent is or not useful, check the license to certify if the object is accessible and perform
an action like downloading, querying or analysing, etc. The machine-actionability
of datasets and the associated metadata is a requirement for the implementation of
mechanisms or scripts like the “Integrity Test” described later in section 6.8.
Machine-actionable features can be exploited in a dynamic way by tools and
services deployed on cloud computing resources. Those services can be integrated
through different protocols to work together and compose workflows for data man-
agement, exploiting metadata. Based on cloud computing solutions, the data flow
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can be automatized, including harvesting from diverse sources, using the informa-
tion provided by the metadata. However, the automation requires a complete set of
metadata information describing different dataset characteristics, like the context
(author, creator, project), content (parameters, variables, units), physical details
(format, software used), etc. From this perspective, metadata can be classified [154]
in three different groups: descriptive, administrative and structural. Each one cov-
ers a specific set of features of the dataset and each one enables the possibility of
performing specific automatic actions over the data.
Figure 6-1 shows the main characteristics of these three different metadata cat-
egories and what type of information they can provide to an eventually automated
process deployed as a cloud computing service. The use of these three categories
also helps to promote the four “FAIR” principles.
Figure 6-1: Metadata Types
Descriptive metadata defines and identify digital objects, and provide the
set of elements that makes data findable. Those elements may include unique or
persistent identifiers (see below, section 6.5) and other bibliographic attributes like
title, author, creator, keywords, description, etc. Dublin Core is the standard and
referent that is oriented to support this type of metadata. Exploiting this class, users
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or automatic algorithms can determine if the digital object is potentially useful.
Administrative metadata provides information about how the dataset has
been created and also the details about the quality control and assurance. It also
includes the license type, embargo period, access rights details and any other infor-
mation related to how accessible the data is. Definitely, the use of this metadata
category should help to decide if the dataset or digital object is or not accessible by
a potential user.
Finally, structural metadata provides information about the physical struc-
ture of the dataset or digital objects, such as its format or encoding and other
logical details like the names of the variables, their units and the relationship with
other objects or elements. Complex metadata standard like the Ecological Metadata
Language, integrate different metadata elements at a structural level. This type of
metadata enables interoperability, since the integration of different described objects
can be done automatically. It also provides enough information to decide if data
can be exploited or if it is reusable.
The exploitation of these three metadata levels following the common practices
used in modern web applications and in cloud-based solutions, can improve the
scientific data quality and facilitate the access to a wider audience [155]. It can also
enable mechanisms to automatize data management and harvesting, reducing the
current maintenance costs. The following sections 6.4.2 and 6.4.3 expose an example
on how to exploit metadata standard functionalities.
6.4.2 EML - Ecological Metadata Language
The Ecological Metadata Language (EML [156]) is a metadata standard based on
XML and developed originally to describe digital objects, and specifically data,
within the ecology discipline. It is modular and extensible, so different kind of in-
formation is grouped in diverse pre-defined categories that can be extended. Every
EML module is oriented to describe one logical part of the different components that
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must be included and they match with the three levels described in previous section
6.4.1. EML has two main objectives. On one hand, defining a common structure for
ecologists to describe their data in a complete way, so they can interpret the data
from other professionals. On the other hand, EML aims at providing a structure
complete enough for software to automatically manage the data or the digital ob-
jects. Therefore, this metadata standard supports the implementation of basic tools,
like searches over datasets, and also of complex applications that automatically in-
tegrate data. It is one of the best standards that can be recommended to ecologists
for handling long-term data, and it is used by relevant projects and infrastructures,
like for example the Long Term Ecological Research Network (LTER).
Besides the modularity feature, EML integrates different interesting characteris-
tics. The detailed structure of the language, provides enough information to enable
advanced services to process and parse the metadata automatically, so it is ade-
quate both for humans and machines. EML adopts much of its syntax from other
metadata formats from diverse disciplines, so in many cases, it can be compatible
with other different implemented standards. Finally, since EML is based on XML,
it integrates the basic types recommended by the World Wide Web Consortium and
also the different types included in the standard are correctly referenced.
The modules defined in EML are containers that store a structured description of
ecological resources. The resource definition comes from the Dublin Core Metadata
Initiative, and the top-level structure of EML has been created to be compatible
with the syntax provided by Dublin Core standards. These different modules are
grouped into four levels:
∙ Root level : Base information of the resource, Dublin Core-like, including au-
thor, description, keywords and an identifier.
∙ Top-Level : Describes details from a different type of resources: datasets, soft-
ware, protocols or literature.
∙ Supporting modules: This level qualifies the resources being described in more
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detail, like access rights, dimensional coverage, a methodology used to create
the resource, etc.
∙ Data Organization: Details the logical characteristics of the resource, like its
internal structure, encoding, attributes, formats, types, etc.
The previous levels are complemented by other two categories: entity types,
which include the information about the types used in the datasets, and utility
models, that add secondary information in, for example, text form.
Given the EML features and its completeness, it can be considered as an adequate
metadata standard solution for environmental data in general and, in particular, for
the “Cuerda del Pozo” reservoir use case in the LifeWatch ESFRI.
6.4.3 Cuerda del Pozo Reservoir: Metadata approach
“Cuerda del Pozo” Algae Bloom research project (CdP project) has produced en-
vironmental data suitable to be described using the EML standard. The following
Figure 6-2 shows the components needed by a standard dataset to be complete
enough to provide information for both human and machines to contextualize how
dataset has been created, the instrumentation used and the methods required for
collecting data, its calibration, quality control, online software, dataset specification,
and publication.
A metadata document using EML includes a different kind of information. Analysing
the example provided in appendix A.1 [157], the first section includes details about
the dataset context, like the project that originates the data, the authors, and other
different elements, using Dublin Core as a reference (author, description, etc.). The
central element in the example is the Dataset, as a digital object, and it is described
at different levels both physical (format or file type, size, checksum, encoding) and
logical (table structure, attributes, etc.). The information is complemented with
the description of the instrumentation, indicating how the data has been collected:
the calibration of the sensor, its precision, etc. The information detailing the data
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Figure 6-2: Metadata Components in the CdP Case Study
quality control and the software used is next, and finally, the publishing informa-
tion, including the digital object identifiers, the license employed, the access rights
description and the indication on how it should be cited.
This detailed example that I have presented shows how EML can be used to
address the four “FAIR” principles. However, there are some limitations that dif-
ficult the data traceability and reproducibility: the way to establish relationships
describing how these elements work together.
Data Levels
The concept of data levels described in section 4.6.1, can be useful to support the
use of different types of metadata as well as physical file formats for the collection of
datasets produced in research projects. Continuing the example of the CdP project,
the following table describes these details:
The instrumentation installed in “Cuerda del Pozo” reservoir collects many differ-
ent values for different variables, that are stored in real time in a relational database
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Table 6.1: Data levels and associated Metadata in the CdP Case Study
(MySQL). Therefore, these data, collected as raw level, is distributed in different
tables corresponding to the sensors and their attributes are expected to match the
definitions proposed in the metadata standard, EML in this case. The instrumenta-
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tion is described using different metadata standards, including in particular OGC.
An instrument may have problems along data taking due to different reasons:
power failure, maintenance/calibration periods, etc. These incorrect values and
non-useful periods have to be identified and filtered in order to provide a useful
dataset. In the “Cuerda del Pozo” case, data out of range is filtered, as well as
obvious outliers. Furthermore, values detected as wrong by researchers are also
filtered following well-defined rules. After this quality control, the data is stored
in a new database extending the raw data schema, and also some newly derived
attributes, like for example the depth within the water column, that is derived from
the value of a raw measurement, the pressure.
Curated data is a more mature data product, but in many cases, it is not directly
useful for external users. That is one of the reasons why a Data Ingestion level is
needed. After filtering, data is packaged into a external-user-oriented format, like
CSV, Excel or another format that allows the data be easily used by the third-party
software. At this point, where data is made publicly available, the dataset also needs
a Persistent Identifier attached (a DOI in this case); the corresponding metadata
has also to be associated, following a certain standard that has to be indicated as
well (EML in the CdP example). Moreover, the dataset must be accessible online,
so that it needs to enter a catalogue system.
Finally, once the ingested data have been processed, including in general the cre-
ation of new intermediate data derived from the original source, new public derived
datasets may be created. In this example of the “Cuerda del Pozo” project, the
ingested data has been used as main input for the implementation of the Delft3D
Hydrodynamic and Water Quality models of this water reservoir. After executing
the model, new forecasting calculated data is created in different formats, includ-
ing those geo-oriented like HDF or NetCDF. These data files can be made public
following the same principle of the other ingested data (use of metadata, DOIs,
etc.). Ingested data also can be used as the base of hypothesis testing or much other
analysis, leading to the creation of additional data that can be also published.
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6.5 Identifiers
In order to uniquely recognize a resource like a book, journal paper or any other
research object, it has to be properly identified. Since the 1970s, bibliographic iden-
tifiers like ISBN and ISSN have been used to identify books and journals and this
type of standardized code has allowed getting information, metadata in fact, about
the publication, such as the title, edition, extension, country, original language, etc.
and using the ISBN code, a book can be uniquely referenced. In the current “digital
age”, many different kinds of research objects are available in digital form, which
can be exploited as a resource by the entire scientific community, since they can
be easily accessible via the Internet. Therefore, a similar bibliographic-like way to
identify any digital resource is needed. However, due to the digital context, the
corresponding identifiers need to satisfy diverse requirements. Traditional biblio-
graphic mechanisms such as ISBNs are not actionable over the Internet, as they do
not point directly to an accessible resource. Within the World Wide Web context
and thanks to the use of the HTTP protocol, there are different technical solutions
to identify accessible resources. The Uniform Resource Locator (URL) identifies the
address on the Internet, using the HTTP as protocol, of a resource, so the object
can be retrieved. The Uniform Resource Identifier (URI) identifies an abstract or
physical resource, so it can be moved from a physical location while keeping its
identity. As a metaphor, URI would be the identity card number of a person, which
identifies uniquely her or him and the URL would be her or his address, where that
person can be found. In order to identify and retrieve a digital resource, both types
of identifiers are required. Unlike a simple hyperlink, persistent identifiers are sup-
posed to continue providing access to a digital resource, even if it has been moved
to other physical server or even to other organizations. A digital object may be
moved, removed or renamed for many reasons, but its identification must be kept
accessible even if the resource itself is no longer so.
As it will be shown, the use of persistent identifiers is also relevant in the mech-
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anisms for the reputation of researchers, enabling that any digital research object,
not only books or articles but also datasets or even software, can be cited. Using a
persistent identifier system is a way to cite uniquely a resource avoiding misinter-
pretation and also enabling the collection of statistics of its use, like the number of
cites or accesses to the dataset.
6.5.1 Persistent Identifiers: Technical Solutions
The first persistent identifier (PID) systems were released soon after the world wide
web was launched, in the mid-90s, in order to face the problems of non-persistence of
the URLs. The Handle system was the first PID solution and it was implemented in
1994. It is a distributed, general-purpose mechanism for not only identify resources
but also resolve the identifiers. It is composed of master and mirror sites admin-
istrated by the Corporation for National Research Initiatives [158], and thanks to
this distributed structure, the service ensures reliable availability and persistence.
Persistent Uniform Resource Locators (PURLs) was proposed in 1995 as actionable
identifiers, consisting in a URI pointing to a resolver that looks up the correct URL
for the digital resource and returns it to the client via HTTP protocol. The Uniform
Resource Name (URN) was specified in 1997 and it is a solution that does require
that the resource being referred is available, but it is not extended to resolve, and
other actionable features are missing. The Archival Resource Key (ARK), from
2001, is one of the most extended solutions for PIDs. It was released by the US Na-
tional Library of Medicine and its URL-based structure includes information within
the identifier like the name of the hosting authority, the name or resource ID and the
qualifier. ARK is used to get three elements: the digital object itself, the metadata
and the statement indicating the current provider.
Although different technical solutions have been existing for about 20 years,
there is no “de facto” standard and no general agreement in their usage. However,
the Digital Object Identifier (DOI), which was released in 1998, is currently one of
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the most extended and used solutions in the academic environment. The DOI is
an indirect identifier for electronic documents based on Handle resolvers, that are a
mechanism for permanent identification of digital content, which first tries to resolve
the resource address and if it is not available, it returns the information or metadata
attached to the identifier. Many journals and editorials use currently the DOI as a
bibliographic identifier, complementing other standards like ISBN. Currently, about
133 million DOIs have been assigned by commercial and non-commercial providers
that participate in the International DOI Foundation [159]. The DOI format is
composed of two sections: a numeric identifier that includes a prefix identifying the
term as a DOI (10.) and a suffix identifying the publisher. The document is then
identified with a separate code. For example, the next DOI was minted for the
metadata example document:
Figure 6-3: DOI minted for Cuerda del Pozo metadata document
The DOI is a specific implementation of the Handle system and due to its char-
acteristics of extensibility and compatibility with other systems, is one of the most
extended. Since DOI and other persistent identifier systems are available through
web exploiting protocols based on HTTP protocol, they are suitable for being inte-
grated with cloud-based systems. They are also very close to metadata, since they
may integrate typical metadata values like the URL, authorship, e-mail addresses,
etc. On the other hand, they can be considered as one of the best options for
identifiers within metadata standards.
6.5.2 Use of persistent identifiers in Cuerda del Pozo
The use of persistent identifiers is in many cases oriented to those digital or even
physical resources that are being considered from a long-term perspective. However,
in the real scientific world, data production is continuously growing and multiple
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datasets at the different data levels have to be uniquely identified in order to be
findable and accessible, and also to enable traceability and reproducibility. Having
in mind Figure 4-11, describing the different data levels, Raw, Processed, Curated,
Ingested, Derived, it has been proposed that these two last levels include DOIs as
identifiers, as they are intended to be publicly available since they should be mature
enough for reuse. The approach that I propose for adequately identifying any dataset
is the following: for datasets in lower levels, which are not mature enough and have
not the proper quality, local or general persistent identifiers are used; meanwhile
for higher levels, with data formats ready to be published and enough quality, a
DOI is minted. So that, DOI is the way for identifying those datasets that are
intended to serve in a long-term perspective, while PIDs can be used for datasets
that may not be preserved nor reused by external researchers, but still guaranteeing
the reproducibility and traceability along the data life cycle.
Table 6.2 shows some of the publicly available resources from “Cuerda del Pozo”
with associated DOIs, minted thanks of Zenodo repository.
6.6 Repositories and Catalogues
Data following the four “FAIR” principles cannot be sustained by individuals stor-
ing data in a local server. Without institutional support, the data life cycle may be
limited to the experiment or project life or to the researchers’ professional period.
Repositories provided by libraries, universities, governmental agencies or other re-
search institutions are the way that scientists use to ensure that their data following
the “FAIR” principles will be available for a long period. These data repositories can
be domain-specific, grouped by community or generalist. Within the future EOSC
framework, scientific data repositories will play a key role to support the data un-
der a interoperable way, so protocols and communication mechanisms need to be
enabled.
Before the existence of the Web as a way to share resources and data, scien-
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tific collaborations had already shared data collections even if it was not easy. The
proliferation of web-based services and repositories providing data on-line allows
currently that any researcher with Internet access can retrieve and also contribute
with data. In this “Big Data” era, the availability of data on-line is enormous and
associated to a large number of heterogeneous sources. The advances in computing
power and storage capacity improve our ability to collect vast amounts of generated
data and both store and handle it [160]. Cloud computing solutions and services can
support the management of these repositories if they are supported using mecha-
nisms that enable the exchange of information. Taking into account that scientific
data repositories are usually implemented independently, that they may support
different data formats (pictures, text-based, binary, georeferenced data, etc.), and
have much access or ingest mechanisms (HTTP-based, FTP, E-mail, etc.), an extra
common layer among repositories is required to maintain the four “FAIR” princi-
ples. An implementation of such layer is the Open Archive Initiative-Protocol for
Metadata Harvesting (See Section 6.6.1), that defines a set of calls and functions to
retrieve information from metadata, that the repositories must implement to become
OAI-PMH compatible.
6.6.1 OAI-PMH Protocol
Some of the “FAIR” principles require the combination of different services or in-
formation sources. In order to make data (and metadata) findable, the repository
needs to provide mechanisms to support a search from different platforms. Besides,
to make it interoperable, a minimum set of common information has to be pub-
lished to enable mechanisms for combining sources. To provide a technical response
to these points, protocols like OAI-PMH have been created. The Open Archive
Initiative - Protocol for Metadata Harvesting aims to develop and promote interop-
erability standards to facilitate the dissemination of digital contents and documents.
Although initially the digital objects should be based on the Dublin Core standard,
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they can also be published using other metadata formats, as long as they are well
defined. The final goal of this protocol is to allow harvesting or collecting metadata
descriptions in a simple and standardized way, as well as to define mechanisms for
interconnecting different digital repositories.
OAI-PMH provides an application-independent interoperability framework, which
means that the repositories can be developed using heterogeneous technologies and
can be implemented using different architectures. The only component they need
to integrate is a REST-based endpoint capable of receiving and answering HTTP
requests within a pre-defined list of queries. Basically, there are two different types
of participants in the OAI-PMH framework:
1. Data Providers, which are the systems supporting OAI-PMH by exposing
metadata about their datasets using this protocol
2. Service Providers, using the protocol to create added value systems (e.g. web
portals with text-based search interface), by collecting and aggregating meta-
data from multiple Data Providers.
Technical details about OAI-PMH can be found in Appendix B. The protocol
establishes different concepts and elements that have to be understood to work with
it, in particular:
∙ Harvester: client application (Service Provider) that collects metadata from
digital repositories (Data Providers) using the protocol.
∙ Repository: online service that stores digital objects and can process OAI-
PMH requests. A repository represents a Data Provider and aims to expose
metadata to harvesters (Service Providers). Four different entities should be
considered to define a repository: resource, item, and record.
– Resource: it is the object that metadata is referring to. The object can
be physical or digital, but it is digitally represented by the metadata.
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– Item: it is an element of a repository from which metadata about a
resource can be disseminated. It is conceptually a container that stores
or generates metadata about a resource. It can be expressed in multiple
formats and produce records. Each item is unique in the repository and
a digital identifier should be assigned to it.
– Record : it is metadata expressed in a specific format. For OAI-PMH,
a record is a XML-encoded byte stream and it is the response provided
to any record request. The record is uniquely identified by the digital
identifier assigned to the item that it expresses, the metadataPrefix that
identifies the metadata standard used and the date-stamp of the record.
– Set : is a group of items that are grouped to facilitate the selective har-
vesting.
The use of these concepts as well as the pre-defined methods provided by OAI-
PMH enable the discoverability of the resource among the data providers supporting
the protocol. Besides, it contributes to its features to address the data “FAIRness”
in the repositories, as shown in next sections. Annex B.1 presents in detail how
“FAIR” principles are enforced when using the OAI-PMH approach.
6.6.2 Authentication and Authorization Infrastructures
One of the main challenges that the European Open Science Framework needs to
face to build this new framework for research, is to provide a way to scientists
to get access not only to the data but also to the services managing the data life
cycle. Repositories or data portals are the access point where researchers can get the
resources they need, including the datasets, but also associated software and even
the computing power required to process them. Therefore, these data portals need
to integrate an Authentication and Authorization Infrastructure (AAI) capable of
managing the user access and also being compatible with other services that handle
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different stages in the life cycle. The following technologies are quite extended and
are integrated into AAI solutions for a cloud environment:
∙ SAML: The Security Assertion Markup Language is an open standard that
defines an XML schema for exchanging authentication and authorization data
among services. In general, the parts intervening in this exchange are an
Identity Provider (supporting the identification from an entity) and a Service
Provider (providing the resources).
∙ OAuth: is an open standard for authorization, commonly used as a way for
Internet users to log into third-party websites using their Microsoft, Google,
Facebook or Twitter accounts without exposing their password. Generally,
OAuth provides to clients a “secure delegated access” to server resources on
behalf of a resource owner. It specifies a process for resource owners to autho-
rize third-party access to their server resources without sharing their creden-
tials. Designed specifically to work with Hypertext Transfer Protocol (HTTP),
OAuth essentially allows access tokens to be issued to third-party clients by
an authorization server, with the approval of the resource owner. The third
party then uses the access token to access the protected resources hosted by
the resource server.
∙ Open ID Connect : OpenID Connect is an interoperable identity layer imple-
mented on top of the OAuth 2.0 family of specifications. Since it is built on
OAuth 2.0, it standardizes the use of this protocol for login and adds a dis-
covery process that enables Identity Provider lookup. OpenID Connect allows
clients of all types, including Web-based, mobile, and JavaScript clients, to
request and receive information about authenticated sessions and end-users.
The specification suite is extensible, allowing participants to use optional fea-
tures such as encryption of identity data, a discovery of OpenID Providers,
and session management.
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Most of the popular Internet services or portals (GitHub, Google services, etc.)
are compatible with these technologies.
Another relevant initiative for the research communities, ORCID, which aims at
identifying uniquely scientists, provides a set of APIs capable to work with these
protocols. It can act as service or as an Identity provider and it is being used by
many research institutions around the world.
Although LifeWatch ESFRI is not providing a common service, the requirements
for an AAI system have been gathered in previous initiatives like the development
of Virtual Research Environments or Virtual Laboratories. First of all, one of the
working groups integrated into the EGI-LifeWatch Competence Centre was aimed
at identifying the different available solutions on the topic as well as selecting those
technologies capable to address the community requirements. EGI itself is provid-
ing a solution named “EGI CheckIn service” (also known as “EGI AAI proxy”) [161],
which enables access to EGI resources and services using federated authentication
and authorisation mechanisms. It can support the main AAI technologies and pro-
tocols and it can be integrated with Identity Providers from research organizations
as well as social accounts. Secondly, LifeWatch is part of the “Community Engage-
ment Forum” of AARC (including AARC2 project [162]) or “Authentication and
Authorisation for Research and Collaboration”, which is an initiative that aims at
addressing the needs for federated access by Research Infrastructures. The final goal
of the project is to develop a pilot AAI cross-discipline system taking into account
the requirements from the RIs involved, including LifeWatch. Finally, LifeWatch
is involved in the INDIGO-DataCloud project, which is also providing an AAI so-
lution named “INDIGO IAM” [163]. This AAI solution supports federated identity
mechanisms and integrating the main AAI technologies, being compatible with both
institutional identities and social accounts.
Given the state-of-the-art on AAI technologies and the LifeWatch requirements
gathered from the diverse initiatives and projects, the need for a universal AAI
solution is obvious and the features that it must include are known. The system
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needs to be federated and accept both institutional identity providers from the
different LifeWatch national initiatives as well as social accounts since LifeWatch
services also include citizen scientists as users, who do not own an institutional
identity. The technology behind the need to support web-based authentication but
it also needs to be compatible with another kind of resources access, like computing
or storage. So that, the AAI solution needs to be able to forward the identity across
different types of services. A simple mechanism needs to be provided to manage
user authorisations in order to allow different user roles to perform different actions.
6.6.3 A catch-all repository: Zenodo
Zenodo is a generic and non-domain-specific open repository developed by CERN
(European Organization for Nuclear Research) under the European Commission
umbrella in the context of the OpenAIRE project [164], which aims to support
the implementation of Open Data and Open Access policies in Europe. Zenodo
permits to deposit up to 50 GB for a single digital resource and supports diverse file
formats for different deposit types: publications, posters, presentations, datasets,
software images and other media. One single repository can be composed of one or
more digital objects. It is based on Invenio [77], and the mandatory metadata to
include is inspired in Dublin Core and a persistent identifier is assigned once the
deposit is published, in a DOI form. Different contextual metadata can be added
to define additional information like contributors, grants that support the digital
object creation, journal or book, etc. Zenodo also supports the selection of diverse
types of licenses as well as access rights, restrictions, and embargo periods.
This repository provides mechanisms that allow the integration with external
tools, which is interesting for working in a cloud computing environment. It is com-
patible with open AAI solutions and it is integrated with ORCID. As ORCID is
integrated with the main research institutions, users can be identified in combina-
tion with institutional identity providers. Zenodo also includes a set of API-based
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methods that allow managing the system via HTTP calls. It is also compatible with
OAI-PMH protocol, so the harvesting mechanisms are supported. All these features
support the interaction with external tools and open the possibility to automatize
processes within the data life cycle. Users in Zenodo can create and manage their
own data collections, authorizing or not new deposits, and exploiting a list of char-
acteristics that can be defined. Digital objects can be grouped in a logical form for
publication. Zenodo is oriented to provide long-term support in a trustworthy and
open environment, which is an added value respect to similar commercial providers.
Since it is under the umbrella of OpenAIRE which acts as a repository hub, data
in Zenodo is easily discoverable and accessible. Table 6.2 lists different examples of
information submitted to the repository in relation to the CdP project.
DOI Type Description
10.5281/zenodo.842714 Dataset AMT data from Cuerda del Pozo
Reservoir in 2010. It includes:
Temperature, Pressure, Conductivity,
Dissolved Oxygen, raw O2, Oxygen
saturation, ph and redex values.
10.5281/zenodo.842721 Presentation Presentation at EGI Conference and
INDIGO summit 2017 in Catania,
Italy (2017-05-12) regarding data in-
gestion approach in the framework of
INDIGO DataCloud project.
10.5281/zenodo.838644 Dataset This dataset in NetCDF format
stores the modelled temperature of
Cuerda del Pozo reservoir produced
by Delft3D software.
10.5281/zenodo.842718 Software Script for adjusting real data from wa-
ter temperature in depth to theoreti-
cal formulas.
Table 6.2: Zenodo example submissions
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6.7 Data Preservation
The preservation of the data linked to a certain project is a very important step
in the data life cycle that is not always planned nor achieved. There are different
reasons for this fact: the lack of a data culture, budget restrictions, or changes in the
priorities when the project is ended, etc. Without preservation, the reuse of data in
long term is not possible. Long-term preservation involves mechanisms, infrastruc-
tures, software and hardware solutions, all oriented to ensure future exploitation. All
these resources and infrastructures need to be put in place to support preservation
activities. Many scientific fields such as High Energy Physics, Astrophysics, Genet-
ics or Earth Science, in initiatives like CMS, CTA, EMSO or LifeWatch, generate
Petabytes of data per year that need to be “preserved”: the data produced by the
LHC experiments, Earth Observation data including the images from the Sentinel
satellites, etc. Data volume, one of the initial problems in data preservation, can be
“easily” addressed today by deploying more resources. However, the heterogeneity of
the data acquired from different sources which are stored in diverse formats, makes
it difficult to ensure also the reproducibility and reusability of the datasets being
preserved.
As a relevant example, Earth Science applications integrate data from many dif-
ferent fields like Ocean Research, Biodiversity and Geology, and every single actor
may manage their data with different approaches, leading to a very heterogeneous
environment. The Ground Segment Coordination Body (GSCB) [165] composed of
different European agencies managing Earth Observations, aims to adopt a com-
mon, coordinated and cost-effective approach that responds to the need of Earth
Observation users. In particular, they provide services and tools to exploit Coperni-
cus program data and propose some goals in terms of Long-Term Data Preservation
according to the trends. In summary, Long-Term Data Preservation should not be
limited to the archiving of datasets, but should also include the capability to generate
data products to be consumed by other external stakeholders. These stakeholders
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should be able to access the data products to reprocess and even generate derived
data products that can be also preserved. Therefore, Data Preservation is closely
linked to Data Ingestion, since preservation should ensure that data can be con-
sumed in the future, providing the required mechanisms. Furthermore, metadata
descriptions of datasets need to be present in both steps as the resource to describe
details about the data products.
The benefits of data preservation and reuse are considerable. Data from ex-
periments or projects correctly preserved avoids an accidental data loss, enables
reproducibility, and eliminates in some cases the need to re-run those experiments
[166]. Besides, preservation ensures that data will be available for a long-term, even
if it is not used often. However, there is an important problem to solve to extend
the conscience of the preservation importance. Projects or experiments are normally
funded for a limited period of time and preserving data out of that time scope is
not one of the scientist priorities. That is why the support for preservation needs to
come from academic, research, government institutions or libraries, which can pro-
vide the resources out of the project or experiment boundaries. Another problem
is the media obsolescence [167]. Due to the continuous advances in storage technol-
ogy, different types of storage media are replaced, and the tools, both software, and
hardware, to read data from those media may not be available. Also, the lifetime of
the media is limited. For example, DVDs or CDs can last about 15-20 years, while
professional tapes may guarantee a lifetime of 20-25 years. In order to solve those
problems, data need to be not only preserved in a given media forever, rather it has
to be moved and/or replicated. Sophisticated techniques are required to guarantee
the bit preservation in this evolution along different media formats, the advantage
being that newer media usually increase their capacity significantly, making the cost
cheaper, so that if the expected evolution of technology is realized, an estimation of
the total cost of the media for preservation in the very long term can be made.
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6.7.1 Preservation approach in SCIDIP-ES
Taking the previous point into account, the SCIDIP-ES2 (SCIence Data Infrastruc-
ture for Preservation with focus on Earth Science) EU project, aimed to “bring to-
gether the state of the art in preservation technologies, represented by Earth Science
repositories, and researchers for digital data preservation techniques”, and proposed
a set of 8 themes to adopt best-practices in Long-Term Data Preservation:
∙ Theme 1: Preserved dataset content definition and appraisal
∙ Theme 2: Archive Operations and Organization
∙ Theme 3: Archive security
∙ Theme 4: Data Ingestion
∙ Theme 5: Archive maintenance
∙ Theme 6: Data access and interoperability
∙ Theme 7: Data exploitation and re-processing
∙ Theme 8: Data purge prevention
SCIDIP-ES established three different adherence levels depending on the rig-
orousness of the guidelines adoption. Notice that Data Ingestion is included as a
theme since it is an important step to be considered for preservation and it should
integrate metadata descriptions and propose a predictive and reusable approach for
that activity.
6.7.2 An example of implementation of preservation as a ser-
vice: B2SAFE
B2SAFE is the preservation solution provided by EUDAT, already described in
section 2.3.2. This tool is oriented to securely store large volumes of data for a
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long-term and in a distributed way. Each agreement between the B2SAFE provider
and the client preserving data comprises at least one data ingest node and multiple
nodes for replicas. B2SAFE includes policies controls and integrity verification that
can be required by the user. It also includes mechanisms to transfer data to where
it may be needed and communication procedures to federate the different sites. In
this way, B2SAFE provides the set of features needed to firstly store safely the data
and secondly to serve it for reuse with computing resources.
Supporting preservation in the cloud framework
Data preservation needs not only to take into account the four “FAIR” data prin-
ciples but also to ensure data traceability, which means that the different elements
involved in data products have been correctly identified and interconnected. The
data life cycle may involve different tools and mechanisms that include the use of
repositories and other services and resources. In order to ensure the data repro-
ducibility, those different elements need to be interconnected or integrated. The
integration, support and direct exploitation of digital repositories including preser-
vation in a cloud framework is a very promising topic, that has been explored in the
INDIGO-DataCloud project. I present in what follows a complete example of the
integration of a digital repository with the tools required to support the data life
cycle in the cloud, including the preservation stage: the “LifeWatch Open Science
Preservation Framework”.
LifeWatch Open Science Preservation Framework
This tool based on Invenio is part of a pilot project for Open Data supporting the full
research data life cycle and integrated with other tools based on cloud computing,
like DMPTool and Jupyter as processing tool and reproducible environment. This
complete platform aims to provide an integrated environment for research data
management ensuring the “FAIR” principles:
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∙ Findable: The Web portal provides a search engine and all elements including
metadata to make them easily findable.
∙ Accessible: The elements are available online with both internal PIDs and
DOIs provided by Datacite.
∙ Interoperable: Datasets can be combined to perform a new analysis. API
REST methods are available.
∙ Re-usable: different licenses types and embargo periods available to be defined.
It also aims at assuring the data reproducibility integrating into the platform
an access to HTC/HPC cloud computing resources through Jupiter and the use of
Virtual Machines. The deployment of the entire system over a cloud framework
helps to build a dynamic and scalable solution, not only for storing data but also as
a useful tool for the final user, who is able to process and analyse the data.
Figure 6-4: LifeWatch Open Science Preservation Framework
188
The Figure 6-4, based on a work presented at [168], represents an overview of the
platform functionalities. The portal is data life cycle oriented and aims at covering
the whole cycle. First of all, in the “Plan” stage, the Data Management Plan can
be uploaded by the user manually in a document form or by DMPtool directly via
an API, since both systems have been modified to communicate. In the “Describe
and Collect” stage, users can add different types of digital resources like datasets
or software and complete metadata related to that element as well as assigning a
persistent identifier to enable traceability. The metadata elements are based on
Dublin Core and extended to cover specific needs in the LifeWatch environment,
like spatial and temporal coverage. The “Curate” stage includes mechanisms to
determine if a dataset is or not curated and can be used as input for analysis.
The “Integrate” stage allows to combine both dataset and software to define a new
analysis that can be launched in a cloud computing environment. The “Analyse”
stage provides access to computing resources via ssh or deploying analysis portals
based on Jupyter. “Preserve and Publish”, the last two stages, allow to select the
digital resources to be preserved as well as mint DOIs for publication.
The integration of Onedata distributed storage as the backend for the Preserva-
tion framework, enables the use of the features described in Section 2.5.2 including
open authentication and authorization standards, API-based methods and support
to harvesting protocols like OAI-PMH. For those reasons, as well as the possibility
to be mounted as a file system easily and sharing among different user capabilities,
it is a very recommendable option for a cloud computing environment, and it has
been selected as the basic cloud service to provide storage to the platform.
6.8 Data Ingestion - Data Integrity Test
It was previously indicated that the objective of the data ingestion stage is to make
the data, and metadata, “FAIR” and accordingly, the concept is defined as “the
process that ends with the data being ready for sharing/(re)use, following the usual
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community requirements”. Along with this line, in this section, I propose a “Data
Integrity Test” as the procedure that ensures that the data ingestion complies with
those “FAIR” requirements. In this section, the points that need to be considered
for the definition of this test are reviewed and a practical example is provided to un-
derstand what common procedures could be useful to define a generic data integrity
test. It is important to take into account the previous concept of Data Ingestion.
There is a significant contrast between different areas of research regarding the ap-
proach to the data life cycle and in particular to Data Ingestion. As quoted from a
“classical” Curation Center like ICSPR [169]: “The ingest phase of the digital con-
tent life cycle involves the deposit, acceptance, and enhancement of the content and
culminates in the repository specifying a set of materials to be preserved for the long
term, and the repository making the resource available with all of the information
necessary to understand and use it.”. In contrast, “Data Science” proposes a much
more flexible approach [170], where the ingestion process is closer to the “real life”
activity, sometimes not so well planned and organized (See Figure 6-5).
Figure 6-5: Data Science Points
So that, taking into account some based on cloud computing contexts like INDIGO-
DataCloud, a good definition for Data Ingestion would be “the process that ends with
the data being ready for sharing or reused, following the usual community require-
ments”. This means in practice that these data have been collected, calibrated,
curated, and transformed into a format that is ready for further use. It is very clear
that each research community will have a different data ingestion process, and that
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also most of the communities will then offer the data in a different format for reuse.
However, the global process itself is common, and many of the techniques could be
reused or benefit from sharing ideas. In particular, two key points in the strategy
have been taken into account: metadata and stages of the data life cycle.
6.8.1 Data Integrity Test: an implementation for the CdP
project
One of the potential approaches to perform an integrity test is to analyse different
details provided by the metadata assigned to describe a dataset. A rich enough
metadata schema can detail different characteristics at diverse levels: physical and
file level, data included in the set, location, etc. The Ecological Metadata Language
(EML), is the metadata standard used to describe the datasets related to “Cuerda del
Pozo”. This standard includes a set of modules capable of describing different aspects
of a dataset, including the parameters involved, physical details of the dataset file,
associated software etc. Since EML is based on XML, metadata can not only be
understood by humans, but also can be processed automatically and parsed by
algorithms. Therefore, different tests can be automatized in order to check the
integrity of the datasets. In this particular case, some of these tests have been
implemented in Python [171], to check the integrity along the different stages in the
life cycle.
Test 0 - Plan
If a Data Management Plan is linked with a digital resource and identified by a
method like DOI, its existence can be tested.
Test 1 - Collect
This test downloads the metadata document stored in a repository or access to a
system that includes metadata management, from an Ecological Metadata Language
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record. The physical EML module, also called eml-physical, describes the external
and internal physical characteristics of a data object. It also includes information
required for its distribution. This module describes how both offline and online
data objects can be accessed. For online datasets, a “URL” element can be added to
describe the file address as well as the method to access it. Figure 6-6 shows these
details.
Figure 6-6: EML Physical Module
The test proposed for the integrity test in collection, checks for online data
objects if the specified URL is correct and if the file downloadable. EML physical
module also includes information about the file itself such as format, encoding, etc.
Figure 6-7 shows that type of details.
In particular, EML is capable of describing the file name and the size and specific
details depending on the data format. As an example, for CSV files EML can
describe delimiters, if the file has headers or not, etc. Also, the MD5 checksum
can be included. For the second part of the test, the script checks if the checksum
specified in the “authentication” field is equal to that of the file pointed to URL. If
not, the original dataset has been modified.
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Figure 6-7: File Physical details
Test 2 - Curate
The “method” EML module can describe different processes, protocols or procedures
performed over the data. For instance, it can describe the list of quality control and
quality assurance actions executed over the data. So that, checking those fields,
information regarding how data have been curated can be gathered.
Test 3 - Analyse
EML attribute module describes the different variables that take part in a data
object. The description includes the name and definition of the attributes, domain,
and other pertinent information. From this information, the different parameters
involved in a dataset can be described in detail, and some tests can be automated
to check if everything is well defined. The following Figure 6-8 shows an example.
The goal of this third Integrity Test is to check if the parameters defined in
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Figure 6-8: EML Attribute module
the metadata document are present in the dataset or not. It takes into account
the attributeLabel element in the EML document. If everything is well described,
more complex actions can be performed on the dataset, like queries or charts from
the data. The second part of this test is an automatic plot taking the information
described in the metadata.
Test 4 - Ingest
This test checks if the dataset or digital object has a persistent identifier assigned
and defined in metadata. It serves to determine if the data is correctly ingested and
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ready to be reused.
Test 5 - Preserve
The last test checks if the metadata describe the type of license and access rights
that the digital resource has got assigned. It also can check if the repository where
the data is stored is compatible with open protocols like OAI-PMH.
STAGE Definition of the Integrity
Test components
Solution
1 - PLAN Check DMP Existence ManualMachine Actionable Automatic linking (not yet
implemented)
2 - COLLECT DataSet existence EML +DataSet Integrity (checksum) Repository API
3 - CURATE Qc/Qa description OK EML +Curating, Quality Software (op-
tional)
Repository API
4 - ANALYZE Parameters description OK EML +Processable Check: Validation Repository API
5 - INGESTION
Check all previous stages OK EML +
Assigned PID/DOI Repository API
(Supported by repo)
6 - PRESERVE
License Definition EML +
Preservation details Repository API
Assure Open Protocol (OAI-
PMH)
(Supported by repo)
Table 6.3: Components of Data Integrity Test related to the different Data Life
Cycle stages
6.8.2 The arbor metaphor for Data Ingestion
A key point for Data Ingestion, in relation to the objective of ensuring the “FAIR”
principles, is the way to “publish” the data, not only due to the complexity of the
different components involved, including datasets, metadata, repositories, ontology,
taxonomies, standards, protocols, but also to the visibility of those components in
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relation to different data life cycle stages and data levels, and the corresponding
traceability. However, there is no clear solution to the problem of a universal inter-
operable access to all this data world. The idea released in these lines is that Data
Ingestion should provide a “simple and clear” interface for this “FAIR” access. A nice
metaphor for this idea is the Hour-Glass [172] proposed by the Dutch Techcentre
for Life Science, shown in the Figure 6-9.
Figure 6-9: The Hour-Glass Metaphor and Layers
The metaphor represents the need to simplify the complexity of accessing het-
erogeneous data sources. In this aim, an exchange layer would allow other services
to access data sources through a minimal set of protocols. The idea of the Data
and Services layers, connected by an exchange layer through minimal protocols, is
appealing, even more after the previous discussion about OAI-PMH. However, the
image of an hour-glass, in my opinion, does not match with the ideas it tries to
represent: an hour-glass is a closed system, and the sand flows timely and with-
out any internal structure. Therefore, I propose a new metaphor, named as “Arbor
Metaphor” (The Latin word for tree), which provides an image closer to what I want
to represent.
The roots can represent the data origins. They are not homogeneous at all and
can have different shapes adapted to the ground. The data resources can also be
more or less complex and may be adapted to their ground, which is the community
or scientific field where they gather data from. The roots can be divided like data
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Figure 6-10: The Arbor Metaphor
repositories that can integrate more than one source. All the roots join in a single
structure that is the trunk. The trunk can represent the Data Ingestion point, where
all the data resources are integrated using a unified “protocol”, which needs to be
minimal but enough to abstract the complexity of the resources behind them. The
branches grow from the trunk and produce leaves. After data ingestion, new services
consuming the data exposed throughout the data ingestion point can be created,
starting newly added value tools as “leaves”. Those leaves are what final users can
exploit and they can be services or tools exploiting the resources obtain through
the trunk. Eventually, the arbor can generate fruits containing seeds. Those seeds,
representing new derived data, can fall on the ground, starting a new cycle.
Linking to specific data management components, the trunk as data ingestion
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point can be considered as the place to link persistent identifiers, protocols like
OAI-PMH, and other standard ways to “publish” the data resources. This tree or
arbor metaphor can also abstract concepts like data levels (see Figure 6-11). For
instance, raw level data can be represented by deeper roots that are usually more
complex and fragmented, while curated data are closer to the trunk. Furthermore,
derived data can be associated with the tree leaves. Following this concept, the data
integrity test can be seen as a check, incorporated to the arbor tree, that assures
that the roots, which are not visible, are in good state, and will assure as a rich
harvesting through the trunk.
Figure 6-11: Data Life cycle stages and Data Levels in the arbor
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6.9 Wrap-up
The “Arbor Metaphor” is derived from the acquired experience along the participa-
tion in different initiatives. Within these activities, diverse problems to be solved
and new challenges have appeared, shaping this global scheme.
The tasks performed in CdP project, required dealing with time series and real-
time data. The biggest problem for that kind of data is that, due to the data
volume and the complexity of the queries performed, an optimization of the data
structure was required. The project aimed at providing solutions to scientists and
managers to check the status of the reservoir using a visualization system, which had
to display a large volume of data quickly and clearly. The system also included basic
curation methods, like “bad value” tagging and errors deleting. This last feature was
related to an automatic system that applied curation methods over the data, like
peak detection and filtering. Within this project I started to take into account
the concept of “Data Levels” (see section 6.4.3): all the data gathered from the
sensors were stored in a “raw” database and, only after applying a set of methods
and formulas to get derived variables, it was stored in a “processed” database, in a
previous step just before being “ingested”.
The ROEM+ project was very challenging for many reasons. First of all, the
simulation had to be based on a 3D high-resolution model, very ambitious in terms
of data volumes and computing resources needed. The model was tested in differ-
ent environments, including HPC, HTC, and cloud computing, considering not only
the performance but also the ratio performance/user-friendliness, since the software
had to be run also by researchers with no deep informatics skills. Secondly, complex
simulation software like weather forecasting models or water dynamic simulators
requires a lot of adjustable parameters and input datasets that are not, in gen-
eral, obtained from the same source. The Delft3D model required a combination of
datasets from different sources, including data from meteorological agencies (wind
speed and direction, atmospheric temperature, solar radiation), direct observations
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and laboratory analysis (chemical components concentration), instruments in rivers
and buoys deployed in different places across the reservoir (physical, chemical, bio-
logical parameters). This heterogeneity on the data sources implied a pre-processing
of the datasets, as each one had their own spatial-temporal resolution. After this
stage, the data was “ingested, and moving up the “arbor trunk”, new services could
exploit these resources. Finally, the problem of working remotely using the instru-
ments deployed in the water reservoir and with an external team of researchers,
required the use of common data formats and online tools based on cloud solutions
for both computing and storage.
The monitoring and modelling of “Cuerda del Pozo” reservoir are closely linked to
the development of my work for LifeWatch ESFRI. The use cases and requirements
from the community in LifeWatch are very varied, but in many cases involve the
instrumentation deployment and management, the use of analytics tools, modelling
and simulation processing, Virtual Laboratories combining tools and software, the
access to data sources and the deployment of permanent services. The experience
shows that cloud computing fits very well to support the set of solutions addressing
these community needs.
LifeWatch is the reference for Research Infrastructures in Biodiversity in Europe,
but it must not be forgotten that the continent is not isolated and there is a need for
cooperation between different regions in the world to face problems at global scales,
like global warming or species number reduction. During the COOPEUS project,
the need of interoperable solutions to share not only data but also services was
better understood. Traditionally, in many cases, Europe and the United States have
been adopting different ways of managing data and developing their own solutions
independently, without taking into account really the possibility of an integration.
This has become a relevant problem in many cases, like for example in phenology
studies, where both Europeans and North-Americans have their own way to tag
the status of a tree in an almost incompatible way. However, forcing a protocol or
the adoption of a standard is not always the best solution if there are traditional
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but well-integrated solutions: sharing through a common layer could be a better
option. In collaboration with NEON, the LifeWatch counterpart in the US, we found
that the performance of global models like those used to model the carbon cycle is
challenging rather than impossible since the data sources are not covering the whole
globe, and in some cases, it is difficult to integrate those from different regions. In
the COOPEUS project, I also discovered the use of persistent identifiers, and how
they can be applied in different cases (like time series) or at diverse levels (raw data,
data to be published, etc.). The use cases, requirements, and needs emerging from
the different projects and initiatives related to LifeWatch have disclosed many gaps
in terms of data life cycle management in this research community and this has been
the main motivating factor for the work done in this thesis.
My work in the last two years within the INDIGO-DataCloud project aimed
at understanding and satisfying the requirements of different use cases within Life-
Watch in terms of data management. The project was focused precisely in the
interest of cloud computing technologies for data-related scientific case studies from
diverse disciplines: Earth and Environmental Sciences, Life Sciences, Physics, Art
and Social Sciences, etc. The solutions developed are directly oriented to satisfy the
list of requirements provided by users from each community, considering computing,
storage, and user interfaces. LifeWatch was represented in the project by two Case
Studies: Algae Bloom monitoring and TRUFA-cloud. The Algae Bloom monitor-
ing was a case study derived from the problems found in ROEM+ and oriented to
perform a large a number of simulations in cloud computing resources in a friendly
manner, as well as using distributed storage systems to share the data among the
users and the computing elements. The TRUFA-cloud case study aimed at migrat-
ing TRUFA genomic pipeline service to the cloud from an HPC environment. The
design of services and their deployment in the cloud made me discover the flexibility
that this framework offers to be adapted for different use cases, and how, in a sim-
ple way, the final solution can be adapted to non-IT-experts users using INDIGO
solutions, even when deploying complex systems.
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Simultaneously, I could exploit the INDIGO software and the features that cloud
computing provides in order to explore their potential to manage the whole Research
Data Life Cycle. For instance, I deployed solutions able to manage not only the data
storage itself but also metadata, and make them compatible with open standards
services (like OAI-PMH). As a final contribution, combining the concept of Data
Levels with the Data Life Cycle, I was able to propose and implement a data integrity
test to measure the data “FAIRness” [173].
Realizing the importance of an optimized and sustainable approach for research
data management that can be applied to LifeWatch, and hopefully to other ESFRIs,
supported by Cloud Computing, has been the starting point of this manuscript.
The “Arbor Metaphor” presented covers the whole Data Life Cycle and it is not
only an abstract model: it can be supported with a combination of new services
software, the adoption of standards and protocols, and the integration of other ex-
isting tools and services, all of them supported by Cloud Computing as the keystone.
This work has not been done in isolation: my active involvement in international
initiatives and fora like the Research Data Alliance has contributed providing me
with a set of clear references. Now I would like to contribute back to the idea of
the “Arbor Metaphor”. An idea that is not limited only to scientific data, but it can





The manuscript presented has addressed the data life cycle management joining
three basic frameworks: LifeWatch ESFRI, the European Open Science Cloud, and
Cloud Computing. These three related frameworks will be integrated into the future
European scientific environment that aims to make science more open and efficient.
The main conclusions derived from this work are the following ones:
∙ Thanks to its flexibility, adaptability, and efficiency on integrating distributed
resources, Cloud Computing has proved to satisfy the requirements of the
EOSC regarding the support to Data Management. This work presents a clear
approach to the Data Life Cycle exploiting Cloud Computing, that has been
implemented in a Water Reservoir integral management project (CdP) directly
related to LifeWatch, and adapted to the forthcoming EOSC framework.
∙ A 6 stages (“6S”) Data Life Cycle has been presented, that supports the
generation of “FAIR” data:
1. Plan: Machine-actionable features must be included to make Data Man-
agement Plans (DMPs) tools a useful element for the researchers to create
“FAIR” data, and better integrated into the Data Life Cycle. I have de-
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veloped a prototype integrating DMPs with other services and tools along
the following Data Life Cycle stages.
2. Collect : Cloud Computing has been proven to support the most common
data collection methods. In the CdP project, I have exploited cloud
computing resources to support “Big Data” gathering in an open science
context through different methods: in-situ instrumentation, integration
of satellite images, etc.
3. Curate: After discussing the usefulness of the concept of “Data Levels”,
several examples of data curation methods have been implemented, and
applied in the CdP project.
4. Analyse: I have proved that Cloud Computing is an efficient framework to
support data analysis and processing under an open science environment
even for very complex problems. A complete case study based on CdP
project under the LifeWatch ESFRI context has been developed within
the INDIGO-DataCloud project, integrating different analysis techniques
and exploiting cloud resources and services to compute hydrodynamics
and water quality models, both with a large number of input datasets
and model outputs.
5. Ingest (& Publish): I have implemented a “Data Integrity Test” based
on EML metadata, the standard for environmental and ecology data,
which allows to track data “FAIRness” along the different Data Life Cycle
stages.
6. Preserve: Persistent identifiers (DOI in our case) have been applied to
identify both data and metadata in the CdP project. Tools like QoS from
INDIGO-DataCloud project or services like B2SAFE from EUDAT have
been tested as ways to help scientist to preserve their data.
I have proposed the Arbor Metaphor to integrate and explain the different
concepts and components related to the Data Life Cycle, including the 6 Stages and
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the related “Data Levels”. It describes how the different elements related to data
management should interact in order to produce “FAIR” data.
7.1 Application within the EOSC
The conclusions stated before have a direct application in the development of the
European Open Science Cloud and, in particular, for the main challenges to be
addressed:
∙ Cloud Computing provides an adequate context to support a user friendly
framework; the use of Software as a Service (SaaS) tools along the Data Life
Cycle, like shown in a use case with Rshiny, can greatly help to this objective.
∙ Protocols like OpenID connect to provide an authentication and autho-
rization mechanism that facilitates the federation of resources. Existing
services like ORCID or IAM, released in the INDIGO-DataCloud project,
tested and implemented in our use case, can play an important role.
∙ INDIGO-DataCloud tools like Onedata or the Quality of Storage (QoS) sup-
port the Data Life Cycle in a cloud environment, providing an Scalable Stor-
age and Information System.
∙ Metadata standards, communication protocols and use of APIs are the way to
ensure the interoperability of both data and life cycle management services.
∙ Data Life Cycle tools like DMPs should includemachine-actionable features
that ensure their automatic processing.
∙ The use of open repositories or tools like those included in INDIGO, stimulate
the openness of both data and services.
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7.2 Future Work
This dissertation provides a set of prototypes, examples and technical solutions
that prove the feasibility of the approach taken, to support the data management
services for an ESFRI, LifeWatch, using Cloud Computing resources, and matching
the perspective of the EOSC. The work done is going to be extended in the near
future under several relevant EOSC-related initiatives:
∙ The evolution of DMP tools and other services is oriented to enable machine-
actionable features, extending the functionalities provided by APIs. Automat-
ing different processes supported by cloud computing is essential to ensure the
scalability in the context of the EOSC.
∙ Extreme DataCloud (XDC) project, a follow-up of the INDIGO-DataCloud
project, aims at developing a scalable environment for data management and
computing. The target of this project is to be integrated into the EOSC con-
text, and several case studies from different disciplines (Life Sciences, Astro-
physics, High Energy Physics, Photon Science, Clinical Research and Biodiver-
sity) are represented. One of the goals of the project is to deal with extremely
large and heterogeneous datasets, including diverse data and metadata types,
formats and standards.
∙ Methods for data collection will be enriched in the EOSC framework, since
more open data sources like for example satellite images, will be enabled.
Supported by metadata, the automation of the gathering processes is feasible
in a cloud computing environment. XDC project developments will also sup-
port data pre-processing to go through the different data levels, from the raw
data to the derived products.
∙ The EOSC framework requires an automatic data pre-processing to produce
and publish data automatically. This automatic pre-processing, which inte-
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grates different techniques like formatting or data curation, need to be linked
to computing resources and accessible for researchers and citizens.
∙ Finally, one of the most challenging tasks to be done in the near future is
to extend this set of recommendations, best-practices and technical solutions
presented in this thesis to LifeWatch ESFRI community. With the exposed ex-
amples and explaining the potential benefits to work in an open environment,
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The platform is a square floating structure with dimensions 3x3 m It was built in
Santander by following the design suggested by Ecohydros SL. It is usually anchored
at a depth ranging 20-40m using several ropes fixed to the bottom and to the borders
of the water reservoir. The platform is usually placed in a restricted area in the water
reservoir, so it cannot be reached by swimmers or any boat except for service. The
platform can be also displaced along the water reservoir pulling it from a zodiac.
It includes a covered and closed room, where all the DAQ and transmission system
is installed, as well as the batteries. The platform supports an external wincher
that is used to move the cage with all the underwater sensors. Cabin supports in
its structure a weather station, a net radiometer, and a GPS receiver, as well as an
external directional antenna for communication with the PC server in the office in
the shore. Also, there is installed an altimeter and a probe measuring the depth
of the water reservoir and the depth that is located the cage. It also supports two




The weather station installed is a VAISALA WXT-520. It measures the barometric
pressure, humidity, precipitation, temperature, and wind speed and direction. To
measure wind speed and direction, the WXT520 uses ultrasounds to determine hor-
izontal wind speed and direction. Barometric pressure, temperature, and humidity
measurements are combined in the PTU module using capacitive measurement for
each parameter. Precipitation measurement is based on a sensor, which detects the
impact of individual rain drops. The signals exerting from the impacts are propor-
tional to the volume of the drops. The weather station is connected to the PC inside
the cabin using a USB connection, protected against electric peaks from storms. It
is also read by the DAQ system via a USB-serial interface. The main parameter to
be configured is the sampling time, by default 1 minute.
Net Radiometer CNR2
The CNR2 measures net radiation in Watts per meter squared. It is a net radiometer
that measures the energy balance between incoming short-wave and long-wave in-
frared radiation versus surface-reflected short-wave and long-wave outgoing infrared
radiation. The CNR2 Net Radiometer consists of a pyranometer and pyrgeome-
ter pair that face upward and a complementary pair that face downward. The
pyranometers and pyrgeometers measure short-wave and far infrared radiation, re-
spectively.
GPS
Global Positioning System that stores the location of the platform.
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Hyperspectral radiometer (RAMSES)
RAMSES-ACC is a stand-alone highly integrated hyperspectral radiometer for the
UV and/or VIS spectral range.
A.0.2 Underwater sensors
CTD60M-Probe
The CTD 60 is a precision probe for oceanographic and limnological measurements
of physical, chemical and optical parameters up to a depth of 2000 m. It allows the
simultaneous measurement of following parameters: Pressure (depth), temperature,
conductivity, pH, REDOX (dissolved oxygen). The probe can be equipped with
maximum five sensors mounted on the bottom cap but the numbers of sensors can
be extended by connecting external units like fluorometers, currentmeters or other
devices via an underwater cable connection to the top cap of the CTD60. Data
is available as RS 232 Signal (multiconductor cable) and as analog FSK Signal
modulated on constant current (single conductor cable) and The Tribox2 module
keep this measurement.
Echosounder EU400
EU400 has been designed to measure the strength of returned signals accurately in
the water column so that it could provide information about the scatterers in the
water column. With the software of the device, the user can choose following modes:
Echosounder, Altimeter. Also, the user can change the working parameters (range,
deadzone, etc..) with this software. It is power-supplied from the PC through
the USB connection as it consumes power very low. The operator can set work
parameters of the device by input commands in a terminal program like Hyper
Terminal, Tera Term Pro or any other terminal program for serial communication.
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TriOS - optical sensors - microFlu
The microFlu family consists of miniaturized submergeable fluorometers for high
precision and selective fluorescence measurements e.g. phycocyanin in cyano-bacteria,
CDOM, and chlorophyll. An internal reference measurement of the emitted light
compensates aging and temperature dependences of the high-efficient LEDs, used
for fluorescence excitation. There are three types of microFlu sensors:
∙ microFlu-blue: It is a miniaturized submersible fluorometer for high precision
and selective phycocyanin fluorescence measurements in cyanobacteria.
∙ microFlu-chl: It is a miniaturized submersible chl-a fluorometer for high pre-
cision and selective chlorophyll fluorescence measurements.
∙ microFlu-CDOM: It is a miniaturized submersible fluorometer for high preci-
sion and selective CDOM (Coloured Dissolved Organic Matter, “Yellowmat-
ter”, “Gelbstoff”) fluorescence measurements.
A.1 CdP EML Metadata example
Listing A.1: CdP EML Metadata example
1 <?xml ve r s i on ="1.0" encoding="UTF−8"?>
2 <eml : eml packageId=" th e s i s 1 1 . 1 " system="knb" xmlns : eml="eml ://
e c o i n f o rma t i c s . org /eml−2.1 .1 " xmlns : x s i="http ://www.w3 . org /2001/
XMLSchema−i n s t anc e " x s i : schemaLocation="eml :// e c o i n f o rma t i c s . org
/eml−2.1 .1 eml . xsd">
3 <re sou r c e>
4 <a l t e r n a t e I d e n t i f i e r>
5 10.5281/ zenodo .841183
6 </ a l t e r n a t e I d e n t i f i e r>




10 <t i t l e>water r e s e r v o i r o f Cuerda de l Pozo</ t i t l e>
11 <cr ea t o r id="1465301815644"> <individualName><sa l u t a t i o n>Mr</





16 <address><de l i v e ryPo in t>Avda Castros s /n</ de l i v e ryPo in t>




21 <e l e c t r on i cMa i lAddre s s>marco@ifca . unican . es</ e l e c t r on i cMa i lAddre s s>
22 </ c r ea t o r>





27 <address><de l i v e ryPo in t>Avda Castros s /n</ de l i v e ryPo in t>




32 <e l e c t r on i cMa i lAddre s s>agu i l a r f@ i f c a . unican . es</
e l e c t r on i cMa i lAddre s s>
33 <ro l e>guardian</ r o l e>
34 </ as soc i a t edPar ty>
35 <abs t r a c t><para>The CTD 60 i s a p r e c i s i o n probe f o r oceanographic
and l imno l o g i c a l measurements o f phys i ca l , chemical and op t i c a l
parameters up to a depth o f 2000 m. I t a l l ows the s imultaneous
measurement o f f o l l ow i ng parameters : Pres sure ( depth ) ,
temperature , conduct iv i ty , raw O2, REDOX, d i s s o l v ed oxygen , pH,
Oxigen Saturat ion , S a l i n i t y .</para>
36 </ abs t r a c t>
37 <keywordSet><keyword>measure</keyword>
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38 <keyword>water r e s e r v o i r</keyword>
39 <keyword>senso r</keyword>
40 <keyword>phys i c a l and chemical parameters</keyword>
41 </keywordSet>
42 <coverage><geographicCoverage><geograph i cDesc r ip t i on>water r e s e r v o i r





















60 <address><de l i v e ryPo in t>Avda Castros S/N</ de l i v e ryPo in t>




65 <e l e c t r on i cMa i lAddre s s>garc i ad@i f ca . unican . es</ e l e c t r on i cMa i lAddre s s
>
66 </ contact>
67 <methods><methodStep><de s c r i p t i o n><se c t i o n><t i t l e>s t a t i ona ry
measures</ t i t l e>
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68 <para>measures taken at a s t a t i ona ry depth o f about 4 meters with a
CTD 60 . Measurements o f phys i ca l , chemical and op t i c a l parameter
.</para>
69 </ s e c t i o n>
70 </ de s c r i p t i o n>
71 <inst rumentat ion id="1872817298438">CTD60M−Probe . I t a l l ows the
s imultaneous measurement o f f o l l ow i n g parameters : Pres sure (
depth ) , temperature , conduct iv i ty , raw O2, REDOX, d i s s o l v ed




75 <en t i t yDe s c r i p t i on>Measurement o f f o l l ow i ng parameters : Pres sure (
depth ) , temperature , conduct iv i ty , raw O2, REDOX, d i s s o l v ed
oxygen , pH, Oxigen Saturat ion , S a l i n i t y .</ en t i t yDe s c r i p t i on>
76
77 <phys i c a l>
78 <objectName>amt . csv</objectName>
79 <s i z e un i t e="bytes ">4275737</ s i z e>
80 <authen t i c a t i on>f38ded28383d9f69af7cb9c98aed798b</ authen t i c a t i on>
81 <encodingMethod>ASCII t ext</encodingMethod>





87 <at t r i bu t eOr i e n t a t i on>column</ a t t r i bu t eOr i e n t a t i on>
88 <simpleDe l imited>
89 <f i e l dD e l im i t e r>;</ f i e l dD e l im i t e r>
90 <quoteCharacter>"</quoteCharacter>
91 </ s impleDe l imited>
92 <reco rdDe l im i t e r>\n</ re co rdDe l im i t e r>
93 <phys i c a lL in eDe l im i t e r>\n</ phys i c a lL in eDe l im i t e r>
94 </textFormat>
95 </dataFormat>
96 <d i s t r i b u t i o n id="amt">
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97 <on l i n e>
98 <ur l func t i on="download">http :// d o r i i i e 0 2 . i f c a . e s / da ta s e t s /amt . csv</
u r l>
99 </ on l i n e></ d i s t r i b u t i o n>
100 </ phys i c a l>
101
102 <pro j e c t>
103 <researchPro jectType>
104 <t i t l e>ROEM +</ t i t l e>
105 <personne l>Agustin Monteol iva</ per sonne l>
106 <abs t r a c t>L i f e + Pro j e c t . . . eu t r oph i ca t i on</ abs t r a c t>
107 <funding>EC</ funding>
108 <studyAreaDescr ipt ion>
109 <de s c r i p t o r>Ecology</ de s c r i p t o r>
110 </ studyAreaDescr ipt ion>
111 </ researchPro jectType>
112 </ pro j e c t>
113
114 <a t t r i b u t eL i s t>
115
116 <at t r i bu t e id="1465311292527">
117 <attributeName>date</attributeName>
118 <at t r i bu t eLabe l>date</ a t t r i bu t eLabe l>
119 <a t t r i b u t eD e f i n i t i o n>date o f measure</ a t t r i b u t eD e f i n i t i o n>
120 <storageType typeSystem=" java ">s t r i n g</ storageType>
121 <measurementScale>
122 <dateTime>
123 <formatStr ing>YYYY−MM−DD , hh :mm</ formatStr ing>
124 <dateTimePrec i s ion>1</dateTimePrec i s ion>
125 <dateTimeDomain>
126 <bounds>
127 <minimum ex c l u s i v e=" true ">2010−01−01 , 00 :00</minimum>






133 </ a t t r i bu t e>
134
135 <at t r i bu t e id="1465311292531"><attributeName>Temperature</
attributeName>
136 <at t r i bu t eLabe l>Temp</ at t r i bu t eLabe l>
137 <a t t r i b u t eD e f i n i t i o n>Temperature</ a t t r i b u t eD e f i n i t i o n>
138 <storageType typeSystem=" java ">double</ storageType>
139 <measurementScale>
140 <ra t i o>
141 <unit>
142 <standardUnit>c e l s i u s</ standardUnit>
143 </uni t>
144 <pr e c i s i o n>0.01</ p r e c i s i o n>
145 <numericDomain>
146 <numberType>r e a l</numberType>
147 <bounds>
148 <minimum ex c l u s i v e=" true ">−2.0</minimum>
149 <maximum ex c l u s i v e=" true ">32 .0</maximum>
150 </bounds>
151 </numericDomain>
152 </ r a t i o>
153 </measurementScale>
154 <method>
155 <qua l i t yCont ro l>
156 <de s c r i p t i o n>
157 <para>This parameter i s f i l t e r e d from raw when value i s l e s s than
−1.0 or h igher than 35 .0</para>
158 </ de s c r i p t i o n>
159 <so f tware>
160 <r e f e r e n c e s>1827473819284</ r e f e r e n c e s>
161 </ so f tware>
162 </ qua l i t yCont ro l>
163 <methodStep>
164 <de s c r i p t i o n>
165 <para>Temperature c a l i b r a t i o n</para>
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166 </ de s c r i p t i o n>
167 <pro to co l>
168 <procedura lStep>
169 <de s c r i p t i o n>Ca l i b ra t i on step f o r temperature</ d e s c r i p t i o n>
170 </procedura lStep>
171 </ pro to co l>
172 </methodStep>
173 </method>
174 </ a t t r i bu t e>
175
176 <at t r i bu t e id="1465311292535"><attributeName>Press</attributeName>
177 <at t r i bu t eLabe l>Press</ a t t r i bu t eLabe l>
178 <a t t r i b u t eD e f i n i t i o n>Press (Depth )</ a t t r i b u t eD e f i n i t i o n>
179 <storageType typeSystem=" java ">double</ storageType>
180 <measurementScale><i n t e r v a l><uni t><customUnit>dbar</customUnit>
181 </uni t>
182 <pr e c i s i o n>0 .1</ p r e c i s i o n>
183 <numericDomain><numberType>r e a l</numberType>
184 <bounds><minimum ex c l u s i v e=" true ">0</minimum>
185 <maximum ex c l u s i v e=" true ">50</maximum>
186 </bounds>
187 </numericDomain>
188 </ i n t e r v a l>
189 </measurementScale>
190 <method>
191 <qua l i t yCont ro l>
192 <de s c r i p t i o n>
193 <para>Parameter i s f i l t e r e d when Press * 1 .02 l e s s than 0 .0 or Press
* 1 .02 i s h igher than 30 .0</para>
194 </ de s c r i p t i o n>
195 <so f tware>
196 <r e f e r e n c e s>1827473819284</ r e f e r e n c e s>
197 </ so f tware>
198 </ qua l i t yCont ro l>
199 </method>
200 </ a t t r i bu t e>
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201
202 <at t r i bu t e id="1465311292539"><attributeName>Conduct iv i ty</
attributeName>
203 <at t r i bu t eLabe l>Cond</ a t t r i bu t eLabe l>
204 <a t t r i b u t eD e f i n i t i o n>Conduct iv i ty o f an e l e c t r o l y t e s o l u t i o n i s a
measure o f i t s a b i l i t y to conduct e l e c t r i c i t y . The SI un i t o f
conduc t i v i ty i s s iemens per meter (S/m) .</ a t t r i b u t eD e f i n i t i o n>
205 <storageType typeSystem=" java ">double</ storageType>
206 <measurementScale><i n t e r v a l><uni t><customUnit>mS/cm</customUnit>
207 </uni t>
208 <pr e c i s i o n>0.005</ p r e c i s i o n>
209 <numericDomain><numberType>r e a l</numberType>
210 <bounds><minimum ex c l u s i v e=" true ">0</minimum>
211 <maximum ex c l u s i v e=" true ">6</maximum>
212 </bounds>
213 </numericDomain>
214 </ i n t e r v a l>
215 </measurementScale>
216 <method>
217 <qua l i t yCont ro l>
218 <de s c r i p t i o n>
219 <para>Parameter i s f i l t e r e d when i s l e s s than 0.0001 or h igher than
0 .3</para>
220 </ de s c r i p t i o n>
221 <so f tware>
222 <r e f e r e n c e s>1827473819284</ r e f e r e n c e s>
223 </ so f tware>
224 </ qua l i t yCont ro l>
225 </method>
226 </ a t t r i bu t e>
227
228 <at t r i bu t e id="1465311292543"><attributeName>Sa l i n i t y</attributeName
>
229 <at t r i bu t eLabe l>Sa l i n i t y</ a t t r i bu t eLabe l>
230 <a t t r i b u t eD e f i n i t i o n>Sa l i n i t y o f water cannot be measured d i r e c t l y
by one s i n g l e sensor , i t i s c a l c u l a t ed from the i nd i v i dua l
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s en s o r s f o r pres sure , temperature and conduc t i v i ty</
a t t r i b u t eD e f i n i t i o n>
231 <storageType typeSystem=" java ">Double</ storageType>
232 <measurementScale><i n t e r v a l><uni t><customUnit>psu</customUnit>
233 </uni t>
234 <pr e c i s i o n>0.0001</ p r e c i s i o n>
235 <numericDomain><numberType>r e a l</numberType>
236 <bounds><minimum ex c l u s i v e=" true ">0</minimum>
237 <maximum ex c l u s i v e=" true ">0 .1</maximum>
238 </bounds>
239 </numericDomain>
240 </ i n t e r v a l>
241 </measurementScale>
242 <method>
243 <qua l i t yCont ro l>
244 <so f tware>
245 <r e f e r e n c e s>1827473819284</ r e f e r e n c e s>
246 </ so f tware>
247 </ qua l i t yCont ro l>
248 </method>
249 </ a t t r i bu t e>
250
251 <at t r i bu t e id="1465311292547"><attributeName>Dis so lved oxygen</
attributeName>
252 <at t r i bu t eLabe l>DO</ at t r i bu t eLabe l>
253 <a t t r i b u t eD e f i n i t i o n>Dis so lved oxygen r e f e r s to the l e v e l o f f r e e</
a t t r i b u t eD e f i n i t i o n>
254 <storageType typeSystem=" java ">double</ storageType>
255 <measurementScale><i n t e r v a l><uni t><standardUnit>mi l l i g r amsPerL i t e r</
standardUnit>
256 </uni t>
257 <pr e c i s i o n>0 .1</ p r e c i s i o n>
258 <numericDomain><numberType>r e a l</numberType>
259 <bounds><minimum ex c l u s i v e=" true ">0</minimum>




263 </ i n t e r v a l>
264 </measurementScale>
265 <method>
266 <qua l i t yCont ro l>
267 <de s c r i p t i o n>
268 <para>Parameter i s f i l t e r e d when i s l e s s than 0 and h igher than 30</
para>
269 </ de s c r i p t i o n>
270 <so f tware>
271 <r e f e r e n c e s>1827473819284</ r e f e r e n c e s>
272 </ so f tware>
273 </ qua l i t yCont ro l>
274 </method>
275 </ a t t r i bu t e>
276
277
278 <at t r i bu t e id="1465311292551"><attributeName>rawO2</attributeName>
279 <at t r i bu t eLabe l>rawO2</ a t t r i bu t eLabe l>
280 <a t t r i b u t eD e f i n i t i o n>d i s s o l v ed oxygen</ a t t r i b u t eD e f i n i t i o n>
281 <storageType typeSystem=" java ">double</ storageType>
282 <measurementScale><i n t e r v a l><uni t><standardUnit>d imens i on l e s s</
standardUnit>
283 </uni t>
284 <pr e c i s i o n>10</ p r e c i s i o n>
285 <numericDomain><numberType>r e a l</numberType>
286 <bounds><minimum ex c l u s i v e=" true ">0</minimum>
287 <maximum ex c l u s i v e=" true ">5000</maximum>
288 </bounds>
289 </numericDomain>
290 </ i n t e r v a l>
291 </measurementScale>
292 <method>
293 <qua l i t yCont ro l>
294 <so f tware>
295 <r e f e r e n c e s>1827473819284</ r e f e r e n c e s>
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296 </ so f tware>
297 </ qua l i t yCont ro l>
298 </method>
299 </ a t t r i bu t e>
300
301
302 <at t r i bu t e id="1465311292555"><attributeName>Oxygen Saturat ion</
attributeName>
303 <at t r i bu t eLabe l>OxySat</ a t t r i bu t eLabe l>
304 <a t t r i b u t eD e f i n i t i o n>r e l a t i v e measure o f the amount o f oxygen that
i s d i s s o l v ed or c a r r i e d in a g iven medium . %</
a t t r i b u t eD e f i n i t i o n>
305 <storageType typeSystem=" java ">double</ storageType>
306 <measurementScale><r a t i o><uni t><standardUnit>d imens i on l e s s</
standardUnit>
307 </uni t>
308 <pr e c i s i o n>1</ p r e c i s i o n>
309 <numericDomain><numberType>r e a l</numberType>
310 <bounds><minimum ex c l u s i v e=" true ">0</minimum>
311 <maximum ex c l u s i v e=" true ">120</maximum>
312 </bounds>
313 </numericDomain>
314 </ r a t i o>
315 </measurementScale>
316 <method>
317 <qua l i t yCont ro l>
318 <de s c r i p t i o n>
319 <para>Parameter i s f i l t e r e d when i s l e s s than 0 or h igher than 200<
/para>
320 </ de s c r i p t i o n>
321 <so f tware>
322 <r e f e r e n c e s>1827473819284</ r e f e r e n c e s>
323 </ so f tware>
324 </ qua l i t yCont ro l>
325 </method>
326 </ a t t r i bu t e>
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327
328 <at t r i bu t e id="1465311292559"><attributeName>ph</attributeName>
329 <at t r i bu t eLabe l>ph</ a t t r i bu t eLabe l>
330 <a t t r i b u t eD e f i n i t i o n>numeric s c a l e used to s p e c i f y the a c i d i t y or
b a s i c i t y</ a t t r i b u t eD e f i n i t i o n>
331 <storageType typeSystem=" java ">double</ storageType>
332 <measurementScale><r a t i o><uni t><standardUnit>d imens i on l e s s</
standardUnit>
333 </uni t>
334 <pr e c i s i o n>0 .1</ p r e c i s i o n>
335 <numericDomain><numberType>r e a l</numberType>
336 <bounds><minimum ex c l u s i v e=" true ">4</minimum>
337 <maximum ex c l u s i v e=" true ">10</maximum>
338 </bounds>
339 </numericDomain>
340 </ r a t i o>
341 </measurementScale>
342 <method>
343 <qua l i t yCont ro l>
344 <de s c r i p t i o n>
345 <para>Parameter i s f i l t e r e d when i s l e s s tha 5 or h igher than10</
para>
346 </ de s c r i p t i o n>
347 <so f tware>
348 <r e f e r e n c e s>1827473819284</ r e f e r e n c e s>
349 </ so f tware>
350 </ qua l i t yCont ro l>
351 </method>
352 </ a t t r i bu t e>
353
354 <at t r i bu t e id="1465311292563"><attributeName>Redox</attributeName>
355 <at t r i bu t eLabe l>redox</ a t t r i bu t eLabe l>
356 <a t t r i b u t eD e f i n i t i o n>Redox</ a t t r i b u t eD e f i n i t i o n>
357 <storageType typeSystem=" java ">double</ storageType>




360 <pr e c i s i o n>10</ p r e c i s i o n>
361 <numericDomain><numberType>r e a l</numberType>
362 <bounds><minimum ex c l u s i v e=" true ">0</minimum>
363 <maximum ex c l u s i v e=" true ">5000</maximum>
364 </bounds>
365 </numericDomain>
366 </ i n t e r v a l>
367 </measurementScale>
368 <method>
369 <qua l i t yCont ro l>
370 <so f tware>
371 <r e f e r e n c e s>1827473819284</ r e f e r e n c e s>
372 </ so f tware>
373 </ qua l i t yCont ro l>
374 </method>
375 </ a t t r i bu t e>




380 <so f tware id="1827473819284">
381 <t i t l e>Peaks Detector</ t i t l e>
382 <abs t r a c t>
383 <para>Detects and f i l t e r peaks from parameters de f ined in a CSV f i l e
</para>
384 </ abs t r a c t>
385 <cr ea t o r>
386 <r e f e r e n c e s>1465302104227</ r e f e r e n c e s>
387 </ c r ea t o r>
388 <implementation>
389 <d i s t r i b u t i o n>
390 <o f f l i n e>
391 <mediumName>do r i i i e 0 2 Server HDD</mediumName>
392 </ o f f l i n e>
393 </ d i s t r i b u t i o n>
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394 <programmingLanguage>Python 2 . 7 . 3</programmingLanguage>
395 </ implementation>
396 <l i c e n s e>GPL</ l i c e n s e>
397 <ver s i on>1 .0</ ve r s i on>
398 </ so f tware>
399
400 <addit iona lMetadata><metadata><un i tL i s t><uni t id="dbar"
mu l t ip l i e rToSI="0 ,0001 " name="dbar" parentSI=" pasca l " unitType=
" pre s su r e "><de s c r i p t i o n>dec ibar , Units der ived from the bar .</
d e s c r i p t i o n>
401 </uni t>
402 </ un i tL i s t>
403 </metadata>
404 </addit iona lMetadata>
405 <addit iona lMetadata><metadata><un i tL i s t><uni t id="mS/cm"
mul t ip l i e rToSI="10" name="mS/cm" parentSI="ohmMeter" unitType="
r e s i s t i v i t y "><de s c r i p t i o n>Conduct iv i ty o f an e l e c t r o l y t e
s o l u t i o n i s a measure o f i t s a b i l i t y to conduct e l e c t r i c i t y . The
SI un i t o f conduc t i v i t y i s s iemens per meter (S/m) .</
d e s c r i p t i o n>
406 </uni t>
407 </ un i tL i s t>
408 </metadata>
409 </addit iona lMetadata>
410 <addit iona lMetadata><metadata><un i tL i s t><uni t id="psu"
mul t ip l i e rToSI=" 0.001 " name="psu" parentSI="gramsPerGram"
unitType="massPerMass"><de s c r i p t i o n>p r a c t i c a l s a l i n i t y un i t</
d e s c r i p t i o n>
411 </uni t>
412 </ un i tL i s t>
413 </metadata>
414 </addit iona lMetadata>





This appendix describes the different functions provided by OAI-PMH protocols
via REST-API as well as the concepts that need to be known to work with an
OAI-PMH-compatible system. One important point of OAI-PMH is the use of
Unique Identifiers, which is mandatory for every single item. The Unique Identifier
unambiguously identifies an item within a repository and is used to extract the
metadata from that item. Unique identifiers are present in the protocol with two
different ways: in responses and in requests. In responses, identifiers are returned by
list requests (ListIdentifiers, ListRecords). In requests, an identifier can be combined
with a metadataPrefix for requesting a specific record in a specific metadata format
from an item. The difference between an item and a record is very important
in order to understand how OAI-PMH works. An item, which is identified by a
Unique Identifier, represent an object, that can be digital or not. A record is a
way to represent that item in a single metadata format. Therefore, an item can
be represented N times in N different metadata formats in N records, but those
records are identified by the item Unique identifier. The difference is the metadata
format used, represented by “metadataPrefix”. OAI-PMH also provides mechanisms
to define those different metadata formats.
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B.0.1 Record
OAI-PMH record is essential to work with OAI-PMH and, eventually, to perform
integrity tests over a repository and digital objects. A record is returned in a XML-
encoded byte stream in response to an OAI-PMH request for metadata from an item.
Three elements are required to identify unambiguously a record: Unique Identifier,
to identify the item that the record represents. Metadata prefix, to select the specific
metadata representation of the item. Date stamp, to get the certain version of that
metadata representation.
The XML document that expresses a record is divided into three different sec-
tions: header, metadata and about. Knowing the different document parts can
contribute to understand what kind of information is needed to make your digital
repository compatible with the protocol.
Header
This section contains general information about the record and all the properties
needed to get a specific record. The header includes at least the Unique Identifier and
the datestamp (date of creation, modification or deletion of the record). Optionally,
the header can include one or more “setSpec” elements that indicate that the record
belongs to a Set.
Metadata
This part of the document represents a single manifestation of the metadata from
an item, which can be represented with multiple formats. At least, the records must
be expressed in the Dublin Core format, without any qualification. Optionally, a
repository may express the records in different metadata formats. To get a specific
metadata format for a record, the “metadataPrefix” attribute must be specified. The
“ListMetadataFormats” request returns the list of available metadata formats from
a repository or for a specific item if it is indicated.
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About
This is an optional section. This part holds data about the metadata part of the
record, like rights statements (terms of use, license...) or provenance statements (if
it has been harvested, when, etc.).
Figure B-1: Record example (from OAI-PMH specification)
B.0.2 Protocol Features and Requests
OAI-PMH requests are expressed as HTTP request, which must be submitted using
either the HTTP GET or POST methods. The protocol specification indicates
all the issues to be managed in the repository to make them compatible with the
OAI-OMH, such as the response format, the content type, the status-codes, etc.
The specification also describes the Flow Control of the protocol, as well as the
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Error and Exceptions that should return. The protocol defines six different types
of requests, also called “verbs”. OAI-PMH tries to be simple and concise, so six
verbs are enough to request the information needed for harvesting. The verbs are
defined by their name and by a list of arguments, which can be required, optional
or exclusive. The response to this request is based on XML and includes a list of
defined elements.
Identify
This request retrieves general information about a repository, like a name, descrip-
tions or dates.
ListIdentifiers
Returns the headers associated with the records, which allows selective harvesting
(in terms of set belonging, dates, etc.).
ListRecords
This verb is used to harvest records from a repository. The response to this request
is the list of records and it can be selective, returning only the records with a specific
constraint.
ListSets
If the repository includes Sets, this verb request for the defined record groups, which
are grouped by a certain condition.
ListMetadataFormats
From a given Unique Identifier, this verb requests the list of available metadata
formats for a single item.
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GetRecord
Combining as argument the Unique Identifier and the specific metadata format,
this verb request all the details about a specific record, including all the sections
described in the previous section (header, metadata and about if it is available).
B.1 OAI-PMH matching FAIR





F1. (meta)data are assigned a
globally unique and eternally per-
sistent identifier.
Every item in OAI-PMH must be unam-
biguously identified by a Unique Identi-
fier. It can be derived from external iden-
tifier’s handles, like DOI.
F2. data are described with rich
metadata.
A record needs to be represented by at
least one metadata format (e.g. Dublin
Core).
F3. (meta)data are registered or
indexed in a searchable resource.
OAI-PMH verbs like ListIdentifiers or
ListRecords make the repository search-
able. Queries can be selective.
F4. metadata specify the data
identifier.
OAI-PMH response includes the Unique
Identifier.
Accessible
A1. (meta)data are retrievable
by their identifier using a stan-
dardized communications proto-
col.
The protocol is specified to work under
HTTP requests (standard, both GET or
POST methods).
A1.1. the protocol is open, free,
and universally implementable.
HTTP is an open protocol and can be im-
plemented in different ways.
A1.2. the protocol allows for an
authentication and authorization
procedure, where necessary.
HTTP protocol is able to manage queries
with an authentication and authorization
procedures. For example, using tokens.
A2. metadata are accessible,
even when the data are no longer
available.
An item and their records are assigned to
an object whose physical or digital repre-
sentation can be or not available.




I1. (meta)data use a formal, ac-
cessible, shared, and broadly ap-
plicable language for knowledge
representation.
Metadata section is usually represented in
well-defined standard formats.
I2. (meta)data use vocabularies
that follow FAIR principles.
Records are defined in XML documents.
I3. (meta)data include qualified
references to other (meta)data.
About section in records can refer to other
items to show provenance.
Re-Usable
R1. meta(data) have a plural-
ity of accurate and relevant at-
tributes.
Metadata section in record can be as com-
prehensive as data curator requires. At
least, it must include Dublin Core at-
tributes.
R1.1. (meta)data are released
with a clear and accessible data
usage license.
About section in a record can define a spe-
cific license to the object.
R1.2. (meta)data are associated
with their provenance.
About section in a record may include
provenance data.
R1.3. (meta)data meet domain-
relevant community standards.
A record can be represented by N meta-
data formats defined by the user, so that
domain-relevant standards can be used.









El trabajo presentado ha abordado la gestión del ciclo de vida de los datos juntando
tres marcos básicos: LifeWatch ESFRI, el “European Open Science Cloud” (EOSC)
y el “Cloud Computing” o computación en la nube.
Estos tres marcos relacionados estarán integrados en el futuro entorno científico
europeo, el cual tiene como objetivo desarrollar la ciencia de una forma más abierta
y eficiente. Las conclusiones principales derivadas de este trabajo son las siguientes:
∙ Gracias a su flexibilidad, adaptabilidad y eficiencia a la hora de integrar recur-
sos distribuidos, se ha probado que el “Cloud Computing” satisface todos
los requerimientos del EOSC relacionados con la gestión de datos. Este trabajo
presenta un enfoque claro del Ciclo de Vida de los Datos explotando recur-
sos cloud, y el cual ha sido implementado en un proyecto de gestión integral
de un embalse (CdP) directamente relacionado con LifeWatch, y adaptado al
próximo marco del EOSC.
∙ Se ha presentado un nuevo enfoque del Ciclo de Vida de los Datos basado
en 6 etapas (“6S”), el cuál puede apoyar la producción de datos “FAIR”:
1. Planificación: Características “machine-actionable” deben ser incluídas
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en las herramientas generadoras de Planes de Gestión de Datos (DMPs),
de modo que sean útiles para que los investigadores creen datos “FAIR”
y para habilitar la integración con otras herramientas dentro del ciclo de
vida de los datos.
2. Obtención: Se ha probado que el “Cloud Computing” es adecuado para
los métodos más comunes de recolección de datos. En el proyecto CdP, he
explotado recursos de computación “cloud” para apoyar la obtención de
datos categorizados como “Big Data” en un contexto de ciencia en abierto
a través de distintos métodos: instrumentación in-situ, integración de
imágenes de satélite, etc..
3. Curación: Después de discutir la utilidad del concepto de niveles de
datos o “Data Levels”, se han implementado varios ejemplos de curación
de datos y han sido aplicados al proyecto CdP.
4. Análisis: He probado que la computación “cloud” es un marco eficiente
para proporcionar recursos a análisis y procesado de datos en un entorno
de ciencia en abierto, incluso para problemas complejos. Un caso de estu-
dio completo basado en el proyecto CdP y bajo el contexto de la ESFRI
LifeWatch ha sido desarrollado dentro del proyecto INDIGO-DataCloud,
integrando diferentes técnicas de análisis y explotando recursos y servicios
“cloud” para computar modelos hidrodinámicos y de calidad de agua, los
cuáles necesitan un gran número de datasets de entrada y generan varios
tipos de salidas.
5. Ingestión (& Publicación): He implementado un test de integridad de
datos o “Data Integrity Test” basado en el estándar de metadatos EML,
especialmente diseñado para datos ecológicos y medioambientales. Este
test tiene como objetivo calificar el nivel “FAIR” de los datos a lo largo
de las distintas etapas del ciclo de vida.
6. Preservación: Los identificadores persistentes o “Persistent identifiers”
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(DOIs en nuestro caso) han sido aplicados para identificar tanto los
metadatos como los datos del proyecto CdP. Herramientas como QoS,
desarrollada dentro del proyecto INDIGO-DataCloud, o servicios como
B2SAFE desarrollado por EUDAT, son alternativas que los científicos
pueden utilizar para preservar sus datos.
He propuesto la metáfora del árbol o Arbor Metaphor para integrar y explicar
todos los conceptos y componentes relacionados con el ciclo de vida de los datos,
incluyendo las 6 etapas que lo componen y los niveles de datos relacionados. Esta
metáfora describe cómo los distintos elementos relacionados con la gestión de datos
deben interactuar para producir datos “FAIR”.
D.1 Aplicaciones dentro del EOSC
Las conclusiones presentadas anteriormente pueden ser aplicadas directamente en
el desarrollo del “European Open Science Cloud” y, en particular, para los retos
principales que deben ser afrontadas:
∙ La computación cloud proporciona un contexto apropiado para soportar un
entorno amigable para el usuario; el uso de herramientas “Software as a
Service” (SaaS) o “Software como servicio” a lo largo del ciclo de vida pueden
ayudar a este objetivo. Es el caso de Rshiny, que proporciona un entorno
amigable para realizar cálculos complejos en R.
∙ Protocolos como “OpenID connect” proporcionan mecanismos de autenti-
cación y autorización que facilitan la federación de recursos. Servicios
existentes como ORCID o IAM, el cuál ha sido desarrollado dentro del proyecto
INDIGO-DataCloud, han sido probados e implementados en nuestro caso de
uso y pueden jugar un rol muy importante.
∙ Herramientas desarrolladas dentro del proyecto INDIGO-DataCloud, como
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Onedata o Quality of Storage (QoS), son soluciones que pueden soportar la
gestión del ciclo de vida de los datos en un entorno cloud, proporcionando un
almacenamiento escalable y sistema de información.
∙ Estándares de metadatos, protocolos de comunicación y el uso de APIs son
la vía para asegurar la interoperabilidad, tanto de los datos como de los
servicios de gestión del ciclo de vida.
∙ Herramientas del Ciclo de Vida de los Datos como DMPs deben incluir fun-
cionalidades machine-actionable que aseguren su procesado automático.
∙ El uso de repositorios abiertos o herramientas como las desarrolladas dentro
del proyecto INDIGO, estimulan la apertura de datos y servicios.
D.2 Trabajos Futuros
Esta tesis proporciona una serie de prototipos, ejemplos y soluciones técnicas que
prueban la factibilidad del enfoque tomado para respaldar servicios de gestión de
datos para una ESFRI, LifeWatch, usando recursos de computación cloud y adap-
tadas a la perspectiva del EOSC. El trabajo realizado va a ser extendido en un
futuro próximo bajo distintas iniciativas relacionadas con el desarrollo del EOSC:
∙ La evolución de herramientas para desarrollar Planes de Gestión de Datos
(DMPs) está orientada a implementar características “machine-actionable”, ex-
tendiendo las funcionalidades proporcionadas por APIs. La automización de
distintos procesos apoyados por computación “cloud” es esencial para asegurar
la escalabilidad en el contexto del EOSC.
∙ El proyecto Extreme DataCloud (XDC) es una continuación del proyecto
INDIGO-DataCloud, y tiene por objetivo desarrollar un entorno escalable para
la gestión y computación de datos. Otro de los objetivos es integrarse en el
contexto del EOSC y varios casos de estudio de distintas disciplinas científicas
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están representados (Ciencias de la Vida, Astrofísica, Física de Altas Energías,
Fotónica, Investigación Clínica y Biodiversidad). Otra de las metas es mane-
jar datos extremamente grandes y heterogéneos, incluyendo distintos tipos de
metadatos, formatos y estándares.
∙ Los métodos para obtener datos serán enriquecidos dentro del marco del
EOSC, ya que se habilitarán nuevas fuentes de datos como imágenes de satélites.
El uso de metadatos ayudará a la automatización de la obtención de datos y
la computación “cloud” es el entorno adecuado para ello. El proyecto XDC
desarrollará el soporte para el pre-procesado de datos que evolucione los datos
automáticamente a lo largo de los distintos niveles, desde datos crudos a pro-
ductos de datos derivados.
∙ El marco del EOSC requiere el pre-procesado de datos automático para pro-
ducir y publicar datos de forma automática. Este pre-procesado, que integrará
diferentes técnicas como formateo o curación de datos, necesita el soporte de
la computación cloud para hacer los datos accesibles a investigadores y ciu-
dadanos.
∙ Por último, una de las tareas a realizar más desafiantes es extender esta serie de
recomendaciones, buenas prácticas y soluciones técnicas presentadas en esta
tesis a la comunidad de la ESFRI LifeWatch. Con los ejemplos propuestos
y explicando los beneficios potenciales que este trabajo tiene en un entorno





AAI Authentication and Authorization Infrastructures
API Application Programming Interface
CDI Collaborative Data Infrastructure
CdP Cuerda del Pozo
DMP Data Management Plan
EC European Commission
EGI European Grid Infrastructure
EML Ecological Metadata Lenguage
EOSC European Open Science Cloud
ERA European Research Area
ESN Environmental Sensor Networks
EU Europe
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FAIR Findable, Accessible, Interoperable, Reusable
GDAL Geospatial Data Abstraction Library
GEM Global Environmental Multiscale Model
GIS Geographic Information Systems
GFS Global Forecast System
GPGPU General-Purpose Computing on Graphics Processing Units
GPS Global Positioning System
HDF Hierarchical Data Format
HTTP Hypertext Transfer Protocol
IaaS Infrastructure as a Service
IFCA Instituto de Física de Cantabria
IPR Intellectual property rights
ISBN International Standard Book Number
ISSN International Standard Serial Number
IT Information Technology
LTER Long Term Ecological Research Network
LW LifeWatch
MPP Massive Parallel Processing
NEON National Ecologycal Observatory Network
NetCDF Network Common Data Form
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NFS National Science Foundation
NGS Next-generation sequencing
OGC Open Geospatial Consortium
PaaS Platform as a Service
RDA Research Data Alliance
RI Research Infrastructure
SaaS Software as a Service
TRL Techonolgy Readiness Level
US United States of America
VLab Virtual Laboratory
VRE Virtual Research Environments
WRF Weather Research and Forecasting Model
XDC eXtreme-DataCloud
XML Extensible Markup Language
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