Abstract. Automatic tracking of eyes is a challenging task, with numerous applications in biometrics, security, intelligent human-computer interfaces, and driver's sleepness detection systems. Eye localization and extraction is, therefore, the first step in approaching such problems. In this paper, we present a new method, based on neural autoassociators, to solve the problem of detecting eyes from a facial image. A subset of the AR Database has been used for experiments and benchmarking. Preliminary experimental results show a rate of 93, 57% of success for individuals both with or without glasses and with open or closed eyes.
Introduction
Human face detection is often the first step in numerous applications, such as video survellaince, human-computer interface [1] , face recognition, and image database management. Moreover, facial feature extraction, especially with frontal images, has a wide range of usage in automated face modelling, facial expression recognition, face animation, feature-based face recognition, and driver's sleepneess detection [2] . Many different approaches are reported in literature to address the problem of eye detection, based on some observations that could be made on the peculiarities of the "object" to be detected. For instance, since the pupils generally appear darker w.r.t. the surrounding regions, some algorithms search for local gray minima [3] . Techniques such as contrast enhancement and intensity thresholding are involved, in order to extract the dark regions. In [4] , the eye regions are located based on an priori knowledge on the facial feature arrangement (the hair region has the largest area in the binary image, the eyes are situated below the eyebrows, etc.). However, such algorithms are highly sensitive to the thresholding method used, as well as to the lighting conditions, i.e. the gray level information would be helpful in detecting several eye candidates, but it may not be sufficient to filter out different facial features, such as eyebrows, which also appear as dark patches. Alternatively, an artificial template could be built, according to the rough shape of the eye and the eyebrow, such that the correlation coefficient between the template and the eye image can be calculated [5, 6] . Hough transform was also employed [7] , which implies a preliminary robust edge detection procedure. Finally, more recently, attention has been payed to Gabor wavelets techniques [8] , where Gabor wavelet-based linear filters are used for eye corner detection, and non-linear (Gaussian) filters are used for iris detection. All the above mentioned methods belong to the class of featurebased approaches, whereas image-based techniques, like Principal Component Analysis (PCA), have also been applied [9] .
When we refer to the eyes in this manuscript, we are referring not only to the iris but rather to the collection of contours forming the pupil, iris, eyelids, eyelashes, eyebrows and the shading around the eye orbit. This general eye region is a larger and more dominant structure as a whole than its individual subcomponents. Therefore, it is more stable and easier to detect. Although the process of including the surrounding region improves robustness, it reduces accuracy since the contours of the eyebrows and eye orbit shading may have a center that does not coincide with the pupil's center.
The method proposed in this paper consists of three fundamental steps. First, a preprocessing phase, based on the application of the Sobel filter, is carried out on colour images, in order to binarize the images and extract the principal contours [10] ; then observing that the eyes exhibit strong transitions, because of the iris and the white part of the eye, the projections of horizontal and vertical transitions are evaluated [11] . Finally, both the projections are used to train two specialized neural autoassociators.
The paper is organized as follows...
Feature extraction
The proposed eye detection technique is based on neural autoassociators and on gradient features extracted from the images. The eyes possess strong horizontal and vertical edges [12] , therefore the exploitation of gradient features is particularly suited to represent the image content. In order to determine the gradient transitions both the Sobel operators [10] are applied to the input image to determine vertical and horizontal edges. Then, the horizontal and vertical projections are computed summing the rows and the coloums of the filtered image, respectively (see Fig. 1 )
In [11] a thresholding technique is used to analyze the projections and to determine the eyes location. Unfortunately, this method can failed due to persons that have their mouth open or to other depicted objects whose determine a sharpen gradient transition (f.i. the glasses).
On the contrary, the method proposed in this paper uses two neural autoassociator (one for each projection), that substitute the use of thresholds.
For the sake of simplicity, we describe our method w.r.t. the horizontal projections, as a matter of fact the vertical projections are managed in the same way.
The horizontal projections are scanned from the top to the bottom of the input image, using a moving window. Initially, the window position corresponds to the top of the image. The window width should be smaller than the heigth of the eye area that we want to localize. Then, the window is moved down pixel by pixel. For each window position, a vector of real features, that collects both the window position and the values of the projections that lie behind the window, is created. In order to train the neural autoassociator, a target, that assesses if the window position corresponds to the eye area or to a part of it, is associated to each feature vector. A target equal to 1 correspond to a feature vector that represents a part of the eye area, while a value equal to 0 is associated to the feature vectors that do not belong to the eye area. Note that if the window intersects the eye area but does not belong completely to such area, then the associated target is equal to 0. With respect to the window dimension, we need to choose a window width smaller than the eye area. This choice guarantees that a set of vectors corresponds to the eye area. Moreover, the target association is performed knowing the position of the eyes present in the training images (associated ground-truth are needed).
In order to train the neural autoassociators, a set of training images must be chosen. For each image, two sets of feature vectors, that correspond to thee horizontal and vertical projections, are extracted and the relative targets are associated. Using those sets as training data, the neural autoassociators are trained. Thus, the autoassociator whose deals with the horizontal projections is specialized to locate the vertical position of the eyes, while the other one performs the horizontal localization.
An eye localization system can exploit the trained autoassociators as follows:
-The system takes as input an input image, the Sobel operators are used to compute the gradient transitions and hence to determine the horizontal and vertical projections;
-Using the moving window the two sets of features vectors are extracted, considering both the horizontal and vertical projections; -Each neural autoassociator process its set of feature vectors and predicts, for each vector, if the associated window position corresponds to a part of the eye area; -Finally, adjacent window positions predicted as eye locations are merged togheter to determine the bounding boxes that correspond to the eyes.
Our localization system is able to determine the correct position of the eyes if the input and the training images meet the following constraints. First, we need to process facial images, depicted in foreground. Then, the persons must appear in a frontal view and only a small tilt of each face is allowed. Finally, each image must possess an uniform background. The last constraint can be overcome considering to add to the system a preprocessing phase that is able to locate the face position.
Expreimental results
In order to evaluate the effectiveness of the proposed technique, some experiments were carried out using a subset of the AR database [13] . This dataset collects 4000 color images corresponding to 126 people's faces (70 men and 56 women). The images represent frontal view faces with different facial expressions, illumination conditions, and occlusions obtained with sun glasses or scarf (see Figure 2) . Our subset collects 210 images chosen randomly by the original database (the faces occluded by sunglasses were excluded). The images were subsequently divided into two sets that collect the same number of images: training, and test sets. Each image was represented as described in Section 2. The reported results are referred to a window width equal to 10 both for the horizontal and vertical projections. However, the performances of the system are not particularly affected by this parameter if the window dimension is smaller than the average eye width (height). For each image, 566 vectors represent the horizontal projections and 758 vectors describe the vertical projections. The percentage of positive examples (vectors extracted using a window position that corresponds to the eye area) is equal, on average, to 2.47% w.r.t. the horizontal projections and to 11.61% considering the vertical projections. Several training runs were performed to determine the best autoassociator architectures. The obtained results are summerized in the following tables. Table 1 reports the equal error rates of the neural autoassociators, varying the number of hidden units. The equal error rate is defined as the accuracy of the system when the number of errors in the two classes is equal. Practically, the sensitivity of the system can be chosen varying the classification threshold. Actually, decreasing the classification thresholds, the neural autoassociators increase their ability to localize the eye area. In Table 2 Table 2 . Effects of the classification threshold choice. The results were obtained using a neural autoassociator with 7 hidden units
