[1] To understand inter-model differences in long-term simulations of climate change, as exist between coupled atmosphere/ocean general circulation models, it is necessary to first understand climate feedback mechanisms that operate within each of the various models. With this goal in mind, we have employed an 1870 to 1989 simulation, with prescribed increases in greenhouse gases, that was performed using the National Center for Atmospheric Research Community Climate System Model Version 1, as a vehicle for determining two feedback processes operating within that model. These are cloud feedback and snow/ice albedo feedback. A prerequisite to evaluating feedback mechanisms is to first evaluate the direct radiative forcing, caused by the increasing greenhouse gases, which produces global warming by the model, and a procedure for doing this is presented. Cloud feedback is then evaluated by referencing the model's change in global-mean cloudradiative forcing to the direct greenhouse-gas induced radiative forcing, and a comparable procedure is employed to determine snow/ice albedo feedback. This model produces a moderately strong negative cloud feedback and a modest positive snow/ice albedo feedback. But the main purpose of this study is to provide a reasonably simple procedure for determining both cloud feedback and snow/ice albedo feedback within coupled atmosphere/ocean GCMs.
Introduction
[2] Although there have been numerous long-term simulations of climate change using coupled atmosphere/ocean general circulation models (GCMs), there have been few attempts at understanding climate feedback mechanisms that operate within such models and, more importantly, how differences in these feedbacks relate to differences in the performances of the various models. Senior and Mitchell [2000] performed a coupled experiment in which atmospheric CO 2 was instantaneously doubled and the model then run for over 800 years. Their goal was to determine the ''effective'' equilibrium climate sensitivity, to a doubling of CO 2 , as a function of time. But little attention has been directed to simulations involving time-dependent increases of greenhouse gases.
[3] To better understand feedback processes within coupled atmosphere/ocean GCMs, we have employed output from a single model as a vehicle for illustrating a rather straightforward means of evaluating certain feedback mechanisms in coupled models; specifically, cloud feedback and snow/ice albedo feedback. The model outputs we employ are from the NCAR (National Center for Atmospheric Research) CCSM1 (Community Climate System Model Version 1) [Dai et al., 2001] and constitute a 120 year (1870 to 1989) simulation with prescribed increases in greenhouse gases (CO 2 , CH 4 , N 2 O and freons). Additional simulations with CCSM1 include progressive additions of increasing sulfate aerosols and solar variability [Dai et al., 2001] , but for the purpose of simplicity we consider the simulation for which only greenhouse gases change.
Analysis
[4] Annual-mean and global-mean output from the CCSM1 simulation exhibit considerable year-to-year variability, as is demonstrated by the dashed curve in Figure 1 for the change in cloud-radiative forcing relative to 1870(DCRF). The SW (shortwave) component of CRF is defined as
where R denotes the TOA (top-of-the-atmosphere) reflected SW and R C that for clear skies, while the LW component is
where F and F C respectively denote the all-sky and clearsky emitted LW at the TOA. CRF is then the sum of these two components. In that we are primarily interested in trends, a 9 -year running mean, as shown in Figure 1 , is adopted throughout this study.
[5] Zhang et al. [1994] have presented a procedure for diagnosing climate feedback mechanisms within atmospheric GCMs, and an adoption of this would constitute the most direct means of determining such feedbacks within coupled atmosphere/ocean GCMs. But this procedure requires implementation before and during the GCM simulation, and with simultaneous reference to a parallel control simulation by the model. Thus it cannot be used retroactively to elucidate climate feedbacks in existing long-term model simulations. It is such a retroactive feedback diagnosis that the present study addresses, and there are two ways of GEOPHYSICAL RESEARCH LETTERS, VOL. 31, L12215, doi:10.1029 /2004GL019876, 2004 Copyright 2004 by the American Geophysical Union. 0094-8276/04/2004GL019876$05.00 approaching this. The first, and conventional, approach is to define the feedback mechanisms relative to the model's control, or unperturbed, climate as determined from a parallel control simulation with the model. The second method is to reference the feedbacks to the time at which the simulation began, similar to the approach used by Cess and Udelhofen [2003] in analyzing a 15-year terrestrial data set for which, obviously, there was no parallel control simulation. In the following we demonstrate both procedures, starting first with initial-time reference, and let D refer to the difference relative to the start of the simulation (1870) as for DCRF in Figure 1 .
[6] A prerequisite to evaluating feedback mechanisms is to first determine the direct radiative forcing, caused by the increasing greenhouse gases, which produces global warming by the model. As is conventional, this direct forcing is defined as the reduction in the net upward radiative flux at the tropopause caused by the increase in greenhouse gases, holding all other climate parameters fixed [Ramanathan et al., 1979] , and it is thus the direct radiative heating of the surface-troposphere system. Alternatively, the radiative forcing can be evaluated at the TOA after allowing the temperature of the stratosphere to respond to the increase in greenhouse gases, and since the response time of the stratosphere is rapid compared to the time scale associated with the increase in greenhouse gases, these two computations yield virtually the same result. For present purposes, and with G denoting the direct radiative forcing, we have initially evaluated G for 1989 relative to 1870, by using the column radiation model (CRM) of CCSM1 together with the following five averaging procedures.
[7] 1. Global-mean and annual-mean 1870 inputs to the CRM of all of the diagnostic and prognostic climate variables from CCSM1, relevant to the CRM, except greenhouse gas concentrations which are prescribed from 1870 to 1989: G = 1. [12] Figure 2a shows the temporal change in the model's global-mean and annual-mean surface temperature (DT S ), referenced to the initial year (1870), together with that for the parallel control simulation, as well as the corresponding direct radiative forcing (G). Note the initial cooling the model produces, both for the perturbed and control simulations, and it is not obvious whether this is a result the model's natural variability or whether it is an artifact of the model's initialization. Because of the heat capacity of the model's ocean, one anticipates that DT S should substantially lag the forcing G. But the monotonic increase in both DT S and G precludes quantifying such a lag through use of a lag-correlation analysis. Excluding the initial period of cooling, the monotonic increases in both DT S and G means the cross-correlation coefficient will be very insensitive to an imposed lag of DT S relative to G.
[13] We next employ DCRF, as shown in Figure 2b together with the LW and SW components of DCRF, as a means of elucidating cloud feedback. Note that in the early part of the model's simulation DCRF % 0 as the result of near cancellation between the LW and SW components of DCRF. But as the simulation progresses these components become negatively additive, resulting in a significant decrease in DCRF, so that DCRF acts as a negative feedback. The change in LW CRF is mainly caused by a reduction in mid-level clouds, whereas SW CRF is more complex involving not only changes in cloud fraction but also cloud liquid water path (cloud albedo). Cloud feedback is conveniently quantified in terms of the cloud feedback parameter DCRF/G [Cess et al., 1989] as is shown in Figure 2c for the portion of the simulation extending beyond 1930. For earlier times, the small value of G in the denominator does not yield meaningful DCRF/G results. Although DCRF/G exhibits considerable variability, even with 9 -year smoothing of the numerator, the negative cloud feedback, on average for the 60-year period, offsets 44% of the direct radiative forcing.
[14] As discussed by Cess et al. [1990] , the use of DCRF/G as a cloud feedback parameter differs from the more conventional definition utilizing two simulations, one with computed clouds and the other holding clouds fixed at their control-climate values so that the reference is to fixed clouds [Manabe and Wetherald, 1988] . Because CRF refers to the radiative impact of clouds relative to a clear-sky planet, then DCRF/G constitutes a definition of cloud feedback that is thus referenced to a clear-sky planet rather than to fixed clouds. In the present context DCRF/G serves as a convenient means of performing model-to-model comparisons, and the fact that the two definitions can yield quite different results is because they are different definitions. Although DCRF < 0, this does not necessarily indicate that the changes in cloud properties are acting to dampen the model's climate sensitivity. Indeed it is possible for models with DCRF < 0 to still have a positive cloud feedback as defined with reference to fixed clouds [Soden et al., 2004] .
[15] We next address snow/ice albedo feedback within CCSM1. As first discussed by Budyko [1969] and Sellers [1969] , this should be a positive feedback since climatic warming would be expected to reduce the area extent of snow and ice cover, resulting in a darker planet that absorbs more SW radiation. Although the change in the TOA reflected SW radiation (DRSW), as shown in Figure 3a , appears to show no significant downward trend throughout the model's entire simulation, recall that the model cools during the initial portion of the simulation, which might be the result of the initial increase in DRSW. To better understand Figure 3a , Figure 3b demonstrates there is a strong correlation between the clear-sky DRSW and the change in the model's fraction of snow and ice cover, which in turn is correlated with DT S as shown in Figure 3c . Thus for clear skies, snow/ice albedo feedback is positive as we would intuitively expect. That the all-sky DRSW (Figure 3a ) exhibits much less temporal change than for the clear-sky (Figure 3b ) can only be explained by cloud interactions with snow/ice albedo feedback. This is a modest positive feedback as demonstrated in Figure 3d , where the combined cloud and snow/ice feedbacks are denoted by the quantity D(CRF -RSW)/G and compared to the cloud feedback parameter DCRF/G. It should be mentioned that water vapor feedback exerts a small positive SW feedback, which is implicit in the present analysis, since a warminginduced increase in atmospheric water vapor reduces the TOA albedo as the result of additional absorption of SW radiation by the near infrared bands of water vapor.
[16] As previously discussed, climate feedbacks can alternatively be referenced to the model's control climate instead of the initial period of the simulation, which is 1870 in this illustration. Figure 4a serves to demonstrate these to two feedback definitions, with DCRF again defined as the difference between CRF and its initial 1870 value given by the solid line labeled ''1870 perturbed''. For the alternate definition, we let dCRF be the difference between the perturbed and control simulation, as well as d(CRF -RSW) when including snow/ice albedo feedback. Figure 4b is the same as Figure 3d , except for the use of the second feedback definition. That cloud feedback has a greater negative magnitude than in Figure 3d is consistent with the control in Figure 4a lying mostly above the 1870 perturbed value. This in turn can be traced to the fact that both the control and the perturbed undergo initial cooling which, as previously suggested, may be an artifact of the model's initialization. Note in particular that for the time series in Figure 4b there are periods, such as centered about 1960, when the snow/ice albedo feedback is actually negative. This can only be attributed to cloud interactions, both in the perturbed and control simulations, since an Figure 3d .
[17] Addressing water vapor feedback would be a more difficult task, although unlike cloud feedback there is evidence that this feedback is not a major source of intermodel differences [Cess et al., 1990; Held and Soden, 2000] .
Summary
[18] This study has shown that for the 1870 to 1989 CCSM1 simulation with increasing greenhouse gases, cloud feedback within the model constitutes a rather strong negative feedback within the context of referring cloud feedback to a clear-sky planet. When averaged over the last 60 years of the simulation, cloud feedback acts to offset 44% to 53% of the direct radiative forcing, depending on the feedback definition used. This is reduced to 33% to 50% with the inclusion of snow/ice albedo feedback, which as expected is a positive feedback although of rather modest magnitude (respectively 11% and 3%). But the main purpose of this study is to provide a reasonably simple procedure for determining both cloud feedback and snow/ ice albedo feedback within coupled atmosphere/ocean GCMs.
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