Introduction
In this paper we will consider systems of two ordinary differential equations of the second order each of the general form (1.1)
~2 ~ »Ì2'~1
(where j is the identity function, that is a function for which j(x) = x for all xeR -see Menger [l] ), or the apparently more special system (1.2)
They can be considered as equations of movement in the x 1 x 2~p lane of a material point of unit mass moving under the influence of the plane force [f»g] or the influence of the plane force [p,q] and the resistance -kJx-pXgj (parallel to the velocity).
We will show that under a very weak assumption (see assumptions F 2 or H 2 in §4) all the characteristics (that is all projections of solutions on the x^xg-plane) of the system (1.1) (or of the system (1.2)) will assume, locally, a very -591 -simple shape (see Theorem A of the n° 4*1 and Theorem B of the n° 4.2 and also the figures 3a, 3b and 3c.
Under a more strong assumption (see the assumption H^ in §5) all the characteristics of the system (1.2) will assume a very simple global shape ( see Theorem C of the n 5.5 and alBO the Figures 5a,b,c,d ,d and e).
The method of proofs used here (especially of the proof of the fundamental Lemma 4.1) are similar to the method used in Tatarkiewioz's paper [2] (especially to the method used in the proof of Lemma 2.1 of that paper).
Preliminaries
We admit some assumptions: Assumption P1.
We have C°3 f,g: Rc -R and any initial condition 
.(t) = r(t) cos u(t), x9(t) = r(t) sin u(t).
Such functions always exist. If r(t)> 0 and u eC° then it is known that the functions r,u are determined uniquely (the function u can be added by a constant 2Jlk) and re C°. If r(t)^ 0 and there exists a t e I such that r(tQ) = 0 then it oan happen that u is not continuous -and this is the 0 reason to suppose that rfueC and to accept negative values for the funotion r -see n° 5.6 and figures 4a and 4b.
If r( t) > 0 and u e C° then r.ueC 11 .
Prom (3.1) it follows that r 2 (t) = xf(t) + xf(t).
Let t Q e I and r(tQ) >0. We will denote by I(t0) the greatest connected subset of I such that tQ e I and r(t)> 0 for all telly. x 0 = (2ru + rii) oos u + (r -rii ) sin u.
It follows that (3.4) 2r ù + r ii = -x., sin a + x 0 cos u.
We will say that the function u defined on a connected set IcR is increasing (strictly speaking we should say it is "very strongly increasing") in I if we have u(t)>0 for all tel. It is decreasing in I if the function -u is increasing in I. It is monotonie in I if it is increasing in I or decreasing in I (then we have u(t) / 0 for all tel). Definition 3.2.
We will say that a couple of functions (x^,:^) (a solution (x^,^) of the system (1.1) or of the system (1.2)) defined on a connected set IcI(t Q ) is winding up (is unfolding, is winding up monotonieally) if for the corresponding polar couple (polar solution) (£,u) the function u is an increasing (is a decreasing, is a monotonie) function.
The notion of winding up of solutions of the system (1.1) of two ordinary differential equations of second order each is one of possible generalizations of the notion of oscillations of a solution of one differential equation of seoond order. and is winding up in the non empty set I + (t0{ + oo) nl(t0).
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Proof.
In view of our assumptions and of the Laooa 4.1 we find that there exists an e> 0 such that If it ia not true that u is unfolding in I", that is if it is not true that u(t) <0 for all t e I", then there exists a t^ e I" suoh that uf * ' = n -M^» iA. AI tha not nf anoh follows that there exists a number t 2 e L^-jl^)
BUoil tilat u(t 2 ) • 0 and u(t) < 0 for all t e (t 2 ,t 0 ). But applying a second time the Lemma 4.1 we find that there exists an £g> 0 suoh that u(t)> 0 for all t e (t 2 ;t 2 +e 2 ).
Thus, we have a contradiction and such a t^ e I" such that u(t.|) -0 does not exist. It is u(t)>0 for all t e I" and our solution is unfolding in I".
By a similar argument we can prove that (x.|,x 2 ) is winding up in I* which ends the proof.
In Lemma 2.1 we have seen that if the system (1.2) verifies the assumptions H^ and-H 2 then it is a system (1.1) which verifies the assumptions F^ and F 2> Then it follows a lemma available to the system (1.2) analogous to the Lemma 4.1. By the same argument it can be demonstrated a theorem B available to the system (1.2) analogous to Theorem A.
Let (x.j f x 2 ) be a solution of the system (1.1) (or (1.2) ). If at a point t 0 eR + we have (4.2) and (2.9) then (as it is known from the differential geometry) the characteristic (as a projection of the solution (x.|,x 2 ) on the x.jx 2 -plane) has a tangent. That is we have the situation as on the fig.2a . The situation as on the fig.2b (the characteristic has no tangent at t Q such that u(t Q ) -0) is also possible, but only in the case where 
J
According to Theorem A for the system (1.1) (or to Theorem B for the system (1.2)) it follows that if we put t Inf I" = Inf I(t 0 ) then it can be only three possible cases: 1° t = -oo (then r(t) > 0 for t e (-»j t Q ]) 2° t >-oo and lim r(t) -0 t~t+ ~ 3° t >-oo and lim r(t) = +oo.
t-t+ ~ (see fig.3a ).
If we put t s= Sup I + then there are three possible oases of the behaviour of solutions in [t Q ;t) (see also fig.3a ). Let be a t Q e I such that r(t Q )>0. If there exists a e suoh that * 0 then we have 9 = 3*3 possible cases which were considered previously. But it can be also u(t) i 0 for all tel(t 0 ). Then we will have together 18 = 9+9 possible cases (see Fig.3b and 3o ).
A global result
In this section we will consider the colutions of the system (1.2) only, under the assumptions H 1 and Hy H^ is a stronger assumption than the accepted assumption H2 in the previous section. Under the assumption H 2 we were not able to say how much different intervals of existence X(t 0 ) are possible for a given solution (x 1t x 2 )? Now, the local behaviour of the solutions of system (1.2) under the assumption H^ is the same as under the assumption H^. But we will be able to show that for any solution it can be only one or two different intervals I(t o ). for all t e I such that t£ t Q and v(t) > 0. But the solution of (5.6) are given by the formula t v(t) = v(t Q ) exp (-j k ) . Ei^'i^^' = r(t 2 ) = 0, it means that t g = Inf I(t 0 ). At the end if t 2 cl(t 0 ) then u(t Q ) = 0. The assumption H^ implies the assumption Fg. By Lemma 4.1, there exists an e > 0 such that u(t) < 0 for t E (tg-ejtg) and by Lemma 5.4 it will be u(t)< 0 for all t g > t « I(t 0 ). Thus we have proved the following lemma. Lemma 5.5. If for a polar solution (r,u) defined in I we have (5.11) for a t Q e I then either I(t Q ) = I and in this case we have one of the following possibilities:
1° u is an increasing function in I, 2° u is a decreasing function in I, 3° u has exactly one minimum V in I (and u(t) / 0 N U for t / t 0 ) or I(t 0 ) = (t 2 ;t + ) where t + is given by the formula (5.14), r(t") = 0 and r(t).u(t) > 0 for all t € I(t J. If for a t Q eI we have (5.12) then a similar lemma (Lemma 5.6) can be formulated. Its proof (and its formulation) may be left to the reader.
From Lemmae 5.5 and 5.6 it follows Lemma 5.7. If (r,u) is a non trivial polar solution of the system (1.2) defined in an open connected set I, then there exists at most one t 2 eI such that r(t 2 ) = 0 and I is a set I(t.j) (for any t 1 el) or I is the union of two disjoint sets I(t.|), I(t 2 ) and of the one point set {t 2 j.
Under our assumptions and in view of Lemma 2.1, the system (1. •2 (5.17) for ù(t) > 0 t e ( t"; + oo ) n I = : I Proof. By Lemma 5.7 we will have r(t)> 0 for all t e I_. Let us assume that it is not true that u(t) < 0 for all t eI_. It means that there exists at least one t^ e I_ such that u(t.)^0. Since r(t 1 )^0, then by Lemma 5.1 (in the case N 1 " 1 of u(t)>0) or by the Lemma 4.1 and 5.1 (in the case of u(t 1 J = 0) we will have r(t 2 )> 0 which contradicts the assumtion (5.16).
By a similar argument we can prove the second inequality of (5.17).
Kow we will prove a local property for the characteristics in the case of existence t 2 « I such that we have (5.16).
Lemma 5.9. If for a nontrivial solution (x 1f x 0 ) <vl ~ £1 of the system (1.2) and for a t 0 e I we have (5.16), then the projection of the curve (5.18) x 1 = x 2 = x 2 (t)
on the x^x2~plane has a tangent at t Q . Proof.
If (x 1f x 0 ) is a non trivial solution and we have (5.16), then we must have (4.6). Then it follows by a known result of differential geometry that there exists a unit tangent vector [v.,,v 2 ] to the plane curve given by the parametric equation (5.18) at t = t Q .
From Lemmas 5*8 and 5.9 it follows that at t 2 eI such that (5.16), the plane curve given by the parametric equations (5.18) has an inflection point.
The where u 2 &i Vfl n by the formulae (%19) and n is the same in the both last formulae (see figures 4a and 4b). We are reminding that for t ^ 1 2 v/e will havs r(t)> 0 and this implies the uniqueness of definition of the number u(t).
It would be here more rational (at least for the polar solutions of our systems (1.1) and (1.2)) to accept r(t)eR and to take both the functions r and u continuous for fu rv all I. According to the definition of the polar solution, we P ? will have ucC (and reC ) not only in I(t 2 ) but also in all I and if we have (5.16), then it would be u(t 0 ) = 0, and ii(t 0 ) = 0 .
C IV C
Taking into account all our previous results, we have Theorem C. If the system (1.2) of two differential equations of second order each verifies the assumptions H.j and H^, then there exists five possible types of solutions. They are a. The trivial solution (i.e., r(t) = D for all tel). b. The solution is unfolding in I (and r(t)>0 for all t el).
c. The solution is winding up in I (and r(t)> 0 for all tel).
d. There exists a tel such that u(t ) = 0 and the soluo ~ o tion is unfolding in (-oo;t Q ) nl and winding up in (t Q ; + oo) (and r(t) > 0 for all tel). For this case it corresponds two sub-cases: (di) the characteristics have a tangent at t Q , and (dii) the characteristics have no tangent at t Q .
-604 - e. There exists a t^e I such that r(tg) -0 and the solution is unfolding in (-00 jtg) «1 and winding up in (tgi+oo) (and r(t)>0 for all t2*tel) (see figures 5a,5b,5c,5d ,5d , and 5e).
