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Initial boundary value problem
In this paper, we study the inviscid limit problem for the Navier–Stokes equations of one-
dimensional compressible viscous gas on half plane. We prove that if the solution of the
inviscid Euler system on half plane is piecewise smooth with a single shock satisfying the
entropy condition, then there exist solutions to Navier–Stokes equations which converge to
the inviscid solution away from the shock discontinuity and the boundary at an optimal
rate of ε1 as the viscosity ε tends to zero.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In the theory of compressible ﬂuids, the basic physics issue motivating the mathematical problem is the asymptotic
equivalence between the viscous ﬂows and the associated inviscid ﬂows in the limit of small viscosity. This problem is
particularly important and of great signiﬁcance in many physical phenomena and their numerical computations in the
presence of boundaries and shock discontinuities. When the underlying inviscid ﬂow is smooth, the Cauchy problem can
be solved by classical methods. However, in the presence of boundaries or shock discontinuities, the solutions near the
boundaries or shock discontinuities exhibit very singular behavior as the viscosity is small, see the studies [1–3,7,12–17] and
the references therein. The rigorous mathematical justiﬁcation of this asymptotic equivalence poses challenging problems
in many important cases. Here we consider the case in presence of both boundary and shock discontinuity for an “inﬂow
problem” for the isentropic ﬂuids of one-dimensional compressible viscous gas on half plane, which was recently proposed
by Matsumura [8]. The goal is to understand the evolution and structure of viscous boundary layers and shock layers and
their interactions with interior inviscid hyperbolic ﬂows, and to show the uniform convergence of the viscous solutions to
the smooth inviscid ﬂow away from the boundary and shock discontinuity. This inﬂow problem is described by the following
Navier–Stokes equations in Euler coordinates⎧⎪⎪⎪⎨
⎪⎪⎪⎩
˜t + (˜u˜)x˜ = 0, x˜> 0, t > 0,
(˜u˜)t +
(
˜(u˜)2 + p(˜))x˜ = εu˜x˜x˜, x˜ > 0, t > 0,
˜(0, t) = ¯(t), t > 0,
u˜(0, t) = u¯(t) > 0, t > 0,
(1.1)
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S. Ma / J. Math. Anal. Appl. 378 (2011) 268–288 269where ¯ and u¯ are smooth functions with 0< ¯ < +∞. The corresponding inviscid ﬂow is expressed as{
˜t + (˜u˜)x˜ = 0, x˜> 0, t > 0,
(˜u˜)t +
(
˜(u˜)2 + p(˜))x˜ = 0, x˜> 0, t > 0, (1.2)
which is called Euler system. Here u˜ is the velocity, ˜ > 0 is the density, p(˜) = A˜γ is the pressure, A > 0 is the gas con-




(˜−, u˜−)(x˜), x˜< x˜0,
(˜+, u˜+)(x˜), x˜> x˜0,
(1.3)
for some large x˜0 > 0, where ˜± and u˜± are smooth functions satisfying
−√p′(˜−) < u˜− <√p′(˜−). (1.4)
By this condition, we know that for suﬃciently small time T , the two eigenvalues of (1.2) have the following property
λ1 = u˜ − c < 0 and λ2 = u˜ + c > 0, (1.5)
on the boundary {(x˜, t): x˜ = 0, t ∈ [0, T ]}, where c =√p′(˜). So we only need to impose one boundary condition to the
Euler system (1.2). Here we apply (1.2) with the following boundary condition
(˜u˜)(0, t) = ¯(t)u¯(t), t > 0. (1.6)
Now as in [10], we transform the compressible Navier–Stokes equations (1.1) to the problems in Lagrangian coordinates:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vt − ux = 0, x> X(t), t > 0,










)= (v¯(t), u¯(t)), v¯(t) = 1¯(t) , u¯(t) > 0, t > 0,
(1.7)
and the associated Euler system is reduced to⎧⎪⎪⎨
⎪⎪⎩
vt − ux = 0, x> X(t), t > 0,







, t > 0,
(1.8)
where X(t) = − ∫ t0 ¯(t)u¯(t)dt , v = 1 denotes the speciﬁc volume, and x is the Lagrangian coordinate so that x = constant








0 ˜−(x˜)dx˜, and (v−,u−) satisﬁes
u2− < −v2−p′(v−). (1.10)
The aim of this paper is to study the asymptotic equivalence between the solutions of the problems (1.7) and (1.8). We
consider the case that there is a 2-shock solution (v,u) to the problem (1.8)–(1.9) with the shock issuing from the point x0.
Deﬁnition 1.1. A function (v(x, t),u(x, t)) is called a 2-shock solution of (1.8) up to time T if
(i) (v(x, t),u(x, t)) is a distributional solution of the hyperbolic system (1.8) in the region [X(t),∞) × [0, T ].
(ii) There is a smooth curve, the shock, x = s(t), s(0) = x0,0 t  T , so that (v(x, t),u(x, t)) is suﬃciently smooth at any














exist and are ﬁnite for t  T and 0 l 5.





s(t) − 0, t))< s˙ < λ2(u(s(t) − 0, t)) and λ2(u(s(t) + 0, t))< s˙, (1.11)
where s˙ = ddt s(t) and λ1 = −
√−p′(v), λ2 = √−p′(v) are characteristic speeds of the hyperbolic system (1.8).
The Lax’s shock condition implies that s˙ > 0. And by (1.10), we know that for suﬃciently small time T , the 2-shock
solution (v,u) satisﬁes
u(x, t)2 < −v(x, t)2p′(v(x, t)), for (x, t) ∈ [X(t), s(t))× [0, T ]. (1.12)
Here we also impose the following requirement on the 2-shock solution (v,u)
v∗  v(x, t) v∗, (x, t) ∈
[
X(t),∞)× [0, T ], (1.13)
for some positive constants v∗ and v∗ .
The main results of this paper are as follows:
Theorem 1.2. Suppose that (v,u) is a 2-shock solution up to time T of system (1.8) with the initial data (1.9) satisfying (1.10) such







∣∣∂kx (v(x, t),u(x, t))∣∣2 dxdt < ∞. (1.14)
Then, there exist constants ε0 > 0, σ0 > 0 and μ0 > 0, such that if |u¯(t)| σ0, |v¯(t) − v(X(t), t)|μ0 and
(γ − 1)(v(s(t) + 0, t)− v(s(t) − 0, t)) 2γ v(s(t) − 0, t), (1.15)
on [0, T ], there is a smooth solution (vε,uε) to (1.7) with the same initial data as the approximate solution, constructed in (2.45), for





∣∣(vε,uε)(x, t) − (v,u)(x, t)∣∣2 dx Cη	η, (1.16)
and
sup
0tT , x−X(t)	η, ∣∣x−s(t)∣∣	η
∣∣(vε,uε)(x, t) − (v,u)(x, t)∣∣ Cη	, (1.17)
where Cη is a positive constant depending only on η.
Remark 1.3. The main methods of the proof are a matched asymptotic analysis and energy estimates related to the stability
theories for the viscous shock proﬁles and the leading order boundary layer proﬁles. One of the diﬃculty of this problem
is to control the value Ψ (0, τ ) on the boundary due to the bad sign of ddt X(t). That is, if we multiply the second equation
of (3.5) by Ψ , then the bad term ddt X(t)Ψ
2(0, τ ), which is due to X˙(ετ )Ψy (see (3.5)), comes out after integration by
parts. To overcome this diﬃculty, we use a new unknown variable Ψ˜ = Ψ − X˙Φ instead of Ψ so that in the new system
(see (3.10)), the similar bad term X˙(ετ )Ψ˜y does not appear anymore. Thus we can avoid to estimate the boundary term
Ψ 2(0, τ ) in the lower order estimate. Of course, the boundary term Ψ 2(0, τ ) can be estimated ﬁnally after the a priori
estimates are obtained. This idea is originally from [4]. Roughly speaking, such diﬃculty is caused by the fact that the
gas ﬂows into the right-hand side on the boundary, and does not exist for the outﬂow problem and impermeable wall
problem. For higher order derivative estimates, we use temporal derivatives to bound spatial derivatives. The reason is that
the boundary values of the spatial derivatives for the error terms may not vanish.
Throughout this paper, we use O (1) to denote any positive bounded function which is independent of ε.
2. Construction of the approximate solutions
In this section, we construct the approximate solutions (va,ua) through different scaling and asymptotic expansions in
the regions near and away from the shock and the boundary respectively, such that (va,ua) approximates the piecewise
smooth inviscid solution (v,u) away from the shock and the boundary and has a sharp change near the shock and the
boundary. Considering the shock is like a free boundary, we ﬁrst construct the shock layer and inner expansions and then
establish the boundary layer expansions.
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2.1.1. Shock layer and inner expansions and the matching conditions
Let Wi = (vi,ui)t and W is = (V is,U is)t , i = 0,1,2, . . . . In the region away from the shock, x = s(t), and the boundary,
x = X(t), we approximate the solution of (1.7) by truncating the formal series
wε(x, t) ∼ W IN(x, t) ≡ W0(x, t) + εW1(x, t) + ε2W2(x, t) + · · · . (2.1)
Substituting this into (1.7) and comparing the coeﬃcients of powers of ε, we get, for x = s(t), that
O (1):
{
v0t − u0x = 0,













































and etc. The inner functions W0,W1, . . . , are generally discontinuous at the shock, x = s(t), but smooth up to the shock.
Near the shock, wε is represented by the following shock layer expansion:
wε ∼ W S(x, t) ≡ W 0s (ξ, t) + εW 1s (ξ, t) + ε2W 2s (ξ, t) + · · · , (2.5)
where
ξ = x− s(t)
ε
+ δ(t, ε), (2.6)
and δ(t, ε) is a perturbation of the shock position to be determined later. We assume that δ(t, ε) has the form
δ(t, ε) = δ0(t) + εδ1(t) + ε2δ2(t) + · · · . (2.7)









−s˙∂ξ V 0s − ∂ξU0s = 0,

















































































− δ˙1∂ξU0s − δ˙0∂ξU1s − ∂tU1s ,
(2.10)
and etc., where s˙ = ds/dt, δ˙0 = dδ0/dt , etc. The inner approximation is supposed to be valid in a small zone of size O (ε)
near the shock x = s(t).
In a matching zone, we expect that the outer and the inner expansion agree with each other. Using the Taylor’s series to
express the outer solutions in terms of ξ , we obtain the following “matching conditions” as ξ → ±∞:
W 0s (ξ, t) = W0
(
s(t) ± 0, t)+ o(1), (2.11)
W 1s (ξ, t) = W1
(
s(t) ± 0, t)+ (ξ − δ0)∂xW0(s(t) ± 0, t)+ o(1), (2.12)
W 2s (ξ, t) = W2(s(t) ± 0, t) + (ξ − δ0)∂xW1
(
s(t) ± 0, t)− δ1∂xW0(s(t) ± 0, t)
+ 1
2
(ξ − δ0)2∂2x W0
(
s(t) ± 0, t)+ o(1), (2.13)
and etc.
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Our construction of the approximate solutions depends on the properties of the forward traveling waves Φs = (Vs,Us)t ,
which are the solutions of the following ordinary differential equations⎧⎪⎨
⎪⎩
−σ V ′s − U ′s = 0,






with the boundary conditions
Φs(ξ) →
{
φl ≡ (vl,ul)t, as ξ → −∞,
φr ≡ (vr,ur)t, as ξ → +∞,
and moving with speed σ satisfying{−σ(vl − vr) − (ul − ur) = 0,
−σ(ul − ur) + (pl − pr) = 0, (2.14)
and the Lax’s shock condition λ2r < σ < λ2l , where pl = p(vl) and pr = p(vr). Integrate the differential equations to get⎧⎨
⎩
−σ Vs − Us = a1,
U ′s
V s
= −σUs + Ps + a2,
where Ps = p(Vs), a1 = −σ vl − ul and a2 = σul − pl . This system is transformed into⎧⎨
⎩











where b1 = −σa1 − a2 = σ 2vl + pl .
It is well known that there exists a unique shock proﬁle Φs up to shift, which connects the states φl and φr and satisﬁes
0< vl < Vs < vr, ur < Us < ul, (2.16)






Moreover, as ξ → −∞,∣∣Φs(ξ) − φl∣∣= O (1)|vr − vl|e−α|ξ |, (2.18)
and as ξ → +∞,∣∣Φs(ξ) − φr∣∣= O (1)|vr − vl|e−α|ξ |, (2.19)
where the constant α depends only on φl .
2.1.3. Solutions of the shock layer and inner problems
Now we can construct W j and W
j
s order by order.
The leading order outer function, W0, is taken to be the single-shock solution in Theorem 1.2. For any ﬁxed t, the
leading order inner solution W 0s (ξ, t) is exactly the viscous shock proﬁle with wl(t) ≡ (vl(t),ul(t))t = W (s(t)−0, t),wr(t) ≡
(vr(t),ur(t))t = W (s(t) + 0, t) and σ = s˙(t). So





Here we take the shift to be zero since it can be absorbed into δ0(t).







∣∣∂kxW0(x, t)∣∣2 dxdt < +∞.
Then as in [14], we can determine W1,W 1s and δ0 together.
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∣∣∂kxW1(x, t)∣∣2 dxdt < ∞. (2.21)
(ii) W 1s (ξ, t) and δ0(t) are smooth functions, and there is an α > 0 such that as ξ → ±∞,
W 1s (ξ, t) = W1
(
s(t) ± 0, t)+ (ξ − δ0)∂xW0(s(t) ± 0, t)+ O (1)exp{−α|ξ |}. (2.22)
And the construction procedure can be carried out to any order. In particular, W2, W 2s , δ1; W3, W
3
s and δ2 can be
established and the similar results as in Proposition 2.1 hold for them.
2.2. Boundary layer expansions
Since the boundary condition at x= X(t) makes the boundary non-characteristic for the inviscid hyperbolic problem (1.8),
we will approximate the viscous solution to the Navier–Stokes equations (1.7) uniformly up to the boundary by the following
two-scale expansion






εiW ib(y, t), x X(t), (2.23)
where y = x−X(t)ε , W ib = (vib,uib)t , i = 0,1,2, . . . , and W IN is the inner solution constructed in the previous subsection.
Substituting it into (1.7), according to the power of ε, we thus require that the boundary layer functions W ib solve the
following ordinary differential equations (regarding t as a parameter):
⎧⎪⎨
⎪⎩
− X˙(t)∂y v0b(y, t) − ∂yu0b(y, t) = 0,





)+ v0b(y, t))y =
(
∂yu0b(y, t)







− X˙(t)∂y v1b(y, t) − ∂yu1b(y, t) = −∂t v0b(y, t),




















− X˙(t)∂y vib(y, t) − ∂yuib(y, t) = −∂t vi−1b (y, t),
















+ Si(y, t; v0b,u0b; · · · ; vi−1b ,ui−1b ), i  2,
(2.26)
where X˙(t) = ddt X(t) and we used the following notations
P (y, t, ε) = p(V IN + V B)− p(V IN), F (y, t, ε) = ∂y(U IN + U B)
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(
y, t; v0b,u0b; · · · ; vi−1b ,ui−1b
)




















F (y, t, ε)|ε=0 −
(
∂yuib(y, t)






(v0(X(t), t) + v0b(y, t))2
)}
y
, i  2. (2.29)



























(y, t) → 0 as y → ∞. (2.31)
Lemma 2.2. For each 0  i  3 and t ∈ [0, T ], if there is a suﬃciently small μ0(t) > 0 such that |v0b(y = 0, t)|  μ0(t), then the




there exists a positive constant αi > 0, such that






e−αi y, (y, t) ∈ [0,∞) × [0, T ]. (2.32)









X˙(t)2 + p′(l1(t) + v0b))∂y v0b = (∂y v0b)2l1(t) + v0b . (2.33)
Set ω1 = v0b and ω2 = ∂y v0b . We can rewrite (2.33) as
∂yω = Λ(ω)ω + G(ω),



















λ1 = 0 and λ2 = − l1(t)
X˙(t)
(
X˙(t)2 + p′(l1(t)))< 0,
for t ∈ [0, T ] provided that μ0(t) is suﬃciently small. Therefore, for any boundary condition ω(0), which is in a small
neighborhood of 0, the center-stable manifold theorem implies that in a neighborhood of 0, there exists a smooth solution
ω with exponential decay property at inﬁnity. Hence, for each t ∈ [0, T ], if there is a suﬃciently small μ0(t) > 0 such that
|v0b(y = 0, t)|μ0(t), then (2.33) has a smooth solution v0b and there is a positive constant α0, such that∣∣v0b(y, t)∣∣ O (1)∣∣v0b(0, t)∣∣e−α0 y . (2.34)
The exponential decay property of the proﬁle u0b is a direct consequence of (2.24)1 and (2.34). In addition, one checks that
(2.24), (2.30) and (2.32) for i = 0 imply∣∣∂t∂ny(v0b,u0b)(y, t)∣∣ O (1)e−α0 y, (2.35)
for any integer 0 n 5.
Step 2. Now we consider (2.25) with the boundary condition (2.31) for i = 1. It follows from (2.28) and (2.35) that∣∣S1(y, t; v0,u0)∣∣ O (1)e−α0 y . (2.36)b b



















+ S1(y, t; v0b,u0b). (2.37)
Then the unique solution of (2.37) with the boundary condition (2.31) for v1b is given explicitly by


























X˙(t)2 + p′(l1(t) + v0b(y, t))+ ∂yu0b(y, t)




g(y, t) = X˙(t)∂t v0b(y, t) +
(
∂t v0b(y, t)
l1(t) + v0b(y, t)
)
y
+ S1(y, t; v0b,u0b). (2.40)
By (2.35)–(2.36) and the fact X˙(t) < 0 for any t ∈ [0, T ], we know that for suﬃciently small μ0(t), there is an α1 such that∣∣v1b(y, t)∣∣ O (1)(∣∣v0b(0, t)∣∣+ ∣∣v1b(0, t)∣∣)e−α1 y . (2.41)
Then the estimate for u1b comes from (2.25)1 and (2.41). To prove the existence of higher order of boundary layer functions,
one may derive from (2.29) by direct calculations that Si depends only on v0b,u
0
b; · · · ; vi−1b ,ui−1b . Then, (2.26) is a linear
second order system of ordinary differential equations about (vib,u
i
b) with a source term S
i . Thus, by induction, one shows
that







for suﬃciently small μ0(t), t ∈ [0, T ] and some constant αi−1. As a consequence, one can solve (2.26) and (2.31) for 2 i  3
exactly by the same way as for the case i = 1 to obtain a similar solution formula as in (2.38)–(2.40). Then (2.32) for
2 i  3 also follows provided that μ0(t), t ∈ [0, T ] is suﬃciently small. The lemma is proved. 
Indeed, the above construction procedure can be applied to any order.
2.3. Approximate solutions
Now we can construct an approximate solution to (1.7) by patching the truncated boundary layer, shock layer and inner
solutions in the previous discussion. Deﬁne






, t), x X(t), (2.42)







+ δ0(t) + εδ1(t) + ε2δ2(t), t
)
, x X(t), (2.43)
and
W IN(x, t) = W0(x, t) + εW1(x, t) + ε2W2(x, t) + ε3W3(x, t), x X(t). (2.44)





Set ν ∈ ( 3 ,1) to be a constant and ε to be small such that x0 > 4εν . Then we deﬁne the approximate solution to (1.7) as4





















W IN(x, t) + D(x, t), x X(t), (2.45)
where D(x, t) is a higher-order correction term to be determined, and we have used the following notations:
Wa = (va,ua)t, W B = (vB ,uB)t, etc., D = (d1,d2)t .
Let m1(x, t) =m( x−X(t)εν ) and m2(x, t) =m( x−s(t)εν ). Using the structures of the various orders of boundary layer, shock layer
and inner solutions, we compute that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩











= d2t − ε
(
d2x
m1(vB + v IN) +m2v S + (1−m1 −m2)v IN
)
x




)= (v¯(t), u¯(t)), t > 0,
(2.46)
where




vB + v IN)− ∂x(uB + uIN)}, (2.47)
qS1(x, t) =m2t
(
v S − v IN)−m2x(uS − uIN)+m2(v St − uSx ), (2.48)
q2(x, t) =m1tuB +m2t
(
uS − uIN)+ {p(m1(vB + v IN)+m2v S + (1−m1 −m2)v IN)
−m1p
(



























uB + uIN)+ p(vB + v IN)x − ε
(
(uB + uIN)x
















q4(x, t) = (1−m1 −m2)
{
∂tu































q6(x, t) = p
(
va
)− p(va − d1). (2.54)
In view of our construction, we have
(i) supp(qB1 ,q
B







(x, t) = O (1)ε(3−l)ν, l = 0,1,2,3. (2.55)
(ii) supp(qS1 ,q
S







(x, t) = O (1)ε(3−l)ν, l = 0,1,2,3. (2.56)
(iii) suppq2 ⊆ {(x, t): εν  x− X(t) 2εν or εν  |x− s(t)| 2εν, 0 t  T }, and
∂ lxq2(x, t) = O (1)ε(3−l)ν, l = 0,1,2,3. (2.57)
(iv) suppq4 ⊆ {(x, t): x− X(t) εν and |x− s(t)| εν, 0 t  T }, and













∣∣∂ lxq4(x, t)∣∣2 dxdt
) 1
2
 O (1)ε4−(l− 12 )ν , l = 1,2,3. (2.58)
We now choose D(x, t) = (d1(x, t),d2(x, t)) to be the solution of⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩




m1(vB + v IN) +m2v S + (1−m1 −m2)v IN
)
x
= −(q2(x, t) + qB3 (x, t) + qS3(x, t) + q4(x, t)), x> X(t), t > 0,
d1(X(t), t) = 0, d2(X(t), t) = 0, t > 0,
d1(x,0) = d2(x,0) = 0, x> 0,
(2.59)
so that Wa satisﬁes⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩















)= (v¯(t), u¯(t)), t > 0,
the initial data of (va,ua) is determined by those of Wi,W is,W
i
b and D for 0 i  3.
(2.60)
Using the standard energy estimates for linear parabolic equation and the fact d1(x, t) =
∫ t
0 d2x(x, τ )dτ −
∫ t
0 q1(x, τ )dτ , we
have the following results. Here we omit the proof.
Lemma 2.3. Let D(x, t) be the solution of (2.59). The following estimates hold for all t ∈ [0, T ]:
(i) esssupx∈[X(t),∞)
∣∣∂ lxd2(x, t)∣∣ O (1)ε(4−l)ν− 12 , for l = 0,1,2,3,4,( ∞∫
X(t)
∣∣∂ lxd2(x, t)∣∣2 dx
) 1
2
 O (1)ε(4−l+ 12 )ν− 12 , l = 0,1,2,3,4.
(ii) esssupx∈[X(t),∞)
∣∣∂ lxd1(x, t)∣∣ O (1)ε(3−l)ν− 12 , for l = 0,1,2,3,( ∞∫
X(t)
∣∣∂ lxd1(x, t)∣∣2 dx
) 1
2




∣∣∂ lx(q5,q6)(x, t)∣∣2 dx
) 1
2







 O (1)ε 72 ν− 32 .
It follows from our construction that Wa has the following property.




W0(x, t) + O (1)ε, if x− X(t) εν and |x− s(t)| εν,
W0(X(t), t) + W 0b (y, t) + O (1)εν, if 0 x− X(t) 2εν,
W 0s (ξ, t) + O (1)εν, if |x− s(t)| 2εν.
(2.61)
Under the following coordinate transformation
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ε










a =m2( X˙ − s˙)∂ l+1y W 0s + O (1)ε, 0 l 3. (2.63)
3. Stability analysis
We now show that there exists an exact solution to (1.7) in a neighborhood of the approximate solution Wa , and that
the asymptotic behavior of the viscous solution is given by Wa for small viscosity ε.
Suppose that W ε = (vε,uε) is the exact solution to (1.7) with the initial data W ε(x,0) = Wa(x,0). We decompose the
solution as
vε(x, t) = va(x, t) + φ(x, t), uε(x, t) = ua(x, t) + ψ(x, t), (3.1)
for (x, t) ∈ [X(t),∞) × [0, T ]. Then using the relation (2.60) for Wa , we obtain that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩























+ (q5 − q6)x, x> X(t), t > 0,
φ(X(t), t) = ψ(X(t), t)= 0, t > 0,






)= p(vε)− p(va)− p′(va)φ satisﬁes |Q | O (1)φ2.
To exploit the fact that a shock satisfying the entropy condition is compressive, we need to integrate the system (3.2) once.
Thus we set (φ,ψ)(x, t) = (Φ¯x, Ψ¯x)(x, t). Substitute these quantities into (3.2) and integrate the resulting equation with
respect to x to obtain⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩


















)= 0, t > 0,
Φ¯(x,0) = Ψ¯ (x,0), x> 0.
(3.3)
By making the following rescalings,
(Φ¯, Ψ¯ )(x, t) = ε(Φ,Ψ )(y, τ ), y = x− X(t)
ε
, τ = t
ε
, (3.4)
we transform (3.3) into⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Φτ − X˙(ετ )Φy − Ψy = 0, y > 0, τ > 0,











− Q (va,Φy)+ q5 − q6, y > 0, τ > 0,
(Φy,Ψy)(0, τ ) = 0, τ > 0,
Φ(y,0) = Ψ (y,0) = 0, y > 0,
(3.5)




)= p(va + Φy)− p(va)− p′(va)Φy satisﬁes |Q | O (1)Φ2y . (3.6)
Then we only need to show that for suitably small ε, (3.5) has a unique “small” smooth solution up to T /ε. Now we
give some notations. In what follows, we use Hl(Ω)(l  1) to denote the usual Sobolev space on the domain Ω ⊂ R =
(−∞,+∞) with the norm ‖ · ‖l ≡ ‖ · ‖Hl(Ω) and ‖ · ‖ = ‖ · ‖0 denotes the corresponding L2-norm. The domain Ω will be
often abbreviated without confusion. We set μ = sup0tT |v¯(t)− v(X(t), t)|. We also use c to denote any positive constant
which is independent of ε, y and τ ; and c¯ to denote any positive constant which is independent of ε and μ. By the standard
S. Ma / J. Math. Anal. Appl. 378 (2011) 268–288 279existence and uniqueness theory, and the continuous induction argument for hyperbolic-parabolic equations [5], it suﬃces
to close the following a priori estimate
N(τ ) ≡ ∥∥(Φ,Ψ )(·, τ )∥∥2 + ∥∥∂3yΨ ∥∥, (3.7)
where  is a positive small constant depending only on the initial data, the strength of the shock and the difference of the
boundary values for the Navier–Stokes equations and Euler equations. In fact, we have the following result.
Proposition 3.1. Suppose that the initial boundary value problem (3.5) has a smooth solution (Φ,Ψ ) with Φ ∈ C([0, τ0] :
H2(0,+∞)) and Ψ ∈ C([0, τ0] : H3(0,+∞)) for some τ0 ∈ (0, T /ε]. Then there exist positive constants ε1 , σ1 ,μ1 , and C , which are






(∥∥∂yΦ(·, τ )∥∥21 + ∥∥∂yΨ (·, τ )∥∥22)dτ  Cε7ν−4, (3.8)
where ν is deﬁned in Section 2.3.
The proof of Proposition 3.1 occupies the rest of this section. The key point is the following lower order estimate. We set
ε  1.
3.1. Lower order estimate
Lemma 3.2. Suppose that the conditions in Proposition 3.1 are satisﬁed. Then
∥∥(Φ,Ψ )(·, τ )∥∥21 +
τ∫
0






2 dy dτ  cε7ν−4, (3.9)
for all τ ∈ [0, τ0], where the constant c is independent of τ0 and ε.
Proof. Step 1. Set Ψ˜ = Ψ − X˙Φ . Then (3.5) is transformed into⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩



















− Q (va,Φy)+ q5 − q6, y > 0, τ > 0,
(Φy, Ψ˜y)(0, τ ) = 0, τ > 0,
Φ(y,0) = Ψ˜ (y,0) = 0, y > 0,
(3.10)
where X¨ = d2
dt2
X(t). Multiplying (3.10)1 and (3.10)2 by Φ and Ψ˜g(Wa)− X˙2 , respectively, then integrating over [0,+∞), and






























Ψ˜ Ψ˜y + 1

























Ψ˜ Φy(Ψ˜yy + X˙Φyy)
vεva(g(Wa) − X˙2) dy
+
∞∫ { uayΨ˜ Φ2y






Ψ˜ (q5 − q6)
g(Wa) − X˙2 dy, (3.11)0 0
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term on the left of (3.11) by I , and the terms on the right-hand side of (3.11) in order by J i , 1 i  6. Now we estimate
them separately as follows.
First, Using Lemma 2.2 and Lemma 2.4, we have g(Wa) − X˙2 = −p′(va) − X˙2 − uay
(va)2
= −p′(va) − m2∂yUs
(va)2
− X˙2 + O (1)×
(μ + ε) > 0 for suﬃciently small | X˙|,μ and ε. Then it follows from Young’s inequality that































for any η1 ∈ (0,1), which will be determined later. Denote the second term by
∫∞
0 z(W
a)Ψ˜ 2 dy. Then due to (2.15),
Lemma 2.4 and the fact∣∣∂y(Vs,Us)∣∣= O (1)ε on



























m2( X˙ − s˙)
(
1















+ O (1)ενm2∂yV s + O (1)











































K (Vs) − X˙2Vs
)
y
+ O (1)ενm2∂yV s + O (1)





K (Vs) − VsK ′(Vs)
(K (Vs) − X˙2Vs)2
− 1
4η1
(K ′(Vs) − X˙2)2∂yV s
(K (Vs) − X˙2Vs)3
}
m2∂yV s − 1
2
X˙
K (Vs) − VsK ′(Vs)
(K (Vs) − X˙2Vs)2
m2∂yV s
+ O (1)ενm2∂yV s + O (1)













+ O (1)( X˙2 + X˙ + εν)m2∂yV s + O (1)∣∣∂y v0b∣∣2 + O (1)ε
≡ z(Vs)m2∂yV s + O (1)
(
X˙ + εν)m2∂yV s + O (1)∣∣∂y v0b∣∣2 + O (1)ε,







2 + h(Vs)2 + γ s˙2Vsp(Vs)













2 + γ s˙2Vsp(Vs)
]+ 2s˙2γ 2[γ − (γ − 1)2(vr − vl)]p(Vs)24s˙K (Vs) 2η1vl
S. Ma / J. Math. Anal. Appl. 378 (2011) 268–288 281+ 2s˙2γ [(γ + 1) − (2η1)−1(γ − 1)]p(Vs)h(Vs) + 2s˙4[1− (2η1)−1]Vsh(Vs)
}
 c > 0,
for some constant c > 0, provided that max{ (γ−1)(vr−vl)22γ vl , 12 } η1 < 1. Hence
I 
(














∣∣∂y v0b∣∣2Ψ˜ 2 dy − cε∥∥Ψ˜ (·, τ )∥∥2.
Next we estimate the terms J i , 1 i  6, respectively. First Cauchy–Schwarz inequality gives
J1  cε
(∥∥Φ(·, τ )∥∥2 + ∥∥Ψ˜ (·, τ )∥∥2),







va(g(Wa) − X˙2) Ψ˜
2
y dy + c X˙2
∥∥Φy(·, τ )∥∥2.
Using (2.62) and Young’s inequality again, one ﬁnds























2 dy + c
∞∫
0
∣∣∂y v0b∣∣2Ψ˜ 2 dy + cε∥∥Ψ˜ (·, τ )∥∥2 + c( X˙2 + ε)∥∥Φy(·, τ )∥∥2.





vεva(g(Wa) − X˙2) dy  cN(τ )
(∥∥Φy(·, τ )∥∥2 + ∥∥Ψyy(·, τ )∥∥2),
and
J5  cN(τ )
∥∥Φy(·, τ )∥∥2.
Finally, by Young’s inequality and Lemma 2.3, we obtain
J6  cε







∥∥Ψ˜ (·, τ )∥∥2 + cε7ν−3.


























∣∣∂y v0b∣∣2Ψ˜ 2 dy + c(| X˙ |2 + ε)‖Φy‖2 + cN(τ )(‖Φy‖2 + ‖Ψyy‖2)
+ cε(∥∥Φ(·, τ )∥∥2 + ∥∥Ψ˜ (·, τ )∥∥2)+ cε7ν−3. (3.13)




0 |∂y v0b |2Ψ˜ 2 dy dτ by the idea of Kawashima and Nikkuni [11]. Since
Ψ˜ (y, τ ) = Ψ˜ (0, τ ) +
y∫
0
Ψ˜ (ζ, τ )dζ,




∣∣∂y v0b∣∣2Ψ˜ 2 dy 
∞∫
0
∣∣∂y v0b∣∣2(Ψ˜ (0, τ )2 + |y|∥∥Ψ˜ (·, τ )∥∥2)dy  c¯μ2(Ψ˜ (0, τ )2 + ∥∥Ψ˜y(·, τ )∥∥2). (3.14)




1− c X˙2)Φ2 + Ψ 2)dy + (1− c¯μ2)
τ∫
0



























∥∥Ψyy(·, τ )∥∥2 dτ + cε
τ∫
0
(∥∥Φ(·, τ )∥∥2 + ∥∥Ψ (·, τ )∥∥2)dτ + cε7ν−4. (3.15)
Step 2. Multiplying (3.5)1 and (3.5)2 by g(Wa)Φ and Ψ , respectively, and then summing them up, and integrating over
[0,+∞), we obtain after integration by parts that
−1
2































































Ψ (q5 − q6)dy (3.16)











































2 dy + cε∥∥Φ(·, τ )∥∥2. (3.17)
A direct calculation gives














= Aγ V−(γ+2)s − Aγ (γ + 1)V−(γ+2)s = −Aγ 2V−(γ+2)s < 0.







2 dy − c
∞∫
0







2 dy − c¯μ∥∥Φy(·, τ )∥∥2 − cε∥∥Φ(·, τ )∥∥2,





































2 dy + c¯μ(Ψ (0, τ )2 + ∥∥Φy(·, τ )∥∥2 + ∥∥Ψy(·, τ )∥∥2)













2 dy + c
∞∫
0
∣∣∂y v0b∣∣Ψ 2 dy + cε∥∥Ψ (·, τ )∥∥2




2 dy + c¯μΨ (0, τ )2 + cε∥∥Ψ (·, τ )∥∥2.

















dy  cN(τ )





Ψ (q5 − q6)dy  cε
∥∥Ψ (·, τ )∥∥2 + cε7ν−3.
Collecting all the estimates and integrating with respect to τ , we get
τ∫
0













Φ2 + Ψ 2)dy + c





0 0 0 0




Ψ (0, τ )2 + ∥∥Φy(·, τ )∥∥2)dτ + cN(τ )
τ∫
0




(∥∥Φ(·, τ )∥∥2 + ∥∥Ψ (·, τ )∥∥2)dτ + cε7ν−4. (3.18)
Step 3. We rewrite (3.5)2 as









Φy + q5 − q6. (3.19)
































Using Young’s inequality, Sobolev’s inequality and Lemma 2.3, and integrating with respect to τ , we get







Ψ 2yy dy dτ  c
τ∫
0
∥∥Φy(·, τ )∥∥2 dτ + c(N(τ ) + ε)
τ∫
0
∥∥Ψyy(·, τ )∥∥2 dτ + cε7ν−4. (3.20)
We denote the ﬁrst constant on the right by c1.
Step 4. Multiply both sides of (3.5)2 by Φy and integrate over [0,+∞) to obtain
∞∫
0





































Φy(q5 − q6)dy. (3.21)
The ﬁrst term on the left can be written as
∞∫
0






























































where we have used (3.5)1 and (2.60)1. Substituting them into (3.21), we get
















































Noting that uay = m2∂yUs + O (1)(μ + ε) and ∂yUs < 0, using the Young’s inequality, Sobolev’s inequality and Lemma 2.3


















∥∥Ψy(·, τ )∥∥2 + (c¯μ + c(N(τ ) + ε))
τ∫
0
∥∥Φy(·, τ )∥∥2 dτ + cε7ν−4. (3.22)




1− c| X˙ |2 − c¯μ
2
| X˙ | − c¯μ
)(






1− c| X˙2| − c¯μ
2
| X˙ | − c¯μ − c¯μ
2
)

















c¯μ + c(N(τ ) + | X˙ |2 + ε))Φ2y dy dτ + cN(τ )
τ∫
0




(∥∥Φ(·, τ )∥∥2 + ∥∥Ψ (·, τ )∥∥2)dτ + cε7γ−4. (3.23)
Multiplying (3.20) and (3.22) by constants β1 and β2 > 0, respectively, and then adding the resulting inequalities to (3.23),




1− c| X˙ |2 − c¯μ
2
| X˙ | − c¯μ
)(
Φ2 + Ψ 2)+ β2Φ2y
va

















1− c| X˙2| − c¯μ
2
| X˙ | − c¯μ − c¯μ
2 − β2
)









− cN(τ )(1+ β1) − cβ1ε
)














(∥∥Φ(·, τ )∥∥2 + ∥∥Ψ (·, τ )∥∥2)+ cε7ν−4.
To get desired signs, we ﬁrst choose β1 = 2β22 > 0 such that
Φ2 + 2β2ΦΨy + β1Ψ 2y  Cβ2
(
Φ2 + Ψ 2y
)
,
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∥∥(Φ,Ψ )(·, τ )∥∥21 +
τ∫
0






2 dy dτ  cε7ν−4.
This completes the proof of Lemma 3.2. 
3.2. Higher order estimate
Lemma 3.3. Suppose that the conditions in Proposition 3.1 are satisﬁed. Then
∥∥(Φτ ,Ψτ )(·, τ )∥∥21 +
τ∫
0
(∥∥Φyτ (·, τ )∥∥2 + ∥∥Ψyτ (·, τ )∥∥21)dτ  cε7ν−4, (3.24)
with some constant c independent of τ0 and ε.
Differentiating (3.5) with respect to τ and then using the similar argument to the proof of Lemma 3.2, we can ob-
tain (3.24). Here we omit the proof.
Lemma 3.4. Suppose that the conditions in Proposition 3.1 are satisﬁed. Then
∥∥∂2yΦ(·, τ )∥∥2 + ∥∥∂2yΨ (·, τ )∥∥21 +
τ∫
0
(∥∥∂2yΦ(·, τ )∥∥2 + ∥∥∂3yΨ (·, τ )∥∥2)dτ  cε7ν−4, (3.25)
with some constant c independent of τ0 and ε.
Proof. Using (3.19) and Lemmas 3.2 and 3.3, we have











∥∥Φyy(·, τ )∥∥2 dτ  c
τ∫
0
∥∥(Φyτ ,Ψyy)(·, τ )∥∥2 dτ  cε7ν−4.





















+ q5y − q6y .
Then










∥∥∂3yΨ (·, τ )∥∥2  c
τ∫
0









Up to now, we ﬁnish the proof of Lemma 3.4. 
Combining the results of Lemma 3.2 and Lemma 3.4, we complete the proof of Proposition 3.1.
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Using Proposition 3.1 and the standard continuous induction argument, we conclude that
Proposition 4.1. There exist positive constants ε0, σ0,μ0 and C, which are independent of ε such that if 0< ε < ε0,0μμ0 and
u¯(t)  σ0 for t ∈ [0, T ], then the initial boundary value problem (3.5) has a unique smooth solution (Φ,Ψ ) with Φ ∈ C([0, T /ε] :
H2(X(t),+∞)) and Ψ ∈ C([0, T /ε] : H3(X(t),+∞)). Furthermore, the following inequality holds
sup
0τT /ε
(∥∥Φ(·, τ )∥∥22 + ∥∥Ψ (·, τ )∥∥23)+
T /ε∫
0
(∥∥∂yΦ(·, τ )∥∥21 + ∥∥∂yΨ (·, τ )∥∥22)dτ  Cε7ν−4. (4.1)
Proof of Theorem 1.2. Now we choose ν ∈ (η,1) ∩ ( 67 ,1). In view of (4.1) and Sobolev’s inequality, we have
sup
0tT






 Cε7ν−3  Cε3.
On the other hand, it follows from Lemma 2.4 that
sup
0tT




∥∥(vε − v0,uε − u0)(·, t)∥∥2  sup
0tT
∥∥(vε − va,uε − ua)(·, t)∥∥2 + sup
0tT
∥∥(va − v0,ua − u0)(·, t)∥∥2
 cεη,
which gives (1.16). Finally,∥∥(vε − va,uε − ua)(·, t)∥∥L∞ = ∥∥(Φy,Ψy)(·, t)∥∥L∞
 c
∥∥(Φy,Ψy)(·, t)∥∥ 12 ∥∥(Φyy,Ψyy)(·, t)∥∥ 12
 cε(7ν−4)/2  cε.
This gives (1.17) by using Lemma 2.4 again.
We complete the proof of Theorem 1.2. 
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