The logic of (commutative integral bounded) we study the ∨, * , ¬, 0, 1 -fragment and the ∨, ∧, * , ¬, 0, 1 -fragment of the logical systems associated with residuated lattices, both from the perspective of Gentzen systems and from that of deductive systems. We stress that our notion of fragment considers the full consequence relation admitting hypotheses. It results that this notion of fragment is axiomatized by the rules of the sequent calculus FL ew for the connectives involved. We also prove that these deductive systems are non-protoalgebraic, while the Gentzen systems are algebraizable with equivalent algebraic semantics the varieties of pseudocomplemented (commutative integral bounded) semilatticed and latticed monoids, respectively. All the logical systems considered are decidable.
Introduction
This paper is a contribution to the study of two implication-less fragments of the logic of (commutative integral bounded) residuated lattices. We stress that logical systems associ-ated with residuated lattices have been studied several times in the literature, both from the perspective of Gentzen systems and from that of deductive systems. We consider these notions under the agreement that we have hypotheses in our formal proofs, i.e., we do not restrict ourselves to formal proofs without hypotheses. It is known [AV00] that the Gentzen system and the deductive system associated with residuated lattices are equivalent (here the term equivalent has a formal meaning that will be explained in detail later). Therefore, in the case of residuated lattices if we concentrate on deductive systems we are not missing anything. The deductive systems associated with residuated lattices are known under different names in the literature: monoidal logic [Höh95] , intuitionistic logic without contraction [AV00] , H BCK [OK85] (corresponding to what Ono now calls FL ew ), etc. The reason why we can say that all these deductive systems correspond to residuated lattices is that all previous systems are algebraizable in the sense of [BP89] with equivalent algebraic semantics the variety of residuated lattices. It is also known that all of them are indeed definitionally equivalent in the sense of [Wój88] . Hence, from a naive point of view they are the same except for the primitive connectives chosen. Throughout this paper we will take ∨, ∧, * , →, ¬, 0, 1 as the canonical language for residuated lattices and their logical systems.
The study of the logic of residuated lattices is also important in the context of the studies of t-norm based fuzzy logics [Háj98] because it is a subsystem of the logic of left-continuous t-norms M T L [EG01] and so it is a subsystem of t-norm based fuzzy logics (for a survey of residuated t-norm based fuzzy logics see [EGGC03] ).
The aim of this paper is to study two fragments 2 , with negation and without implication, of the logical systems associated with residuated lattices. The languages involved are ∨, * , ¬, 0, 1 and ∨, ∧, * , ¬, 0, 1 . For each of the languages we consider two fragments, one as a Gentzen system and the other as a deductive system. On this occasion these two approaches will not be equivalent, so it is really necessary to consider both systems.
Some earlier publications, related to this one, studied the ∨, ∧, ¬, 0, 1 -fragment of intuitionistic logic. Blok and Pigozzi proved in [BP89] that this fragment, as a deductive system, is not algebraizable (in fact it is not even protoalgebraic) and that the variety of pseudocomplemented distributive lattices is an algebraic semantics for it, with defining equation p ≈ 1. However, Rebagliato and Verdú proved in [RV93] that the ∨, ∧, ¬, 0, 1 -fragment given by the sequent calculus LJ for intuitionistic logic is indeed algebraizable (with equivalent algebraic semantics the variety of pseudocomplemented distributive lattices), and that the deductive system considered by Blok and Pigozzi is exactly the external one associated with the Gentzen system considered by Rebagliato and Verdú. Since intuitionistic logic is obtained by adding contraction to the logic of residuated lattices we can say that this paper analyzes the statements of this paragraph when contraction is removed. We will prove that they remain valid. Indeed, the known results for the ∨, ∧, ¬, 0, 1 -fragment of intuitionistic logic can be considered as a motivation for our research.
The present paper is structured as follows. In Section 2 we recall the basic definitions and results about Gentzen systems and also some concepts about deductive systems which will be used in this paper. We stress that the main difference vis-à-vis the common approach in the literature is that we use the full consequence relation admitting hypotheses in the formal proofs.
In Section 3 we introduce the four logical systems that we study in the paper. Strictly speaking they are not defined as the fragments mentioned above. We need to wait until Section 5 to prove that they are really fragments.
Section 4 is devoted to studying the algebraic structures that will be used in the semantical analysis of the four logical systems that we are interested in. First of all, in Section 4.1 we recall some known results about the variety of residuated lattices and we discuss the two methods used in the literature to obtain completions [Ono03a] for residuated lattices: the Dedekind-MacNeille completion and the ideal completion. Then, in Section 4.2 we introduce the classes of pseudocomplemented (commutative integral bounded) semilatticed and latticed monoids, PM s and PM for short. We stress that the notion of pseudocomplementation introduced here is with respect to the monoidal operation * . We will prove that these classes of algebras are varieties whose quasiequational theories are decidable. Their members are exactly the subreducts of the variety of residuated lattices, i.e., every PM s -algebra and every PM -algebra is embeddable into a (complete) residuated lattice. This can be proved with the ideal completion. Here we single out that it is impossible to build this embedding in such a way that all existing (infinite) joins are preserved, contrary to what happens in the case of residuated lattices. Therefore, it is false that the DedekindMacNeille completion of a PM s -algebra is a residuated lattice. As regards the properties of congruences of PM s and PM , we have that these varieties are neither congruence modular nor congruence permutable nor 1-regular, unlikethe variety of residuated lattices, which is arithmetical and 1-regular. Finally we also prove that if the reduct of a residuated lattice is subdirectly irreducible in PM s or in PM then this residuated lattice is subdirectly irreducible, while the reverse implication is false.
In Section 5 we study the connection between the logical systems and the varieties of algebras introduced in the previous section. We do this for the Gentzen systems in Section 5.1, and for the deductive systems in Section 5.2. While we obtain that the Gentzen systems are algebraizable, it turns out that the deductive systems are not even protoalgebraic. Although the deductive systems are non-protoalgebraic we manage to give an algebraic semantics, which is based precisely on the classes of algebras previously discussed. We also prove that these fragments are decidable and that the deductive systems are not selfextensional.
Basic concepts
The logical systems that we consider in this paper are Gentzen systems and deductive systems, the latter being a particular case of the former. Most of the literature on Gentzen systems, and on deductive systems, focusses only on their derivable sequents, i.e., on the sequents derivable without any hypothesis. Our approach is completely different since we analyze the full consequence relation admitting hypotheses in the proofs. The reader should bear in mind this difference between our approach and the one commonly considered in the literature. In this section we introduce and clarify, from this more general perspective, the notions that we will need later.
Gentzen systems and their algebraization
Let us recall the notions concerning Gentzen systems and their algebraization that will appear in the following sections. The results in this section are presented without any proofs; the reader interested in the proofs (or a more detailed presentation) can check [RV93, RV95, GTV97] .
Gentzen systems. By a propositional language we mean an algebraic signature. Given a propositional language L we will denote by F m L the set of L-formulas and by Fm L the algebra of L-formulas. Throughout the paper, we will follow the convention of using boldface for algebras. We will use the lowercase letters ϕ, ψ, . . . for L-formulas, and the uppercase Γ, ∆, . . . for finite (maybe empty) sequences of L-formulas. Given m, n ∈ ω, an L-sequent of type m, n is a pair ς = Γ, ∆ of finite sequences of L-formulas such that the length of Γ is m and the length of ∆ is n. While ς will refer to a L-sequent, we will use the metavariable Φ for sets of L-sequents. We will write ∅ for the empty sequence 3 , ϕ for ϕ , Γ ⇒ ∆ for the sequent Γ, ∆ , and
where L is a propositional language, T is a non-empty set of pairs of natural numbers, and is a relation between subsets of Seq 2) If Φ ς and for every ς ∈ Φ, Φ ς , then Φ ς.
3) If Φ ς and Φ ⊆ Φ , then Φ ς.
4) If Φ ς, then e[Φ] e(ς)
for any substitution e (i.e., for any endomorphism of the algebra Fm L ) 4 .
The first three conditions say that is a consequence relation or a closure operator on the set Seq T L , and the last one is called invariance under substitutions. The Gentzen system is finitary if, moreover, it satisfies the following condition: 5) If Φ ς, then there is a finite subset Φ of Φ with Φ ς.
For the sake of simplicity, we will only consider finitary Gentzen systems. Thus, we will refer to finitary Gentzen systems simply as Gentzen systems. As usual, we will write Φ, ς ς instead of Φ ∪ {ς} ς . The set T is called the type of G. The components of a Gentzen system G sometimes will be written respectively as L(G), T (G) and G since this avoids any ambiguity. Two sequents ς and ς are G-equivalent (notation: ς G ς or simply ς ς ) if it holds at the same time that ς G ς and that
The definition of Gentzen system generalizes the notion of deductive system defined by Blok and Pigozzi in [BP89] . It turns out that a deductive system S is no less than a Gentzen system with type {0} × {1} where the formula ϕ is identified with the sequent ∅ ⇒ ϕ.
In this case it is said that G is a conservative expansion of G . We stress that this notion of fragment considers the full consequence relation and not just the derivable sequents.
L that is obtained as the closure under substitutions of a pair Φ, ς such that Φ is a finite subset of L-sequents (i.e., Φ ∈ P f in (Seq T L )) and ς is an L-sequent. We will use the pair Φ, ς as a name for the rule that it generates. The rules ∅, ς are called axioms, and then ς is called an instance of the axiom. A rule r = Φ, ς is derivable in a Gentzen system G = L, T , G if Φ G ς; in this case it is also said that G satisfies the rule r. A weaker notion than the derivability of a rule is its admissibility. A rule r is admissible in the Gentzen system G if for every Φ, ς ∈ r and every substitution e, the G-derivability of all sequents in {e(ς ) : ς ∈ Φ} implies the G-derivability of the sequent e(ς). Generally we will write a rule Φ, ς as Φ ς .
(which is called a proof of ς from Φ) such that ς n−1 = ς and for each i < n one of the following conditions hold:
• ς i is an instance of an axiom of C,
• ς i is obtained from {ς j : j < i} by using a rule r of C.
In this case we will say that G C is the Gentzen system determined by the sequent calculus C. Again we emphasize that we have used the rules of the calculus to obtain sequents from sets of sequents, not only from the empty set.
Equivalence of Gentzen systems. Let G and G be two Gentzen systems L, T , and
where e is the substitution such that e(p i ) = ϕ i and e(q i ) = ψ i .
From the above conditions it is obvious that the map τ is determined by the restriction of τ to the set
It is said that the Gentzen systems G and 5 Whenever we have a function, namely e, we use a different notation, as is done in [Dev91] , to talk about the image e(x) of an element x in the domain and the image e[X] of a subset X of the domain.
It is known that the previous definition is redundant because the conjunction of 1) and 3) is equivalent to the conjunction of 2) and 4) [RV95, Proposition 2.1].
Theories, models and filters in a Gentzen system. Assume that a Gentzen system
Every L, T -matrix allows us to introduce a Gentzen system with language L and type T : given a matrix A, R , just consider the consequence relation |= A,R defined by Φ |= A,R ς if and only if
It is easily verified that it is invariant under substitutions. Hence, L, T , |= A,R is a Gentzen system. In the case that ≤ |= A,R (i.e., for every set Φ ∪ {ς} of sequents, if Φ ς then Φ |= A,R ς) then it is said that A, R is a G-model and that R is a G-filter of A. It is well known that whenever G is defined by means of a Gentzen calculus then R is a G-filter iff R contains all the interpretations of the axioms and is closed under each of the rules. Another easy remark is that Φ is a G-theory iff Φ is a G-filter of Fm L .
Algebraization of Gentzen systems. If K is a class of L-algebras then the equational logic |= K can be seen as a Gentzen system with language L and type {1} × {1} where we identify an equation ϕ ≈ ψ ∈ Eq L with the sequent ϕ ⇒ ψ. The class K is an algebraic semantics for a Gentzen system G = L, T , in the case that there is a translation τ : Seq
If moreover there is a kind of inverse translation then what we obtain is the notion of algebraization. To be more precise, a Gentzen system G is said to be algebraizable with equivalent algebraic semantics K if G and |= K are equivalent Gentzen systems.
It holds that if K is an equivalent algebraic semantics for G, then so is the quasivariety K Q generated by K [GTV97, Corollary 4.2]. It is also known that if K and K are equivalent algebraic semantics for G, then K and K generates the same quasivariety [GTV97, Corollary 4.4]. This quasivariety is called the equivalent quasivariety semantics for G.
We notice that if S is a deductive system then the fact that it is algebraizable in the sense of [BP89] with the set of equivalence formulas ∆(p, q) and the set of defining equations Θ(p) coincides precisely with the fact of being algebraizable in the above sense under the translations τ (p) := Θ(p) and ρ(p ≈ q) := ∆(p, q). Hence, the algebraization of Gentzen systems generalizes the algebraization of deductive systems introduced in [BP89] . Now we state a result that we will need in Section 5.1. It gives a sufficient condition to prove the algebraization of a Gentzen system [RV95, Lemma 2.5] (see [GTV97, Lemma 4 .5] for a more accessible proof). In fact, it is also known that this condition is necessary [RV95, Lemma 2.24].
Lemma 2.1. Let G be a Gentzen system L, T , and let K be a quasivariety. Suppose that there is a translation τ : Seq
3) for all A ∈ K, the set
is a congruence relative to the quasivariety
Then G is algebraizable with equivalent algebraic semantics K.
The Leibniz operator. One interesting property of algebraizable Gentzen systems with respect to quasivarieties is the existence of a characterization of congruences relative to the quasivariety. To describe this characterization we need the notion of Leibniz operator. 
We emphasize that the previous definition does not depend on any Gentzen system. It holds that Ω A :
This map is known as the Leibniz operator on A. It is easy to show that Ω A R is characterized by the fact that it is the largest congruence of A that is compatible with R (i.e., if x,ȳ ∈ R and a, b ∈ θ, then x,ȳ (b/a) ∈ R). Now we state the promised result characterizing the congruences [RV93, Theorem 2.23] (see [GTV97, Theorem 4 .7] for a more accessible proof).
Theorem 2.2. Let G be a Gentzen system and K a quasivariety. The following statements are equivalent.
1) G is algebraizable with equivalent algebraic semantics K.
2) For every L-algebra A, the Leibniz operator Ω A is an isomorphism between the lattice of G-filters of A and the lattice of K-congruences of A.
3
External deductive system associated with a Gentzen system. Let G be a Gentzen system L, T , . There are at least two methods in the literature used to associate a deductive system with G. The common method is based on considering the derivable sequents. Specifically, Σ Si(G) ϕ holds when there is a finite subset {ϕ 0 , . . .
We notice that this approach yields a deductive system, called internal, only if the Gentzen system satisfies some of the structural rules. Another method, which works for all Gentzen systems such that 0, 1 ∈ T (even when structural rules are not satisfied), yields the external deductive system 6 . The external deductive system associated with G is defined as the deductive system S e (G) such that Σ Se(G) ϕ iff
Since we have restricted ourselves to finitary Gentzen systems it is clear that S e (G) is finitary.
Some concepts concerning deductive systems
This section is devoted to recalling several notions for deductive systems that have already been developed in the literature.
Definability of connectives. Definitional extension and definitional equivalence. The concepts of definability, definitional extension and definitional equivalence that we now consider come from [Wój88] . Let S be a deductive system with language L, and let Σ be an S-theory. Then, Fm L , Σ is an L, {0} × {1} -matrix that is an S-model. In the previous section we introduced Leibniz congruences; but for this particular kind of matrices the Leibniz congruence can also be characterized by a simpler method, since
Given ι ∈ L a connective of arity k and L a sublanguage of L, the connective ι is definable on S in terms of the connectives of L if there is a formula
Using the fact that Ω F m L (Σ) is a fully invariant congruence it follows that in order to have (a) it is enough to check that
S is a definitional extension of a deductive system S if S is a fragment of S and every connective of L is definable on S in terms of the connectives of the language of S . Two deductive systems are definitionally equivalent if there is a deductive system which is a definitional extension of both deductive systems.
Protoalgebraicity. Given a deductive system there are several notions that measure the closeness to an equational logic. One example of this, introduced above, is the presence or absence of an algebraic semantics. Another example is the hierarchy developed in the Abstract Algebraic Logic framework [BP89, Cze01, FJP03] . This hierarchy classifies at different levels the deductive systems that enjoy a certain good correspondence with respect to equational logics. While algebraizability corresponds to the strongest relationship between the logical side and the algebraic side, protoalgebraicity corresponds to the weakest relationship (inside this hierarchy). A deductive system S is protoalgebraic when for every algebra A the Leibniz operator Ω A is monotone on the set of all S-filters of A, i.e., if F and G are S-filters and
It is known that a deductive system is protoalgebraic iff there is a set of formulas ∆(p, q) in at most two variables such that
From this follows that protoalgebraicity is preserved under extensions and conservative expansions (monotonicity). Another interesting property is that all algebraizable deductive systems are protoalgebraic. Finally, we notice that if a deductive system S is not protoalgebraic, then there is no binary connective → such that
Therefore, the protoalgebraicity of a deductive system, roughly speaking, means that there is no way of obtaining a natural implication inside it.
Selfextensional, extensional and intensional deductive systems. Given a deductive system S and a set Σ of formulas, the Frege relation of Σ relative to S, in symbols Λ S Σ, is the equivalence relation on Fm L defined as follows:
Thus, ϕ, ψ ∈ Λ S Σ if and only if ϕ and ψ belong to the same S-theories that extend Σ. S is a selfextensional deductive system if Λ S ∅ is a congruence of the formula algebra. If additionally it holds that Λ S Σ is a congruence of the formula algebra for every set Σ of formulas, then S is an extensional (or Fregean) deductive system. The deductive systems that are not extensional are called intensional or non Fregean. The interest in selfextensional deductive systems comes from the work of Wójcicki [Wój88, Wój03] , where they are characterized as referential (i.e., the deductive systems admitting a certain kind of Kripke semantics). For additional information on the notions of this paragraph see [FJP03, Section 2.1] and the references therein.
3 The logical systems that we study
In this section we introduce the logical systems that we will study in this paper, which are related to intuitionistic logic without contraction. They will be introduced at the end of this section. First, we recall two logical systems, related to them, already studied in the literature: the sequent calculus FL ew and the deductive system IP C * \c.
First of all we consider the sequent calculus FL ew (cf. [Ono98, Ono03c] ), which is given in the language L = ∨, ∧, * , →, ¬, 0, 1 of type 2, 2, 2, 2, 1, 0, 0 . FL ew is the calculus of L-sequents of type ω × {0, 1} defined by the following axioms and rules 7 :
Structural rules
Cut:
Weakening:
Rules of introduction of connectives
where ϕ, ψ are L-formulas, Γ, ∆, Π, Σ are finite (possibly empty) sequences of L-formulas and ∆ is a sequence of at most one formula.
When we add the structural rule of contraction
to the previous calculus what we obtain is FL ewc [Ono98, Ono03c] , which is a redundant version of the Gentzen's calculus LJ for the intuitionistic propositional logic since the multiplicative conjunction * behaves as the additive conjunction ∧. Notice that since the calculus FL ew and FL ewc have both the structural rule of exchange, we can consider without loss of generality that the sequence Σ is empty, because taking Σ = ∅ in the formulation of FL ew or FL ewc , we obtain exactly the same associated Gentzen systems.
Theorem 3.1. [Ono98, Theorem 6] Cut elimination holds for FL ew and FL ewc .
Next we introduce the deductive system IP C * \c. This system has been studied in slightly different languages from the one that we take, since IP C * \c is definitionally equivalent to H BCK [OK85] , to the monoidal logic [Höh95] and to the system introduced with the same name in [AV00] . IP C * \c is the deductive system in the language L = ∨, ∧, * , → , ¬, 0, 1 of type 2, 2, 2, 2, 1, 0, 0 defined by the Modus Ponens rule and the following axioms (using implication as the least binding connective): 
That is, the following conditions are satisfied:
2) For every
Proof. The reader can straightforwardly check that the above deductive system IP C * \c is definitionally equivalent to the one presented under the same name in [AV00]: the essential difference is simply that the language of IP C * \c includes negation as a primitive connective, whereas in the version considered in [AV00] the negation is definable but not primitive. The same distinction is found between G FL ew and the Gentzen system G LJ * \c considered in [AV00] . Therefore, we conclude our theorem by [AV00, Theorem 11]. • FL ew [∨, ∧, * , ¬] is the sequent calculus in the language ∨, ∧, * , ¬, 0, 1 obtained as before except for the fact that we also consider the introduction rules for ∧, and S e [∨, ∧, * , ¬] is the external deductive system associated with the Gentzen system
In Section 5 we will prove that these Gentzen systems are fragments of G FLew , and that these deductive systems are fragments of IP C * \c. Again we stress that our notion of fragment also considers the proofs admitting hypotheses, and not just the proofs without hypotheses. For the case of G FLew[∨, * ,¬] this means that
for every set Φ ∪ {ς} of sequents in the language ∨, * , ¬, 0, 1 . Indeed, from the following theorem it trivially follows that (b) holds for the previous two Gentzen systems when Φ = ∅. Proof. It is an immediate consequence of Theorem 3.1.
The associated algebraic counterpart
In Section 4.2 we introduce the algebraic structures involved in the study of the four logical systems analyzed in this paper and prove several facts about these algebras. Before introducing these algebras, in Section 4.1 we will recall several well-known results about residuated lattices, the algebraic counterpart of logics without contraction. In Section 4.2 we will use these results since our main interest is in relating the algebras that we will introduce with residuated lattices. Section 4's main result, which will play a crucial role in Section 5, is Theorem 4.16, which states that the algebras that we will introduce are exactly subreducts of residuated lattices.
Residuated lattices
The class RL of residuated lattices is the class of algebras A = A, ∨, ∧, * , →, ¬, 0, 1 of type 2, 2, 2, 2, 1, 0, 0 satisfying the following conditions:
1) A, ∨, ∧, 0, 1 is a bounded lattice with associated order ≤,
2) A, * , 1 is a commutative monoid with the unit 1,
Therefore, in residuated lattices it holds that for every a, b ∈ A,
Another immediate remark is that we can replace 4) in the previous definition with
The term pseudocomplement is used in the literature, e.g. [BD74, Grä98] , to refer to the previous condition replacing * with ∧. Hence, we stress that the notion of pseudocomplementation that we consider is not the standard one, but it is a quite natural generalization.
Next we present several results on residuated lattices. The reader can find the omitted proofs and more detailed explanations in [KO00, KO01, BvA02, Ono03a, Ono03b] . It is also notable that sometimes in the more recent literature, e.g. [JT02, Ono03a, Ono03c] , these algebras have been called commutative integral bounded residuated lattices to distinguish them from the non-commutative and non-integral case. A slight difference between our presentation of residuated lattices and the common one is the presence of negation ¬ in the similarity type, which we include to ensure that the algebras that we will introduce in Section 4.2 are subreducts of residuated lattices.
The law of residuation implies the following distributivity of * over ∨:
This law must be read as saying that if {a, b i } i∈I ⊆ A and i∈I b i exists, then i∈I (a * b i ) also exists and the previous equality holds.
It is also known that RL can be axiomatized using only equations, that is, RL is a variety. In fact, it is an arithmetical variety (i.e., congruence distributive and congruence permutable) that is generated by its finite simple algebras. It is also known that RL has the finite embeddability property, i.e., for a given partial subalgebra B of a residuated lattice A, there exists a finite residuated lattice D into which B can be embedded. In particular this implies that RL is generated as a quasivariety by its finite members. Note that their congruences behave rather well: residuated lattices are 1-regular and there is an isomorphism between their congruences and their lattice filters closed under * . This makes it possible to obtain a characterization of subdirectly irreducible residuated lattices. In the case of finite algebras this characterization becomes quite simple: a finite residuated lattice is subdirectly irreducible if and only if it has a penultimate element.
Among residuated lattices the complete ones are particularly interesting, because of the following theorem. We recall that a residuated lattice is complete if it is complete as a lattice.
Theorem 4.1. Every residuated lattice is embeddable into a complete residuated lattice.
There are at least two well-known methods in the literature for obtaining these completions, the Dedekind-MacNeille completion and the ideal completion. Before explaining how these two methods work, we recall a characterization obtained by Ono (see [Ono03a, Section 1] 8 and the references therein) of the complete residuated lattices. 
Any complete residuated lattice is isomorphic to C M for a certain commutative monoid M and a certain closure operator C satisfying the above property.
Let A = A, ∨, ∧, * , →, ¬, 0, 1 be a residuated lattice. The Dedekind-MacNeille completion of A is defined as the complete residuated lattice obtained through the method of the last proposition using the monoid reduct of A and the closure operator defined by
We denote the corresponding completion by A DM . This gives us a concrete representation of the Dedekind-MacNeille completion. It is also possible to characterize it from an abstract point of view, in the case of lattices without further structure: this was done in [Ban56, Sch56] (see [GHV04] for a more accessible presentation).
The ideal completion of A is defined in the same way but now using the closure operator C Id defined as follows: for every X ⊆ A, C Id (X) is the lattice ideal generated by X, i.e., the smallest lattice ideal containing X. C Id also satisfies (d) of the last proposition, but this time it can be proved using only the finitary version of (c), i.e., to settle that C Id satisfies (d) we do not need the infinitary version of (c). This fact will be used for the algebras introduced in Section 4.2. We denote the ideal completion of A by A Id . Thus, the elements of A Id are the subsets I of A such that i) 0 ∈ I, ii) y ≤ x ∈ I implies y ∈ I, iii) x, y ∈ I implies x ∨ y ∈ I. A simple check shows that given lattice ideals I, I 1 , I 2 the operations of A Id are defined in the following way:
What it is interesting in the above constructions is that A is embeddable into A DM and also into A Id . In fact, the map i A : a ∈ A → {b ∈ A : b ≤ a} is at the same time an embedding from A into A DM and from A into A Id . This map takes values over the principal lattice ideals. It is clear that if I is a principal lattice ideal then I = (I → ) ← . We also have that I = (I → ) ← implies that I is a lattice ideal. This means that A DM ⊆ A Id . However, it is not true that A DM ⊆ A Id in general, i.e., the first one may not be a subalgebra of the other one. In order to give a counterexample we can consider the residuated lattice given in Figure 1 and the ideals I 1 = {0} ∪ {a n : n ∈ ω} and I 2 = {0} ∪ {b n : n ∈ ω}. Then,
. In fact, in order to obtain A Depending on our interests, one construction is more appropriate than the other. The main property of the Dedekind-MacNeille completion is that it preserves all existing infinite joins and infinite meets, i.e., i A is a complete (also called regular) embedding of A into A DM . Therefore, Theorem 4.1 can be strengthened saying that every residuated lattice is completely embeddable into a complete residuated lattice. However, this completion does not preserve lattice equations, e.g., the Dedekind-MacNeille completion of a distributive lattice is not always distributive [Cot44, DM52, Cra62] . On the other hand, the ideal completion preserves all lattice equations 9 , while it does not preserve infinite joins in general. This is shown by the example in Figure 1 
Another interesting property of the Dedekind-MacNeille completion is that it is minimal. This means that if A is a complete residuated lattice then i A is an isomorphism between A and A DM . It is also possible to consider the word minimal in other senses. As a first case we can ask if for every embedding φ from a residuated lattice A into a complete residuated lattice B there is an embedding φ * from A DM into B that extends φ (i.e., φ = φ * • i A ). The algebra of the Figure 1 shows that the Dedekind-MacNeille completion of residuated 9 Using the equalities given in (e) it is easy to check that all equations that only use ∨, ∧, * , 0, 1 are preserved since for all terms t using only ∨, ∧, * , 0, 1 it holds that i A (t A (ā)) = {b ∈ A : b ≤ t A (ā)}. However, the involutive law x ≈ ¬¬x is not preserved in general: e.g., take the Lukasiewicz-algebra over lattices is not minimal in this sense 10 (take B as the ideal completion of A)
Pseudocomplemented (semi)latticed monoids
Now it is time to define the two classes of algebras that we are interested in to analyze our four logical systems. 
The class of pseudocomplemented semilatticed monoids is denoted by PM s . An algebra A = A, ∨, ∧, * , ¬, 0, 1 of type 2, 2, 2, 1, 0, 0 such that the reduct is a pseudocomplemented semilatticed monoid and A, ∨, ∧ is a lattice is called a pseudocomplemented latticed monoid. The class of these algebras is denoted by PM .
Remark 4.4. If A is a residuated lattice, then the reducts of A to the adequate languages are, respectively, in PM s and in PM .
A more accurate name for these algebras should include at the beginning the words commutative integral bounded, but for the sake of simplicity we adopt the nomenclature given in the definition. We notice that the first three conditions of the previous definition corresponds to (commutative integral bounded) semilatticed monoids [Ono03a] . In them, and of course also in the pseudocomplemented ones, it holds that i) * is monotone in both arguments, ii) x * y ≤ x and x * y ≤ y, and iii) x * 0 ≈ 0. It is easy to check the following statement. 
And the variety of pseudocomplemented distributive lattices is the subvariety of
From the above statement we can consider the pseudocomplemented semilatticed monoids as generalizations of pseudocomplemented distributive lattices [BD74, Lak73] . In the rest of the section our presentation is motivated by wondering if the behaviour of pseudocomplemented distributive lattices with respect to Heyting algebras is the same one as the behaviour of pseudocomplemented semilatticed monoids with respect to residuated lattices, which can be summarized by the question I. Next we will prove that the classes of pseudocomplemented semilatticed and latticed monoids are varieties. From their definition it is obvious that both classes of algebras are quasi-equational. In fact, all the conditions are equations except for the law of pseudocomplementation, which corresponds to the pair of quasi-equations
However, as announced above, it is possible to characterize these classes using only equations. We thank Roberto Cignoli for a personal communication stating this result. Proof: First of all we prove that these equations hold in these classes. The pseudocomplementation law says that x * ¬x ≈ 0 holds. Therefore, using the fact that 1 is the unit of the monoid we have that ¬1 = 1 * ¬1 = 0. As 0 * 1 = 0 ≤ 0, the pseudocomplementation law says that 1 ≤ ¬0. The other inequality is clear, so 1 = ¬0. Let a, b be two elements in an
Thus, the pseudocompletation law allows us to conclude that a * ¬(b * a) ≤ ¬b. Now it is time to prove that using these equations the two quasi-equations involved in the pseudocomplementation law hold. Let a, b be two elements in an algebra satisfying these
II. Now we seek when a PM s -algebra is the reduct of a residuated lattice, and the same for a PM -algebra. It is said that a PM s -algebra is complete if it is a complete semilattice as an ordered set, and that a PM -algebra is complete if it is a complete lattice as an ordered set. We start by proving that every complete PM s -algebra is the reduct of a complete PM -algebra, and that a complete PM -algebra is the reduct of a residuated lattice if, and only if, it satisfies the infinitary distributive law. Proof: Let A be a complete PM s -algebra. Since A has a minimum element, then we have that the ordered set A, ≤ associated to the complete semilattice is a complete lattice such that, for every subset X ⊆ A, it holds that X = X ← , i.e., max X ← = X ← . So, A is the ∨, * , ¬, 0, 1 -reduct of the complete PM -algebra of universe A in such a way that the operation ∧ is defined by a ∧ b =: {x ∈ A : x ≤ a and x ≤ b} and the rest of operations are the ones of A. 
2) There is a (unique) operation → defined on A satisfying the law of residuation.
Proof: One direction is proved taking the definition a → b = {c ∈ A : a * c ≤ b} for every a, b ∈ A. The other direction is a straightforward check. We stress that this proof is based on very few hypotheses on A; indeed the associativity of * is not needed. 2
Proposition 4.9. A complete PM -algebra is the ∨, ∧, * , ¬, 0, 1 -reduct of a residuated lattice if, and only if, it satisfies the infinitary distributive law (c).
Proof: Let A be a complete PM -algebra. If A is the reduct of a residuated lattice A , then A satisfies (c) since A satisfies (c). Conversely, if A satisfies (c) then the algebra A, → , where → is the operation given by Proposition 4.8, is easily checked to be a residuated lattice. 2 Corollary 4.10. Every finite member of PM s or PM is the reduct of a residuated lattice.
Proof: All the algebras that the statement dealt with are complete and satisfy (c). This last part is proved by induction from Definition 4.3(3). Therefore, as a consequence of Propositions 4.7 and 4.9 we finish the proof. 2 Remark 4.11. We have just seen that the finite algebras in the classes PM s and PM are essentially the same as finite residuated lattices. It is also possible to find some differences in the behaviour of these classes even in the finite case. For instance, let us consider the finite PM -algebras A 2 and A 3 defined by Proof: We consider the residuated lattices A 3 , → and A 2 , → × A 3 , → where the algebras involved are the ones defined in Remark 4.11. Since A 2 ⊆ A 3 it is clear that A 3 and A 2 × A 3 satisfy exactly the same ∨, ∧, * , ¬, 0, 1 -equations, but the equation
2 Specifically, the last proposition implies that → is not definable in residuated lattices using ∨, ∧, * , ¬, 0, 1 . Another way to obtain this is the following interesting result. } and the operations are the restrictions of the ones defined over A 5 . It is clear that A 4 is a complete algebra and it is easy to check that it is a PM -algebra. However, there is no possibility of defining a residuation → over A 4 in such a way that its expansion becomes a residuated lattice. This is an immediate consequence of the fact that the infinitary distributive law does not hold in A 4 , e.g.,
We have already seen that there are (complete) PM s -algebras and PM -algebras that are not the reduct of any residuated lattice. But are they the subreduct of a certain residuated lattice? That is, are they, up to isomorphisms, equal to the class of the subalgebras of the reducts in the adequate languages of a residuated lattice? In the counterexample of the above proposition it is clear that A 4 is the subreduct of the residuated lattice A 5 . In fact, there is a positive answer in general. This is our next aim, that is, we want to prove that every PM s -algebra is embeddable into a complete residuated lattice, and the same for a PM -algebra. As we explained above there are two main constructions to obtain complete residuated lattices: the Dedekind-MacNeille completion and the ideal completion. To perform these constructions all what we need is a commutative monoid. So, they can also be developed if we start with an algebra in PM s or PM . Unfortunately, the DedekindMacNeille construction breaks down for PM -algebras (and so, for PM s -algebras) because it does not give us a residuated lattice. The algebra A 4 used in the last proof illustrates the fact that there are PM -algebras such that the closure operator C DM associated with its monoidal reduct does not verify condition (d) in Proposition 4.2 because 1 ∈ C DM ([0,
We can also prove the following statement. Proposition 4.14. There are PM -algebras (and so, PM s -algebras) that cannot be embedded in any complete residuated lattice in such a way that all existing infinite joins are preserved.
Proof: As a counterexample we again take the algebra A 4 of the Proposition 4.13. Suppose that there is a complete residuated lattice B and an embedding h : A 4 → B that preserves all existing infinite joins. Then, using the fact that B satisfies the infinitary distributive law we have h(
). And this means that h is not an injective map.
2 Next we will see that the ideal completion works well in order to obtain the embedding theorem for our classes of algebras. When A is an algebra in PM s or PM , we will denote by A Id the complete residuated lattice constructed in Section 4.1 using the monoidal reduct of A by the method of Proposition 4.2 applied to the closure operator C Id . On this occasion it is easily verified that condition (d) holds, so A Id is really a residuated lattice. We will to prove that every algebra A in PM s or PM can be embedded in the complete residuated lattice A Id . Using the characterization (e) the reader can directly check that our last statement holds, but the proof that we present below is based on the following result obtained by Ono (cf. [Ono03a, Theorem 7] ).
Theorem 4.15.
1) For each (commutative integral bounded) semilatticed monoid A, the map i A : a ∈ A → (a] is an embedding, preserving all existing residuals and meets, from
A into the ∨, * , 0, 1 -reduct of the complete residuated lattice A Id .
2) For each residuated lattice A, the map i A is an embedding, preserving all existing meets, from A into the complete residuated lattice
Note that in the above result it is not claimed that all existing joins are preserved; indeed, this is false. We also note that the first part of this theorem implies that the class of (commutative integral bounded) semilatticed monoids is the class of ∨, * , 0, 1 -subreducts of residuated lattices. Note also that the second part of the theorem, already obtained by Ono and Komori in [OK85, Theorem 8.12 ] by a method other than the one involved in the above reference, is an immediate consequence of the first part since the monomorphism i A preserves all existing meets and residuals. Using the same procedure we can achieve our aim. Proof: Let A be a PM s -algebra or a PM -algebra. By Theorem 4.15, we have that the map i A : a ∈ A → (a] is an embedding between the ∨, * , 0, 1 -reducts of A and A Id preserving existing residuals and meets. Since the pseudocomplement of an element is the residual of the element by 0, it follows that i A preserves pseudocomplements. So, the map i A is an embedding from A into the corresponding reduct of the residuated lattice A Id . 2 Now we state some trivial corollaries from the last theorem. The first two state that the equational systems associated with PM s and PM are fragments (again we stress admitting hypotheses) of the equational system associated with RL; and the last corollary relates the free algebras of these varieties. 
In particular, PM and RL satisfy the same quasi-equations in the previous language.
Corollary 4.19. Let X be a set of an arbitrary cardinality. Then,
Proof: It follows from the last two corollaries, using the fact that the free algebras over a certain set of generators of these varieties can be represented as Lindenbaum-Tarski algebras. 2
III. Now we discuss finite embeddability property and decidability. First of all, let us recall that given an algebra A = A, f 
A class K of algebras has the finite embeddability property, FEP for short, if every finite partial subalgebra of each member of K can be embedded in a finite member of K. The first part implies that the sets of universal formulas that fail in our classes of algebras are recursively enumerable. Using the well-known fact that first-order logic is recursively axiomatizable we also have that the sets of universal formulas that hold in our classes of algebras are recursively enumerable. Combining the two procedures we obtain the desired decision procedure. 2
IV. We will now say several things about the congruence lattice of the algebras in the varieties PM s and PM . As PM is a variety of lattices, then it is congruence distributive [BS00, Section §12 (Chapter II)]. On the other hand, it is well known that the variety of semilattices is not congruence distributive, from which it is easy to see that PM s is not congruence distributive either. Indeed, the same applies for congruence modularity (we recall that all distributive lattices are modular). For instance, in the algebra A 6 given in Figure 2 the modularity of its congruence lattice fails due to the fact that ψ 1 ⊆ ψ 2 while
What is known about the congruence lattices of semilattices [FN73] is that θ 1 ∩θ 2 = θ 1 ∩θ 3 implies θ 1 ∩θ 2 = θ 1 ∩(θ 2 ∨θ 3 ) (meet semidistributivity). Of course this remains true over the algebras in PM s . 
It is not difficult to see that neither PM s nor PM are congruence permutable. In fact, they are not congruence permutable because 1, a ∈ δ 1 •δ 2 but 1, a / ∈ δ 2 •δ 1 in the algebra of the Figure 3 The same algebra shows that these varieties are not 1-regular. Thus, we are in a very different situation from the one in the case of residuated lattices. Later on, in Theorem 5.11 we will obtain a characterization of the notion of congruence over PM s -algebras and PMalgebras.
We now analyze which algebras are subdirectly irreducible in these classes. In general if a class of algebras is not 1-regular this is a difficult problem. One of the few known solutions to problems of this kind was given by Lakser for the case of pseudocomplemented distributive lattices [Lak73] . He proved there that the pseudocomplemented distributive lattices that are subdirectly irreducible are exactly the result of adjoining a new largest element over a Boolean algebra. For the cases of PM s -algebras and PM -algebras we have not been able to obtain characterization of this kind.
Next we will give some necessary conditions for subdirectly irreducible algebras of PM s (PM ). We will try to relate our problem to the problem of determining if a residuated lattice is subdirectly irreducible. First of all we observe that, even in the finite case, there are residuated lattices that are subdirectly irreducible as residuated lattices but not as PM s -algebras (neither as PM -algebras), e.g., the expansion to a residuated lattice of the algebra A 7 given in Figure 3 . Now, we will see that the other direction holds in finite algebras. In fact, it holds over the reducts of residuated lattices and so in particular, by Corollary 4.10, over finite algebras of PM s and PM .
Theorem 4.21. 
1) Let
Let x < 1 and let F (x) be {y ∈ A : x k ≤ y for certain k ∈ ω}. This set is a lattice filter closed under * . Then, by the isomorphism into congruences of A we know that
. As 1, x ∈ θ and 1 = x the minimality of θ(a, b) says that θ(a, b) ⊆ θ, i.e., a, b ∈ θ. Therefore, there exists
Then, F is the smallest non-trivial lattice filter of A closed under * . Let I be a lattice filter of A closed under * such that I = {1}, i.e., there exists x ∈ I with x < 1. The above claim says that there exists k ∈ ω such that We have that A 8 is subdirectly irreducible being φ 1 its smallest non-trivial congruence. And its expansion to a residuated lattice is also subdirectly irreducible, but φ 2 is its smallest non-trivial congruence. Lastly we give a theorem that relates subdirectly irreducible algebras with respect to its ideal completion.
Theorem 4.24.
1) If A is a subdirectly irreducible PM
s -algebra then A Id is a subdirectly irreducible residuated lattice.
2) If A is a subdirectly irreducible PM -algebra then A
Id is a subdirectly irreducible residuated lattice.
Proof: The proof works in both cases. Let a, b ∈ A with a = b be such that θ(a, b) is the smallest non-trivial congruence of A. It is enough to see that there is a smallest non-trivial lattice filter of A Id closed under * .
It is easy to check that θ is a congruence of A. As 1, x ∈ θ and 1 = x the minimality of θ(a, b)
Claim II: Let I be {x ∈ A : x k * a ≤ b and x k * b ≤ a for certain k ∈ ω} and let F be {J ∈ A Id : I k ⊆ J}. Then, F is the smallest non-trivial lattice filter of A Id closed under * .
Let F be a lattice filter of A Id closed under * such that F = {A}, i.e., exists J ∈ F with 1 ∈ J. Then, J ⊆ I by the previous claim. As J ∈ F since F is a lattice filter we obtain that I ∈ F . Therefore, F ⊆ F . 2
Connecting the logical systems and the algebras
This section studies our four logical systems establishing connections between them and the algebras in Section 4.2. In Section 5.1 we do this for our two Gentzen systems, and in section 5.2 for our two deductive systems; but first of all we recall what happens when we also have the implication → in the language. 
Remark 5.3. Since all residuated lattices satisfy that
it holds that we can replace the translation τ in Theorem 5.2 with
Notice that this last translation only uses the connectives * , ∨, 0.
The algebraization of
The algebraization results that we will obtain in this section can be seen, using the heuristic idea in Section 4.2, as a generalization of the next result. 
Indeed, the above theorem could also be proved as an easy consequence from the algebraization of G FLew[∨, * ,¬] . We notice that the above translations are motivated by Remark 5.3. Proof: To prove this theorem we will prove the four conditions in Lemma 2.1.
1) We have to show that if ς ∈ Seq

ω×{0,1}
∨, * ,¬,0,1 , then
From now on we will write Γ as an abbreviation for ϕ 0 * . . . * ϕ m−1 if Γ = ϕ 0 , . . . , ϕ m−1 . We distinguish the four cases involved in the definition of τ .
• Let us consider the case that ς is Γ ⇒ ϕ with the length m of Γ equal to or greater than 1. We have to show that Γ ⇒ ϕ
The non-trivial parts of these formal proofs are
The fact that Γ ⇒ Γ is derivable is easily obtained by using (⇒ * ) and (Ax 1).
• Let us consider the case that ς is ∅ ⇒ ϕ. In this case we must show that ∅ ⇒ ϕ
This follows from these remarks: i) the sequent ϕ ⇒ 1 is derivable, ii) the sequent 1 ⇒ ϕ is obtained from ∅ ⇒ ϕ by using weakening, and iii) the sequent ∅ ⇒ ϕ can be obtained from ∅ ⇒ 1 (Ax 3) and 1 ⇒ ϕ by using (Cut).
• Let us consider the case that ς is Γ ⇒ ∅ with the length m of Γ equal to or greater than 1. We must prove that Γ ⇒ ∅ FLew[∨, * ,¬] { Γ ⇒ 0, 0 ⇒ Γ}. The non-trivial parts of these formal proofs are the following ones.
• Let us consider the case that ς is ∅ ⇒ ∅. On this occasion we have to prove that ∅ ⇒ ∅ FL ew [∨, * ,¬] {1 ⇒ 0, 0 ⇒ 1}. This follows from these facts: i) the sequent 0 ⇒ 1 is derivable, ii) the sequent 1 ⇒ 0 is obtained from ∅ ⇒ ∅ by using weakening, and iii) the following tree is a proof from 1 ⇒ 0.
2) We must check that for every equation ϕ ≈ ψ ∈ Eq ∨, * ,¬,0,1 , it holds that
This means that ϕ ≈ ψ = = PM s {ϕ ∨ ψ ≈ ψ, ψ ∨ ϕ ≈ ϕ} and this is trivial.
3) We have to prove that for every A ∈ PM s , the set R defined by From now on we will write ∅ as an abbreviation for 1, and x as an abbreviation for x 0 * . . . * x m−1 (when m ≥ 1). First of all we note that R is { x, a ∈ A4) Let us prove that for every Φ ∈ T h G FL ew [∨, * ,¬] , 
• Equations defining bounded join-semilattices:
They follow by using (Ax 1) and the rules for ∨.
To obtain ϕ ∨ 0 ⇒ ϕ we apply (⇒ w) to the axiom 0 ⇒ ∅ and obtain 0 ⇒ ϕ. Now by applying (∨ ⇒) to ϕ ⇒ ϕ and 0 ⇒ ϕ, we obtain ϕ ∨ 0 ⇒ ϕ. To obtain ϕ ⇒ ϕ ∨ 0 we apply (⇒ ∨ 1 ) to ϕ ⇒ ϕ .
x ∨ 1 ≈ 1: It easily follows from (Ax 1), (Ax 3) and the rules for ∨.
• Equations defining commutative monoids:
is easily obtained from (Ax 1) by applying the rules (⇒ * ) and ( * ⇒). ϕ * (ψ * γ) ⇒ (ϕ * ψ) * γ is obtained analogously but in this case using also the rule (e ⇒).
x * y ≈ y * x: By symmetry it is sufficient to derive the sequent ϕ * ψ ⇒ ψ * ϕ which is easily obtained by using (Ax 1), (⇒ * ), (e ⇒) and ( * ⇒).
1 * x ≈ x: The sequent 1 * ϕ ⇒ ϕ is obtained by applying ( * ⇒) to 1, ϕ ⇒ ϕ which is obtained from ϕ ⇒ ϕ by applying (w ⇒). The sequent ϕ ⇒ 1 * ϕ is obtained from the axioms ∅ ⇒ 1 and ϕ ⇒ ϕ by applying the rule (⇒ * ).
• Equation defining distributivity of * with respect to ∨:
* γ are easily obtained from the axiom ϕ ⇒ ϕ by using the rules for * and ∨.
• Equations defining the pseudocomplement:
The sequent 0 ⇒ ¬1 is obtained from 0 ⇒ ∅ by using (⇒ w). ¬0 ⇒ 1 is obtained from ∅ ⇒ 1 by using (w ⇒). ¬1 ⇒ 0 and 1 ⇒ ¬0 can be obtained in this way:
The sequent ¬ψ ⇒ (ϕ * ¬(ψ * ϕ)) ∨ ¬ψ is obtained from ¬ψ ⇒ ¬ψ by using (⇒ ∨ 2 ). The sequent (ϕ * ¬(ψ * ϕ)) ∨ ¬ψ ⇒ ¬ψ is obtained in the following way: Proof: We also apply Lemma 2.1. The proof is the same one as in Theorem 5.5 except for the fact that it is extended with two new checks.
1) R is closed under the rules of introduction of the connective ∧:
2) θ Φ is a congruence relative to the variety PM : It only remains to prove the sequents corresponding to associativity and commutativity of ∧ and the absorption laws. All of them are easily obtained by using the axiom ϕ ⇒ ϕ and the rules for the connectives ∧ and ∨. Proof: By our previous algebraization results this is equivalent to the fact there is no deductive system equivalent to the equational system associated with PM s (and the same for the equational system associated with PM ). Let A = {0, a, b, c, 1}, ∨, ∧, ¬, 0, 1} be the pseudocomplemented distributive lattice defined in the following way: ∧ and ∨ are the supremum and the infimum corresponding to the order 0 < a < b < c < 1 and ¬ is defined by ¬0 = 1, ¬a = ¬b = ¬c = ¬1 = 0. It is proved in [RV93, Theorem 3.1] that the Leibniz operator Ω A cannot be an isomorphism between the lattice F S (A) of S-filters of A and the lattice Con(A) of the congruences of A and so, by [BP89, Theorem 5.1], the variety of pseudocomplemented distributive lattices cannot be the equivalent algebraic semantics for any deductive system. Now if we consider the algebra A = A, * , with * = ∧, we have that A ∈ PM and by using the argument given above, we have that PM is not the equivalent algebraic semantics for any deductive system. The same proof also works for 
Understanding S e [∨, * , ¬] and S e [∨, ∧, * , ¬]
In this section we study the two deductive systems that we are interested in. We now prove that they are fragments of IP C * \c. Proof: The proof is analogous to the previous one. In the rest of the section we will classify our deductive systems under the properties introduced in Section 2.2. The most interesting fact is that although they are non-protoalgebraic we know an algebraic semantics for these deductive systems. Proof: Since protoalgebraicity is monotonic, the result is an immediate consequence of Theorem 5.14 and the fact that the fragment without implication of the intuitionistic propositional logic is non-protoalgebraic [BP89, Theorem 3.5]. The second part follows from Theorem 5.12. 2 Thus, these deductive systems are not extensional (Fregean), that is, they are intensional deductive systems.
Conclusions and Future Work
For the case of FL e (i.e., removing boundedness in the algebras) we know that the situation is the same except for slight changes in the definition of the translations. For the case of FL (i.e., also removing commutativity in the algebras) it is also possible to develop these ideas, but this time the proof of the algebraization is more involved since we need to use simultaneously both pseudocomplementations (one for each of the residuals). We also plan to extend our research to all the fragments of the language ∨, ∧, * , ¬, 0, 1 that have the connectives * , 0, 1 appear. 
