A data deficit in shallow groundwater monitoring in Africa exists despite one million handpumps being used by 200 million people every day. Recent advances with "smart handpumps" have provided accelerometry data sent automatically by SMS from transmitters inserted in handles to estimate hourly water usage. Exploiting the high-frequency "noise" in handpump accelerometry data, we model high-rate wave forms using robust machine learning techniques sensitive to the subtle interaction between pumping action and groundwater depth. We compare three methods for representing accelerometry data (wavelets, splines, Gaussian processes) with two systems for estimating groundwater depth (support vector regression, Gaussian process regression), and apply three systems to evaluate the results (held-out periods, held-out recordings, balanced datasets). Results indicate that the method using splines and support vector regression provides the lowest overall errors. We discuss further testing and the potential of using Africas accidental infrastructure to harmonise groundwater monitoring systems with rural water-security goals.
Introduction
Timely and cost-effective groundwater monitoring is a global challenge in both industrialised and developing countries (Gorelick and Zheng, 2015; Giordano, 2009; Shah, 2010; Llamas and Martínez-Santos, 2005; Nelson, 2012; Foster and Garduño, 2013) . Increasing urgency for policy action is driven by global groundwater depletion rates doubling between 1960-2000 and 2000e2009 from 56 km 3 per year to 113 km 3 per year (Doell et al., 2014) . However, global groundwater data vary in extent and quality (Giordano, 2009; Wada et al., 2010; Mulligan et al., 2014) . Africa is the most data-poor region with limited records (<0.001%) of global shallow groundwater records (Fan et al., 2013) . Though highyielding groundwater sites (<5 l s -1
) are limited and unevenlydistributed, groundwater is a strategic resource for Africa's growth and development, with groundwater storage estimated to be over 100 times greater than annual renewable freshwater sources (MacDonald et al., 2012 ). Africa's systematic data deficit in shallow groundwater monitoring is juxtaposed by rapid and often competing demands from domestic, industrial, and agricultural sectors with regulatory and enforcement systems either weak or absent. An unpredictable future climate will place new pressures on managing and allocating groundwater, thereby increasing the need for high-quality, low-cost shallow groundwater data in a distributed monitoring system. Africas shallow groundwater systems (<80 m depth) supply domestic water for around 200 million rural Africans lifted by one million handpumps distributed across rural areas (Foster and Garduño, 2013) . Handpumps emerged as a low-cost, durable technology in the 1980s to supply drinking water to rural communities (Hope, 2015) . Shallow groundwater accessed by handpumps operating throughout the year provides generally good quality water to buffer dry periods. With ongoing challenges of repairing broken handpumps in remote rural areas, a transmitter was designed, tested, and successfully deployed in handpump handles to automatically send data on pump usage via the GSM network. Volumetric abstraction is calculated from accelerometry data generated by the movement of the pump handle (Thomson et al., 2012) . Since 2012, these data have provided information on hourly pump use, and have allowed local mechanics to be alerted when failure events occur, thus reducing the down-time following such events from over a month to several days (University of Oxford/RFL, 2015) . Methods using pressure sensors and water detection have also been developed to monitor pump usage remotely, similarly aimed at reducing pump downtimes (Nagel et al., 2015) .
Further analysis of the accelerometry data revealed that elements of the high-frequency components appeared to correspond to groundwater depth. This study provides proof-of-concept analysis of novel methods based on machine learning to predict aquifer depth from the high-frequency signal. The implications of the findings present a potentially scalable approach to address Africa's groundwater monitoring deficit by harnessing handpumps as accidental infrastructure (Frischmann, 2012) to improve groundwater resource management; regulate and monitor irrigation, mining, or other commercial groundwater users; and provide earlywarning systems for vulnerable populations dependent on shallow groundwater resources.
In this article, we model the high-rate waveforms from the accelerometry data using robust machine learning techniques that are sensitive to the subtle interaction between the dynamics of the handpump and the depth of the aquifer beneath the pump. We compare the ability of various candidate machine-learning models for the purposes of estimating aquifer depth.
Materials and methods

Study site and data description
The work described considers two datasets of accelerometery recordings, collected from two different models of handpumps: the Afridev and the India MK II. The first set of recordings, referred to as the "Oxford" dataset, was collected from an India MK II handpump installed at the University of Oxford, UK, between April and November, 2014. The second set of recordings, referred to as the "Kenya" dataset was collected from 11 Afridev handpumps installed in Kwale County, located between Mombasa and Tanzania's northern border, over a two-week period in April, 2014.
Each dataset consists of recordings taken at the pump location. To obtain recordings during our experiments, a consumer-grade accelerometer was mounted to the handle of each pump, and connected to a nearby laptop via a Bluetooth data connection. Each recording comprises a single person pumping for 20 se120 s. The resulting accelerometry measurements in three orthogonal ("triaxial") dimensions are recorded at 96 Hz. The signal recorded by the accelerometer is proportional to the force applied to the handle during the pumping motion. As the angle of the handle changes, the axis along which the acceleration is sensed changes. The lateral movement of the handle results in the presence of additional acceleration components; however, the accelerometer is mounted close to the fulcrum of the motion, and the angular velocity of the handle is low, and so these additional components are small compared to the effect of the applied force (Thomson et al., 2012) .
Depth measurement at the Oxford site was performed using a manual "dipper", which is lowered into the borehole and which sounds on contact with water. Measurements were made before each recording to the nearest 1 cm, a level of precision deemed to be appropriate with respect to the measurement error (as shown later). The depths for the Kenya dataset are estimates based on the known depth of the pumps rods. The volume of water abstracted in Oxford was very low, being tens of litres using a pump that is capable of pumping over a thousand litres per hour. Combined with the properties of the shallow aquifer in Oxford, this level of pumping would have no impact on water level, meaning that aquifer level could be viewed as being constant over the period of each recording. This is addressed further in section 5.
Of the three measurement dimensions recorded by the device, we use the dimension perpendicular to the pump handle, associated with the waveform of the largest amplitude for our analysis. Intervals of 5 s of accelerometry data collected using this method are shown in Fig. 1 .
These time-series accelerometry signals show the fundamental pumping motion, similar to the motion of the handle. The increasing parts of each waveform in Fig. 1 correspond to the handle being pushed downwards to lift water and the decreasing parts to the handle lifting to reset the pump. We refer to each of these cycles as being a period.
The example waveforms in the figure also show the noise present in the data, which is mostly caused by the mechanical vibration in the pump due to the motion of the handle. The figure shows that this noise is of larger amplitude on the increasing part each period than on the decreasing part; this effect is anticipated, because the increasing parts of each period correspond to mechanical loading of the handpump, while the weight of the water is being lifted, as described above. The examples in the figure have different levels of noise; it may be seen that the India MK II pump at Oxford (shown in the lowermost plot in the figure) has the noise with the highest amplitude -the handle rubs against the body of the pump which causes substantial vibration levels when water is being lifted. Infrequent use of this pump (because it is a prototype in the university setting) means that the pump has not yet reached a dynamic equilibrium by being "worn in".
We separate the time-series accelerometry data at the troughs (after smoothing using a low-pass filter) to divide the recordings into individual periods. Thus, each recording for each pump yields a series of periods of accelerometry data. The latter are generally between 0.8 s and 1.2 s in length, and hence contain approximately 80 and 120 data points (sampled at 96 Hz).
Representing each period of accelerometry data
The next step of our analysis aims to reduce the high-rate (96 Hz) time-series accelerometry data contained within each period into quantities that capture their dynamical characteristics in a parsimonious manner, suitable for modelling. We consider two main characteristics for each period: the shape (representing the pumping movement) and the high-frequency vibrations in the handle during the movement.
We chose to investigate three methods for representing each period. For each method, we summarise each period of waveform data from each recording using (i) a feature vector representing the shape of that period and (ii) a feature vector representing the vibration levels observed during that period. These feature vectors are sets of scalar variables (defined below), and labelled s and v, for shape and vibration, respectively.
Representation method I: wavelets
The wavelet transform (Torrence and Compo, 1998 ) provides information about the magnitude of different frequency components present in a time-series, and how these change over time. The wavelet transform should reveal both the underlying shape of the waveform corresponding to the gross pumping motion (which corresponds to relatively low frequencies in the signal), in addition to components describing the vibration (which correspond to relatively high frequencies in the signal). It can be seen that the periodic motion of the original waveform corresponds to high amplitudes in the wavelet transform (regions shown in red). The large amplitude of these frequencies in the wavelet transform corresponds to the fact that the dominant signal in the original waveform is due to the lower-frequency movements of the handle caused by the pumping motion.
To represent each period in the waveform, we use 12 equallyspaced frequencies between 4 Hz and 12 Hz, at p time intervals to create the feature vector, s, defining the shape of the waveform in each period. Thus, each of the periods shown in the figure is represented by a feature vector s containing 12p values.
We then apply a high-pass filter to the interval, to remove the "shape", leaving the vibrations (Fig. 2c) . We subsequently apply the wavelet transform to the result (Fig. 2d) . We use 40 frequencies between 6 Hz and 36 Hz at p time intervals to create the feature vector, v for each period, representing the vibrations in that period. Thus, each of the five periods shown in the figure is also represented by a feature vector v that contains 40p values. The value of p is set during model training, described later.
Representation method II: splines
Smoothing splines (de Boor, 2001 ) are a solution to the general problem of finding a curve of best fit, f ðtÞ, through noisy data xðtÞ, where t are the times associated with each measurement xðtÞ. A smoothing spline compromises between having small errors ε i ¼ jf i À x i j for the i values of the data, and having a slowlychanging curve f ðtÞ that does not "overfit" the data xðtÞ by varying too rapidly.
We sample the fitted spline f ðtÞ at p intervals to create the feature vector s representing the shape of a period. To obtain a feature vector v representing the vibration for the same period, we take the mean of ε i between each of the p samples, such that the feature vector v for a period contains p À 1 values.
Representation method III: Gaussian processes
Gaussian processes (Rasmussen, 2006) (GPs) are a method for classification and regression which can be used for modelling timeseries, with some mean function mðtÞ and covariance function Kðt; t 0 Þ, so that the data have distribution xðtÞ $ NðmðtÞ; sÞ for some s, and where the covariance between two points is given by covðxðtÞ; xðt 0 ÞÞ ¼ Kðt; t 0 Þ.
We expect two points closer together in time to have higher correlation, and hence higher covariance, and so for K we take the (commonly-used) squared exponential function (Rasmussen, 2006) : as desired, this assigns covariance close to 1 for points that are very close in time, decreasing to covariance close to 0 for points that are far apart in time.
A standard Gaussian process assumes that the variance of the time-series is constant, which is clearly not the case for our datathe noise varies throughout a period, as described earlier. Gaussian processes for heteroscedastic data (i.e., in which the noise level is allowed to vary) have been developed (Goldberg et al., 1997; L azaro-Gredilla and Titsias, 2011) . These assume xðtÞ $ NðmðtÞ; sðtÞÞ, where we note that sðtÞ is now a quantity that depends on time. This quantity must be positive, and so we take sðtÞ ¼ expðgðtÞÞ and model gðtÞ as a second Gaussian process. The latter assumes the distribution gðtÞ $ Nð0; s g Þ and that there is a covariance function k g ðt; t 0 Þ. We assume that noise values are independent of one another, and so k g is the white-noise covariance function (Rasmussen, 2006) , that is, all off-diagonal elements of k g ¼ 0. Fig. 3 represents an HGP applied to accelerometry data. Fig. 3b shows mðtÞ and the shaded area is of width 1:96sðtÞ to represent the 95% confidence interval. Fig. 3c shows gðtÞ. Gaussian processes are dependent on hyperparameters, the values of which are chosen to fit the data without overfitting (i.e., to minimise the negative log marginal likelihood, as is standard practice (Rasmussen, 2006) ).
To create the shape feature vector s for each period, we sample the Gaussian process f ðtÞ at p intervals. Similarly, to create the vibration feature vector v for each period, we sample the Gaussian process gðtÞ at p intervals.
Estimating aquifer levels from feature vectors
Having obtained feature vectors s; v for each period, using three candidate representation methods described previously, we now describe methods for subsequent estimation of aquifer depth. For each period i, we have feature vectors s i and v i , along with a depth measurement y i . We aim to be able to produce models that produce estimates y Ã i which are as close as possible to actual aquifer depth y i , given the feature vectors s i and v i . We developed two systems for depth estimation, based on (i) support vector regression and (ii) Gaussian processes, both of which are machine learning methods for modelling complex data.
2.3.1. Depth estimation system I: support vector regression, SVR Support vector regression (SVR) (Hsu et al., 2003) aims to map feature vectors onto some target quantity y by transforming the original data from its original format (with each feature vector containing p scalar values) to some new format; in mathematical notation, the data from the p-dimensional input space are projected into some q-dimensional space (q > p). This transformation is provided by a kernel function, which has a small number of parameters that can be learned from pairs of input "training" data x and target output values y. The parameters of the model are set so that the system makes predictions y Ã given an input feature vector x, where there is minimal error between the predictions y Ã and the targets y.
For the work described by this paper, we used a (commonlychosen) Gaussian kernel function (Hsu et al., 2003) ; the resulting SVR subsequently has two parameters to set: one associated with the Gaussian kernel, and one pertaining to the fitting of the SVR to the data -this is the standard setting for the SVR. The training set comprises a set of feature vectors, each of which is associated with its depth measurement y. The feature vectors provided to the method are those for shape s and vibrations v described earlier, concatenated into a single, larger feature vector for use by the depth estimation system, x ¼ fs; vg.
Depth estimation system II: Gaussian process regression, GPR
The Gaussian process regression (GPR) framework is readily extended to map p-dimensional feature vectors onto target values y, using the same algorithms as described previously. In this case, the GPR model is constructed using "training" data comprising pdimensional feature vectors along with their associated targets yproceeding as that described for SVR. Fig. 3 . Heteroscedatic GP representation of each period; (a) original accelerometry data; (b) latent function for the f GP (red) with 95% confidence interval (grey) and raw accelerometry (blue); (c) latent function for the g GP (red) with respective 95% confidence interval (grey). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Depth estimation system III: random forest regression, RFR
We include random forests in our analysis as a comparator method. Decision trees (Rokach and Maimon, 2014) are a classification and regression technique that uses a binary tree where each node represents a binary decision based on the value of one feature, and where each leaf is a target value. A datapoint x hence passes down branches of the tree depended on its feature values, until it reaches a target value. A random forest (Kam Ho, 1995) is an amalgamation of n decision trees, where n overlapping subsamples of data are taken and a decision tree is trained for each. Each datapoint x is then regressed using each decision tree i to give predicted value y Ã i , and the final prediction y Ã is a weighted average of y Ã i ; i ¼ 1; …; n.
Implementation
All data analysis was carried out in Matlab. Wavelet analysis was performed using the Matlab signal processing toolbox. Heteroscedatic Gaussian processes were developed using the VHGPR toolbox (Miguel and Michalis,). Smoothing splines were implemented using the Matlab curve-fitting toolbox. Gaussian proccess regression was implemented using the GPML toolbox (Rasmussen and Nickisch, 2010) . Support vector regression used the libSVM toolbox (Chang and Lin, 2011) . Random forest regression was based on the Matlab statistics and machine learning toolbox.
Training-testing methodology, and results
Training and testing
We evaluate our methods via schemes based on hold-out validation: a method for evaluating the performance of machine learning algorithms by randomly "holding out" a proportion of the available data as a test set, and using the remainder of the data as the training set. The optimal length of the feature vector p and the values of the hyperparameters for each algorithm are chosen using four-fold cross-validation. That is, the training set is divided into four quarters. For the combination or parameter values in question, the algorithm is trained on three quarters of the training data, and evaluated on the fourth in turn. The average of its performance in the four experiments is taken to give the overall performance associated with each set of values of the hyperparameters. We can thereby find the "optimal" value of the hyperparameters using grid search. This approach to evaluation avoids evaluating the performance of the model using the same data as were used to train it; this avoids "over-fitting" to the training data, and gives a more robust estimate of how the model would perform when applied to previously-unseen data.
Evaluation scheme I: held-out periods
In the first evaluation scheme, denoted "held-out periods", we hold out 25% of individual periods, selected at random from all those available, and use the remainder as a training set.
Evaluation scheme II: held-out recordings
In the second evaluation scheme, denoted "held-out recordings", we hold out 30% of entire recordings. The latter is a more difficult test because the models are being compared by evaluating their performance using previously-unseen entire recordings of data. In the former, a single recording might contribute some periods to the training set and some periods to the test set, making for a potentially easier challenge.
Evaluation scheme III: balanced datasets
We observe that a large proportion of our data happen to be concentrated around the average aquifer depth. To determine whether or not this biases our results, we use an additional third evaluation scheme, in which the training set is balanced. In this scheme, we divide all recordings into three quantiles according to aquifer depth, and take at random an equal number of periods from each of the resulting "shallow", "intermediate", and "deep" quantiles to form the training and test sets.
Combining methods
We have, in our description so far, defined: three methods of representing periods of accelerometry data using feature vectors (I: wavelets, II: splines, III: GP) two systems for estimating aquifer depth using feature vectors (I: SVR, II: GPR) three schemes for evaluating the proposed techniques (I: heldout periods, II: held-out recordings, III: balanced datasets) All 3 Â 2 Â 3 ¼ 18 experiments could be performed; for clarity of description in this proof-of-principle study, we will limit the results described here to the following combinations. This selection of is based on those methods for creating feature vectors that perform well with the corresponding systems for depth estimation. For example, we combine the Bayesian probabilistic methods HGP and GPR, and the non-probabilistic methods of splines and random forests:
1. Wavelets for creating feature vectors, followed by depth estimation using GPR 2. Splines for creating feature vectors, followed by depth estimation using SVR 3. GPs for creating feature vectors, followed by depth estimation using GPR 4. Splines for creating feature vectors, followed by depth estimation using RFR Each of these combinations will be investigated with each of the three evaluation schemes (held-out periods, held-out recordings, balanced datasets). Table 1 shows the median absolute errors (and interquartile range of these errors) of aquifer depth predictions y Ã , for each of the three modelling approaches described above, using the "Oxford" dataset. For each of the three modelling approaches (Wavelets-GPR, Splines-SVR, and GP-GPR), we show results obtained using our three evaluation schemes. We also provide the performance of splines-RFR as a comparison. Table 1 Errors in aquifer estimation, shown as median (IQR) in cm, for the three modelling approaches described in the text (by row), according to each of the three schemes for evaluation (by column).
Results
Held-out periods
Held-out recordings Balanced Wavelets-GPR 3.6 (1.7, 8.9) 5.9 (2.4, 15.8) 3.9 (1.2, 8.1) Splines-SVR 2.5 (1.0, 6.4) 2.9 (1.1, 11.6) 2.1 (0.9, 6.4) GP-GPR 3.8 (2.07, 9.65) 5.8 (2.5, 13.4) 2.4 (1.1, 5.1) Spines-RFR 2.93 (1.14, 8.11) 5.23 (2.0 11.48) 5.75 (2.5, 12.54)
Bold shows the best-performing case.
The results in Table 1 show that, as expected, performance for all models decreases when moving from "held-out periods" to "heldout recordings" -this is evident both in the median error for each of the three modelling approaches, and in the increased interquartile range of those errors. As described earlier, the latter corresponds to a more difficult level of evaluation, which might be described as being the most critical test of the methods.
The results in the table also demonstrate that balancing of the training set results in an improvement in performance for the Splines-SVR and GP-GVR approaches, but not for Wavelets-GPR or Splines-RFR. In most applications, balancing the training set provides a better model as removing the imbalance in the data allows the model to learn more effectively any underlying relationships between input feature vectors and output estimates.
In all evaluation schemes, the Splines-SVR method provides the lowest overall errors and lowest associated interquartile ranges on the distributions of those errors. The SVR is very effective at learning non-linear relationships between input and output quantities in many machine learning applications. While the GPRbased methods can offer additional flexibility (such as fully probabilistic output, and the ability to cope with partially-missing input data), this often comes at the cost of lower overall accuracy when compared to less-flexible approaches that aim to maximise prediction accuracy (such as the SVR).
Examining these results in more detail, Fig. 4 shows the spread of individual depth estimates for each recording, along with their Fig. 4 . Violin plots showing results on a randomly-selected test set for all three of our methods. Along the x-axis is each recording, and the "violin" shows the spread of individual depth estimates for the periods of that recording. median, with the depth measurements target shown for comparison. It may be seen from the figure that the depth of the aquifer from this Oxford-based handpump varied over approximately 50 cm during the period of data acquisition.
Accuracy can be seen to depend on the true value of the aquifer depth. At medium depths (recordings 25e95 in the figure) , the estimates for each recording are centred around the true depth with a small spread on either side. For those data from increased depths (recordings 96e116), there is a larger spread in predictions for each individual period of these recordings. Moreover, there is a bias in the predictions, such that many more predictions are below the true depth. For those data from the shallowest depths (recordings 1e24), this problem is amplified, but less consistent.
This pattern in the distribution of errors appears to be present in all three modelling approaches, but it may be seen that the Splines-SVR approach has smaller overall error around the true depth -this latter effect corresponds to the smaller error values shown in Table 1 . Fig. 5 shows the depth estimates for one modelling approach (GP-GPR) to the Kenya dataset which had associated median errors of 1.9 cm (IQR 4.1, 6.7). The figure shows that depth predictions are reasonable for data from shallowest and deepest aquifer depths. However, as with the Oxford dataset, there is a bias in the predictions such that the shallowest depths (recordings 1e37) are overestimated and the deepest ones (recordings 59e85) are underestimated. The model also fails to discriminate well between those with medium depths (38e58), possibly because we have very little data for each point of aquifer depth in that range.
Hyperparameters and sensitivity analysis
We list here (and in Table 2 ) the values of the hyperparameters used in each depth-prediction model. The covariance function used in our Gaussian processes is
and soft margin parameter, C, using the standard nomenclature (Hsu et al., 2003) .
We present a sensitivity analysis for Splines-SVR, by way of example, to demonstrate the variability in performance around the "optimal" value obtained from the training process described earlier. Table 3 shows the error rate in the case of the optimum hyperparameters being multiplied by a factor of f0:8; 0:9; 1:0; 1:1; 1:2g, using the held-out periods evaluation method. The table shows that, as expected, performance varies around the "optimal" value of the hyperparameters, but that the grid-search method is sufficient for recovering those values that yield highest performance.
Study limitations
A well or borehole will have draw-down and recovery as water is pumped from it, and it then settles to its quiescent, static, level. The pumping that is generating the data is itself affecting the level that it is measuring. The extent of this draw-down will be a function of two key variables: the rate of water abstraction and the hydraulic conductivity of the aquifer. These two variables must be taken into account to ensure an accurate measurement. Understanding of the underlying geology and borehole dynamics is therefore important.
Many handpumps are only used during daytime so that even where there is significant draw-down, the water level can recover overnight. In this case, a depth measurement made at the start of the day will be closest to the static level, and so taking a measurement at an appropriate time is critical. In addition, the system that is generating the depth estimate is also estimating the volume of water being pumped from the well (Thomson et al., 2012) . Given knowledge of the hydraulic conductivity of the aquifer, this abstraction rate can be integrated with the estimate to reduce its error.
Factoring draw-down into the model would enable some disaggregation of locally-induced water level change and change in gross aquifer level. In the case of a well at risk of going dry, understanding how local draw-down and wider aquifer depth interact would provide immediately-useful operational information. This could allow us to distinguish between a short-term imbalance between supply and demand (due to seasonal factors which could be managed though reducing pump usage over the period of risk), vs. whether abstraction levels are unsustainable in the longer term. The same understanding of the surrounding aquifer will inform how multiple depth calculations from a number of pumps can be combined to provide a better understanding of the aquifer. As discussed, the water level beneath individual pumps will have reasons to be different to each other and fluctuate differently (e.g., different levels of abstraction or proximity to a river). Though not the same, these will be correlated between pumps and thus could be modelled. In contrast, most of the factors causing errors (e.g., different pump users, pump condition) will be uncorrelated. Thus combining calculations from multiple pumps could significantly reduce the error of the estimates.
Discussion and further work
Machine Learning is being increasingly used in environmental monitoring (Hill and Minsker, 2010; Naghibi et al., 2016) . This proof-of-concept work demonstrates that in both a controlled and operational context, machine learning can use high-frequency vibration data from rural handpumps to generate useful estimates of groundwater depth. These estimates can be generated from the usual day-to-day pumping of rural water users. With a combination of on-board and centrally-managed data processing, the network of handpumps across rural Africa has the potential to be transformed into a distributed monitoring system which can provide timely information on the magnitude and direction of change in shallow groundwater levels as required by government, enterprise, communities and other stakeholders.
Daily or weekly data will provide objective and automated information to help ensure that water supplies for communities, schools, and clinics remain secure, and provide early warning of emerging problems. Monthly or seasonal data will help government and regulators manage the resource by identifying sustainable levels of abstraction that can (i) promote growth from agriculture, mining and other commercial demands while (ii) protecting the resource to fulfil the needs of domestic drinking water, livestock watering, and small-scale irrigation. Finally, spatially-distributed, longitudinal data will assist monitoring and managing climate variability through improved understanding of relationships between rainfall and recharge patterns. Further work on the same data will address questions specific to the handpumps as well as the aquifer, such as condition monitoring for pre-emptive maintenance.
Frischmann et al (Frischmann, 2012) . argue that all infrastructure is accidental to some degree, with benefits being realised that are beyond those designed. Innovation can generate new ways for existing infrastructure to generate value, such as the example described by Overeem et al. (2013) . Similarly, the accidental infrastructure of community handpumps, along with advances in remote sensing (Tapley et al., 2004) , has the potential to complement Africas existing, but sparse, monitoring infrastructure. This will reduce the continents groundwater data-deficit, thereby helping sustainably manage Africa's abundant (but not yet fully-understood) groundwater resources, to promote growth and development.
