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i„Die Mehrkosten für erneuerbare Energien von heute sind gesicherte Energie,
vermiedene Umweltschäden und niedrige Energiekosten von morgen.“
– Hermann Scheer
(1944-2010) deutscher Politiker, Träger des alternativen Nobelpreises
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Abstract
Die Reduktion der Treibhausgasemissionen gehört zu den maßgeblichen Zielen, wel-
che mit der Neuausrichtung der Energienetze hin zu erneuerbaren Energien verfolgt
werden. Vor diesem Hintergrund bedarf es geeigneter Modelle und Methoden, mit
welchen dezentrale, erneuerbare Energieanlagen in die Energienetze eingebunden
und effizient genutzt werden können. Die vorliegende Arbeit stellt dar, wie durch
die Vernetzung von lokalen Energieerzeugern und Verbrauchern zu Microgrids eine
umweltfreundliche Energieversorgung vor Ort gestaltet werden kann und quantifi-
ziert das Potential dieses Konzepts.
Dazu wird nach Methoden gesucht, mit welchen auf lokaler Ebene ein Ausgleich
von Energieerzeugung und Nachfrage umgesetzt werden kann. Auf Erzeugerseite
wird eine koordinierte, vorausschauende Betriebsführung für die Kombination eines
Mikro-Blockheizkraftwerks mit Photovoltaikanlagen entwickelt. In der Simulation
werden die Kohlenstoffdioxidemissionen der Strom- und Wärmeversorgung somit
um 33% gesenkt. Zur Optimierung auf Verbraucherseite werden Methoden zur Last-
verschiebung (Demand Side Management) von Haushaltsgeräten evaluiert. Die Si-
mulation zeigt, dass das Potential zur Senkung der Emissionen auf Verbraucherseite
zwar geringer ist, aber bei der Konzeption entsprechender Stromtarife die Energie-
netze durch die Nutzung von Demand Side Management durchaus entlastet werden
können. Ergänzt werden die Optimierungsmethoden durch eine umfassende Analy-
se von kurzfristigen Stromlastprognosen auf Verbraucherebene, da diese Prognosen
für die nachgelagerten Optimierungsverfahren benötigt werden. Diese Analyse gibt
Aufschluss über geeignete Methoden und die erwartbaren Prognosefehler.
Abstract in English
The climate change is linked to the emission of greenhouse gases, of which a material
proportion results from the provision of energy. These emissions have to be reduced
significantly in order to mitigate the effects of the global warming. The increasing
installation of distributed energy resources and the digitalization of energy systems
constitute both challenges and opportunities to contribute to a sustainable energy
supply. The present work shows ways to reduce carbon emissions by optimizing the
local energy balances of microgrids.
Therefore, a microgrid consisting of a small number of households and distributed
energy sources is designed and methods for the local coordination of the components
are developed. A novel predictive operation strategy of a micro combined power and
heat unit (CHP) in combination with solar plants is proposed. The results of the
simulations point out that a great amount of the energy demand can be produced
locally. This implies great savings in carbon emissions and low operational costs.
Further, optimization methods are implemented which shift deferrable loads in
times which are favorable for the energy networks. This approach is called demand
side management (DSM). The simulations reveal that the potential to reduce the
carbon emissions on the consumption side is not as high as on the generation side.
Nevertheless, DSM in households can contribute to the local electricity network
stability.
The local optimization strategies are based on short term load forecasts of the
residential loads. Therefore, a comprehensive analysis of forecasting methods is con-
ducted. The analysis provides information about suitable methods and the expected
forecasting errors.
The development of the optimization methods and the evaluation on the simu-
lated microgrids show the great potential that lies in the optimization of a local
energy system.
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Management Summary
Ausgangssituation
Vor dem Hintergrund der globalen Erderwärmung besteht unter den Klimaforschern
weltweit breiter Konsens über die Notwendigkeit, die Emissionen von Treibhausga-
sen deutlich zu reduzieren, um die Auswirkungen des Klimawandels abzumildern.
Entsprechende Ziele wurden auf europäischer sowie weltweiter Ebene formuliert.
In Deutschland wurde der Ausbau regenerativer Energien im Energiesektor be-
reits erfolgreich gefördert. Da die Stromerzeugung aus regenerativen Energien jedoch
von schlecht beeinflussbaren Größen wie dem Bewölkungsgrad oder der Windstärke
abhängt, ist der Ausbau mit einem zunehmend volatilen Stromangebot verbunden.
Dies stellt die Energieversorgungssysteme vor neue Herausforderungen. Denn über-
steigt die Stromerzeugung die Nachfrage, so müssen Kraftwerke abgeregelt werden,
wird kaum Strom mittels erneuerbarer Energieanlagen erzeugt, muss die Nachfrage
durch den teuren Betrieb von Spitzenlastkraftwerken gedeckt werden.
Nach einer aktuellen Studie des VDE (Verband der Elektrotechnik Elektronik
Informationstechnik e.V.) von 2015 [1] wird die Grundlage für eine nachhaltige Ent-
wicklung der Energieversorgung in einem zellularen Ansatz gesehen, in welchem
ein Ausgleich von Erzeugung und Last bereits auf der niedrigsten möglichen Ebene
erfolgen soll. Ein lokaler Verbund von Energieerzeugern, Verbrauchern und Speiche-
reinheiten, welcher in koordinierter Weise betrieben werden kann, wird als Microgrid
bezeichnet. Vorteile von Microgrids liegen darin, dass kaum Netzverluste anfallen
und zudem kleine Kraft-Wärme-Kopplungsanlagen (KWK-Anlagen) wie Blockheiz-
kraftwerke (BHKW) betrieben werden können, bei denen die Abwärme lokal genutzt
werden kann.
Ziele und Vorgehen der Arbeit
In dieser Dissertation soll dargelegt werden, welche Methoden sich für die Optimie-
rung der Energiebilanzen im Microgrid eignen. Dabei richtet sich der Fokus auf drei
Aspekte:
(1) Optimierung der lokalen Energieerzeugung im Microgrid,
(2) Optimierung der Nachfrage durch Demand Side Management DSM,
(3) Analyse von kurzfristigen Stromlastprognosen für Wohngebäude.
Zu (1): Zur Optimierung der lokalen Energieerzeugung wird ein Microgrid kon-
zipiert, in welches ein Mikro-BHKW und Photovoltaikanlagen (PV-Anlagen) als
lokale Stromerzeuger eingebunden sind. Die Kombination dieser Einheiten bietet
ein Optimierungspotential, welches in der Forschung bisher vernachlässigt wurde.
Aufgrund der simultanen Erzeugung von Strom und Wärme ist ein Mikro-BHKW
äußerst effizient und umweltfreundlich, wenn sichergestellt werden kann, dass sowohl
der erzeugte Strom als auch die erzeugte Wärme lokal genutzt werden. PV-Anlagen
vstellen hingegen hauptsächlich in der warmen Jahreszeit Strom bereit, wenn weniger
Heizbedarf besteht. Um die Vorteile einer solchen Kombination auszuschöpfen, wird
eine vorausschauende und koordinative Steuerung eines Mikro-BHKWs unter Be-
rücksichtigung der anderen Komponenten im Microgrid entwickelt. Validiert wird
der Ansatz auf simulierten Microgrids mit unterschiedlichen Ausstattungen. Eine
Robustheitsanalyse gibt Aufschluss darüber, wie stabil die Ergebnisse bei zufälligen
Fehlern in den Prognosen des Strombedarfs und der Solarstromerzeugung sind.
Zu (2): Zur Optimierung des lokalen Strombezugs werden geeignete DSM-Ver-
fahren zur automatisierten Verschiebung von Haushaltslasten identifiziert, imple-
mentiert und ausgewertet. Durch die Lastverschiebungen kann entweder der lokale
Strombezug geglättet oder der Strombezug in Zeiten geschoben werden, in welchen in
den übergeordneten Stromnetzen überdurchschnittlich viel Strom aus erneuerbaren
Energien verfügbar ist und der Strommix einen besonders niedrigen Emissionsfak-
tor aufweist. Die beiden Zielsetzungen werden separat untersucht. Zur Umsetzung
werden zwei Ansätze aus der Literatur ausgewählt:
• individuelles DSM, bei welchem in jedem Haushalt die Lastverschiebungen
unabhängig von dem Verbrauch anderer Haushalten optimiert wird,
• koordinatives DSM nach dem Konzept von Mohsenian-Rad [2], bei welchem
mittels eines Multi-Agenten-Systems zwischen den Haushalten im Verbund
über die Lastverschiebungen verhandelt wird.
Die Methoden werden für die Anwendung im Microgrid angepasst. Dabei werden
die Lasten von Großverbrauchern wie Spül- und Waschmaschinen sowie Trocknern
als diejenigen identifiziert, welche in Haushalten typischerweise verschoben werden
können. Auf Basis von Simulationen auf realen Haushaltsdaten werden die Potentiale
der beiden Ansätze unter verschiedenen Annahmen quantifiziert.
Zu (3): Zur Analyse der kurzfristigen Stromlastprognosen wird zunächst ein um-
fassender Literaturreview nach dem Konzept von vom Brocke [3] vorgenommen. Im
Anschluss werden eigene, umfangreiche Experimente zur Analyse der Prognosegü-
te durchgeführt. Dafür werden sieben State-of-the-Art Verfahren aus dem Bereich
der statistischen Zeitreihenanalyse und der künstlichen Intelligenz implementiert
und auf 165 Datenreihen evaluiert. Die erreichten Prognosegenauigkeiten werden im
Hinblick auf Skalierungseffekte, Prognosehorizont und Input-Variablen analysiert.
Die Auswertung erfolgt bei jedem der drei Aspekte auf Basis realer Daten aus
allgemein verfügbaren Datensätzen, was die Ergebnisse vergleichbar und reprodu-
zierbar macht. Bei den Optimierungsverfahren wird ein besonderer Fokus gelegt auf
• die Reduktion der Kohlenstoffdioxidemissionen (CO2-Emissionen),
• die Senkung der Betriebskosten und
• die Entlastung der übergeordneten Stromnetze.
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Ergebnisse
Zu (1): In der Simulation konnte durch die lokale Stromerzeugung bereits 85%
des Bedarfs vor Ort gedeckt werden. Dabei betrug der Anteil der lokalen Stromver-
sorgung in jedem Monat mindestens 74%. Die CO2-Emissionen wurden in diesem
Ansatz um 65%, bezogen auf die Stromversorgung, und um 33%, bezogen auf die
gesamte Energieversorgung, reduziert. Durch einen Umstieg von Erdgas auf Bio-
gas können weitere Einsparungen erreicht werden. Die Ergebnisse erwiesen sich als
robust gegenüber den modellierten Prognosefehlern.
Die Vorteile des Konzepts zeigen sich auch in der Auswertung der Betriebskosten.
In der Simulation wurde eine Reduktion der laufenden Energiekosten um bis zu 45%
erreicht. Zudem wurde der Netzbezug deutlich reduziert und die täglichen Spitzen-
lasten durchschnittlich um 68% gesenkt. Bei zeitvariablen Strompreisen wurde der
verbleibende Strombezug in Zeiten verlagert, in welchen ein günstiger Strompreis
vorlag. In diesem Sinne trägt der Ansatz neben der Reduktion der CO2-Emissionen
auch zu ausgeglicheneren Stromnetzen bei.
Abbildung 1: Optimierung der Erzeugung; links ist die Konzeption des Microgrids
und rechts die optimierten Energiebilanzen für einen Tag der Simulation dargestellt.
Der Strombedarf wird nahezu vollständig durch die PV-Anlage und Mikro-BHKW
gedackt. Dabei ist gewährleistet, dass die Wärmeproduktion des BHKWs den Ta-
gesbedarf an Wärme nicht überschreitet.
Zu (2): Bei den verwendeten Verbrauchsdaten waren ca. 10% der Stromlasten ver-
schiebbar. Der durchschnittliche Anteil der verschiebbaren Lasten an den Spitzenlas-
ten betrug ebenfalls 10%. In der Simulation wurde durch den koordinativen Ansatz
bereits bei Lastverschiebungen von maximal einer Stunde eine durchschnittliche
Spitzenlastreduktion von 8% erreicht. Mit individuellem DSM wurde für dasselbe
Setting eine Spitzenlastreduktion von 2% erreicht. Nur für eine Lastverschiebungs-
toleranz von 24 Stunden konnte bei individuellem DSM mit 9% eine vergleichbare
Spitzenlastreduktion erreicht werden.
Im Hinblick auf die CO2-Emissionen tragen die DSM-Verfahren zu einer Erhö-
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hung des Eigenverbrauchs bei, wenn eine PV-Anlage installiert ist. Bei einem DSM
mit der Zielsetzung den Strombedarf zu glätten, wurden die CO2-Emissionen damit
in der Simulation um bis zu 3% gesenkt. Bei der Anpassung der Lasten an Vorga-
ben der übergeordneten Netze in Form von zeitvariablen Stromtarifen wurden eine
Reduktion von bis zu 7% erreicht.
Abbildung 2: Optimierung der Nachfrage mittels DSM-Verfahren. Links ist der ver-
schobene Strombezug für einen Tag der Simulation bei der Zielsetzung, diesen zu
glätten, dargestellt. Die verschiebbaren Lasten werden in die Mittagszeit gescho-
ben. Rechts werden die verschiebbaren Lasten gemäß übergeordneter Vorgaben in
Form von zeitvariablen Strompreisen verschoben. Dabei entsteht ein Peak am frühen
Morgen, wenn der Strompreis am niedrigsten ist.
Zu (3): Der Literaturreview nach dem Konzept von vom Brocke offenbart die
Defizite der bisherigen Analysen in diesem Bereich. So waren die Ergebnisse des
Literaturreviews teilweise widersprüchlich und konnten aufgrund der Verwendung
von projekt-internen Datensätzen nicht reproduziert werden.
In den Experimenten führte die lineare Regression in den meisten Settings zu
den kleinsten Prognosefehlern und scheint damit eine einfache und erfolgreiche Me-
thode zur Erstellung von kurzfristigen Stromlastprognosen zu sein. Unter der Ver-
wendung bestimmter Kennzahlen zur Bewertung der Prognosegüte erzielte die k-
nächste-Nachbarn-Regression kompetitive Ergebnisse. Andere Methoden wiesen nur
für einzelne Settings vergleichbare oder bessere Ergebnisse auf.
Die durchschnittlichen Prognosefehler nahmen bei einem steigenden Aggrega-
tionsgrad ab. Es wurde in einer Regressionsanalyse gezeigt, dass ein starker Zu-
sammenhang zwischen dem Variationskoeffizienten einer Verbrauchsdatenreihe und
der Prognosegüte besteht. Dieser lässt sich durch eine logarithmische Funktion ab-
schätzen. Entsprechend führte ein steigender Prognosehorizont zunächst zu einem
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deutlich wachsenden Prognosefehler, während für einen Prognosehorizont größer vier
Stunden die Fehler nur noch marginal wuchsen. Die durchschnittlichen Prognosefeh-
ler einzelner Haushalte lagen für Prognosen eine halbe Stunde im Voraus zwischen
33% und 55%. Sie nahmen jedoch bei steigendem Aggregationsgrad stark ab. Bei
einem Zusammenschluss von 10 Haushalten halbierten sich die durchschnittlichen
Fehler in den Experimenten.128 Kapitel 4. Kurzfristige Stromlastprognosen für Wohngebäude
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Abbildung 4.15: MAPE, bzw. aMAPE der Prognosen mit LR bei steigendem Pro-
gnosehorizont h = 1, 4, 8, 16, 48 für die Datenreihen aus REFIT und CER.
halben Stunde im Voraus die niedrigsten Fehler haben. Die Prognosegenauigkeit
nimmt deutlich ab, wenn die Prognose zwei Stunden oder mehr im Voraus erfolgen
soll. Allerdings scheint die Prognosegenauigkeit ab einem Prognosehorizont von vier
Stunden zu konvergieren. Dies gilt für alle Aggregationsstufen der Datenreihen. In
der Abb. 4.15 ist die Fehlerentwicklung des MAPE bei LR in Abhängigkeit des Pro-
gnosehorizonts und der Anzahl der Haushalte für die REFIT und CER Datensätze
graphisch dargestellt. Dabei lässt sich das beschriebene Phänomen gut erkennen.
Für die andere Methoden und die anderen Kennzahlen sieht die Darstellung ähnlich
aus, wobei der Anstieg des Fehlers von einem Prognosehorizont von einer halben
Stunde zu dem Prognosehorizont zwei Stunden im Voraus für den MAPE besonders
groß ist. Für die anderen Kennzahlen fällt er etwas kleiner aus.
Man kann davon ausgehen, dass der Einfluss der direkt vorausgehenden Zeitrei-
henwerte auf das Regressionsmodell bei einem steigenden Prognosehorizont bis vier
Stunden im Voraus abnimmt und der Einfluss der anderen Input-Variablen zunimmt.
Diese These wird bei der Analyse der Input-Variablen weiter untersucht.
In der Darstellung des MAPE auf den CER-Datensätzen in Abb. 4.15 ist zudem
erkennbar, dass der MAPE bei einzelnen Haushalten 24 Stunden im Voraus gering-
fügig besser ist als acht Stunden im Voraus. Dies ist ein Hinweis darauf, dass die
Korrelation von Yt und Yt−16 sehr gering ist und für die Prognosen acht Stunden
im Voraus andere vorausgehende Zeitreihenwerte in dem Modell betrachtet werden
sollten.
4.4.5 Analyse der Input-Variablen
Es wird untersucht, in welchem Modell bei welcher Anzahl von Haushalten wel-
che Input-Variablen zu den besten Kennzahlen in den Experimenten geführt haben.
Die beste Wahl kann sich bei jedem Verfahren abhängig von der zugrundeliegende
Datenreihe unterscheiden. Da die Prognosen jedoch für eine hohe Anzahl von Daten-
reihen durchgeführt wurden, wird geprüft, inwiefern sich allgemeine Indikationen für
die Wahl der Input-Variablen bei Stromlastprognosen ableiten lassen. Dabei werden
Abbildung 3: Darstellung des Mean Absolute Percentage Error (MAPE) von kurz-
fristigen Stromlastprognosen mittels linearer Regression (LR) bei verschiedenen Ag-
gregationsgraden (#Anzahl der Haushalte) und Prognosehorizonten h für zwei öf-
fentlich verfügbare Datensätze, REFIT und CER.
Bewertung und Handlungsempfehlungen
Im direkten Vergleich der angewandten Optimierungsverfahren wird deutlich, dass
das Potential zur Reduktion der CO2-Emissionen und der Reduktion der Spitzen-
lasten auf der Erzeugerseite wesentlich höher ist als auf der Verbraucherseite.
Zu (1): Nach den Ergebnissen der Simulation würde bei vollständigem Ausschöp-
fen des Optimierungspotentials und der Verwendung von Biogas nur noch ein Fünf-
tel der CO2-Emissionen im Vergleich zu einer konventionellen Energieversorgung
verursacht werden. Dieses Ergebnis ist zwar unter gewissen Limitierungen (vgl. Ab-
schnitt 2.6.1) zu betrachten, zeigt aber das erhebliche Potential hinsichtlich der
Erreichung der Klimaziele.
Zu den positiven Effekten der Optimierung auf Erzeugerseite tragen insbesondere
drei konzeptionelle aßnahmen bei:
• die gemeinsame Betrachtung der Strom- und Wärmeversorgung,
• die Nutzung von KWK in Kombination mit PV-Anlagen,
• die koordinierte, prädiktive Steuerung der Komponenten.
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Die gemeinsame Nutzung und die koordinierte Steuerung der KWK- und PV-Anlage
steigert die Gesamtwirtschaftlichkeit durch eine höhere Rentabilität der Anlagen.
Aufgrund des Zusammenschlusses wird zum einen der Eigenverbrauch des Solar-
stroms erhöht und zum anderen ein erhöhter Auslastungsgrad des BHKWs bei aus-
schließlich lokaler Nutzung des erzeugten BHKW-Stroms erreicht.
Zu (2): Im Vergleich zu dem Potential, welches sich auf der Erzeugerseite offen-
bart, wirken die durch die Lastverschiebungen auf Verbraucherseite erzielten Effekte
eher gering. Allerdings sollten diese nicht als Konkurrenz, sondern als zusätzliche
Option der Optimierung betrachtet werden. Auch die verschiedenen Ansätze, welche
für die Umsetzung von DSM evaluiert wurden, müssen nicht in direkter Konkur-
renz stehen. So lässt sich das individuelle DSM ohne Microgridstruktur umsetzen
und kann bereits heute in entsprechend ausgestatteten Haushalten realisiert wer-
den. Für einen flächendeckenden Einsatz empfiehlt sich der koordinative Ansatz,
da somit mögliche negative Rückkopplungseffekte vermieden werden und zudem die
Effekte bereits bei geringer zeitlicher Flexibilität deutlich höher sind.
Mit dem eingeleiteten Rollout von Smart Metern wird die Grundlage für die
notwendige Kommunikationsinfrastruktur zur Umsetzung von DSM geschaffen. Dar-
über hinaus bedarf es finanzieller Anreizsysteme, welche den Verbraucher zur Nut-
zung von DSM motivieren:
• Die finanzielle Förderung von haushaltsinternen Energiemanagementsystemen
und programmierbarer Haushaltsgeräte könnte die Verbreitung von DSM be-
schleunigen.
• Die Umsetzung geeigneter zeitvariabler Stromtarife wäre ein monetärer Anreiz
für den Endverbraucher, ein Energiemanagementsystem zu nutzen und sich auf
DSM einzulassen.
• Alternativ könnten Boni für Kunden eingeführt werden, welche ein Energie-
management mit DSM nutzen. Die Höhe der Boni sollte dabei von der Menge
des flexiblen Strombedarfs und der Flexibilität dieses Bedarfs abhängen.
Zu (3): Für die Anwendung der kurzfristigen Stromlastprognosen ist die linea-
re Regression ein universell gut funktionierendes Verfahren. Es empfiehlt sich stets,
die Stromlasten mehrerer Haushalte gemeinsam zu betrachten. In den Experimenten
konnten für einzelne Haushalte aufgrund der hohen Variabilität im Stromverbrauch
keine verlässlichen Prognosen erzielt werden. Der Zusammenschluss zu einem
Microgrid ist ein erfolgversprechender Ansatz, diesem Problem zu begegnen. Da
die Prognosefehler bei steigendem Prognosehorizont ansteigen, erscheint es zudem
ratsam, in der nachfolgenden Optimierung regelmäßige Updates vorzusehen, in wel-
che aktualisierte Prognosen eingehen. Anhand der aufgestellten Regressionskurven
für die Prognosefehler kann die Prognosegüte im Vorfeld abgeschätzt werden.
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1.1 Hintergrund
„Smart Energy made in Microgrids“, so könnte der Slogan der vorliegenden Arbeit
lauten – in Anlehnung an den Titel der durch das Bundesministerium für Wirt-
schaft und Technologie (BMWi) ins Leben gerufenen Förderinitiative „E-Energy –
Smart Energy made in Germany“. In dieser wurde in sechs großen Modellregionen
von 2008 − 2013 erforscht, wie mittels moderner Informations- und Kommunika-
tionstechnologien (IKT) die Versorgungssicherheit, die Wirtschaftlichkeit und die
Umweltverträglichkeit der Energieversorgungssysteme gewährleistet und optimiert
werden können (vgl. [4]). Die vorliegende Arbeit knüpft an die Erkenntnisse dieser
Forschungsarbeiten an und untersucht, wie bereits auf der Ebene von Microgrids mit-
tels der digitalen Vernetzung und der Anwendung mathematischer Optimierungsme-
thoden die Energiebilanzen so optimiert werden können, dass die Kohlenstoffdioxi-
demissionen reduziert und ein Beitrag zur Netzstabilität der Energienetze geleistet
werden kann.
Vor dem Hintergrund der globalen Erderwärmung besteht unter den Klimafor-
schern weltweit breiter Konsens über die Notwendigkeit, die Emissionen von Treib-
hausgasen deutlich zu reduzieren, um die Auswirkungen des Klimawandels abzumil-
dern. In den europäischen Klimazielen ist daher eine Reduktion der Treibhausgas-
emissionen von mindestens 40% bis 2030 und eine Reduktion von 80% bis 95% bis
2050 gegenüber den Referenzwerten von 1990 vorgesehen (vgl. [5,6]). Bei der Ener-
giegewinnung durch die Verbrennung fossiler Energieträger werden große Mengen an
Kohlenstoffdioxid (CO2) freigesetzt, was als Hauptursache des anthropogenen Treib-
hauseffektes angesehen wird (vgl. [7–9]). Daher ist in den europäischen Klimazielen
eine Erhöhung des Anteils der erneuerbaren Energien an der Stromerzeugung auf
mindestens 27% und eine Erhöhung der Energieeffizienz auf ebenfalls mindestens
27% bis 2030 festgehalten (vgl. [10, 11]). In Deutschland wird ein Anteil von rund
40% der Treibhausgasemissionen durch den Energiesektor verursacht, obwohl be-
reits 13,5% des Bruttoenergieverbrauchs durch erneuerbare Energien bereitgestellt
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wurden (Stand 2015, vgl. [12]). Dieser Anteil soll durch den Ausbau der erneuerba-
ren Energien und deren intelligente Einbindung in die Energienetze erhöht werden.
Insbesondere in der Stromerzeugung soll nach dem Klimaschutzplan 2050 der Anteil
der erneuerbaren Energien von aktuell 32% auf 80% bis zum Jahre 2050 deutlich
gesteigert werden (vgl. [12]).
Der Ausbau der erneuerbaren Energien wird in Deutschland dementsprechend
vorangetrieben. In den letzten zehn Jahren hat sich die installierte Erzeugungsleis-
tung der Windkraft- und Photovoltaikanlagen von 23Gigawatt (GW) auf 84GW
mehr als verdreifacht (vgl. [13, 14]). Durch diese Neuausrichtung der Stromversor-
gung werden die Stromnetze dezentraler und ein Teil der Stromerzeugung dargebots-
abhängig und volatil. Dies führt dazu, dass zu manchen Zeiten die Stromerzeugung
die Nachfrage übersteigt und Kraftwerke durch Redispatchmaßnahmen abgeregelt
werden müssen. Zu anderen Zeiten wird kaum Strom mittels erneuerbaren Energie-
anlagen erzeugt und die Nachfrage muss durch den teuren Betrieb von Spitzenlast-
kraftwerken gedeckt werden (vgl. [15]). Um dennoch einen effizienten Ressourcen-
einsatz zu gewährleisten, wird daran geforscht, wie durch den Aufbau sogenannter
Smart Grids, in welchen die Akteure digital vernetzt sind, eine Verbesserung des Ge-
samtsystems erreicht werden kann. Durch das koordinierte Zusammenspiel von der
Stromerzeugung über die Speicherung und das Netzmanagement bis hin zum Ver-
brauch soll eine gleichmäßigere Auslastung, ein effizienterer Betrieb der Kraftwerke
und eine Reduktion der CO2-Emissionen erreicht werden.
Nach einer aktuellen Studie des VDE von 2015 [1] wird die Grundlage für eine
nachhaltige Entwicklung der Energieversorgung in einem zellularen Ansatz gese-
hen, in welchem ein Ausgleich von Erzeugung und Last bereits auf der niedrigsten
möglichen Ebene erfolgen soll. Dazu werden sogenannte Energiezellen gebildet, wel-
che auf der niedrigsten Ebene Wohneinheiten (Einfamilienhäuser, Blockbebauung,
Hochhäuser), Gewerbe- und Handelsunternehmen oder Industriebetriebe sein kön-
nen. Durch den Zusammenschluss jeweils mehrerer Zellen zu übergeordneten Zellen
wird eine übergeordnete Ebene aufgebaut, in welcher wiederum in jeder Zelle eine
möglichst ausgeglichene Energiebilanz angestrebt wird. Auf diese Weise soll ein güns-
tigerer Energiebezug, eine Reduktion des Energiebedarfs, eine hohe Versorgungszu-
verlässigkeit und Umweltfreundlichkeit erreicht werden (vgl. [1]). Diese Handlungs-
empfehlung wird u.a. durch die Erkenntnisse der Modellstadt Mannheim gestützt,
welche zu den sechs E-Energy Modellregionen gehörte. Gemäß diesen bedarf es ei-
ner zellularen Netzarchitektur, um der wachsenden Komplexität der Energiesysteme
gerecht zu werden (vgl. [16]).
Sogenannte Microgrids bezeichnen einen lokalen Verbund von Energieerzeugern,
Verbraucher und Speichereinheiten, welcher in koordinierter Weise betrieben werden
kann (vgl. [17]). Ein solcher Verbund kann eine dezentrale Zelle in einem zellular
aufgebauten System darstellen. Durch die lokale Optimierung der integrierten Ak-
teure im Microgrid kann die lokal erzeugte Energie effizienter genutzt, Netzverluste
vermieden und die übergeordneten Stromnetze entlastet werden.
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1.2 Ziele der Arbeit
Aus den aufgezeigten Entwicklungen geht hervor, dass der Ausgleich von Energieer-
zeugung und Energienachfrage ein integraler Bestandteil in der Neuausrichtung der
Energieversorgung darstellt. Der Aufbau und die Optimierung von Microgrids bieten
dabei die Möglichkeit bereits dezentral das Zusammenspiel der lokalen Komponen-
ten zu optimieren und so zu ausgeglicheneren Energienetzen beizutragen. In dieser
Dissertation soll dargelegt werden, welche Methoden sich für die Optimierung der
Energiebilanzen im Microgrid eignen und welche Effekte in einem solchem Verbund
möglich sind.
Ein Microgrid wird nach dem Internationalen Forum für große elektrische Net-
ze (CIGRÉ) definiert als „ein Stromverteilungssystem mit Lasten und dezentralen
Energieressourcen (wie verteilten Erzeugern, Speichereinheiten und verschiebbaren
Lasten), welches in kontrollierter und koordinierter Weise betrieben werden kann.
Dabei ist es entweder an das öffentliche Stromnetz angeschlossen oder wird im Insel-
betrieb betrieben“ (Ü.d.V. aus [17]). Ein Microgrid kann nach dieser Definition ein
einzelnes Wohngebäude mit verschiebbaren Lasten, aber auch einen ganzen Stadt-
teil mit einer deutlich höheren Anzahl an lokalen Komponenten umfassen. In der
vorliegenden Arbeit wird ein Microgrid in der Größe eines Wohnblocks mit mehre-
ren Haushalten und optionalen Energieerzeugungsanlagen und Speichern betrachtet.
Durch die begrenzte Größe eines solchen Microgrids fallen kaum Netzverluste an.
Zudem können somit kleine Kraft-Wärme-Kopplungsanlagen wie Blockheizkraft-
werke (BHKW) betrieben werden, um eine effiziente Strom- und Wärmeversorgung
umzusetzen.
Um die Fragestellung nach geeigneten Methoden zur Optimierung eines solchen
Energieverbundes zu beantworten, müssen entsprechende Algorithmen entwickelt
und die Wirkung dieser in geeigneten Simulationen quantifiziert werden. Dabei kön-
nen sowohl Optimierungsmethoden auf Seiten der lokalen Energieerzeugung als auch
auf der Verbrauchseite zum Einsatz kommen. Obwohl sich bereits umfangreiche Ar-
beiten mit der Betriebsführung von kleinen BHKW befassen, werden diese noch
nicht in den Kontext von Microgrids gesetzt, in welchen sie vernetzt mit Photo-
voltaikanlagen (PV-Anlagen) und Stromspeichern durch eine intelligente Steuerung
zur Optimierung der Erzeugerseite beitragen können. Zudem fehlt es an Auswer-
tungen auf der Basis realer Verbrauchsdaten. Die Anpassung des Strombedarfs wird
als Demand Side Management (DSM) bezeichnet und obwohl auch in diesem Be-
reich die Anzahl der Veröffentlichungen in den letzten Jahren deutlich zugenommen
haben und vielversprechende Ansätze für den Einsatz im häuslichen Kontext ent-
wickelt wurden, fehlt es auch hier an Auswertungen auf Basis von realen Daten.
Zudem existieren bisher kaum Studien, welche Aussagen über die Bedeutung von
DSM im Hinblick auf die CO2-Emissionen zulassen. In den verwendeten Optimie-
rungsansätzen werden kurzfristige Stromlastprognosen für eine geringe Anzahl von
Haushalten benötigt und es bedarf daher einer Analyse darüber, welche Prognose-
fehler zu erwarten sind. Die existierenden Analysen zu dieser Fragestellung weisen
teilweise widersprüchliche Ergebnisse auf und können nicht reproduziert werden, da
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sie auf meist projekt-internen Datensätzen durchgeführt wurden.
Ziel der vorliegenden Forschungsarbeit ist daher die Darstellung und die Ent-
wicklung von Methoden, mit welchen die Energiebilanzen im Microgrid optimiert
werden können, die quantitative Auswertung dieser auf geeigneten Simulationen so-
wie die Analyse von kurzfristigen Stromlastprognosen im Microgrid.
1.3 Vorgehensweise
Die Untersuchung teilt sich in drei Kapitel, in welchen jeweils ein Aspekt der Opti-
mierung betrachtet wird:
(1) Optimierung der lokalen Energieerzeugung im Microgrid,
(2) Optimierung der Nachfrage durch Demand Side Management,
(3) Analyse von kurzfristigen Stromlastprognosen für Wohngebäude.
Jedes der Kapitel umfasst eine eigenständige Analyse der aktuellen Forschung zu
der jeweiligen Forschungsfrage und gibt eine Einordnung des eigenen Beitrags. In
einem abschließenden Kapitel werden die zentralen Erkenntnisse nochmals zusam-
mengefasst und gegenübergestellt.
Zu (1): Zur Optimierung der lokalen Energieerzeugung wird ein Microgrid kon-
zipiert, in welches ein Mikro-BHKW und PV-Anlagen als lokale Stromerzeuger
eingebunden sind. Eine grundlegende These dieses Kapitels ist, dass die Kombi-
nation eines Mikro-BHKWs mit PV-Anlagen zu einer erheblichen Reduktion der
CO2-Emissionen in der lokalen Energieversorgung führt. Aufgrund der simultanen
Erzeugung von Strom und Wärme ist ein Mikro-BHKW äußerst effizient und um-
weltfreundlich, wenn sichergestellt werden kann, dass sowohl der erzeugte Strom als
auch die erzeugte Wärme lokal genutzt werden. PV-Anlagen stellen hingegen haupt-
sächlich in der warmen Jahreszeit Strom bereit, wenn weniger Wärme benötigt wird.
Um die Vorteile einer solchen Kombination auszuschöpfen, wird eine vorausschau-
ende und koordinative Steuerung eines Mikro-BHKWs unter Berücksichtigung der
anderen lokalen Komponenten im Microgrid entwickelt. Die angewandte Methodik
ist dem Bereich des Operation Research zuzuordnen. Validiert wird der Ansatz auf
zwei simulierten Microgrids mit unterschiedlichen Ausstattungen. Die Simulation er-
möglicht eine Quantifizierung der Effekte im Hinblick auf die CO2-Emissionen und
die Betriebskosten. Der Auswertung schließt sich eine Diskussion über die Limitie-
rungen des Ansatzes und der Ausblick an.
Zu (2): Zur Optimierung des lokalen Strombezugs werden geeignete DSM-Ver-
fahren zur automatisierten Verschiebung von Haushaltslasten identifiziert, imple-
mentiert und ausgewertet. Dafür werden zunächst die möglichen Zielsetzungen von
DSM analysiert. Durch die Lastverschiebungen kann entweder der lokale Strombezug
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geglättet oder der Strombezug in Zeiten geschoben werden, in welchen in den über-
geordneten Stromnetzen überdurchschnittlich viel Strom aus erneuerbaren Energien
verfügbar ist. Die beiden Zielsetzungen werden separat untersucht. Zur Umsetzung
werden zwei Ansätze aus der Literatur ausgewählt: 1) individuelles DSM, bei wel-
chem in jedem Haushalt die Lastverschiebungen unabhängig von dem Verbrauch
anderer Haushalten optimiert werden, 2) koordinatives DSM, bei welchem mittels
eines Multi-Agenten-Systems zwischen den Haushalten im Verbund über die Last-
verschiebungen verhandelt wird. Zu den typischen Lasten, welche in Haushalten ver-
schoben werden können, gehören die Waschvorgänge von Spül- und Waschmaschinen
sowie Trockner. Diese haben ein festes Lastprofil. Die ausgewählten DSM-Verfahren
werden so modifiziert, dass sie diesem Lasttyp gerecht werden. Die adaptierten Ver-
fahren werden auf simulierten Microgrids mit realen Verbrauchsdaten evaluiert und
die Effekte im Hinblick auf die CO2-Emissionen und die Betriebskosten quantifiziert.
Der Auswertung folgt eine Diskussion über die weitergehenden Forschungsfragen im
Kontext von DSM.
Zu (3): Zur Analyse der kurzfristigen Stromlastprognosen wird zunächst ein sehr
umfassender Literaturreview nach dem Konzept von vom Brocke [3] durchgeführt,
durch welchen die Defizite der bisherigen Analysen in diesem Bereich deutlich wer-
den. Die existierenden Analysen zu dieser Fragestellung weisen teilweise wider-
sprüchliche Ergebnisse auf und sind, da sie auf meist projekt-internen Datensätzen
durchgeführten wurden, nicht reproduzierbar. Daher werden umfassende Experi-
mente zur Analyse der Prognosegüte von kurzfristigen Stromlastprognosen durchge-
führt. Es werden sieben State-of-the-Art Verfahren aus dem Bereich der statistischen
Zeitreihenanalyse und der künstlichen Intelligenz implementiert und auf 165 Daten-
reihen evaluiert. Die Datenreihen entstammen öffentlich verfügbaren Datensätzen,
so dass reproduzierbare Benchmarks aufgestellt werden. Die erreichten Prognosege-
nauigkeiten werden im Hinblick auf Skalierungseffekte, Prognosehorizont und Input-
Variablen analysiert. Aus der Analyse werden Empfehlungen für die Implementie-
rung von kurzfristigen Stromlastprognosen im Microgrid abgeleitet.
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2.1 Ansatz
Die These des vorliegenden Kapitel ist, dass Mikro-BHKW durch einen optimier-
ten Betrieb in Kombination mit weiteren lokalen Komponenten wie PV-Anlagen
und Stromspeichern einen wertvollen Beitrag zur Erreichung der eingangs formu-
lierten Klimaziele leisten können. Mikro-BHKW weisen eine hohe Energieeffizienz
auf, sofern sowohl der produzierte Strom als auch die produzierte Wärme lokal Ver-
wendung finden. Im Folgenden wird ein Betriebsmodus entwickelt, der diesen Vorteil
nutzt, und gezeigt, dass durch eine vorausschauende Betriebsführung eines Mikro-
BHKWs im Microgrid die CO2-Emissionen wesentlich reduziert werden können. Die
Betriebsführung ist so konzipiert, dass lokale Komponenten wie PV-Anlagen und
Energiespeicher berücksichtigt werden können. Sind diese integriert, werden durch
die koordinative Optimierung weitere Einsparungen in den CO2-Emissionen erreicht.
Es wird ein Modell für ein Microgrid konzipiert, welches aus mehreren Wohnun-
gen, einem Mikro-BHKW, einem zusätzlichen Brennwertkessel sowie einem Wärme-
speicher besteht und in das optional PV-Anlagen sowie ein Stromspeicher integriert
sind. Die primäre Zielsetzung der Optimierung liegt darin, die CO2-Emissionen zu
reduzieren. Als nachrangiges Optimierungsziel sollen die Betriebskosten reduziert
werden, wobei sowohl feste Strompreise als auch zeitvariable Stromtarife model-
liert werden. Zur Bestimmung des neuen Betriebsmodus des Mikro-BHKWs werden
Prognosen des Energiebedarfs und der (optionalen) Solarstromerzeugung der PV-
Anlagen für die nächsten 24 Stunden verwendet. Für die prognostizierten Umstände
wird die optimale Betriebsführung zur Reduktion der CO2-Emissionen berechnet.
Ausgehend von dieser Lösung werden Handlungsempfehlungen abgeleitet, welche
dann in Abhängigkeit von den tatsächlichen Zuständen im Microgrid realisiert wer-
den. In der Modellierung werden die Größen der Komponenten im Microgrid zu-
nächst nicht festgelegt. Sie gehen als Parameter in das Optimierungsproblem ein,
so dass dieses möglichst allgemein aufgestellt wird. In der Simulation werden wirt-
schaftliche Faktoren in der Auslegung der Komponenten berücksichtigt und die Pa-
rameter entsprechend spezifiziert.
Zur Evaluation dieses Vorgehens werden zwei Microgrids simuliert, für welche
jeweils mit unterschiedlichen Ausstattungen der neue Betriebsmodus evaluiert wird.
Dabei werden unter anderem fehlerbehaftete Prognosen zum Strombedarf, dem
Wärmebedarf und der Solarstromerzeugung evaluiert und geprüft, wie sensitiv der
Betriebsmodus auf die veränderten Eingabewerte reagiert. In der Auswertung der
Energiebilanzen wird quantifiziert, welchen Anteil die jeweiligen Energieanlagen der
simulierten Microgrids an der Energieversorgung haben und was dies für die CO2-
Emissionen und die Betriebskosten impliziert.
2.2 Grundlagen und verwandte Arbeiten
Zu den europäischen Klimazielen bis 2030 gehören drei wesentliche Ziele: (1) eine Re-
duktion der Treibhausgasemissionen von mindestens 40% gegenüber 1990, (2) eine
Erhöhung des Anteils der erneuerbaren Energien am Energieverbrauch auf mindes-
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tens 27% und (3) eine Erhöhung der Energieeffizienz von ebenfalls mindestens 27%
(vgl. [5,10,11]). Diese Ziele wurden in der UN- Klimakonferenz in Paris 2015 noch-
mals verschärft. In Deutschland sollen die Treibhausgasemissionen nach dem ent-
wickelten Klimaschutzplan bis 2050 um 80 bis 95% reduziert werden. Die Nutzung
von Kraft-Wärme-Kopplung (KWK) kann zu jedem dieser Ziele beitragen, solange
sichergestellt ist, dass sowohl Strom als auch Wärme genutzt werden.
Große Anlagen mit Kraft-Wärme-Kopplung sind bereits seit Jahrzehnten im
Einsatz, während kleine Anlagen lange Zeit als zu teuer galten. Dieser Umstand än-
derte sich mit den steigenden Energiepreisen und dem Fortschritt in der Entwicklung
kleiner Motoren, wodurch kleine, sogenannte Blockheizkraftwerke an Attraktivität
gewannen. Die ersten Anlagen für Wohnblöcke gingen 1996 in Serienproduktion.
Weitere Modelle kamen nach 2000 auf den Markt (vgl. [18]). In Deutschland sind
verschiedene Fördermechanismen mit dem Kraft-Wärme-Kopplungsgesetz 2009 und
dem Erneuerbaren-Energien-Wärmegesetz 2008 erlassen worden, um KWK-Kopp-
lung als nachhaltige Technologie auch für Endverbraucher attraktiv zu machen.
Über die letzten Jahre sind verschiedene Betriebsmodi für BHKW zur lokalen Ener-
gieversorgung von Wohnblöcken entwickelt und untersucht worden. Im Folgenden
wird eine Übersicht über verschiedene Ansätze gegeben. Da im Kontext von Smart
Grids variable Strompreise eine wichtige Rolle spielen und diese daher in vielen For-
schungsansätzen zur der Optimierung von BHKW berücksichtigt werden, wird ein
Überblick über die üblicherweise modellierten Tarife vorangestellt.
2.2.1 Variable Strompreise
Ein Anreiz zur Vermeidung von hohen Netzlastfluktuationen sind variable Strom-
preise. Diese sind vor allem in den USA bereits ein Instrument, um Spitzenlasten
zu vermeiden. Dabei werden diese Tarife derzeit hauptsächlich im Gewerbe und
der Industrie genutzt (vgl. [19]). In Deutschland sind seit 2011 Stromanbieter nach
dem Energiewirtschaftsgesetz1 verpflichtet, variable Energiepreise anzubieten. Dabei
kommen bisher hauptsächlich Hoch-und Niederlast-Tarife zum Einsatz. Durch die
steigende Anzahl von digitalen Stromzählern in Haushalten, welche ebenfalls nach
dem Energiewirtschaftsgesetz bei größeren Renovierungen oder Neubauten instal-
liert werden müssen2, werden variablere Strompreise möglich, die von der prognos-
tizierten oder tatsächlichen Auslastung im Netz abhängen. Zwei häufig verwendete
Modelle werden in der Optimierung evaluiert und sollen daher näher beschrieben
werden. Die Definitionen der Tarifmodelle können sich je nach Quelle leicht unter-
scheiden. Die verwendeten Definitionen entsprechen der Notation aus [20].
2.2.1.1 Time-of-Use Pricing
Als Time-of-Use (TOU) Tarife bezeichnet man Tarife, bei denen der Strompreis ta-
geszeitabhängig variiert. Die Zeitintervalle, für die derselbe Preis gilt, sind üblicher-
1 § 40 Abs. 5 EnWG
2 § 21 b Abs. 3a, § 14a EnWG
9Kapitel 2. Optimierung eines Mikro-BHKWs im Microgrid
weise größer als eine Stunde und es gibt in der Regel nur zwei bis drei Unterteilungen
für einen Tag. Der tageszeitabhängigen Preise sind im Voraus bekannt.
Nieder- und Hochlasttarife sind ein typisches Beispiel für einen in Deutschland
verwendeten TOU-Tarif. Dabei wird i. d. R. nachts ein günstigerer Preis für den
verbrauchten Strom veranschlagt. Teilweise gilt auch am Wochenende der günstige-
re Tarif. Die Zeitintervalle und tageszeitabhängigen Preise sind bereits im Vertrag
festgelegt und gelten i.d.R. für mindestens sechs Monate.
2.2.1.2 Real Time Pricing
Als Real Time Pricing (RTP) bezeichnet man Tarife, bei denen sich der Strompreis
an den an der Strombörse gehandelten Kursen orientiert und daher typischerweise
stündlich fluktuiert. Dabei muss unterschieden werden zwischen Tarifen, die bereits
einen Tag vorher bekannt gegeben werden und die sich am Day-ahead-Markt orien-
tieren und denjenigen, die jeweils erst eine Stunde vorher bekannt gegeben werden.
2.2.2 Betriebsführung von BHKW
Der Betriebsmodus eines BHKWs hängt von seiner Größe und dem Kontext ab, in
dem es genutzt wird. Größere BHKW sind oft an das Fernwärmesystem angebunden
und werden dann i.d.R. stromgeführt betrieben. Die Leistungsabgabe des BHKWs
richtet sich nach dem Strombedarf oder der maximalen Kapazität der Anlage; die
erzeugte Wärme wird in das Fernwärmenetz eingespeist oder geht als Abwärme
verloren. Dagegen sind Blockheizkraftwerke in Wohngebieten, in Mehr- und Einfa-
milienhäuser meist wärmegeführt. In diesem Fall richtet sich die Leistungsabgabe
des BHKWs nach dem lokalen Wärmebedarf. Da in diesem Fall der Betrieb auf die
Wärmeversorgung ausgelegt ist, ist die Strombereitstellung nicht bedarfsgerecht.
Der überschüssige Strom wird rückeingespeist. Dies führt zu hohen Netzlastfluktua-
tionen. Diese BHKW haben i.d.R. eine elektrischen Leistung kleiner als 15 kW und
werden oft (vgl. [21]) als Mikro-BHKW bezeichnet. Ein solches Mikro-BHKW soll
in der vorliegenden Arbeit als Komponente eines Microgrids optimiert werden. Im
Folgenden werden zunächst die bestehenden Forschungsarbeiten zu Mikro-BHKW
und deren Ergebnisse vorgestellt.
Die Wirtschaftlichkeit von Mikro-BHKW ist wesentlich abhängig von der Dauer
des Betriebs. Nach [18] sind über 2000 Betriebsstunden im Jahr für einen wirtschaft-
lichen Betrieb notwendig. Dies kann bei einer angemessen Größenwahl des BHKWs
bereits durch einen wärmegeführten Betrieb erreicht werden. In der aktuellen For-
schung zu Mikro-BHKW sind komplexere Betriebsmodi entwickelt und in Bezug auf
die jährlichen Betriebskosten und die jährlichen Kohlenstoffdioxidemissionen unter-
sucht worden. So wurden in der Studie von [22] ein wärmegeführter, ein stromgeführ-
ter und ein kostenoptimierter Betrieb verglichen. Die niedrigsten CO2-Emissionen
werden dabei für den wärmegeführten Betriebsmodus erreicht, da in den anderen
Betriebsarten mehr Wärme produziert wird, als vor Ort benötigt, und diese als
Abwärme abgeführt werden muss.
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Um eine hohe Auslastung eines BHKWs zu erreichen und gleichzeitig einen mög-
lichst hohen Anteil der produzierten Wärme zu nutzen, können Wärmespeicher in
den Betrieb integriert werden. Durch sie wird die Stromerzeugung bis zu einem ge-
wissen Grad von der Wärmeerzeugung entkoppelt. In den Arbeiten von [23] and [24]
wird untersucht, welche Effekte Wärmespeicher auf den Betrieb eines Mikro-BHKWs
haben und wie der Wärmespeicher dimensioniert sein soll. Es wird gezeigt, dass
durch einen Wärmespeicher die Wirtschaftlichkeit eines Mikro-BHKWs erhöht wer-
den kann. Die optimale Größe des Wärmespeichers ist dabei abhängig von dem
Verhältnis von Strom zu Wärme in der Nachfrage und von dem Verhältnis von elek-
trischer zu thermischer Leistung des Mikro-BHKWs. In der Studie von [25] wird
darüber hinaus gezeigt, dass bereits ein relativ kleiner Wärmespeicher zu wesentlich
höheren Laufzeiten eines Mikro-BHKWs führen kann, wenn dafür in Kauf genommen
wird, dass ein kleiner Anteil der Wärme nicht genutzt wird. Dies führt zu kürzeren
Amortisationszeiten der Investitionen.
In den bisher beschriebenen Operationsmodi wird das Mikro-BHKW abhängig
von der aktuelle Nachfrage nach Strom oder Wärme, der aktuellen Auslastung des
Wärmespeichers und eventuell der aktuellen Tageszeit reguliert. In den Arbeiten
von [26–29] werden prädiktive Ansätze vorgestellt, in welchen der Betrieb für einen
bestimmten Zeitraum im Voraus geplant wird. In die Planung werden der erwartete
Verbrauch an Strom und Wärme sowie die Nebenbedingungen, die sich durch die
Leistungsgrenzen der Module ergeben, berücksichtigt. Diese Methodik erweist sich
insbesondere dann als lukrativ, wenn variable Strompreise vorliegen und diese in
die Planung miteinbezogen werden. Die Studien [26–28] gehen darüber hinaus da-
von aus, dass auch die Einspeisevergütung variabel ist. Durch die vorausschauenden
Betriebsmodi werden die Betriebskosten in den Simulationen zwischen 26% bis 60%
gesenkt. Die Reduktion hängt dabei wesentlich von den modellierten Strompreisen
und der modellierten Einspeisevergütung ab. In der Arbeit von [30] wird ein voraus-
schauender Betriebsmodus eines BHKWs im Zusammenspiel mit einer Stromsenke
betrachtet. Letztere nimmt Strom zu Zeiten auf, in denen er sehr günstig importiert
werden kann und generiert damit ebenfalls Wärme. Dieser Ansatz ist hauptsäch-
lich für Länder interessant, in denen ein hoher Wärmebedarf über das ganze Jahr
vorliegt.
Das Hauptaugenmerk in der Forschung zur optimalen Betriebsführung von Mikro-
BHKW liegt auf der Kombination derselben mit Wärmespeichern. Die Kombination
mit weiteren Komponenten ist weniger gut erforscht. Es gibt einige Arbeiten, die
sich mit der Einbindung von elektrischen Speichern beschäftigt haben, um den Pri-
märenergieverbrauch zu reduzieren. Dazu gehören [31] und [32]. In [31] wird der
Betrieb von verschiedenen Mikro-BHKW zur Strom- und Wärmeversorgung eines
Hauses mit Strom- und Wärmespeichern simuliert. Der Stromspeicher wird dazu
verwendet, sowohl überschüssigen Strom des BHKWs als auch Strom aus dem Netz
aufzunehmen, wenn dieser günstig ist, und ihn abzugeben, wenn der Strombedarf
nicht durch das BHKW gedeckt werden kann und der Strompreis hoch ist. Der si-
mulierte Betrieb des BHKWs ist wärmegeführt. In der Simulation auf Standardlast-
profilen wird der Primärenergieverbrauch auf diese Weise um bis zu 35% gesenkt. Es
11Kapitel 2. Optimierung eines Mikro-BHKWs im Microgrid
werden 30 - 80% – abhängig vom Modell des BHKW – des Strombedarfs durch das
BHKW gedeckt. Dies ist ein sehr hoher Anteil, der teilweise darauf zurückzuführen
ist, dass der Jahresbedarf an Wärme im Verhältnis 6:1 gegenüber dem Strombedarf
modelliert wird und erst damit sehr hohe Laufzeiten des BHKWs auch unter einem
wärmegeführten Betrieb erreicht werden können. In [32] wird dieser Ansatz auf ein
BHKW mit SOFC-Brennstoffzellen (Solid Oxide Fuel Cells) als Antrieb übertragen.
Die Stromkennzahl dieser Anlagen liegt zwischen 0.5 und 0.6 (Verhältnis Strom-
zu Wärmeleistung), wodurch eine hohe Auslastung des BHKWs erreicht werden.
Gemäß der anschließenden betriebswirtschaftlichen Analyse ist ein solches System
bei einer Amortisationszeit von 10 Jahren und einem Zinssatz von 5% wirtschaft-
lich, wenn die Anschaffungskosten für das Mikro-BHKW weniger als 3000Euro/kW
betragen.
Der kombinierte Betrieb von Mikro-BHKW und PV-Anlagen wurden nach dem
aktuellen Forschungsstand kaum betrachtet. Dabei ergänzen sich die beiden Anla-
gen über den Jahresverlauf: PV-Anlagen erzeugen viel Energie im Sommer, wenn
der Wärmebedarf gering ist, während BHKW nachhaltig im Winter eingesetzt wer-
den können, wenn der Wärmebedarf hoch ist. Eine relativ neue Studie aus 2015 [33]
untersucht dieses Konzept: Es werden 30 Haushalte mit jeweils einer kleinen Solar-
anlage, einem kleinen Mikro-BHKW und Speichern simuliert, mit der Zielsetzung
einen möglichst hohen Anteil des Eigenbedarfs durch die Komponenten vor Ort
decken zu können. Das BHKW wird in zwei On/Off Zyklen (beginnend um 5:00
und 16:00 Uhr) betrieben, um so die üblichen Peaks im Wärmebedarf durch das
BHKW abzudecken. In der Studie kann 72% des Strombedarfs durch die lokalen
Komponenten generiert werden. Dabei werden 23% des Strombedarfs direkt durch
die Solaranlage und 22% direkt durch das Mikro-BHKW gedeckt. Weitere 27% wer-
den durch eine Zwischenspeicherung des Solarstroms und des durch das BHKW
erzeugten Stroms erreicht. Der Stromspeicher trägt wesentlich zur Erhöhung der
Eigenproduktion bei: Ohne die Möglichkeit, Strom zwischenzuspeichern, verringert
sich der Anteil auf 55%.
In den genannten Veröffentlichungen konnte gezeigt werden, dass durch eine op-
timierte Betriebsführung eines Mikro-BHKWs die Betriebskosten für die Strom- und
Wärmeversorgung gesenkt werden können. Dies gilt ebenso für die CO2-Emissionen,
wobei die Reduktion davon abhängt, in welchem Umfang die erzeugte Wärme ge-
nutzt wird. Eine vorausschauende Steuerung kann bei variablen Strompreisen zu
einer zusätzlichen Reduktion der Betriebskosten führen.
2.2.3 Abgrenzung des eigenen Forschungsansatzes
Die These der vorliegenden Arbeit ist, dass die Kombination eines Mikro-BHKWs
mit weiteren Komponenten wie Stromspeichern und PV-Anlagen unter einer ko-
ordinierten, prädiktiven Betriebsführung zu weiteren Einsparungen sowohl in den
CO2-Emissionen als auch den Betriebskosten führt. Dabei steht die Reduzierung
der CO2-Emissionen an erster Stelle.
Zusätzlich wird ein weiterer Punkt aufgenommen, der bisher in der Forschung
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zu dem optimierten Betrieb von BHKW noch nicht adressiert wird, aber in Smart
Grids und Micro Grids eine wesentliche Rolle spielt: die Reduktion von Spitzenlas-
ten. Energieversorger haben ein Interesse an einem möglichst ausgeglichenem Strom-
bezug der Verbraucher, da somit der Bezug von Strom aus Spitzenlastkraftwerken
vermieden wird, der i.d.R. relativ teuer ist (vgl. [15]). Zeitvariable Stromtarife sind
eine Möglichkeit, indirekt Einfluss auf die Zeiten des Strombezugs zu nehmen, und
sie werden daher als ein Modell in der Simulation aufgenommen. Eine gezielte Opti-
mierung hin zu einem gleichmäßigen Stromimport ist jedoch bisher – soweit bekannt
– noch nicht untersucht worden. Die Zielsetzung den lokalen Strombezug zu glät-
ten wird daher ebenfalls modelliert und als nachgelagertes Optimierungsziel in die
Optimierung aufgenommen.
2.3 Modellierung
Es wird ein Microgrid konzipiert und die Modellierung der Komponenten vorgestellt.
Die Größen der Komponenten werden dabei durch Parameter gegeben, so dass das
Optimierungsproblem unabhängig von der Größenwahl aufgestellt werden kann. In
der Simulation werden die Komponenten spezifiziert und dabei wirtschaftliche Fak-
toren in der Auslegung der Komponenten berücksichtigt.
2.3.1 Gesamtkonzeption des Microgrids
Ein Microgrid besteht aus einem Verbund von Energieverbrauchern, Energieerzeu-
gern und Speichern, die über Informations- und Kommunikationstechnologien mit-
einander verbunden sind und deren regulierbare Einheiten darüber gesteuert werden
können. Für die Modellierung einer optimierten Betriebsführung wird ein Micro-
grid für einen Wohnblock bestehend aus mehreren Wohnungen konzipiert, welches
den Wohnblock nachhaltig mit Strom und Wärme versorgen soll. Dafür werden ein
Mikro-BHKW und optionale PV-Anlagen als Stromerzeuger in das Modell integriert.
Zudem wird angenommen, dass ein Stromanschluss zu einem Niederspannungsnetz
besteht, so dass bei Bedarf Strom importiert oder eingespeist werden kann. Darüber
hinaus wird ein Warmwasserspeicher aufgenommen, um die Wärmeerzeugung zu-
mindest teilweise vom Wärmebedarf zu entkoppeln. Zusätzlich wird angenommen,
dass Brennwertkessel vorhanden sind, um den Wärmebedarf abzudecken, welcher
nicht durch das BHKW gedeckt werden kann. Als weitere optionale Komponente
wird ein Stromspeicher modelliert, um so ggf. Strom zwischenzuspeichern und Last-
spitzen im Stromimport zu vermeiden. Eine Skizze zum Konzept ist in Abb. 2.1
dargestellt.
2.3.2 Modellierung der Komponenten
Die Betriebsführung des Mikro-BHKWs soll auf Basis einer am Tag zuvor durchge-
führten Optimierung erfolgen. Dazu wird der Tag in 96 Zeitintervalle von jeweils 15
3 Die Icons für die Gasheizung und das Verteilernetz sind von Freepik: www.flaticon.com
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Abbildung 2.1: Komponenten des modellierten Microgrids3
Minuten unterteilt. Es wird angenommen, dass die Prognosen für den Energiebedarf
und die Solarstromerzeugung ebenfalls in 15 Minuten Intervallen gegeben sind. Diese
gehen als Inputparameter in das Optimierungsproblem ein. Weitere Inputparame-
ter sind spezifische Eigenschaften der lokalen Komponenten. Die Prognosen und die
weiteren Inputparameter werden im Folgenden modelliert.
2.3.2.1 Energiebedarf
Sei yt ∈ R+ für t ∈ {1, . . . , 96} der prognostizierte Strombedarf gegeben in kWh,
der in dem t-ten Zeitintervall des Tages benötigt wird. Sei analog dazu ht ∈ R+ der
prognostizierte Wärmebedarf ebenfalls in kWh für das Zeitintervall t.
2.3.2.2 Solarstromerzeugung
Sei st ∈ R+ der prognostizierte Solarstrom in kWh, der durch PV-Anlagen im Micro-
grid in dem Zeitintervall t voraussichtlich bereitgestellt wird .Die Angabe beschreibe
den Solarstrom abzüglich der geschätzten Verluste der Anlage durch Temperatur
und geringe Bestrahlungsstärke sowie der Verluste in den Kabeln und der Wechsel-
richter.
2.3.2.3 BHKW
Es wird angenommen, dass der Betrieb des BHKWs sich innerhalb modellspezifischer
Leistungsgrenzen modulieren lässt. Dabei seien bmin, bmax ∈R+ die maximale, bzw.
die minimale Menge an Strom in kWh, die das BHKW in einem Zeitintervall bereit-
stellen kann, ohne ausgeschaltet zu werden. Sei bt ∈ [0] ∪ [bmin, bmax] die erzeugte
Strommenge in einem Zeitintervall t. Die Stromkennzahl sei 1/ϕb mit ϕb b ∈ R+.
Diese Zahl beschreibt das Verhältnis von elektrischer zu thermischer Leistung. Die
bereitgestellte Wärme in einem Intervall t ist daher ϕb bt. Der Wirkungsgrad des
2.3. Modellierung 14
BHKWs sei ηb. Die Betriebsführung bt soll im Hinblick auf die Reduktion der CO2-
Emissionen optimiert werden.
2.3.2.4 Brennwertkessel und Warmwasserspeicher
Sei dt ∈ [0, dmax] für t ∈ {1, . . . , 96} die Wärmeproduktion des Brennwertkessels.
Die Kapazitätsgrenze dmax beschreibt die maximale Menge an Wärme in kWh, wel-
che der Brennwertkessel in einem Zeitintervall bereitstellen kann. Der Betrieb des
Brennwertkessels und des Warmwasserspeichers werden nicht im Detail betrach-
tet. Es wird angenommen, dass der Warmwasserspeicher groß genug ist, um die
durch das BHKW erzeugte Wärme im Laufe eines Tages zwischenzuspeichern, so-
fern das BHKW nicht mehr als den Tageswärmebedarf generiert. Wird mehr Wär-
me benötigt, wird der Brennwertkessel gestartet. Es wird angenommen, dass der
Brennwertkessel und das BHKW denselben Wirkungsgrad haben. Verluste durch
die Zwischenspeicherung der Wärme werden in der Modellierung zur Vereinfachung
vernachlässigt.
2.3.2.5 Stromspeicher
Der Stromspeicher wird dazu verwendet, den durch das BHKW oder die PV-Anlagen
erzeugten Strom zwischenzuspeichern. Sei amax ∈ R+ die Kapazität des Speichers
und at der Zustand des Speichers zu Beginn eines Zeitintervalls t. Sei ηa der Wir-
kungsgrad des Energiespeichers. Die Ladung und Entladung des Speichers seien
steuerbar. Dafür wird das Inkrement it innerhalb eines Zeitintervalls betrachtet. Es
ist it ∈ [−at, amax − at]. In dem Optimierungsproblem wird zwischen einem posi-
tiven Inkrement i+t := max(it, 0), welches der Ladung der Batterie, und dem ne-
gativen Inkrement i−t := min(it, 0), welches der Entladung der Batterie entspricht,
unterschieden. Bezeichne lt den Stromverlust durch die Zwischenspeicherung. In der
Modellierung wird er bei der Entladung der Batterie errechnet: lt = (1− ηa) i−t . Der
Lade- und Entladeprozess it der Batterie soll ebenfalls im Hinblick auf die Reduktion
der CO2-Emissionen im Microgrid optimiert werden.
2.3.2.6 Netzbezug und Einspeisung
Sei pt ∈ R+ der vom Verteilernetz gezogene Strom („power“ ) im Zeitintervall t in
kWh und ft ∈ R+ der Strom („fed in“), der vom Microgrid in das Verteilernetz
eingespeist wird.
2.3.3 Modellierung der CO2-Emissionen
Durch den Betrieb des Mikro-BHKWs und der Gasheizung werden Treibhausgase-
missionen (Kohlenstoffdioxid, Schwefeldioxid, Methan und Stickstoffoxide) freige-
setzt. Wird Strom aus dem Netz importiert, so werden ebenfalls in der vorgelager-
ten Produktion Treibhausgase emittiert. Die unterschiedlichen Emissionen werden
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hinsichtlich ihrer Klimaschädlichkeit vergleichbar, wenn die entsprechenden CO2-
Äquivalente verwendet werden. Die Umrechnungsfaktoren für die CO2-Äquivalente
wurden von einem Expertengremium der Vereinten Nationen abhängig von der Er-
wärmungswirkung einer bestimmten Menge eines Treibhausgases über einen Zeit-
raum von 100 Jahre festgelegt (vgl. [34]).
Weitere klimarelevante Emissionen ergeben sich aus vor- und nachgelagerten
Prozessketten. Hierzu gibt es kaum belastbare Zahlen. In einer Vergleichsstudie des
VDI [35] wird aufgezeigt, dass die Bilanzgrenzen unterschiedlicher Studien deutlich
voneinander abweichen. Zudem machen viele Studien keine Angaben zu den CO2-
Äquivalenten, sondern weisen nur die reinen CO2-Emissionen aus. Dazu gehören
u.a. die umfassenden Studien des Bundesumweltamtes zu den Emissionsfaktoren des
deutschen Strommixes (vgl. [36, 37]). Da der Emissionsfaktor des Strommixes von
wesentlicher Bedeutung für die Bewertung des Microgrids ist, werden in der Analyse
einheitlich die direkten CO2-Emissionen für die Erzeugung einer Kilowattstunde
Energie betrachtet. Dazu sei angemerkt, dass der Anteil der CO2-Emissionen an
den CO2-Äquivalenten mit Abstand am bedeutendsten ist (vgl. [35]).
Der Emissionsfaktor eb ∈ R+ bezeichne die CO2-Emissionen [g/kWh], die bei der
Erzeugung von einer kWh Energie durch das BHKW generiert werden. Dabei hängt
eb wesentlich von dem Emissionsfaktor des verwendeten Brennstoffs ab. Dieser sei
in dem modellierten Microgrid Erdgas, welcher bei der Verbrennung ca. 202 g/kWh
freisetzt (vgl. [37]). Dieser Wert muss durch den Wirkungsgrad des BHKWs geteilt
werden, um den Emissionsfaktor eb für das BHKW zu erhalten. In der Modellierung
wird angenommen, dass die Gasheizung denselben Wirkungsgrad wie das Mikro-
BHKW hat und mit demselben Brennstoff betrieben wird. Daher bezeichnet eb auch
die CO2-Emissionen pro erzeugte kWh Energie der Brennwertgasheizung.
Der Emissionsfaktor des Strommixes wird als ep (ebenfalls ∈ R+ )bezeichnet.
Dieser gibt die CO2-Emissionen [g/kWh] an, welche durchschnittlich bei der Erzeu-
gung einer Kilowattstunde Strom für den Endverbrauch emittiert werden. Der Emis-
sionsfaktor hängt von der Zusammensetzung des Strommixes ab und ist aufgrund
der Entwicklung hin zu erneuerbaren Energieträgern in den letzten Jahren leicht
gesunken (vgl. [37]). Es wird mit dem geschätzten Wert des CO2-Emissionsfaktor
für den inländischen Stromverbrauch für das Jahr 2015 gerechnet. Dieser beträgt
587 g/kWh. In der Abb. 2.2 ist die Entwicklung dieses Wertes über die letzten 25
Jahre dargestellt.
Der CO2-Emissionsfaktor des BHKWs eb = 1/ηb · 202g/kWh ist damit für je-
des BHKW mit einem Wirkungsgrad ηb > 35% kleiner als der modellierte CO2-
Emissionsfaktor des deutschen Strommixes eb = 587 g/kWh. Der Wirkungsgrad von
Mikro-BHKW beträgt üblicherweise mehr als 90%. Damit kann man auch anneh-
men, dass eb < ηa ep gilt. Das bedeutet, dass die Verwendung von Strom, der durch
das BHKW erzeugt wurde und in der Batterie zwischengespeichert wird, weniger
CO2-Emissionen verursacht als der Bezug aus dem Verteilernetz, solange die produ-
zierte Wärme ebenfalls genutzt werden kann.
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Spezifische Kohlendioxid-Emissionen im deutschen Strommix
3. Zeitliche Entwicklung des Indikators
1. Spezifische CO2-Emissionen des deutschen Strommixes Die durchschnittlichen Kohlendioxidemissionen ohne Berücksichtigung des Stromhandelssaldos einer Kilowattstunde Strom (Spezifischer Emissionsfaktor) sinken in den Jahren 1990 bis 2013von 761 g/kWh auf 579 g/kWh in 2013(siehe Abbildung 1). Das entspricht einer Reduzierungder Kohlendioxidemissionen um ca. 24 % pro Kilowattstunde Strom. Für die Folgejahre 2014 
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2.3.4 Modellierung der Betriebskosten
Die laufenden Betriebskosten für die Energieversorgung sind abhängig vom Gas-
preis, den Strompreisen, der Einspeisevergütung und den möglichen steuerlichen
Vor- und Nachteilen. Dazu kommen feste Betriebskosten wie beispielsweise für die
Wartung und die Versicherung der technischen Komponenten. Diese können nicht
über das Energiemanagement optimiert werden und werden daher an dieser Stelle
nicht betrachtet.
2.3.4.1 Brennstoffkosten
Seien cb ∈ R+ die Brennstoffkosten in Eurocent, die anfallen, um eine kWh Energie
(Strom und Wärme im Verhältnis 1 : ϕb) durch das BHKW zu erzeugen. Die Kosten,
um eine kWh Wärme durch die Gasheizung zu erzeugen, betragen dann ebenfalls
cb, da angenommen wird, dass die Brennwertgasheizung und das BHKW denselben
Wirkungsgrad ηb haben und den gleichen Brennstoff verwenden.
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Abbildung 2.2: Spezifische Kohlenstoffdioxid-Emissionen des deutschen Strommixes mit 
und ohne Berücksichtigung des Stromhandelssaldos. Bei den mit *-markierten Zahlen 
handelt es sich um vorläufige Werte (Stand 2016). Quelle: Bericht des Umweltbundes-
amtes zur Entwicklung der CO2-Emissionen [37].
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2.3.4.2 Stromtarife
Es werden drei Arten von Stromtarifen untersucht: (1) ein fester Strompreis, (2)
TOU Pricing und (3) RTP Pricing. Sei cp,t ∈ R+ der Preis für eine kWh Strom im
Intervall t. Es wird angenommen, dass die Brennstoffkosten zur Generation einer
kWh Energie durch das Mikro-BHKW zu jeder Zeit günstiger als der Strompreis
sind. Dies soll auch gelten, wenn sie im Stromspeicher zwischengespeichert wird;
mit anderen Worten, es wird angenommen, dass cb < ηacp,t für alle t gilt. Dass
diese Annahme adäquat ist, wird im Vergleich der durchschnittlichen Strom- und
Gaspreise für das zweite Quartal 2015 in Deutschland deutlich: Der durchschnittliche
Strompreis betrug 29, 51 ct/kWh (vgl. [38]), während der durchschnittliche Gaspreis
bei 6,81 ct/kWh (vgl. [39]) lag und cb bei einem üblichen Wirkungsgrad von ηb = 0.9
für das Mikro-BHKW mit 7.56 ct/kWh modelliert werden kann.
2.3.4.3 Einspeisevergütung und steuerliche Regelungen
In Deutschland wird die Einspeisung und Vergütung von Strom aus erneuerba-
ren Energien rechtlich durch das Erneuerbare-Energien-Gesetz (EEG), die Vergü-
tung von Strom, erzeugt durch ein BHKW mit einem nicht-erneuerbaren Brenn-
stoff, durch das Kraft-Wärme-Kopplungsgesetz KWKG) geregelt. Der Vergütungs-
satz für Solarstrom ist abhängig von der Größe der PV-Anlage und dem Zeitpunkt
der Inbetriebnahme. Für eine PV-Anlage mittlerer Größe (10 bis 40 Kilowatt peak
(kWp)), welche im ersten Quartal 2016 in Betrieb genommen wurde, wird die Ein-
speisung mit 11.97 ct/kWh vergütet. Für Mikro-BHKW, welche mit einem nicht-
erneuerbaren Brennstoff betrieben werden, entspricht der Vergütungssatz üblicher-
weise dem KWK-Index, welcher sich aus dem durchschnittlichen Preis für Baseload-
Strom des vergangenen Quartals an der Strombörse EEX (European Energy Ex-
change) berechnet. Für das erste Quartal 2016 lag dieser Wert bei 2,517 ct/kWh.
Zusätzlich wird die Ausspeisung mit 8 ct/kWh gefördert4. Weiterhin wird der durch
das BHKW erzeugte und in das Verteilernetz eingespeiste Strom mit Entgelten für
die dezentrale Einspeisung5 – ehemals vermiedene Netznutzungsentgelte – durch
den Betreiber des Elektrizitätsverteilernetzes vergütet. Zudem werden für BHKW
mit einer elektrischen Leistung kleiner als 2 Megawatt, die Energiesteuer6 für den
Brennstoff und die Stromsteuer7 beim Eigenverbrauch erlassen. Der Eigenverbrauch
wird ebenfalls nach dem KWKG mit 4 ct/kWh gefördert. Dagegen wird der Ei-
genverbrauch von PV-Anlagen seit 2014 ab einer gewissen Anlagegröße nach der
Neufassung des EEGs besteuert.
Mehr als hundert weitere Länder haben ebenfalls Einspeisevergütungen einge-
führt (vgl. [40]). Die sogenannten feed-in Tarife (FIT) sind von landesspezifischen
Regeln abhängig und unterscheiden sich erheblich. In [41] werden weltweite Förder-
maßnahmen zur Nutzung von Solarstrom analysiert, so gibt es beispielsweise in den
4 §7 KWKG
5 §18 StromNEV
6 §3 EnergieStG
7 §9 StromStG
2.3. Modellierung 18
Ländern USA und Kanada ebenfalls finanzielle Anreize, welche an jede produzier-
te Kilowattstunde Solarstrom gekoppelt sind. Die Analyse ist aus dem Jahr 2011
und teilweise bereits überholt. So hat Spanien beispielsweise seine Fördermaßnah-
men zurückgefahren und besteuert seit 2015 den Eigenverbrauch von Solarstrom
(vgl. [42]).
Die Unterschiede in den steuerlichen Regelungen und die Tatsache, dass sie oft
sehr kurzlebig sind, macht eine allgemeine Berücksichtigung bei der Modellierung
schwierig. In der Modellierung sei cf ∈ R+ die Vergütung in Cent, welche sowohl
für die Einspeisung von Solarstrom als auch von Strom, erzeugt durch das Mikro-
BHKW, angewendet wird. Mögliche steuerliche Erleichterungen für die Erzeugung
von regenerativ erzeugtem Strom und Abgaben für die Eigenstromnutzung werden
in der Modellierung vernachlässigt. Es wird davon ausgegangen, dass es trotz oder
gerade wegen weiterer regulativer Maßnahmen profitabel ist, die CO2-Emissionen
des lokalen Energieverbrauchs zu minimieren.
2.3.5 Optimierungsproblem
Für jeden Tag sollen die Betriebsführung (bt)t=1,...,96 des Mikro-BHKWs und, falls
vorhanden, die Betriebsführung (it)t=1,...,96 des Stromspeichers unter Einbezug der
anderen Komponenten im Microgrid so optimiert werden, dass eine möglichst nach-
haltige und wirtschaftlich profitable Energieversorgung erreicht wird. In der Opti-
mierung werden drei Ziele mit absteigender Priorität verfolgt: (1) die Reduktion
der CO2-Emissionen, (2) die Reduktion der Betriebskosten und (3) falls ein fester
Strompreis modelliert wird, ein möglichst gleichmäßiger Stromimport zur Vermei-
dung von Spitzenlasten. Die Betriebsführung des BHKWs und des Stromspeichers
hängen dabei teilweise voneinander ab. Daher wird die gemeinsame Betriebsführung
(bt, it)t=1,...,96 gesucht, welche die Ziele umsetzt.
In den meisten wissenschaftlichen Artikeln zum Betrieb von Mikro-BHKW ste-
hen die Betriebskosten im Vordergrund und der Betrieb des BHKW zum Zweck der
Stromeinspeisung in das Verteilernetz ist dafür ein Teil des Konzepts. Dies ist in dem
vorliegenden Ansatz nicht vorgesehen, da es der Reduktion der CO2-Emissionen wi-
derspricht, wie im Folgenden noch ausgeführt wird. Um jedoch besser vergleichbar
zu sein, wird in einem zusätzlichen weiteren Optimierungsproblem analysiert, wel-
ches Potential zur Betriebskostensenkung existiert, wenn Strom auch explizit zum
Zweck der Einspeisung erzeugt und in Kauf genommen wird, dass dadurch weitere
CO2-Emissionen erzeugt werden.
2.3.5.1 Reduktion der CO2-Emissionen
Die CO2-Emissionen für die Energieversorgung im Microgrid entstehen bei dem
Betrieb des Brennwertkessels (dt)t=1,...,96 und des Mikro-BHKWs (bt)t=1,...,96 und
durch den Strombezug (pt)t=1,...,96. Für einen Tag berechnen sich die gesamten CO2-
Emissionen wie folgt:
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etotal = eb
96∑
t=1
dt + eb
96∑
t=1
(ϕb + 1)bt + ep
96∑
t=1
pt
= eb
96∑
t=1
(dt + ϕbbt)︸ ︷︷ ︸
etherm.
+ eb
96∑
t=1
bt + ep
96∑
t=1
pt︸ ︷︷ ︸
eelectr.
. (2.1)
Der Anteil etherm. beschreibt die CO2-Emissionen durch die Wärmeerzeugung und
der Anteil eelektr. durch die Stromerzeugung. Die Emissionen des BHKWs werden
in dieser Rechnung anteilig der Stromkennzahl aufgeteilt. Zur Reduktion der CO2-
Emissionen werden die Anteile zunächst getrennt betrachtet.
CO2-Emissionen in der Stromversorgung Es soll eelectr. = eb
∑
bt + ep
∑
pt
unter der Nebenbedingung minimiert werden, dass der Bedarf yt in jedem Zeit-
intervall t ∈ {1, . . . , 96} gedeckt ist. Um dies zu modellieren, müssen auch die Solar-
stromerzeugung (st)t=1,...,96, die Möglichkeit Strom zu speichern sowie die Kapazi-
tätsgrenzen des BHKWs und des Stromspeichers berücksichtigt werden. Es werden
die möglichen Zustände im Microgrid für ein Intervall t betrachtet: Der Betrieb bt
des BHKWs kann auf Null gesetzt oder innerhalb der Grenzen bmin, bmax gewählt
werden:
bt ∈ [0] ∪ [bmin, bmax] . (2.2)
Die Variable at beschreibt den Zustand des Stromspeichers zu Beginn des Intervalls
t. Der Stromspeicher kann demnach in dem Intervall maximal amax − at kWh an
Strom aufnehmen und maximal at kWh abgeben. Für das Inkrement it muss daher
gelten:
it ∈ [−at, amax − at] . (2.3)
Bei dem Inkrement it wird zur Modellierung des Wirkungsgrades ηa und der entspre-
chenden Energieverluste durch die Speicherung zwischen der positiven Realisierung
i+t := max(it, 0), welche der Ladung der Batterie, und der negativen Realisierung
i−t := min(it, 0), welche der Entladung der Batterie entspricht, unterschieden. Die
Energieverluste werden bei der Entladung berechnet. Das heißt, bei einer Entladung
um i−t werden dem Microgrid ηai
−
t kWh Strom zur Verfügung gestellt. Es ist somit
direkt ersichtlich, dass es bzgl. der Reduktion der CO2-Emissionen unvorteilhaft ist,
Strom aus dem Verteilernetz zwischenzuspeichern. Dies wird in der Betriebsführung
des Speichers durch folgende Restriktion direkt ausgeschlossen:
i+t ≤ max(bt + st, 0). (2.4)
Ein Strombezug in dem Intervall t erfolgt, wenn gemäß der Wahl von bt und it nicht
ausreichend Strom im Microgrid zur Verfügung steht:
pt = max(yt − st − bt + ηai−t + i+t , 0). (2.5)
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Ist dagegen Strom überschüssig, so wird dieser in das Verteilernetz eingespeist:
ft = max(−yt + st + bt − ηai−t − i+t , 0). (2.6)
Der Zustand des Stromspeichers zum Ende des Zeitintervalls ist
at+1 = at + it. (2.7)
Durch die Wahl von (bt)t=1,...,96 und (it)t=1,...,96 gemäß den Bedingungen (2.2) und
(2.3) sowie den Gleichungen (2.5) bis (2.7) ist der Stromfluss im Microgrid vollstän-
dig beschrieben und sichergestellt, dass der Strombedarf zu jeder Zeit gedeckt ist.
Durch die Gleichungen (2.4) und (2.6) ist zudem gewährleistet, dass nur Strom, der
durch die PV-Anlage oder das Mikro-BHKW erzeugt wurde, eingespeist wird.
Wird zunächst die gekoppelte Wärmeproduktion außen vor gelassen, dann lautet
das Optimierungsproblem zur Minimierung der CO2-Emissionen in der Stromver-
sorgung:
min
(bt,it)
96∑
t=1
ebbt + eppt,
unter den Nebenbedingungen
bt ∈ [0] ∪ [bmin, bmax] ,
it ∈ [−at,min (amax − at,max(bt + st, 0))] ,
at+1 = at + it,
pt = max(yt − st − bt + ηai−t + i+t , 0) ∀t ∈ {1, . . . , 96} . (2.8)
CO2-Emissionen in der Wärmeversorgung Für die Minimierung der CO2-
Emissionen in der Wärmeversorgung etherm. = eb
∑
(dt + ϕbbt) ist es unerheblich,
ob die Wärme durch das BHKW oder den Brennwertkessel erzeugt wird, solange der
Wärmebedarf über den Lauf des Tages gedeckt wird. Der kleinste Wert für etherm.
wird angenommen, wenn der Wärmebedarf der Erzeugung entspricht und damit
folgende Gleichung gilt
96∑
t=1
dt +
96∑
t=1
ϕbbt =
96∑
t=1
ht. (2.9)
Daraus leiten sich folgende notwendige Bedingungen für den Betrieb des Mikro-
BHKW ab:
96∑
t=1
ϕbbt ≤
96∑
t=1
ht, (2.10)
96∑
t=1
ϕbbt ≥
96∑
t=1
ht −
96∑
t=1
dmax. (2.11)
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Es wird angenommen, dass für jede Betriebsführung (bt)t=1,...,96, welche die Glei-
chungen (2.10) und (2.11) erfüllt, eine Betriebsführung des (dt)t=1,...,96 des Brenn-
wertkessels gefunden wird, so dass zum einen (2.9) gilt und zum anderen unter
Einbezug des Warmwasserspeichers der Wärmebedarf in jedem Zeitintervall gedeckt
werden kann. Der Warmwasserspeicher sei dafür groß genug gewählt. Wärmeverluste
durch eine mögliche Zwischenspeicherung werden vernachlässigt.
Gesamte CO2-Emissionen Für die Optimierung von etotal werden die Überle-
gungen zu der Betriebsführung des BHKWs zusammengeführt: Die Emissionen in
der Wärmeversorgung können minimiert werden, wenn (bt)t=1,...,96 die Gleichun-
gen (2.10) und (2.11) erfüllt. Auf diese Weise wird gewährleistet, dass keine über-
schüssige Wärme produziert und gleichzeitig die Wärmeversorgung unter Einbezug
des Brennwertkessels und des Warmwasserspeichers sichergestellt wird. Diese Be-
dingungen werden in der Optimierung von eelectr. aufgenommen. Das resultierende
Optimierungsproblem lautet dann
min
(bt,it)
96∑
t=1
ebbt + eppt,
unter den Nebenbedingungen
bt ∈ [0] ∪ [bmin, bmax] ,
it ∈ [−at,min(amax − at,max(bt + st, 0)] ,
at+1 = at + it,
pt = max(yt − st − bt + ηai−t + i+t , 0) ∀t ∈ {1, . . . , 96} ,
und
96∑
t=1
bt ≤ 1
ϕb
96∑
t=1
ht,
96∑
t=1
bt ≥ 1
ϕb
(
96∑
t=1
ht −
96∑
t=1
dmax
)
. (2.12)
Mit anderen Worten wird die gemeinsame Betriebsführung des BHKWs und des
Stromspeichers (bt, it)t=1,...,96 gesucht, welche die CO2-Emissionen in der Strom-
versorgung unter Nebenbedingungen minimiert, welche gewährleisten, dass keine
überschüssige Wärme produziert wird und gleichzeitig die Wärmeversorgung unter
Einbezug des Brennwertkessels und des Warmwasserspeichers sichergestellt werden
kann.
2.3.5.2 Reduktion der Betriebskosten
Als zweites Optimierungsziel sollen die laufenden Betriebskosten unter der Bedin-
gung minimiert werden, dass ein Minimum in (2.12) angenommen wird. Betrachtet
man hierfür analog zu den CO2-Emissionen die Betriebskosten für die Strom- und
Wärmeversorgung zunächst getrennt, so stellt man fest, dass die Berechnung erheb-
liche Parallelen aufweist. Dies wird in der Optimierung ausgenutzt.
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Betriebskosten der Wärmeversorgung Die Betriebskosten für die Wärmever-
sorgung im Microgrid setzen sich aus Brennstoffkosten des BHKWs und des Brenn-
wertkessels zusammen. Die Kosten zur Erzeugung einer kWh Wärme ist in beiden
Fällen cb. Daher berechnen sich die Kosten aus:
ctherm. =
96∑
t=1
cb(dt + ϕb bt).
Kostentechnisch ist es irrelevant, ob die Wärme durch das BHKW oder den Brenn-
wertkessel erzeugt wird. Wird eine Betriebsführung des BHKWs gewählt, so dass ein
Minimum in (2.12) angenommen wird und damit auch die Gleichungen (2.10) und
(2.11) gelten, so werden die Betriebskosten für die Wärmeversorgung bei einer ent-
sprechenden Betriebsführung des Brennwertkessels d(t)t=1...,96 ebenfalls minimiert.
Betriebskosten der Stromversorgung Die laufenden Kosten für die Strom-
versorgung im Microgrid setzen sich aus den Betriebskosten des BHKWs und den
Kosten für den Netzbezug zusammen. Davon abzuziehen sind Vergütungen für den
eingespeisten Strom:
celectr. =
96∑
t=1
cbbt + cp,tpt − cfft. (2.13)
Dieser Term soll minimiert werden, solange die Minimierung von (2.12) gewähr-
leistet bleibt. Die Berechnungen von celectr. und eelectr. unterscheiden sich in den
Parametern cb, cp,t und eb, ep sowie dem Term
∑
cf ft. Eine Erhöhung von
∑
ft
impliziert eine Erhöhung von
∑
bt oder eine indirekte Erhöhung von
∑
pt durch die
Wahl von it nach den Gleichungen (2.2)-(2.5), wodurch sich eelectr. erhöht. Damit
die Minimierung von (2.12) gewährleistet bleibt, muss in der Minimierung der Be-
triebskosten dieser Effekt ausgeschlossen werden und es wird nur der folgende Term
betrachtet
96∑
t=1
cbbt + cp,tpt. (2.14)
Zur weiteren Analyse wird unterschieden, ob ein fester Strompreis vorliegt oder
variable Strompreise.
Fall 1: Fester Strompreis. Ist der Strompreis fest, d.h. die Strompreise cp,t neh-
men für jedes Zeitintervall t den gleichen Wert cp an, und es gilt die Annahme aus
Abschnitt 2.3.4, dass cb < ηacp ist, dann entspricht dies der Struktur der Emis-
sionsfaktoren, für welche eb < ηaep gilt. Eine Minimierung von (2.14) unter den
Nebenbedingungen von (2.12) entspricht daher einer Optimierung von (2.12). Mit
anderen Worten werden die Betriebskosten durch die vorgestellte Optimierung der
CO2-Emissionen bereits soweit gesenkt, dass darüber hinaus keine weitere Redukti-
on möglich ist, ohne die Bedingungen von (2.12) zu verletzen.
Fall 2: Variable Stromtarife. Ist der Strompreis nicht fest, beinhaltet die Mi-
nimierung von (2.14) das Potential, den nicht vermeidbaren Stromimport so zu
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steuern, dass er in Zeiten erfolgt, in welchen die Strompreise niedrig sind. Um si-
cherzustellen, dass bei einer Minimierung von (2.14) auch ein Minimum in (2.12)
angenommen wird, wird die Struktur der Kostenparameter mit der Struktur der
Emissionsfaktoren verglichen. Es kann gemäß der Erläuterungen in Abschnitt 2.3.4
angenommen werden, dass cb < ηacp,t für alle t gilt. Damit bleibt der Vorzug des
BHKW-Betriebs gegenüber dem Stromimport erhalten. Allerdings kann es durch
die unterschiedlichen Strompreise cp,t lukrativ sein, in einem Intervall t durch das
BHKW erzeugten Strom zwischenzuspeichern, obwohl er in diesem Intervall lokal
genutzt werden könnte und durch diesen Schritt in dem Intervall t Strom importiert
werden muss. Dies ist der Fall, wenn durch die Nutzung des gespeicherten Stroms
in einem späteren Zeitintervall s mit ηb cp,s > cp,t dafür weniger Strom importiert
werden muss. Dieser Fall kann bei einem festen Strompreis cp oder analog bei der
Optimierung von (2.12) mit einem festem Emissionfaktor ep nicht eintreten. Viel-
mehr erhöhen sich durch eine solche Aktion die CO2-Emissionen. Um dies in der
Optimierung von (2.14) auszuschließen, wird eine zusätzliche Bedingung für die Re-
gulation des Stromspeichers it aufgenommen: In einem Intervall t darf nur Strom
gespeichert werden, der lokal erzeugt ist und der in dem Zeitintervall selbst nicht
genutzt werden kann, d.h.
i+t ≤ max(bt + st − yt, 0). (2.15)
Diese Bedingung wird in der Minimierung von (2.12) immer implizit erfüllt. Wird
sie in der Minimierung von eelectr. neben den bereits genannten Nebenbedingungen
berücksichtigt, so wird zugleich ein Minimum in (2.12) angenommen. Das Optimie-
rungsproblem bei variablen Stromtarifen lautet demnach
min
(bt,it)
96∑
t=1
cbbt + cp,tpt,
unter den Nebenbedingungen
bt ∈ [0] ∪ [bmin, bmax] ,
it ∈ [at,min(amax − at,max(bt + st − yt, 0))] ,
at+1 = at + it,
pt = max(yt − st − bt + ηai−t + i+t , 0) ∀t ∈ {1, . . . , 96} ,
und den Gleichungen (2.10) und (2.11). (2.16)
2.3.5.3 Reduktion von Spitzenlasten
Wenn einer fester Strompreis vorliegt, soll als drittrangiges Ziel der verbleibende
Stromimport geglättet werden. Dafür wird pt in der ‖ · ‖2-Norm, bzw. im Qua-
drat der Norm unter der Nebenbedingung minimiert, dass ein Minimum für (2.12)
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angenommen wird:
min
{bt,it}
96∑
t=1
p2t (2.17)
unter den Nebenbedingungen
pt = max(yt − st − b∗t + ηai∗+t + i∗−t , 0)
und (bt, it)∗ = arg min
(bt,it)
von (2.12).
2.3.5.4 Alternative Zielsetzung
In dem beschriebenen Ansatz wird die Einspeisung von Strom vermieden, wenn der
Strom lokal verwendet werden kann oder wenn durch die Bereitstellung weitere CO2-
Emissionen entstehen. Dies ist bedingt durch die Zielsetzung, die CO2-Emissionen zu
reduzieren, welche durch die Energieversorgung des Microgrids entstehen. Letztlich
bewirkt jedoch auch die Einspeisung von Strom, der durch erneuerbare Energien
oder KWK-Kopplung erzeugt wird, eine Senkung der CO2-Emissionen, da somit –
in geringem Maße – der Emissionsfaktor des Strommixes gesenkt wird.
Im Folgenden soll die Zielsetzung dahingehend gelockert werden, dass CO2-
Emissionen in Kauf genommen werden, die durch die Bereitstellung von Strom
verursacht werden, der in das Verteilernetz eingespeist wird. Das bietet neuen Spiel-
raum in der Optimierung der Betriebskosten. Für variable Strompreise wird dafür
in der Simulation zusätzlich zu (2.16) das folgende Optimierungsproblem gelöst:
min
(bt,it)
96∑
t=1
cbbt + cp,tpt − cfft (2.18)
unter den Nebenbedingungen (2.16).
Für einen festen Strompreis wird zusätzlich das Optimierungsproblem (2.17) unter
der alternativen Nebenbedingung gelöst, dass
(bt, it)
∗ = arg min
(bt,it)
96∑
t=1
cbbt + cppt − cfft (2.19)
unter den Nebenbedingungen (2.12).
2.3.6 Betriebsmodus
Durch die Lösung des Optimierungsproblems (2.17) bei einem festen Strompreis,
bzw. die Lösung von (2.16) bei variablen Strompreisen erhält man eine Betriebsfüh-
rung (bt, it)∗t=1,...,96, welche unter der Annahme optimal ist, dass die Prognosen für
Stromverbrauch, Solarstromerzeugung und Wärmebedarf exakt sind. Um auch bei
fehlerbehafteten Prognosen eine vorteilhafte Betriebsführung zu erlangen, werden
aus der berechneten Lösung von (2.17), bzw. von (2.16) Handlungsempfehlungen
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für den Betrieb abgeleitet, welche dann abhängig von den tatsächlich eintretenden
Zuständen im Microgrid umgesetzt werden. Da sich die Optimierung bei variablen
Strompreisen wesentlich von der Optimierung bei einem festen Strompreis mit der
zusätzlichen Zielsetzung, den Stromimport zu glätten, unterscheidet, werden jeweils
unterschiedliche Handlungsempfehlungen abgeleitet.
Im Folgenden bezeichne (b∗t )t=1,...,96 die aus der Optimierung berechnete Be-
triebsführung des BHKWs und (i∗t )t=1,...,96 die Betriebsführung des Stromspeichers.
2.3.6.1 Unter variablen Strompreisen
Bestimmung der Handlungsempfehlungen Aus den Werten der Optimierung
werden für jedes Zeitintervall Betriebsmodi für das BHKW festgelegt. Dazu werden
Kontrollvariablen vb1,t, vb2,t und va,t für jedes Zeitintervall t wie folgend bestimmt:
vb1,t =

0, wenn b∗t = 0,
1, wenn bmin ≤ b∗t < ut < bmax,
2, wenn b∗t = max(ut, bmin),
3, wenn max(ut, bmin) < b∗t ≤ bmax.
(2.20)
vb2,t =
{
max(bmax, ut)− b∗t , wenn vb1,t ∈ {0, 1} ,
0, sonst.
(2.21)
va,t = min(max(va,t+1 + ut, 0), amax). (2.22)
wobei ut := yt − st und va,96 = amax sei. Der Hilfswert va,t beschreibt den maximal
zulässigen Akkustand durch eine Ladung des BHKWs im Zeitintervall t, so dass der
prognostizierte Überschuss an Solarenergie im Stromspeicher noch aufgenommen
werden kann. Für die Optimierung unter variablen Strompreisen werden zwei weitere
Variablen vc und vtc zur Entladung der Batterie abhängig vom Strompreis bestimmt:
vc = max
t∈96
{cp,t : pt > 0} , (2.23)
vtc = max {t : cp,t = vc ∧ pt > 0} . (2.24)
Umsetzung der Handlungsempfehlungen Aus den Kontrollvariablen wird der
Betrieb abhängig von der aktuellen Situation im Microgrid berechnet. Die Kalkula-
tion erfolgt in kW. Sei t˜ ein Zeitpunkt im Zeitintervall t, sei y˜t˜ der Strombedarf, s˜t˜
die Solarstromerzeugung und u˜t˜ = y˜t˜− s˜t˜ die Differenz zum Zeitpunkt t˜ in kW. Die
Werte seien Durchschnittswerte für einen gewissen Zeitraum (15-Minuten-Intervalle
in der Simulation). Die elektrische Leistung des BHKWs b˜t˜ wird wie folgt moduliert:
b˜t˜ =

0, wenn vb1,t = 0 ∨ va,t < at,
min(max(u˜t˜ − 4vb2,t, 4bmin), 4bmax − 4vb2,t), wenn vb1,t = 1,
min(max(u˜t˜, 4bmin), 4bmax), wenn vb1,t = 2,
4bmax, wenn vb1,t = 3.
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Abbildung 2.3: Aktivitätsdiagramme zur Betriebsführung bei variablen Stromprei-
sen: links zur Berechnung der Handlungsempfehlungen durch das Lösen des Op-
timierungsproblems für einen ganzen Tag; rechts zur Bestimmung des Betrieb des
BHKWs und des Stromspeichers zu einem Zeitpunkt innerhalb des Tages.
Darüber hinaus wird die Produktion des BHKWs auf Null gesetzt, wenn der Tages-
bedarf an Wärme zum Zeitpunkt t˜ bereits erbracht ist.Wird der Strombedarf des
Microgrids nicht durch das BHKW gedeckt, so wird in den folgenden Fällen der
Stromspeicher entladen:
(a) Der Ladezustand des Stromspeicher ist größer als der Grenzwert zum Zeit-
punkt t, d.h. at > va,t.
(b) Der Strompreis cp,t ist größer als der Grenzwert vc.
(c) Der Strompreis cp,t entspricht vc und t ≥ ct.
Darüber hinaus bestehender Strombedarf wird von dem Verteilernetz bezogen. Wird
durch das BHKW oder die Solaranlage mehr Strom erzeugt, als direkt verwendet
werden kann, so wird dieser, sofern Kapazitäten frei sind, in der Batterie gespeichert.
Darüber hinaus bestehende Überschüsse werden in das Verteilernetz eingespeist. Die
Arbeitsvorgänge zur Bestimmung der Betriebsführung sind in den Aktivitätsdia-
grammen in Abb. 2.3 visualisiert.
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2.3.6.2 Unter festem Strompreis mit Spitzenlastvermeidung
Bestimmung der Handlungsempfehlungen Zur Bestimmung der Betriebsfüh-
rung werden ebenfalls die Hilfsvariablen vb1,t, vb2,t und va,t für jedes Zeitintervall t
aus den Werten der Optimierung gemäß der Gleichungen (2.20), (2.21) und (2.22)
bestimmt. Darüber hinaus wird die Spitzenlast pmax in der Optimierung notiert:
pmax = max
t
pt. (2.25)
Umsetzung der Handlungsempfehlungen Aus den berechneten Kontrollva-
riablen wird ähnlich wie für den Betrieb unter variablen Energiepreisen der Betrieb
abhängig von der Situation im Microgrid berechnet. Die Kalkulation erfolgt eben-
falls in kW. Sei t˜ im Zeitintervall t, sei wie zuvor y˜t˜ der Strombedarf, s˜t˜ die Solar-
stromerzeugung und u˜t˜ = y˜t˜ − s˜t˜ die Differenz zum Zeitpunkt t˜ in kW. Die Werte
sind Durchschnittswerte für einen gewissen Zeitraum. In der Simulation werden die
Durchschnittswerte für 15 Minuten-Intervalle verwendet. Die elektrische Leistung
des BHKWs b˜t˜ wird dann, wie folgt, moduliert:
b˜t˜ =

0, wenn va,t < at,
min(max(u˜t˜ − 4 min(vb2,t, pmax), 0), 4bmax), wenn vb1,t = 1,
min(max(u˜t˜ − 4 min(vb2,t, pmax), bmin), 4bmax), wenn vb1,t = 0,
min(max(u˜t˜, 4bmin), 4bmax), wenn vb1,t = 2,
4bmax, wenn vb1,t = 3.
Darüber hinaus wird die Produktion des BHKWs auf Null gesetzt, wenn der Tages-
bedarf an Wärme zum Zeitpunkt t˜ bereits erbracht ist. Wird der Strombedarf nicht
durch das BHKW und die Solaranlage gedeckt und es ist gespeicherter Strom ver-
fügbar, so wird der Stromspeicher zur Balancierung der Energiebilanz verwendet. Er
wird entladen, wenn die gespeicherte Strommenge den berechneten Grenzwert für
diesen Zeitpunkt übertrifft oder wenn der resultierende Netzbezug größer als pmax
wäre. In letzterem Fall wird nur soviel Strom entladen, dass der Netzbezug nicht die
berechnete Spitzenlast pmax übersteigt. Das (negative) Inkrement des Stromspei-
chers wird daher mit folgender (negativer) Leistung berechnet:
i˜−
t˜
=

0, wenn at = 0,
ηa(min(b˜t˜ − u˜t˜, 0)), wenn va,t < at,
ηa(min(b˜t˜ + pmax − u˜t˜, 0)), sonst.
Darüber hinaus bestehender Strombedarf wird von dem Verteilernetz bezogen. Wird
durch das BHKW oder die Solaranlage mehr Strom erzeugt, als direkt verwendet
werden kann, so wird dieser, sofern Kapazitäten frei sind, in der Batterie gespeichert.
Darüber hinaus bestehende Überschüsse werden in das Verteilernetz eingespeist.
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2.4 Simulation
Zur Evaluation des Betriebsmodus werden zwei Microgrids und drei Energietarife
modelliert. Der neue Betriebsmodus wird jeweils für knapp ein Jahr für jeden Tag des
Modells simuliert. Die Ergebnisse werden in Kennzahlen festgehalten, mit welchen
die Effekte auf die CO2-Emissionen und die Betriebskosten der Energieversorgung
ersichtlich sind. Dabei werden die Microgrids mit unterschiedlicher Ausstattungen
simuliert, um zu sehen, welche Bedeutung die Existenz von PV-Anlagen, bzw. einem
Stromspeicher auf die Energieversorgung im Microgrid haben.
Um zudem zu prüfen, welche Auswirkung ungenaue Prognosen auf die Energie-
bilanz des Microgrids haben, werden in einer Robustheitsanalyse der Strombedarf,
der Wärmebedarf und die Solarstromerzeugung mit gewissen Fehlerraten gegenüber
den Inputparametern des Optimierungsproblems modelliert.
2.4.1 Spezifikation der Komponenten
2.4.1.1 Modell 1
Der Strombedarf und Wärmebedarfs des ersten Modells werden anhand der durch-
schnittlichen Verbrauchswerte für 16 2-Personenhaushalte simuliert.
Nach dem Bundesverband der Energie- und Wasserwirtschaft (BDEW) beträgt der
typische Strombedarf eines 2-Personenhaushalts ohne elektrische Warmwasserberei-
tung 3000 kWh im Jahr (vgl. [43]). Die Verbrauchskurve der Lastprofile wird durch
die standardisierten Lastprofile eines Verteilernetzbetreibers nach BDEWmodelliert
(vgl. [44]). Dabei wird mithilfe einer Dynamisierungsfunktion zwischen Werktagen,
Samstagen und Sonntagen sowie den Jahreszeiten unterschieden. Der durchschnitt-
liche Heizbedarf hängt von der Wohnfläche und dem Heizwärmebedarf ab. Es wird
mit einem jährlichen Heizwärmebedarf von 55kWh/m2 gerechnet. Das entspricht
dem Niederenergiehausstandard in Deutschland, der nach der Energieeinsparver-
ordnung bei Neubauten eingehalten werden muss8. Die Wohnfläche der 16 Woh-
nungen wird mit der Durchschnittsgröße von 2-Personenhaushalten in Deutschland,
mit 97m2 pro Wohnung, modelliert (vgl. [45]). Die Veränderung des Heizwärme-
bedarfs im Jahresverlauf wird nach Richtlinien des Verein Deutscher Ingenieure
(VDI) [46] modelliert. Dazu kommt der Warmwasserbedarf, der mit 1150 kWh pro
Jahr, dem Durchschnittswert eines 2-Personenhaushalt, gemäß [43], kalkuliert wird.
Die Bedarfswerte werden für den Zeitraum von 04. Juni 2014 bis zum 19. Mai 2015
modelliert. Dies entspricht dem Zeitraum, für den empirische Daten im Modell 2 vor-
liegen. Das Verhältnis des Strom- und Wärmebedarfs variiert im Laufe des Jahres
erheblich. Die Werte sind in Abb. 2.4 visualisiert. Dabei sind die unterschiedlichen
Anforderungen an die Energieversorgung im Laufe des Jahres deutlich erkennbar.
Die installierte Leistung der PV-Anlage wird mit 18 kWp modelliert. Zur Berech-
nung des Ertrags wird die Sonneneinstrahlung einer Stadt in der Mitte Deutschlands
betrachtet und dafür beispielhaft die Werte für die schöne Universitätsstadt Hildes-
8 vgl. Energieeinsparverordnung EnEV
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Table 11: Overview of settings of the two Microgrids
Model 1 Model 2
Electricity
Demand
16 2-person house-
holds, standard load
profiles
14 households,
REFIT data
Wa¨rmebedarf
Demand
corresponding avg.
values
avg. values of
model 1
Solarstrom plant*18 kWp 18 kWp
BHKW* 1.5-4.7 kWel 1.5-4.7 kWel
Accu* 7/ 13 kWh 7/ 13 kWh
Gas heating 28/40 kW 28/ 40 kW
DWH tank 3000 l 3000 l
Abbildung 2.4: Monatliche Strom- und Wärmebedarfe der modellierten Microgrids,
Modell 1 beruht auf Standardlastkurven, Modell 2 wird mit empirisch aufgezeich-
neten Daten simuliert.
heim herangezogen. Die Strahlungsw rte und der Ertrag der Solaranlage werden
mithilfe des geographischen Informationssystems PVGIS des Joint Research Center
der europäischen Kommission berechnet. Die Solaranlage sei nach Süden ausgerich-
tet und mit einer Neigung von 36% angebracht. Der Jahresertrag liegt dann bei
durchschnittlich 887, 33 kWh/kWp. In der Simulation werden die durchschnittlichen
Tagesverläufe für jeden Monat gemäß der Simulation von PVGIS verwendet.
Die Größe des BHKWs wird in Abhängigkeit des Strombedarfs gewählt. Es müss-
te eine elektrische Leistung von ca. 5 kW erbringen, um etwa 90% des Strombedarf
eines Wintertages abzudecken, wenn es ununterbrochen unter Volllast gefahren wird.
Für die Modellierung wurden Werte eines Mikro-BHKWs verwendet, welches derzeit
auf dem Markt verfügbar ist: das ecoPower 4.7 von Vallaint. Es hat einen modulie-
renden Gas-Verbrennungsmotor, dessen elektrische Leitung stufenlos zwischen 1,5
und 4,7 kW moduliert werden kann. Die thermische Leistung liegt zwischen 4,7 und
13,8 kW. Das Verhältnis von elektrischer zu thermischer Leistung bleibt nach Anga-
ben des Herstellers über den gesamten Leistungsbereich nahezu konstant und wird
mit 1:3 modelliert. Der gesamte Wirkungsgrad beträgt mehr als 90%. Für die Simu-
lation wird von 90% ausgegangen.
Die Größe des Brennwertkessels wird gemäß der Heizlastermittlung nach der
VDI-Richtlinie 2067 bestimmt, indem der Wärmebedarf durch die durchschnittliche
Anzahl von Volllaststunden von Heizungssystemen in der Region geteilt wird. Dies
sind ca. 2150 Volllasten für ein Mehrfamilienhaus in Nord-, bzw. Mitteldeutschland
gemäß den Umrechnungsfaktoren der Richtlinie. Demnach liegt die angemessene
Leistung einer Heizung bei 40 kW. Da das BHKW bereits 13,8 kW erbringen kann,
wird der Brennwertkessel mit 28 kW modelliert. Der Warmwasserspeicher wird mit
einer Größe von 1500 l modelliert. Die Wahl der Kapazität orientiert sich an der
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Tabelle 2.1: Übersicht der Komponenten in den Microgrid Modellen 1 und 2. Die
mit einem * markierten Komponenten sind optional.
Modell 1 Modell 2
Strombedarf 16 2-Personen-Haushalte,
Standardlastprofile
12 Haushalte,
REFIT Datensatz
Wärmebedarf entsprechende Durch-
schnittswerte
Werte aus Modell 1
Solaranlage* 18 kWp 18 kWp
BHKW* 1.5-4.7 kWel 1.5-4.7 kWel
Stromspeicher* 7/ 13 kWh 7/ 13 kWh
Gasheizung 28/40 kW 28/ 40 kW
Wärmespeicher 1500 l 1500 l
Förderung durch das Bundesamt für Wirtschaft und Ausfuhrkontrolle (BAFA) für
Wärmespeicher von KWK-Anlagen: Diese werden gefördert, wenn das Speicher-
volumen mindestens 300 l pro Kilowatt der installierten elektrischen Leistung des
angeschlossenen BHKWs beträgt [47]. Dies sind 1410 Liter. Für die Modellierung
wird dieser Wert auf 1500 l aufgerundet. Dies entspricht einem Speicherumfang von
ca. 85 kWh. Die Kapazität des Stromspeichers wird mit 13 kWh modelliert. Auf die-
se Weise kann das BHKW an einem Wintertag fast stetig unter Volllast gefahren
werden, ohne dass Strom in das Netz eingespeist werden muss. Wird nur eine Solar-
anlage, aber kein BHKW im Microgrid modelliert, wird die Größe des Speicher auf
7 kWh reduziert, da weniger Strom zwischengespeichert werden muss. Eine Übersicht
der Komponenten ist in Tabelle 2.1 dargestellt.
2.4.1.2 Modell 2
Der Strombedarf des zweiten Modells wird durch die Datenaufzeichnung des Strom-
verbrauchs des REFIT Projekts (REFIT: Personalised Retrofit Decision Support
Tools for UK Homes using Smart Home Technology project) [48] simuliert. Der
Datensatz umfasst den Stromverbrauch von 20 Wohnungen in Großbritannien in
15 Minuten-Intervallen. Die Aufzeichnungen von zwölf Häusern (2, 3, 4, 6, 7, 10,
11, 15, 17, 18, 19 und 20) werden zur Modellierung des Strombedarfs verwendet,
da in diesen Haushalten keine elektrische Warmwasserbereitung verwendet wurde
und der Umfang des gesamtem Stromverbrauch ungefähr dem aus Modell 1 ent-
spricht, wodurch die Resultate der beiden Modelle gut verglichen werden können.
Der Datensatz umfasst 340 Tage, beginnend am 04.Juni 2014.
Bei dem REFIT Projekt wurde auch der Gasverbrauch aufgezeichnet. Diese Da-
ten sind derzeit9 leider noch nicht verfügbar. Da die Wohnflächen der Haushalte
9 Stand Juni 2016
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überdies unbekannt sind, wird der Jahreswärmeverbrauch wie im Modell 1 model-
liert. Der monatliche Strom- und Wärmebedarf ist über den Jahresverlauf in Abb.
2.4 dargestellt.
Die weiteren Komponenten des Microgrids werden wie in Modell 1 modelliert.
Eine Übersicht ist in Tabelle 2.1 gegeben.
2.4.2 Spezifikation der Betriebskosten
Die Brennstoffkosten des BHKWs und der Gasheizung werden anhand des durch-
schnittlichen Gaspreises in Deutschland in der zweiten Jahreshälfte 2015 berech-
net. Er beträgt 6,81 ct/kWh (vgl. [39]). Die Brennstoffkosten werden daher mit
cb = ηb · 6, 81 ≈ 7, 57 ct/kWh modelliert.
Für den Stromtarif werden drei Szenarien implementiert: Ein fester Strompreis,
Nieder- und Hochlasttarife sowie Real Time Pricing. Im ersten Fall wird angenom-
men, dass der Preis für eine kWh Strom, cp,t, einen konstanten Wert cp über den
gesamten Simulationszeitraum annimmt. Für die explizite Berechnung der Betriebs-
kosten wird der durchschnittliche Preis in Deutschland in der zweiten Jahreshälfte
2015 verwendet: cp = 29, 51 ct/kWh (vgl. [38]).
Nieder- und Hochlasttarife sind ein Beispiel für ein zweistufiges TOU Pricing.
Für die Modellierung wird angenommen, dass die Strompreise zu den Niedertarifzei-
ten um 20% geringer sind als in den Hochlastzeiten. Die Niederlastzeiten liegen dabei
zwischen 22:00 Uhr und 6:00 Uhr. In der expliziten Berechnung wird der Strompreis
zu Hochlastzeiten auf 29, 51 ct/kWh gesetzt und der Strompreis zu Niederlastzeiten
entsprechend auf 23,61 ct/kWh.
Die Strompreise des RTP sind üblicherweise abhängig von den Handelsdaten an
der Strombörse. In diesem Modell wird davon ausgegangen, dass sie mit den Day-
Ahead Auction des Spotmarktes der Europäischen Strombörse (EPEX SPOT SE)
verknüpft und einen Tag im Voraus bekannt gemacht werden. Dazu wurden die Han-
delspreise für den entsprechenden Zeitraum der Homepage der EPEX SPOT SE10
entnommen und mit einem Faktor von 7 multipliziert, da die Handelspreise an der
Börse um ein Vielfaches kleiner sind als haushaltsübliche Strompreise. Zudem wird
ausgeschlossen, dass der Strompreis einen niedrigeren Wert als die Einspeisevergü-
tung annehmen kann und der Strompreis daher auf minimal 12,5 ct/kWh gesetzt.
Der durchschnittliche Strompreis beträgt somit 26, 38 ct/kWh.
Die Einspeisevergütung für Solarstrom betrug 11, 97 ct/kWh im letzten Quartal
2015. Der KWK-Index in diesem Quartal betru 3, 319 ct/kWh, wobei die Einspeisung
zusätzlich mit 8ct/kWh gefördert wird. In der Modellierung wird konservativ mit
einem leicht niedrigeren Wert von cf = 11 ct/kWh gerechnet. Eine Übersicht der
modellierten Betriebskosten ist in Tab. 2.2 gegeben.
10 https://www.epexspot.com/en/market-data
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Tabelle 2.2: Spezifikation der Betriebskosten im Microgrid
Betriebskosten
BHKW und Gasheizung:
Brennstoffkosten cb = 7.57 ct/kWh.
Stromimport:
fester Strompreis cp,t = cp = 29.51 ct/kWh ∀ t.
Nieder-, Hochlasttarif cp,t =
{
29.51ct/kWh, wenn 24 ≤ t < 88,
23.61ct/kWh, sonst.
Real Time Pricing cp,t wird aus den Werten der Day-Ahead-Auktion
der EPEX SPOT SE berechnet (Faktor 7), Mini-
malwert = 12.5 ct/kWh.
Einspeisevergütung: cf = 11 ct/kWh.
2.4.3 Spezifikation der Kennzahlen
2.4.3.1 Reduktion der CO2-Emissionen
Zur Evaluation der optimierten Steuerung im Hinblick auf die CO2-Emissionen wird
die Energiebilanz des Microgrids betrachtet. Es gilt∑
yt =
∑
bt +
∑
st +
∑
pt −
∑
ft −
∑
lt,
wobei yt den Strombedarf, bt die Stromerzeugung des BHKW, st die Solarstromer-
zeugung, pt den Netzbezug, ft die Einspeisung und lt die Energieverluste durch eine
Zwischenspeicherung im Intervall t bezeichnet (s. Abschnitt 2.3.2). Für die Analyse
werden die Anteile der verschiedenen Erzeugungseinheiten an der Energieversorgung
berechnet:
ABHKW :=
∑
bt∑
yt
, APV :=
∑
st∑
yt
,
ANetz :=
∑
pt∑
yt
, AFIT :=
∑
ft∑
yt
. (2.26)
Der Anteil der Verluste kann aus diesen Werten rekonstruiert werden. Die Kennzah-
len sind unabhängig von den spezifischen Größen im Microgrid wie beispielsweise
dem Emissionsfaktor des Strommixes im Netz und dem Gesamtverbrauch im Micro-
grid ygesamt =
∑
yt. Durch das Einsetzen der spezifischen Werte können die absolute
und die relative Reduktion der CO2-Emissionen für den Stromverbrauch im Micro-
grid, rCO2,abs. und rCO2,rel., berechnet werden:
rCO2,abs. = ep
∑
yt − (eb
∑
bt + ep
∑
pt)
= ((ep(1−ANetz)− ebABHKW) ygesamt (2.27)
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rCO2,rel. = 1−
eb
∑
bt + ep
∑
pt
ep
∑
yt
= 1−ANetz − eb
ep
ABHKW (2.28)
2.4.3.2 Reduktion der Betriebskosten
Die beschriebenen Kennzahlen in (2.26) geben auch Aufschluss über die Betriebskos-
ten im Microgrid. Die Stromkosten ohne Microgrid betragen
∑
cp,tyt. Diese werden
auf cg
∑
bt+
∑
cp,t pt reduziert. Dazu kommen die Einnahmen durch die Einspeisung
von lokal erzeugtem Strom. Liegt ein fester Stromtarif vor, so werden die absolute
und relative Reduktion wie folgt berechnet:
rcosts,abs. = ((cp(1−ANetz)− cbABHKW + cfAFIT) ygesamt, (2.29)
rcosts,rel. = 1−ANetz − cb
cp
ABHKW +
cf
cp
AFIT. (2.30)
Um die Stromkosten für die Hoch- und Niederlasttarife berechnen zu können,
wird die Kennzahl ANetz aufgeteilt in jeweilige Anteile zu Hoch- und Niederlastzei-
ten:
AHT :=
∑
t∈{HT-Intervall} pt∑
yt
, ANT :=
∑
t∈{NT-Intervall} pt∑
yt
.
Im Falle von RTP wird zusätzlich der durchschnittliche Strompreis für den Strom,
der aus dem Verteilernetz bezogen wird, angegeben:
cøp :=
∑
cp,t pt∑
pt
.
Mit diesen zusätzlichen Parametern kann die Reduktion der Stromkosten für Hoch-
und Niederlasttarife sowie RTP analog zu (2.29) und (2.30) berechnet werden.
2.4.3.3 Auslastung des BHKW
Der Anteil des BHKWs an der Energieerzeugung kann erhöht werden, wenn es so
groß gewählt wird, dass der Bedarf jederzeit durch das BHKW gedeckt werden kann
und so Verluste durch eine Zwischenspeicherung vermieden werden. Dies impliziert
jedoch hohe Investitionskosten und eine geringe Auslastung des BHKW. Um dies
gegebenenfalls zu erfassen, wird der durchschnittliche Auslastungsgrad øAG des
BHKWs aufgezeichnet:
øAG :=
1
T
T∑
t=0
bt
bmax
,
wobei T = 340 · 96 den Zeitraum der Simulation beschreibt und entsprechend 340
die Anzahl der simulierten Tage und 96 die Anzahl der Viertelstunden pro Tag
beschreiben.
Ein durchschnittlicher Auslastungsgrad von 0, 23 entspricht 2000 Volllaststunden
im Jahr. Dies ist nach [18] die minimale jährliche Betriebsdauer, mit der ein Mikro-
2.4. Simulation 34
BHKW wirtschaftlich ist. Ein øAG von 0.46 entpricht 4000 Volllaststunden im Jahr,
ein øAG von 0, 68 entspricht 6000 Stunden – diese Werte sind nach [49], bzw. [50]
empfehlenswert für den Betrieb eines Mikro-BHKW.
2.4.3.4 Glättung des Strombezugs
Es werden üblicherweise zwei Kennzahlen verwendet, um die Vermeidung von Spit-
zenlasten und die Glättung des Strombezugs zu messen: (1) die prozentuale Re-
duktion der Spitzenlasten (Peak Reduction, abgekürzt mit PR) durch den Betrieb
des Micorgrids und (2) das Verhältnis der verbleibenden Spitzenlasten zum durch-
schnittlich verbleibenden Strombezug (Peak-to-Average Ratio, abgekürzt mit PAR):
PR := 1− maxt∈[0;T ] pt
maxt∈[0;T ] yt
, PAR :=
maxt∈[0;T ] pt
1
T
∑T
t=0 pt
,
wobei [0;T ] den Auswertungszeitraum darstellt. Dabei sind insbesondere die Effekte
innerhalb eines Tages interessant. Deshalb werden die Kennzahlen täglich berechnet
und die Durchschnittswerte davon ermittelt:
PRd := 1− 1
K
K−1∑
k=0
maxt∈[96k+1;96(k+1)] pt
maxt∈[96k+1,96(k+1)] yt
,
PARd :=
1
K
K−1∑
k=0
maxt∈[96k+1;96(k+1)] pt
1
96
∑96(k+1)
t=96k+1 pt
,
wobei K = 340 die Anzahl der simulierten Tage beschreibt.
2.4.4 Aufbau der Robustheitsanalyse
Die im nächsten Abschnitt präsentierten Ergebnisse der Optimierung zeigen das Po-
tential durch eine intelligente Betriebsführung des BHKWs und des Speichers. Um
zu prüfen, wie sensitiv die Optimierung auf unpräzise Prognosen reagiert, werden
Variationen des Strombedarfs, der Solarstromerzeugung und des Tageswärmebedarfs
modelliert. Die Handlungsempfehlungen für die Betriebsmodi (d.h. die Terme (2.20)
- (2.24)) werden aus der Optimierung mit den bereits modellierten Parametern be-
stimmt. Die Betriebsführung wird dann für die variierten Parameter unter Nutzung
der abgeleiteten Handlungsempfehlungen gemäß (2.25) bestimmt (vgl. Abschnitt
2.3.6).
2.4.4.1 Variation des Strombedarfs
Kurzfristige Stromlastprognosen für einzelne Haushalte haben in der Regel einen
relativ hohen mean average percentage error (MAPE). Eine Analyse der State-
of-the-Art-Methoden in [51] (vgl. Kapitel 4.2) zeigt auf, dass die Ergebnisse der
bestehenden Verfahren bei der Prognose des Stromverbrauchs eines einzelnen Haus-
haltes bei einem Prognosehorizont von 24 Stunden einen MAPE von 46% nicht
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unterschreiten. Dieser Fehler wird naturgemäß kleiner, je mehr Haushalte in die
Prognose eingeschlossen sind. In der Analyse von [52] wird bei der Prognose der
aggregierten Stromlast von 30 Haushalten ein MAPE von 13% publiziert.
Die Anzahl der Haushalte in der Simulation liegt mit 16, bzw. 12 Haushalten
zwischen diesen Werten und es wird daher eine Standardabweichung von 20% ange-
nommen. Jeden Wert yt wird mit einer Normalverteilung N (µ;σ2) variiert, wobei
der Erwartungswert µ als yt und die Standardabweichung σ als 0, 2 yt gewählt wird.
2.4.4.2 Variation der Solarstromerzeugung
Die kurzfristigen Prognosen für Solarstromerträge unterliegen ebenfalls gewissen
Fehlerraten. Eine umfangreiche Prüfung von Prognosen für die globale Sonnenein-
strahlung wird in [53] präsentiert. Darin erreichen Prognosen mit einem Zeithorizont
von 24 Stunden und einer Granularität von einer Stunde einen root mean squared
error (RMSE) zwischen 25% und 40% des erwarteten Wertes.
Die Variation der Solarstromerzeugung wird ebenfalls mit einer Normalvertei-
lung simuliert. Die Standardabweichung wird dabei auf 30% des erwarteten Wertes
st gesetzt.
2.4.4.3 Variation des Wärmebedarfs
Die Standardabweichung des täglichen Warmwasserbedarfs zum durchschnittlichen
Warmwasserbedarf eines Haushalts ist gemäß [54] kleiner als 30%. Es wird ange-
nommen, dass der tägliche Warmwasserbedarf für jeden Haushalt normalverteilt
ist. Für das gesamte Microgrid wird der Wasserbedarf demgemäß mit N (50, 41; 16)
modelliert. Der darüber hinausgehende Wärmebedarf korreliert stark mit der Au-
ßentemperatur, deswegen wird die Abweichung vom prognostizierten Wert mit einer
geringeren Standardabweichung von 10% des erwarteten Wertes modelliert.
Ist der Tageswärmebedarf kleiner als der erwartete, wird der Betrieb des BHKWs
zu dem Zeitpunkt eingestellt, an dem der Tageswärmebedarf abgedeckt ist. Ist der
Tageswärmebedarf größer als erwartet, muss mehr Wärme durch den Brennwertkes-
sel erbracht werden. In diesem Fall ändert sich nichts an der Betriebsführung des
BHKW.
2.5 Ergebnisse der Simulation
Die Simulation wurde für beide Modelle in unterschiedlichen Ausstattungen über
den Zeitraum von Juni 2014 bis Mai 2015 durchgeführt und ausgewertet.
Zunächst werden die Ergebnisse präsentiert, die unter der Annahme erzielt wer-
den, dass die Prognosen exakt sind und der Betrieb des Mikro-BHKWs und des
Stromspeichers gemäß der Lösung des Optimierungsproblems (2.16), bzw. (2.17)
reguliert werden. Beispieltage für die optimierte Betriebsführung und die Energiebi-
lanz eines Tages sind in den Abb. 2.5 und 2.6 graphisch dargestellt. Die Ergebnisse
der Simulation in Form der Kennzahlen werden in den Tabellen 2.3, 2.4 und 2.5
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Abbildung 2.5: Optimierte Betriebsführungen für das Microgrid Modell 2 an einem
Beispieltag im Juli bei unterschiedlichen Stromtarifen und die zugehörigen Energie-
bilanzen.
präsentiert. Diese Resultate zeigen das Potential, welches durch die prädiktive Ko-
ordination der Einheiten im Microgrid erreicht werden kann und sie werden in den
nächsten Abschnitten im Hinblick auf die Energiebilanz, die Reduktion der CO2-
Emissionen und die Betriebskosten analysiert. Anschließend werden die Ergebnisse
der Robustheitsanalyse dargestellt und untersucht, wie sich unpräzise Prognosen
unter Anwen ung der abgeleiteten Handlungsempfehlungen auf die Ergebnisse aus-
wirken.
2.5.1 Energiebilanzen
2.5.1.1 Beispieltage
In den Abb. 2.5 und 2.6 sind die Energiebilanzen des Microgrid Modell 2 für je einen
Beispieltag im Juni und Oktober für die unterschiedlichen Stromtarife visualisiert.
Die Graphiken illustrieren die Betriebsführung des BHKW und des Speichers. Ins-
besondere in der Abb. 2.5 sind die Effekte der unterschiedlichen Stromtarife auf die
Betriebsführung deutlich erkennbar: Bei den variablen Stromtarife wird das BHKW
hauptsächlich zu den Zeiten betrieben, in denen der Strompreis hoch ist; bei dem
festen Strompreis ist die Leistung des BHKW besonders hoch, wenn der Bedarf
besonders hoch ist. Auf diese Weise wird ein möglichst gleichmäßiger Netzbezug
erreicht. Die Menge an lokal erzeugtem Strom umfasst bei allen drei Energietarifen
etwa die gleiche Menge. Die maximale Produktionsmenge des BHKWs ist durch den
geringen Wärmebedarf beschränkt.
In der Visualisierung der Energiebilanzen für einen Tag im Oktober in Abb. 2.6
fällt auf, dass sich die Betriebsführung des BHKWs nur in geringem Maße bei den
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Abbildung 2.6: Optimierte Betriebsführungen für das Microgrid Modell 2 an einem
Tag im Oktober bei unterschiedlichen Stromtarifen und die zugehörigen Energiebi-
lanzen.
unterschiedlichen Stromtarife unterscheidet. Dies liegt daran, dass das BHKW auf-
grund des hohen Wärmebedarfs immer (unabhängig vom Strompreis) dann betrie-
ben werden kann, wenn der Solarstrom den Bedarf nicht abdeckt. Die Unterschiede
zeigen sich erst am Ende des Tages, wenn aufgrund der Spitzenlasten teilweise Strom
importiert werden muss. Je nach Energietarif erfolgt der Netzbezug dann besonders
gleichmäßig oder zu Zeiten, in denen der Strompreis relativ günstig ist. Dies wird
durch die Entladung des Stromspeichers reguliert.
2.5.1.2 Jahresbilanzen
Die Simulation der Microgrids wurde für jedes Modell für 340 Tage durchgeführt.
Die Ergebnisse sind in den Tabellen 2.3, 2.4 und 2.5 dargestellt. In ersterer werden
die Kennzahlen gezeigt, die für eine Simulation bei einem festen Strompreis und dem
untergeordneten Ziel, Spitzenlasten zu vermeiden, erreicht wurden. Die Resultate für
die variablen Strompreise sind in den Tabellen 2.4 und 2.5 aufgeschlüsselt. Die fett
markierten Zeilen 9 und 20 entsprechen jeweils den Microgrids, die mit Solaranlage,
BHKW und Stromspeicher ausgestattet sind und für welche die Optimierungspro-
bleme (2.17), bzw. (2.16) verwendet wurden. Die Ergebnisse für den alternativen
Betriebsmodus sind in Zeilen 4, 5, 10, 11, 15, 16, 21 und 22 dargestellt. Dafür sind
die Optimierungsprobleme (2.19), bzw. (2.18) gelöst worden.
Die Anteile der unterschiedlichen Komponenten an der Energieerzeugung ABHKW,
APV, ANetz, AFIT sind die wesentlichen Indikatoren für die Reduktion der C02-
Emissionen sowie der Betriebskosten (vgl. Abschnitt 2.4.3, Gleichungen (2.27) bis
(2.30)). Sie nehmen unter den verschiedenen Energietarifen nahezu dieselben Werte
an. Dies liegt daran, dass die Energietarife zwar die Zeiten des BHKW-Betriebs und
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Tabelle 2.3: Ergebnisse der Simulation zur optimierten Betriebsführung der Micro-
grids bei einem festen Strompreis und mit Spitzenlastvermeidung. Die Spalte Opt.
gibt an, welches Optimierungsproblem in der Simulation gelöst wurde.
Table 3: Simulation results for both microgrids (calculated with wo20, w3; 1.5-4,7 BHKW,18 PV) xxx xxx xxx xxx xxx xxx
xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx
Microgrid Modelle Kennzahlen
Bedarf PV BHKW Akku Opt. ABHKW APV ANetz AFIT AG PARd PRd
1 Modell 1 – – – (2.17) – – 1,00 – – 1,65 –
2 Modell 1 – 4,7 kW – (2.17) 0,56 – 0,44 0,00 0,66 2,31 0,46
3 Modell 1 – 4,7 kW 13 kWh (2.17) 0,61 – 0,39 0,00 0,72 1,60 0,62
4 Modell 1 – 4,7 kW – (2.19) 0,62 – 0,44 0,06 0,72 2,31 0,46
5 Modell 1 – 4,7 kW 13 kWh (2.19) 0,62 – 0,39 0,00 0,72 1,60 0,62
6 Modell 1 18 kWp – – (2.17) – 0,32 0,70 0,01 – 2,48 0,03
7 Modell 1 18 kWp – 7 kWh (2.17) – 0,32 0,68 0,00 – 2,29 0,12
8 Modell 1 18 kWp 4,7 kW – (2.17) 0,50 0,32 0,20 0,02 0,58 3,92 0,56
9 Modell 1 18 kWp 4,7 kW 13 kWh (2.17) 0,56 0,32 0,13 0,00 0,66 2,90 0,80
10 Modell 1 18 kWp 4,7 kW – (2.19) 0,62 0,32 0,20 0,13 0,72 4,12 0,56
11 Modell 1 18 kWp 4,7 kW 13 kWh (2.19) 0,62 0,32 0,13 0,06 0,73 2,90 0,80
12 Modell 2 – – – (2.17) – – 1,00 – – 2,41 –
13 Modell 2 – 4,7 kW – (2.17) 0,56 – 0,44 0,00 0,64 4,58 0,38
14 Modell 2 – 4,7 kW 13 kW (2.17) 0,61 – 0,39 0,00 0,70 2,75 0,59
15 Modell 2 – 4,7 kW – (2.19) 0,63 – 0,44 0,07 0,72 4,58 0,38
16 Modell 2 – 4,7 kW 21 kW (2.19) 0,63 – 0,39 0,02 0,72 2,75 0,60
17 Modell 2 18 kWp – – (2.17) – 0,32 0,71 0,03 – 3,21 0,10
18 Modell 2 18 kWp – 7 kWh (2.17) – 0,32 0,69 0,01 – 2,78 0,23
19 Modell 2 18 kWp 4,7 kW – (2.17) 0,48 0,32 0,23 0,03 0,55 7,02 0,46
20 Modell 2 18 kWp 4,7 kW 13 kWh (2.17) 0,54 0,32 0,15 0,00 0,63 3,44 0,82
21 Modell 2 18 kWp 4,7 kW – (2.19) 0,63 0,32 0,22 0,18 0,72 7,09 0,47
22 Modell 2 18 kWp 4,7 kW 13 kWh (2.19) 0,63 0,32 0,14 0,09 0,73 3,44 0,82
Table 4: Simulation results for both microgrids using two power tariffs (1.5–4,7 BHKW,18 PV) xxx xxx xxx xxx xxx xxx
xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx
Microgrid Modelle Kennzahlen
Bedarf PV BHKW Akku Opt. ABHKW APV ANetz AFIT AG AHT AHT
1 Modell 1 – – – (2.16) – – 1,00 – – 0,81 0,19
2 Modell 1 – 4,7 kW – (2.16) 0,56 0,00 0,44 0,00 0,65 0,36 0,08
3 Modell 1 – 4,7 kW 13 kWh (2.16) 0,61 – 0,39 0,00 0,72 0,32 0,08
4 Modell 1 – 4,7 kW – (2.18) 0,62 – 0,44 0,06 0,72 0,36 0,08
5 Modell 1 – 4,7 kW 13 kWh (2.18) 0,62 – 0,39 0,01 0,72 0,32 0,08
6 Modell 1 18 kWp – – (2.16) – 0,32 0,70 0,01 – 0,51 0,19
7 Modell 1 18 kWp – 7 kWh (2.16) – 0,32 0,68 0,00 – 0,49 0,19
8 Modell 1 18 kWp 4,7 kW – (2.16) 0,50 0,32 0,20 0,01 0,58 0,16 0,04
9 Modell 1 18 kWp 4,7 kW 13 kWh (2.16) 0,56 0,32 0,13 0,00 0,66 0,08 0,04
10 Modell 1 18 kWp 4,7 kW – (2.18) 0,62 0,32 0,20 0,14 0,72 0,15 0,05
11 Modell 1 18 kWp 4,7 kW 13 kWh (2.18) 0,62 0,32 0,13 0,06 0,73 0,08 0,04
12 Modell 2 – – – – – – 1,00 – – 0,80 0,20
13 Modell 2 – 4,7 kW – (2.16) 0,56 – 0,44 0,00 0,64 0,37 0,07
14 Modell 2 – 4,7 kW 13 kW (2.16) 0,61 – 0,39 0,00 0,70 0,32 0,07
15 Modell 2 – 4,7 kW – (2.18) 0,63 – 0,44 0,07 0,72 0,37 0,07
16 Modell 2 – 4,7 kW 13 kW (2.18) 0,63 – 0,39 0,02 0,72 0,31 0,07
17 Modell 2 18 kWp – – (2.16) – 0,32 0,71 0,03 – 0,51 0,20
18 Modell 2 18 kWp – 7 kWh (2.16) – 0,32 0,69 0,01 – 0,49 0,20
19 Modell 2 18 kWp 4,7 kW – (2.16) 0,48 0,32 0,23 0,03 0,55 0,18 0,05
20 Modell 2 18 kWp 4,7 kW 13 kWh (2.16) 0,54 0,32 0,15 0,00 0,63 0,09 0,05
21 Modell 2 18 kWp 4,7 kW – (2.18) 0,63 0,32 0,23 0,18 0,72 0,17 0,06
22 Modell 2 18 kWp 4,7 kW 13 kWh (2.18) 0,63 0,32 0,15 0,09 0,73 0,09 0,05
das Man gement des Stromspeichers verändern (vgl. Abb. 2.5), die Eigennutzung
des Solarstroms und der Betrieb des BHKW zur Deckung des Eigenbedarfs jedoch
für jeden Energietarif im Rahmen der Nebenbedingungen maximiert werden.
Der Anteil des Mikro-BHKWs an der Stromversorgung beträgt zwischen 56%
und 63% für die Modelle ohne PV-Anlage. Der vom Netz importierte Anteil wird
damit auf 39 - 44% gesenkt. Sind PV-Anlagen installiert, so entspricht die Menge des
erzeugten Stroms knapp einem Drittel des Strombedarfs. Ist zudem ein Stromspei-
cher installiert, kann dieser Strom nahezu vollständig zur Eigenversorgung genutzt
werden (vgl. Tab. 2.3, 2.4, 2.5, Zeilen 9, 11, 20, 22). In Kombination mit dem
BHKW können damit 85 - 87% des Strombedarfs durch lokal erzeugten
Strom abgedeckt werden.
In Abb. 2.7 sind die monatlichen Anteile ABHKW, APV und ANetz der verschie-
denen Stromlieferanten für die voll ausgestatteten Microgrids abgebildet, um einen
Einblick über die Stromversorgung im Laufe des Jahres zu geben. Der Anteil der
Solarenergie ist in den Sommermonaten am höchsten. Dabei wird der höchste Wert
in beiden Modellen im Monat Juli mit knapp 60% angenommen. Im Winter liegt der
Anteil des Solarstroms bei weniger als 10%. Das BHKW deckt jeden Monat mehr
als 20% des Strombedarfs ab. Von Oktober bis März steigt der Anteil auf über 60%
bis zu knapp 80%. Bei dem Verlauf des Netzbezugs zeigen sich leichte Unterschie-
de zwischen der Modellierung mit Durchschnittswerten und Standardlastkurven in
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Tabelle 2.4: Ergebnisse der Simulation zur optimierten Betriebsführung der Micro-
grids bei dem zeitabhängigen Stromtarif.
Table 3: Simulation results for both microgrids (calculated with wo20, w3; 1.5-4,7 BHKW,18 PV) xxx xxx xxx xxx xxx xxx
xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx
Microgrid Modelle Kennzahlen
Bedarf PV BHKW Akku Opt. ABHKW APV ANetz AFIT AG PARd PRd
1 Modell 1 – – – (2.17) – – 1,00 – – 1,65 –
2 Modell 1 – 4,7 kW – (2.17) 0,56 – 0,44 0,00 0,66 2,31 0,46
3 Modell 1 – 4,7 kW 13 kWh (2.17) 0,61 – 0,39 0,00 0,72 1,60 0,62
4 Modell 1 – 4,7 kW – (2.19) 0,62 – 0,44 0,06 0,72 2,31 0,46
5 Modell 1 – 4,7 kW 13 kWh (2.19) 0,62 – 0,39 0,00 0,72 1,60 0,62
6 Modell 1 18 kWp – – (2.17) – 0,32 0,70 0,01 – 2,48 0,03
7 Modell 1 18 kWp – 7 kWh (2.17) – 0,32 0,68 0,00 – 2,29 0,12
8 Modell 1 18 kWp 4,7 kW – (2.17) 0,50 0,32 0,20 0,02 0,58 3,92 0,56
9 Modell 1 18 kWp 4,7 kW 13 kWh (2.17) 0,56 0,32 0,13 0,00 0,66 2,90 0,80
10 Modell 1 18 kWp 4,7 kW – (2.19) 0,62 0,32 0,20 0,13 0,72 4,12 0,56
11 Modell 1 18 kWp 4,7 kW 13 kWh (2.19) 0,62 0,32 0,13 0,06 0,73 2,90 0,80
12 Modell 2 – – – (2.17) – – 1,00 – – 2,41 –
13 Modell 2 – 4,7 kW – (2.17) 0,56 – 0,44 0,00 0,64 4,58 0,38
14 Modell 2 – 4,7 kW 13 kW (2.17) 0,61 – 0,39 0,00 0,70 2,75 0,59
15 Modell 2 – 4,7 kW – (2.19) 0,63 – 0,44 0,07 0,72 4,58 0,38
16 Modell 2 – 4,7 kW 21 kW (2.19) 0,63 – 0,39 0,02 0,72 2,75 0,60
17 Modell 2 18 kWp – – (2.17) – 0,32 0,71 0,03 – 3,21 0,10
18 Modell 2 18 kWp – 7 kWh (2.17) – 0,32 0,69 0,01 – 2,78 0,23
19 Modell 2 18 kWp 4,7 kW – (2.17) 0,48 0,32 0,23 0,03 0,55 7,02 0,46
20 Modell 2 18 kWp 4,7 kW 13 kWh (2.17) 0,54 0,32 0,15 0,00 0,63 3,44 0,82
21 Modell 2 18 kWp 4,7 kW – (2.19) 0,63 0,32 0,22 0,18 0,72 7,09 0,47
22 Modell 2 18 kWp 4,7 kW 13 kWh (2.19) 0,63 0,32 0,14 0,09 0,73 3,44 0,82
Table 4: Simulation results for both microgrids using two power tariffs (1.5–4,7 BHKW,18 PV) xxx xxx xxx xxx xxx xxx
xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx
Microgrid Modelle Kennzahlen
Bedarf PV BHKW Akku Opt. ABHKW APV ANetz AFIT AG AHT AHT
1 Modell 1 – – – (2.16) – – 1,00 – – 0,81 0,19
2 Modell 1 – 4,7 kW – (2.16) 0,56 0,00 0,44 0,00 0,65 0,36 0,08
3 Modell 1 – 4,7 kW 13 kWh (2.16) 0,61 – 0,39 0,00 0,72 0,32 0,08
4 Modell 1 – 4,7 kW – (2.18) 0,62 – 0,44 0,06 0,72 0,36 0,08
5 Modell 1 – 4,7 kW 13 kWh (2.18) 0,62 – 0,39 0,01 0,72 0,32 0,08
6 Modell 1 18 kWp – – (2.16) – 0,32 0,70 0,01 – 0,51 0,19
7 Modell 1 18 kWp – 7 kWh (2.16) – 0,32 0,68 0,00 – 0,49 0,19
8 Modell 1 18 kWp 4,7 kW – (2.16) 0,50 0,32 0,20 0,01 0,58 0,16 0,04
9 Modell 1 18 kWp 4,7 kW 13 kWh (2.16) 0,56 0,32 0,13 0,00 0,66 0,08 0,04
10 Modell 1 18 kWp 4,7 kW – (2.18) 0,62 0,32 0,20 0,14 0,72 0,15 0,05
11 Modell 1 18 kWp 4,7 kW 13 kWh (2.18) 0,62 0,32 0,13 0,06 0,73 0,08 0,04
12 Modell 2 – – – – – – 1,00 – – 0,80 0,20
13 Modell 2 – 4,7 kW – (2.16) 0,56 – 0,44 0,00 0,64 0,37 0,07
14 Modell 2 – 4,7 kW 13 kW (2.16) 0,61 – 0,39 0,00 0,70 0,32 0,07
15 Modell 2 – 4,7 kW – (2.18) 0,63 – 0,44 0,07 0,72 0,37 0,07
16 Modell 2 – 4,7 kW 13 kW (2.18) 0,63 – 0,39 0,02 0,72 0,31 0,07
17 Modell 2 18 kWp – – (2.16) – 0,32 0,71 0,03 – 0,51 0,20
18 Modell 2 18 kWp – 7 kWh (2.16) – 0,32 0,69 0,01 – 0,49 0,20
19 Modell 2 18 kWp 4,7 kW – (2.16) 0,48 0,32 0,23 0,03 0,55 0,18 0,05
20 Modell 2 18 kWp 4,7 kW 13 kWh (2.16) 0,54 0,32 0,15 0,00 0,63 0,09 0,05
21 Modell 2 18 kWp 4,7 kW – (2.18) 0,63 0,32 0,23 0,18 0,72 0,17 0,06
22 Modell 2 18 kWp 4,7 kW 13 kWh (2.18) 0,63 0,32 0,15 0,09 0,73 0,09 0,05
Tabelle 2.5: Ergebnisse der Simulation zur optimierten Betriebsführung der Micro-
grids bei Real-Time-Pricing.Table 5: Simulation results for both microgrids with variable power tariffs (1.5-4,7 BHKW,18 PV)
Microgrid Modelle Kennzahlen
Bedarf PV BHKW Akku Opt. ABHKW APV ANetz AFIT AG cØp
1 Modell 1 – – – – – – 1,00 – – 28,46
2 Modell 1 – 4,7 kW – (2.16) 0,56 0,00 0,44 0,00 0,66 26,40
3 Modell 1 – 4,7 kW 13 kWh (2.16) 0,61 – 0,39 0,00 0,72 24,95
4 Modell 1 – 4,7 kW – (2.18) 0,62 – 0,44 0,06 0,72 26,40
5 Modell 1 – 4,7 kW 13 kWh (2.18) 0,62 – 0,39 0,00 0,72 24,95
6 Modell 1 18 kWp – – (2.16) – 0,32 0,70 0,01 – 29,20
7 Modell 1 18 kWp – 7 kWh (2.16) – 0,32 0,68 0,00 – 29,25
8 Modell 1 18 kWp 4,7 kW – (2.16) 0,50 0,32 0,20 0,01 0,58 29,02
9 Modell 1 18 kWp 4,7 kW 13 kWh (2.16) 0,56 0,32 0,13 0,00 0,66 25,31
10 Modell 1 18 kWp 4,7 kW – (2.18) 0,62 0,32 0,20 0,13 0,72 28,99
11 Modell 1 18 kWp 4,7 kW 13 kWh (2.18) 0,62 0,32 0,13 0,06 0,73 25,30
12 Modell 2 – – – – – – 1,00 – – 28,10
13 Modell 2 – 4,7 kW – (2.16) 0,56 – 0,44 0,00 0,64 25,89
14 Modell 2 – 4,7 kW 13 kW (2.16) 0,61 – 0,39 0,00 0,70 24,56
15 Modell 2 – 4,7 kW – (2.18) 0,63 – 0,44 0,07 0,72 25,89
16 Modell 2 – 4,7 kW 13 kW (2.18) 0,63 – 0,39 0,02 0,72 24,56
17 Modell 2 18 kWp – – (2.16) – 0,32 0,71 0,03 – 28,67
18 Modell 2 18 kWp – 7 kWh (2.16) – 0,32 0,69 0,01 – 28,64
19 Modell 2 18 kWp 4,7 kW – (2.16) 0,48 0,32 0,23 0,03 0,55 28,07
20 Modell 2 18 kWp 4,7 kW 13 kWh (2.16) 0,54 0,32 0,14 0,00 0,63 24,63
21 Modell 2 18 kWp 4,7 kW – (2.18) 0,63 0,32 0,22 0,18 0,73 27,97
22 Modell 2 18 kWp 4,7 kW 13 kWh (2.18) 0,63 0,32 0,15 0,09 0,73 24,62
Table 6: Simulation results for both microgrids with variable power tariffs with variated input parameters (1.5-4,7 BHKW,18
PV)
RTP Kennzahlen
Variation ABHKW APV ANetz AFIT cØp
– 54,5 32,3 14,5 0,3 24,63
Strombedarf 53,8 32,3 15,2 0,3 25,09
Solarstrom 54,4 32,3 14,7 0,4 24,91
Wa¨rmebedarf 54,1 32,3 14,8 0,3 24,66
Gemeinsam 53,5 32,3 15,7 0,4 25,12
Table 7: Simulation results for both microgrids with variable power tariffs with variated input parameters (1.5-4,7 BHKW,18
PV)
2 stuf. Tarif Kennzahlen
Variation ABHKW APV ANetz AFIT AHT ANT
– 54,4 32,3 14,6 0,3 9,1 5,5
Strombedarf 54,1 32,3 14,9 0,3 9,4 5,5
Solarstrom 54,6 32,3 14,6 0,4 9,2 5,4
Wa¨rmebedarf 54,1 32,3 14,9 0,3 9,2 5,7
Gemeinsam 53,8 32,3 15,5 0,4 9,9 5,7
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Table 11: Overview of settings of the two Microgrids
Model 1 Model 2
Electricity
Demand
16 2-person house-
holds, standard load
profiles
14 households,
REFIT data
Wa¨rmebedarf
Demand
corresponding avg.
values
avg. values of
model 1
Solarstrom plant*18 kWp 18 kWp
BHKW* 1.5-4.7 kWel 1.5-4.7 kWel
Accu* 7/ 13 kWh 7/ 13 kWh
Gas heating 28/40 kW 28/ 40 kW
DWH tank 3000 l 3000 l
Abbildung 2.7: Monatliche Anteile der unterschiedlichen Komponenten an der
Stromversorgung
Modell 1 und den empirischen Daten in Modell 2: Von Juni bis September muss
im Modell 2 mehr Strom importiert werden als in Modell 1. Dies liegt daran, dass
das Verhältnis von Strom zu Wärmebedarf in den empirischen Daten ungünstiger
ausfällt als bei den Durchschnittswerten in Modell 1. Für beide Modelle liegt der
monatliche Anteil des Netzbezugs über das ganze Jahr hinweg bei weniger als 26%.
Der Auslastungsgrad des BHKWs variiert im Laufe des Jahres ähnlich wie ABHKW.
Für jedes Modell wird eine Auslastung über 80% in den Monaten von November bis
Februar erreicht. Insgesamt liegt der Auslastungsgrad je nach Ausstattung des Mi-
crogrids zwischen 55% und 73%. Somit wird in allen Modellen der Schwellenwert
von 48% aus [49] erreicht, was ein Hinweis darauf ist, dass die Leistung des BHKWs
in einer geeignet n Größe gewählt wurde. Dabei ist zu erwähnen, dass der Auslas-
tungsgrad jeweils am niedrigsten ist, wenn eine Solaranlage, aber kein Stromspeicher
installiert ist. Wird die alternative Zielsetzung verfolgt und das Optimierungspro-
blem (2.18), bzw. (2.19) gelöst, steigen die Auslastungsgrade des BHKW auf 72 -
73%. Höhere A slastungsgrade sind auf den betrachteten Datensätzen aufgrund der
Bedingung (2.10), welche sicherstellt, dass keine überschüssige Wärme produziert
wird, nicht erreichbar.
2.5.2 Ökobilanzen
Je weniger Strom aus dem Verteilernetz gezogen werden muss, desto niedriger sind
die CO2-Emissionen und die Betriebskosten. Die niedrigsten Stromimporte sind für
Microgrids mit PV-Anlagen, BHKW und Stromspeicher nötig. In dieser Konstellati-
on müssen nur noch 13-15% des Strombedarfs importiert werden. Unter der Nutzung
der Emissionsfaktoren aus Abschnittl 2.3.3 (eb = 224 g/kWh, ep = 587g/kWh) ku-
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Tabelle 2.6: CO2-Emissionen für verschiedene Szenarien der Energieversorgung im
modellierten Microgrid (Modell 2): bei einer optimierten lokalen Energieerzeugung
mit einem Mikro-BHKW und PV-Anlagen, bei der Energieerzeugung mit jeweils
einer der Komponenten und bei einer konventionellen Stromversorgung
Modell 2
Stromerzeugende BHKW BHKW – konventionelle
Komponenten PV – PV Stromversorgung
BHKW (Strom) 5,40 t 6,05 t
Netzbezug 3,76 t 10,22 t 17,88 t 25,92 t∑
Strom 9,16 t 14,06 t 17,88 t 25,92 t
BHKW (Wärme) 16,20 t 18,15 t – –
Gasheizung 7,09 t 5,14 t 23,29 t 23,29 t∑
Wärme 23,29 t 23,29 t 23,29 t 23,29 t
CO2-Emissionen
pro Jahr 32,45 t 39,56 t 41,17 t 49 20 t
Reduktion pro Jahr
absolut 16,75 t 9,64 t 8,03 t –
relativ 34% 20% 16% –
mulieren sich die CO2-Emissionen für die Stromversorgung im Modell 2 auf eelectr. =
9,16 t. Vergleicht man dies mit den CO2-Emissionen von 25,92 t, die anfallen, wenn
der Strom ausschließlich aus dem Verteilernetz bezogen wird, so wird eine Reduktion
von eelectr. um 65% erreicht. (Die Werte werden mithilfe der Gleichungen (2.27) und
(2.28) berechnet.) Betrachtet man die CO2-Emissionen der gesamten Energiever-
sorgung inklusive der Wärmeversorgung, so beträgt etotal = 32,45 t im Vergleich zu
49,20 t bei einer konventionellen Strom- und Wärmeversorgung. Dies entspricht
einer Reduktion der gesamten CO2-Emissionen um 34%.
Dieses Ergebnis wird für das komplett ausgestattete Micogrid im Modell 2 er-
reicht. In Tab. 2.6 sind die CO2-Emissionen für vier unterschiedliche Ausstattungen
des Microgrids im Modell 2 dargestellt. Es wird das Microgrid mit (1) kompletter
Ausstattung, (2) ohne PV-Anlage, (3) ohne Mikro-BHKW und (4) ohne stromer-
zeugende Komponenten betrachtet. Dies entspricht den Konstellationen, welche in
den Zeilen 12, 14, 17 und 20 in Tab. 2.3 beschrieben werden. Sind keine PV-Anlagen
integriert, werden durch die optimierte Betriebsführung des Mikro-BHKWs 20% der
CO2-Emissionen vermieden. Sind im Vergleich dazu PV-Anlagen von 18 kWp vor-
handen, aber kein BHKW, so beträgt die Reduktion der CO2-Emissionen 16%. Die-
se Werte unterstreichen einen wesentlichen Effekt der Optimierung: Die unabhängig
voneinander erreichten Einsparungen der PV-Anlage und des BHKWs können unter
der koordinierten Betriebsführung nahezu aufsummiert werden. Die Reduktion bei
gemeinsamer Nutzung beträgt 34%. Dies zeigt, wie gut sich die beiden Technologien
ergänzen, wenn sie aufeinander abgestimmt betrieben werden. Würde stattdessen
nur eine der Einheiten in der doppelten Größe gewählt, wäre der Effekt deutlich
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kleiner, da das BHKW durch die gekoppelte Wärmeversorgung nur begrenzt betrie-
ben werden kann und die Nutzung der PV-Anlage zur Eigenversorgung durch die
Volatilität in der Erzeugung ebenfalls begrenzt wird.
Die gesamten CO2-Emissonen können sogar weiter reduziert werden, wenn an-
stelle von Erdgas Biogas für den Betrieb des BHKWs verwendet wird. In diesem
Fall würden sich die CO2-Emissionen nochmals reduzieren und nur noch 22% im
Vergleich zu einer konventionellen Energieversorgung betragen. Wird zudem auch
die Gasheizung mit Biogas betrieben, werden nur noch 7% der CO2-Emissionen
freigesetzt, welche der Wohnblock ohne Microgrid-Komponenten und mit Erdgas
als Brennstoff freisetzen würde. Allerdings steigen auch die Betriebskosten deutlich.
Für einen aktuell verfügbaren Biogaspreis von 9,9 ct/kWh11 ist cb = 11 ct/kWh.
Dadurch erhöhen sich die jährlichen Betriebskosten um rund 4.400e.
2.5.3 Analyse der Betriebskosten
Die Ersparnisse in den Betriebskosten der Stromversorgung hängen von dem ver-
wendeten Stromtarif (vgl. Tabelle 2.2) ab. Für den festen Strompreis betragen die
Stromkosten im Modell 2 für das komplett ausgestattete Microgrid 3.691 Euro. Wird
der Strom ausschließlich aus dem Verteilernetz bezogen, betragen die Stromkosten
13.029 Euro. Die Stromkosten verringern sich damit um 9.338 Euro, bzw. um 72%.
Für den zeitabhängigen Stromtarif werden die Kosten von 12.510 auf 3.544 Euro
verringert, für variable Strompreise werden die Kosten von 12.407 auf 3.394 Euro
gesenkt. Für jeden Stromtarif sinken die Betriebskosten für die Stromversorgung
durch den optimierten Betrieb des Microgrids um mindestens 8.950 Euro und damit
um ca. 72% gegenüber einer konventionellen Stromversorgung. Umgerechnet auf
die gesamte Energieversorgung inklusive der Wärmeversorgung werden
zwischen 44% und 45% der Betriebskosten gespart.
Eine Übersicht der Betriebskosten für das Microgrid (Modell 2) in unterschiedli-
cher Ausstattung unter der Annahme des festen Energietarifs ist in Tabelle 2.7 gege-
ben. Neben den vier Konstellationen, welche bereits hinsichtlich der CO2-Emissionen
untersucht wurden, werden auch die Betriebskosten des alternativen Betriebsmodus
bei kompletter Ausstattung des Microgrids dargestellt. Wie in Abschnitt 2.3.4 aus-
geführt, sind weitere steuerliche Vorteile möglich, die in dieser Analyse nicht berück-
sichtigt sind. Der größte Effekt auf der Reduktion der Betriebskosten wird durch den
gemeinsamen Betrieb des BHKWs und der Solaranlage erzielt. Bemerkenswert ist,
dass die Betriebskosten bei alleiniger Nutzung eines Mikro-BHKWs geringer sind als
bei der alleinigen Nutzung einer PV-Anlage. Durch den alternativen Betriebsmodus,
bei welchem zusätzliche CO2-Emissionen in Kauf genommen werden, welche durch
die Bereitstellung von Strom verursacht werden, der in das Verteilernetz eingespeist
wird, verringern sich die Betriebskosten nur geringfügig.
11 https://www.naturstrom.de/privatkunden/gas/, letzter Zugriff am 26.09.2016
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Tabelle 2.7: Betriebskosten für verschiedene Szenarien der Energieversorgung im
modellierten Microgrid (Modell 2): bei einer optimierten lokalen Energieerzeugung
mit einem Mikro-BHKW und PV-Anlagen, bei der Energieerzeugung mit jeweils
einer der Komponenten und bei einer konventionellen Stromversorgung
Modell 2
Stromerzeugende BHKW BHKW – altern. konvent.
Komponenten PV – PV Betrieb Energiev.
BHKW (Strom) 1.820e 2.040e – 2.118e –
Netzbezug 1.892e 5.140e 8.990e 1888e 13.029e
Einspeisung -21e 0e -46e -452e∑
Strom 3.691e 7.180e 8.944e 3553e 13.029e
BHKW (Wärme) 5.460e 6.119e – 6.353e –
Gasheizung 2.391e 1.732e 7.851e 1.498e 7.851e∑
Wärme 7.851e 7.851e 7.851e 7.851e 7.851e
Betriebskosten
pro Jahr 11.542e 15.031e 16.795e 11.404e 20.880e
Reduktion pro Jahr
absolut 9.338e 5.849e 4.085e 9.475e –
relativ 45% 28% 20% 45% –
2.5.4 Reduktion der Spitzenlasten
Die Spitzenlasten im Stromverbrauch werden durch den Betrieb des Microgrids er-
heblich gesenkt (vgl. Tab. 2.3). Dies ist nicht verwunderlich, da insgesamt der Netz-
bezug verringert wird. Dabei ist jedoch bemerkenswert, welche Rolle die Kompo-
nenten des Microgrids in der Reduktion spielen: Sind ausschließlich PV-Anlagen
installiert, so werden die Spitzenlasten nur um 3% im Modell 1 und um 10% im
Modell 2 gesenkt (vgl. Tab. 2.3, Zeilen 6, 17). Durch die zusätzliche Installation
eines Stromspeicher wird die PR auf 12%, bzw. 23% erhöht (vgl. Tab. 2.3, Zeilen
7,18). Der Effekt des Mikro-BHKWs auf die Reduktion der Spitzenlasten ist unter
der optimierten Betriebsführung wesentlich höher: Bereits ohne Stromspeicher kön-
nen die Spitzenlasten um 46%, bzw. 38% reduziert werden, mit Speicher um 62%,
bzw. 59%. Wird das BHKW gemeinsam mit PV-Anlagen und einem Stromspeicher
betrieben, so kann die Reduktion nochmals wesentlich erhöht werden. Durch die
koordinative Betriebsführung sind die Spitzenlasten um 80%, bzw. 82%
geringer als bei einer konventionellen Stromversorgung.
Das Verhältnis der Spitzenlasten zum durchschnittlichen Stromimport, sprich
die PAR, erhöht sich durch die Installation der stromerzeugenden Komponenten.
Dieser Effekt tritt insbesondere dann auf, wenn PV-Anlagen ohne Stromspeicher
installiert werden: Der Netzbezug wird zwar gesenkt, doch der Eigenverbrauch der
Solarenergie erfolgt nur begrenzt in den Zeiten, in denen Spitzenlasten auftreten.
Dadurch wird die PAR größer. Dieser Effekt verstärkt sich sogar, wenn das BHKW
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Table 8: Simulation results for both microgrids with fixed power tariff with variated input parameters (1.5-4,7 BHKW,18 PV)
Fester Tarif Kennzahlen
Variation ABHKW APV ANetz AFIT PARd PRd
– 54,3 32,3 14,6 0,4 3,42 0,82
Strombedarf 53,4 32,3 15,9 0,7 5,74 0,70
Solarstrom 53,7 32,3 15,6 0,6 3,70 0,80
Wa¨rmebedarf 53,4 32,3 15,5 0,3 3,55 0,80
Gemeinsam 53,3 32,3 16,2 0,8 5,88 0,68
Table 9: Overview of settings of the two Microgrids
Modell 1 Modell 2
Electricity
Demand
16 2-person house-
holds, standard load
profiles
14 households,
REFIT data
Wa¨rmebedarf
Demand
corresponding avg.
values
corresponding avg.
values
Solarstrom plant*18 kWp 21 kWp
BHKW* 5 kWel 6 kWel
Accu* 7/ 17 kWh 8/ 21 kWh
Gas heating 40/ 50kW 42/ 60 kW
DWH tank 3500 l 4200 l
Table 10: Overview of settings of the two Microgrids
Modell 1 Modell 2
Electricity
Demand
16 2-person house-
holds, standard load
profiles
14 households,
REFIT data
Wa¨rmebedarf
Demand
corresponding avg.
values
avg. values of
Modell 1
Solarstrom plant*18 kWp 18 kWp
BHKW* 1.5-4,7 kWel 1.5-4,7 kWel
Accu* 7/ 13 kWh 7/ 13 kWh
Gas heating 28/40 kW 28/ 40 kW
DWH tank 3000 l 3000 l
Table 5: Simulation results for both microgrids with variable power tariffs (1.5-4,7 BHKW,18 PV)
Microgrid Modellle Kennzahlen
Bedarf PV BHKW Akku Opt. ABHKW APV ANetz AFIT AG cØp
1 Modell 1 – – – – – – 1,00 – – 28,46
2 Modell 1 – 4,7 kW – (2.16) 0,56 0,00 0,44 0,00 0,66 26,40
3 Modell 1 – 4,7 kW 13 kWh (2.16) 0,61 – 0,39 0,00 0,72 24,95
4 Modell 1 – 4,7 kW – (2.18) 0,62 – 0,44 0,06 0,72 26,40
5 Modell 1 – 4,7 kW 13 kWh (2.18) 0,62 – 0,39 0,00 0,72 24,95
6 Modell 1 18 kWp – – (2.16) – 0,32 0,70 0,01 – 29,20
7 Modell 1 18 kWp – 7 kWh (2.16) – 0,32 0,68 0,00 – 29,25
8 Modell 1 18 kWp 4,7 kW – (2.16) 0,50 0,32 0,20 0,01 0,58 29,02
9 Modell 1 18 kWp 4,7 kW 13 kWh (2.16) 0,56 0,32 0,13 0,00 0,66 25,31
10 Modell 1 18 kWp 4,7 kW – (2.18) 0,62 0,32 0,20 0,13 0,72 28,99
11 Modell 1 18 kWp 4,7 kW 13 kWh (2.18) 0,62 0,32 0,13 0,06 0,73 25,30
12 Modell 2 – – – – – – 1,00 – – 28,10
13 Modell 2 – 4,7 kW – (2.16) 0,56 – 0,44 0,00 0,64 25,89
14 Modell 2 – 4,7 kW 13 kW (2.16) 0,61 – 0,39 0,00 0,70 24,56
15 Modell 2 – 4,7 kW – (2.18) 0,63 – 0,44 0,07 0,72 25,89
16 Modell 2 – 4,7 kW 13 kW (2.18) 0,63 – 0,39 0,02 0,72 24,56
17 Modell 2 18 kWp – – (2.16) – 0,32 0,71 0,03 – 28,67
18 Modell 2 18 kWp – 7 kWh (2.16) – 0,32 0,69 0,01 – 28,64
19 Modell 2 18 kWp 4,7 kW – (2.16) 0,48 0,32 0,23 0,03 0,55 28,07
20 Modell 2 18 kWp 4,7 kW 13 kWh (2.16) 0,54 0,32 0,14 0,00 0,63 24,63
21 Modell 2 18 kWp 4,7 kW – (2.18) 0,63 0,32 0,22 0,18 0,73 27,97
22 Modell 2 18 kWp 4,7 kW 13 kWh (2.18) 0,63 0,32 0,15 0,09 0,73 24,62
Table 6: Simulation results for both microgrids with variable power tariffs with variated input parameters (1.5-4,7 BHKW,18
PV)
RTP Kennzahlen
Variation ABHKW APV ANetz AFIT cØp
– 54,5 32,3 14,5 0,3 24,63
Strombedarf 53,8 32,3 15,2 0,3 25,09
Solarstrom 54,4 32,3 14,7 0,4 24,91
Wa¨rmebedarf 54,1 32,3 14,8 0,3 24,66
Gemeinsam 53,5 32,3 15,7 0,4 25,12
Table 7: Simulation results for both microgrids with variable power tariffs with variated input parameters (1.5-4,7 BHKW,18
PV)
2 stuf. Tarif Kennzahlen
Variation ABHKW APV ANetz AFIT on p. off p.
– 54,4 32,3 14,6 0,3 9,1 5,5
Strombedarf 54,1 32,3 14,9 0,3 9,4 5,5
Solarstrom 54,6 32,3 14,6 0,4 9,2 5,4
Wa¨rmebedarf 54,1 32,3 14,9 0,3 9,2 5,7
Gemeinsam 53,8 32,3 15,5 0,4 9,9 5,7
Table 5: Simulation results for both microgrids with variable power tariffs (1.5-4,7 BHKW,18 PV)
Microgrid Modelle Kennzahlen
Bedarf PV BHKW Akku Opt. ABHKW APV ANetz AFIT AG cØp
1 Modell 1 – – – – – – 1,00 – – 28,46
2 Modell 1 – 4,7 kW – (2.16) 0,56 0,00 0,44 0,00 0,66 26,40
3 Modell 1 – 4,7 kW 13 kWh (2.16) 0,61 – 0,39 0,00 0,72 24,95
4 Modell 1 – 4,7 kW – (2.18) 0,62 – 0,44 0,06 0,72 26,40
5 Modell 1 – 4,7 kW 13 kWh (2.18) 0,62 – 0,39 0,00 0,72 24,95
6 Modell 1 18 kWp – – (2.16) – 0,32 0,70 0,01 – 29,20
7 Modell 1 18 kWp – 7 kWh (2.16) – 0,32 0,68 0,00 – 29,25
8 Modell 1 18 kWp 4,7 kW – (2.16) 0,50 0,32 0,20 0,01 0,58 29,02
9 Modell 1 18 kWp 4,7 kW 13 kWh (2.16) 0,56 0,32 0,13 0,00 0,66 25,31
10 Modell 1 18 kWp 4,7 kW – (2.18) 0,62 0,32 0,20 0,13 0,72 28,99
11 Modell 1 18 kWp 4,7 kW 13 kWh (2.18) 0,62 0,32 0,13 0,06 0,73 25,30
12 Modell 2 – – – – – – 1,00 – – 28,10
13 Modell 2 – 4,7 kW – (2.16) 0,56 – 0,44 0,00 0,64 25,89
14 Modell 2 – 4,7 kW 13 kW (2.16) 0,61 – 0,39 0,00 0,70 24,56
15 Modell 2 – 4,7 kW – (2.18) 0,63 – 0,44 0,07 0,72 25,89
16 Modell 2 – 4,7 kW 13 kW (2.18) 0,63 – 0,39 0,02 0,72 24,56
17 Modell 2 18 kWp – – (2.16) – 0,32 0,71 0,03 – 28,67
18 Modell 2 18 kWp – 7 kWh (2.16) – 0,32 0,69 0,01 – 28,64
19 Modell 2 18 kWp 4,7 kW – (2.16) 0,48 0,32 0,23 0,03 0,55 28,07
20 Modell 2 18 kWp 4,7 kW 13 kWh (2.16) 0,54 0,32 0,14 0,00 0,63 24,63
21 Modell 2 18 kWp 4,7 kW – (2.18) 0,63 0,32 0,22 0,18 0,73 27,97
22 Modell 2 18 kWp 4,7 kW 13 kWh (2.18) 0,63 0,32 0,15 0,09 0,73 24,62
Table 6: Simulation results for both microgrids with variable power tariffs with variated input parameters (1.5-4,7 BHKW,18
PV)
RTP Kennzahlen
Variation ABHKW APV ANetz AFIT cØp
– 54,5 32,3 14,5 0,3 24,63
Strombedarf 53,8 32,3 15,2 0,3 25,09
Solarstrom 54,4 32,3 14,7 0,4 24,91
Wa¨rmebedarf 54,1 32,3 14,8 0,3 24,66
Gemeinsam 53,5 32,3 15,7 0,4 25,12
Table 7: Simulation results for both microgrids with variable power tariffs with variated input parameters (1.5-4,7 BHKW,18
PV)
2 stuf. Tarif Kennzahlen
Variation ABHKW APV ANetz AFIT AHT ANT
– 54,4 32,3 14,6 0,3 9,1 5,5
Strombedarf 54,1 32,3 14,9 0,3 9,4 5,5
Solarstrom 54,6 32,3 14,6 0,4 9,2 5,4
Wa¨rmebedarf 54,1 32,3 14,9 0,3 9,2 5,7
Gemeinsam 53,8 32,3 15,5 0,4 9,9 5,7
Abbildung 2.8: Ergebnisse der Robustheitsanalyse: Die Tabelle oben links zeigt die
Kennzahlen für die Simulation unter Verwendung er variierten Eingabedaten für
den Strombed rf, die Solarstromerzeugung, den Wärmebedarf und der Kombination
derselben bei einem festen Stromtarif. Die Tabelle unten links zeigt die Resultate
bei dem zeitabhängigen Tarif und die Tabelle oben rechts für RTP.
und die PV-Anlagen gemeinsam ohne Stromspeicher betrieben werden. Dies liegt
dann insbesondere daran, dass weniger als 25% des Stroms aus dem Netz gezogen
werden und die verbleibenden Peaks so einen großen Einfluss auf die PAR haben.
Durch einen Stromspeicher wird dieser Effekt abgeschwächt. Dennoch bleibt das
Verhältnis der Spitzenlasten zum durchschnittlichen Stromimport erhöht.
2.5.5 Robustheitsanalyse
Die Robustheitsanalyse, beschrieb n in Abschnitt 2.4.4, wird für das voll ausge-
stattete Microgrid des Modells 2 durchgeführt. Die Ergebnisse sind in der Abb. 2.8
dargestellt. Dabei sind die Kennzahlen der Anteile an der Stromversorgung ABHKW,
APV, ANetz und AFIT in Prozentzahlen angegeben, um die Effekte der ungenauen
Prognose zu verdeutlichen und sie vergleichen zu können.
Die Ausführung des abgeleiteten Betriebsmodus (vgl. Abschnitt 2.3.6) führt bei
den variierten Eingabedaten zu einem geringen Verlust des Selbstversorgungsgrades:
Wenn alle Eingabewerte variiert werden, verliert ABHKW einen Prozentpunkt, wäh-
rend der Anteil des Netzbezuges ANetz um 1−1, 6 Prozentpunkte ansteigt. Darüber
hinaus verändern sich die Zeiten des Stromimports: Für den zeitabhängigen Strom-
tarif muss mehr Strom (0,8%) zu den Hochlastzeiten importiert werden und für RTP
steigt der durchschnittliche Strompreis für den importierten Strom um einen halben
Cent. Der größte Unterschied tritt bei der Vermeidung der Spitzenlasten auf. Durch
die ungenauen Prognosen kann der Netzbezug nicht mehr optimal geglättet werden.
Es wird dennoch eine PR von 68% erreicht.
Insgesamt sind die Effekte der ungenauen Prognosen auf die Ergebnisse der
Betriebsführung sehr gering. Das liegt daran, dass die Kontrollvariablen prädik-
tiv aus der optimalen Lösung des Optimierungsproblems für einen kompletten Tag
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bestimmt werden, aber die tatsächliche Ausführung auch von den aktuellen Daten
im Microgrid abhängt.
Die robusten Ergebnisse für die Kennzahlen spiegeln sich entsprechend in der
Reduktion der CO2-Emissionen und der Betriebskosten wieder. Im Vergleich zu
einer konventionellen Energieversorgung werden immer noch 33% der CO2-
Emissionen vermieden und die Betriebskosten weiterhin um 44% gesenkt.
2.6 Diskussion
Die Ergebnisse des entwickelten Betriebsmodus für ein Mikro-BHKW zur optimalen
Nutzung lokaler Ressourcen sind vielversprechend. Die durchgeführten Simulationen
zeigen, dass ein hoher Anteil der CO2-Emissionen durch den vorgestellten Ansatz
eingespart und gleichzeitig die Betriebskosten der Energieversorgung verringert wer-
den können. Da in der Simulation gewisse Vereinfachungen getroffen wurden, werden
diese im Folgenden diskutiert und weitergehende Forschungsfragen dargestellt.
2.6.1 Einschränkende Faktoren
Während der Strombedarf sowohl anhand von Durchschnittswerten als auch auf
Basis individueller Verbrauchsdaten simuliert wurde, wurde der tägliche Wärmebe-
darf ausschließlich durch einen monatsspezifischen Durchschnittswert modelliert. In
der Simulation wurde die Produktion des Mikro-BHKW dadurch beschränkt, dass
die Erzeugung von Wärme nicht den täglichen Wärmebedarf überschreitet. Dabei
wurde angenommen, dass der Wärmespeicher groß genug ist, um den Wärmebedarf
entsprechend zu puffern. Zur Validierung dieser Annahme müssten in die Simulati-
on Zeitreihen für den Wärmebedarf integriert werden. Zum Zeitpunkt der Analyse
konnten weder Standardlastkurven noch individuelle Messwerte zu dem Wärmebe-
darf von Haushalten gefunden werden.
Weiterhin wurden die Stromverluste durch die Zwischenspeicherung dargestellt,
während die Wärmeverluste durch eine Speicherung vernachlässigt wurden. Um die-
se korrekt in der Simulation darzustellen, muss der Wärmespeicher detaillierter mo-
delliert werden, da die Verlustraten von der jeweils aktuellen Temperatur des Spei-
chers abhängen. Auf den Betriebsmodus wirkt sich diese zusätzliche Modellierung
allerdings nur geringfügig aus, da der Brennwertkessel den zusätzlichen Wärmebe-
darf, der nicht über das BHKW erbracht wird, abdeckt. An den Ergebnissen würde
sich nur insofern etwas ändern, dass sich die Wärmeproduktion des Brennwertkes-
sels leicht erhöht. Im Vergleich zu einer konventionellen Wärmeversorgung sollten
nur geringfügig erhöhte Wärmeverluste anfallen.
Die betriebswirtschaftliche Analyse beschränkte sich auf die Reduktion der lau-
fenden Betriebskosten. Im Fokus steht die optimierte Betriebsführung des BHKWs
und es wurde gezeigt, dass durch sie 44% der Betriebskosten im Vergleich zu einer
konventionellen Strom- und Wärmeversorgung eingespart werden können. Für eine
gesamtwirtschaftliche Analyse eines Microgrids müssen diese mit den Investitions-
kosten für den Aufbau des Microgrids verrechnet werden.
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Die technische Umsetzung und der Aufbau der Kommunikationsinfrastruktur
wurden in der Studie nicht betrachtet. Entsprechende Kommunikationsschnittstel-
len liegen für die Komponenten größtenteils vor. Dennoch muss darüber hinaus ein
entsprechendes Datenbanksystem aufgesetzt werden. Ein geeignetes Gateway zur
Erfassung der Smart Metering- und Messdaten und Implementierung von Energie-
managementfunktionen ist beispielsweise das Open Gateway Energy MAnagement
(OGEMA), welches von den Fraunhofer Instituten IWES, Fraunhofer IIS und Fraun-
hofer ISE entwickelt (vgl. [55]) wurde. Dieses Gateway oder eine ähnliche Plattform
müsste für die tatsächliche Umsetzung des vorgestellten Betriebsmodus installiert
werden. Die Investitionskosten hierfür müssten in einer weitergehenden betriebswirt-
schaftlichen Analyse ebenfalls berücksichtigt werden.
2.6.2 Weitergehende Forschungsfragen
Weitergehende Forschungsfragen ergeben sich zum Teil direkt aus den einschrän-
kenden Faktoren. So ist eine Validierung der Simulationsergebnisse mit empirischen
Wärmedaten und der Berücksichtigung der Wärmeverluste durch den Wärmespei-
cher von Interesse für die Weiterentwicklung des Operationsmodus.
Weiterhin sollte untersucht werden, wie schnell sich die Investitionskosten des
Microgrids amortisieren. Dabei wäre eine Analyse zur optimalen Dimensionierung
der Einheiten von besonderem Interesse. In der vorliegenden Arbeit wurden die posi-
tiven Effekte eines Stromspeichers deutlich: Er trägt wesentlich dazu bei, den Selbst-
versorgungsgrad zu steigern, wodurch CO2-Emissionen und Betriebskosten gespart
werden können, zudem wird der Stromimport in günstigere Zeiten gelegt. Nichtsde-
stoweniger sind die Investitionskosten für Stromspeicher zur Zeit noch sehr hoch und
eine Untersuchung zur optimalen Skalierung im Hinblick auf die Amortisationszeit
ist für den wirtschaftlichen Betrieb von Microgrids von großer Bedeutung.
Die optimale Wahl der Kapazitäten hängt dabei u. a. von dem Verhältnis des
Bedarfs von Strom und Wärme ab. In der vorliegenden Arbeit wurde die optimier-
te Betriebsführung für ein Microgrid in Deutschland untersucht und die Größen-
ordnung der Komponenten entsprechend gewählt. Für andere Länder müssen die
Kapazitäten gemäß der jeweiligen dortigen Verhältnissen angepasst werden. So wä-
re zum Beispiel für einen südeuropäisches Land eine größere Solaranlage und ein
kleineres BHKW angemessen. Die koordinierte Betriebsführung selbst kann genau-
so implementiert werden wie in der vorliegenden Arbeit, da nur die entsprechenden
Werte für die Variablen im Optimierungsproblem eingesetzt werden müssen.
Der entwickelte Algorithmus verhält sich sehr robust gegenüber kleinen Fehlern
in den Prognosen. Dennoch besteht ein mögliches Optimierungspotenzial darin, den
Algorithmus im Laufe eines Tages rollierend neu zu berechnen und so Updates der
Prognosen in der Betriebsführung zu berücksichtigen.
Für die Umsetzung der entwickelten Betriebsführung bedarf es einer Einbettung
in eine geeignete Softwareplattform mit Schnittstellen zu den einzelnen Kompo-
nenten des Microgrids. Die Bereitstellung und die Vereinheitlichung von Kommu-
nikationsschnittstellen stellt weiteren Forschungsbedarf im Kontext von Microgrids
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dar. Dabei müssen der Schutz der personenbezogenen Daten sowie der Schutz vor
Angriffen von außen zuverlässig gewährleistet werden.
2.7 Zusammenfassung
Es wurde ein optimierter Betriebsmodus für ein Mikro-BHKW in Kombination mit
Stromspeichern und PV-Anlagen im Microgrid entwickelt. Für die Evaluation wur-
den zwei Microgrids mit jeweils unterschiedlichen Ausstattungen simuliert. Dabei
wurde der Strombedarf einmal auf Basis von Standardlastkurven und einmal auf
Basis realer Verbrauchsdaten einzelner Haushalte simuliert. Der Wärmebedarf und
die Solarstromerzeugung wurden mit monatlichen Durchschnittswerten für einen
Standort in Deutschland modelliert. Die Größenwahl der Komponenten basierte auf
dem angenommenen Strom- und Wärmebedarf.
Für die simulierten Microgrids wurde durch die koordinierte Betriebsführung
ein Selbstversorgungsgrad von bis zu 85% in der Stromversorgung erreicht. Dabei
ergänzten sich die Stromerzeugung des BHKWs und der PV-Anlagen über den Jah-
resverlauf gut; der Eigenanteil der Stromversorgung betrug in jedem Monat mehr
als 74%. Der Ansatz führte zu einer deutlichen Reduktion der CO2-Emissionen.
Im Vergleich zu einer konventionellen Stromversorgung wurden sie um ca. 65% ge-
senkt. Bezogen auf die gesamte Energieversorgung wurden 33% der CO2-Emissionen
vermieden, bei der Nutzung von Biogas zum Betrieb des Mikro-BHKWs und des
Brennwertkessels sogar bis zu 78%. Weiterhin wurden die laufenden Betriebskos-
ten um 44% im Vergleich zu einer konventionellen Stromversorgung gesenkt. Ferner
wurde der verbleibende Netzbezug optimiert. Bei einem festen Strompreis wurde
angestrebt, Peaks im Netzbezug zu vermeiden. Diese wurden in der Simulation um
68% reduziert. Bei zeitvariablen Stromtarifen erfolgte der verbleibende Netzbezug
hauptsächlich zu Zeiten, in welchen diese niedrig waren. Da sie an die Preise an
der Strombörse gekoppelt waren, würde somit zu einem Ausgleich von Angebot und
Nachfrage beigetragen.
Die erreichten Ergebnisse sind zwar unter gewissen Limitierungen (vgl. Ab-
schnitt 2.6.1) zu betrachten, dennoch offenbart die Analyse das Potential, welches
in der lokalen Optimierung der Energieversorgung liegt. Zu den positiven Effekten
der Optimierung tragen insbesondere drei konzeptionelle Maßnahmen bei:
• die gemeinsame Betrachtung der Strom- und Wärmeversorgung,
• die Nutzung von KWK in Kombination mit PV-Anlagen,
• die koordinierte, prädiktive Steuerung der Komponenten.
Die gemeinsame Nutzung und die koordinierte Steuerung der KWK- und PV-Anlage
steigern die Gesamtwirtschaftlichkeit durch eine höhere Rentabilität der Anlagen.
Aufgrund des Zusammenschlusses wird zum einen der Eigenverbrauch des Solar-
stroms erhöht und zum anderen ein erhöhter Auslastungsgrad des BHKWs bei aus-
schließlich lokaler Nutzung des erzeugten BHKW-Stroms erreicht.
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Zusammengefasst zeigt die vorliegende Studie einen dezentralen Ansatz zur Ener-
gieversorgung von Wohnblöcken und mit dem hierfür entwickelte Algorithmus zur
Betriebsführung eines Mikro-BHKWs wurden in der Simulation wesentliche Vorteile
gegenüber einer konventionellen Energieversorgung erreicht:
• Der Eigenanteil an der Stromversorgung betrug 85%.
• Die CO2-Emissionen der Energieversorgung wurden somit um 33% gesenkt.
• Die Betriebskosten der Energieversorgung wurden um 44% gesenkt.
• Der verbleibende Netzbezug wurde so optimiert, dass entweder direkt oder
indirekt ein Beitrag zur Netzstabilität geleistet wird.
Die Ergebnisse erwiesen sich dabei robust gegenüber ungenauen Prognosen.
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3.1 Ansatz
Demand Side Management bezeichnet Methoden zur Modifikation des Strombedarfs
mit dem Ziel, die Nachfrage dem Angebot anzupassen. Das Konzept existiert seit
den 1980er Jahren (vgl. [56]). Im Kontext von Smart Grids und Microgrids gewinnt
DSM aus zwei Gründen entscheidend an Bedeutung:
(1) Durch die zunehmende Anzahl an volatilen Energieerzeugern wie
Photovoltaik- und Windanlagen steigt das Potential, welches sich durch die
Verschiebung von Lasten ergibt. Die Energieerzeugung solcher Anlagen ist nur
begrenzt steuerbar und der Betrieb kann dazu führen, dass zu manchen Zeiten
mehr Strom zur Verfügung steht, als benötigt wird, während zu anderen Zeiten
kaum Strom von erneuerbaren Energieträgern vorhanden ist. Die Anpassung
des Bedarfs an die Erzeugung stellt in solchen Fällen ein geeignetes Instrument
dar, um die Effizienz in der Energieversorgung zu erhöhen.
(2) Durch die Digitalisierung der Energienetze ergeben sich neue Möglich-
keiten für die Nutzung von DSM. Erst durch die Installation von digitalen
Stromzählern, den sogenannten Smart Metern, können die Verbrauchsdaten
auf Haushaltsebene in regelmäßigen Zeitabständen ausgelesen und an den
Energieversorger übertragen werden, so dass sich variable Stromtarife als An-
reizsystem für DSM umsetzen lassen. Weiterhin sind „intelligente“ Haushalts-
geräte entwickelt geworden, welche sich an eine digitale Kommunikationsinfra-
struktur anschließen lassen. Dies ermöglicht eine automatisierte Verschiebung
von Stromlasten, die in Echtzeit auf Veränderungen der Angebotsseite reagie-
ren kann. Zu den zeitlich verschiebbaren Lasten gehören die Waschvorgänge
von Spül- oder Waschmaschinen, der Betrieb von Trocknern und die Ladevor-
gänge von Elektroautos. Letztere machen aktuell noch einen kleinen Teil der
Stromlasten aus, werden aber aller Voraussicht nach in den nächsten Jahren
einen zunehmenden Faktor in den Stromnetzen (vgl. [57]) darstellen.
Die Anpassung des Bedarfs an die Erzeugung kann entweder lokal oder global
betrachtet werden. Lokal gesehen ist es für einen einzelnen Haushalt mit einer PV-
Anlage aus Sicht des Eigentümers vorteilhaft, die flexiblen Lasten so zu verschieben,
dass der Eigenverbrauch erhöht wird. Wird dies in vielen Haushalten so gehandhabt
und zudem der Strombezug soweit möglich geglättet, kann sich der Energieversor-
ger auf einen gleichmäßigeren Bezug einstellen. Dies entspricht dem Konzept des
zellularen Ansatzes (vlg. [1]), in welchem möglichst ausgeglichene Strombilanzen
auf jeder Ebene angestrebt werden, um so zum einen die Netze in den niedrigen
Spannungsebenen zu entlasten und die Notwendigkeit des Netzausbaus auf Nieder-
spannungsebene zum Teil zu vermeiden. Zum anderen kann damit der Strombezug
von Spitzenlastkraftwerken reduziert werden, welcher mit hohen Produktionskosten
verbunden ist (vgl. [15]).
Ein anderer Ansatz stellt DSM in den Kontext von Real-Time-Pricing (RTP).
Aufgrund der globalen Schwankungen in Angebot und Nachfrage wird Strom zu
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variierenden Preisen gehandelt. Werden diese von den Energieversorgern durch zeit-
variable Strompreise an den Verbraucher weitergegeben, so kann dieser durch DSM-
Verfahren, welche die lokalen Stromkosten minimieren, zu global ausgeglicheneren
Energiebilanzen beitragen.
In diesem Kapitel werden zwei DSM-Modelle für ein Microgrid beschrieben, in
welchem die verschiebbaren Lasten ausgewählter Haushaltsgeräte automatisiert ver-
schoben werden. Dabei wird einmal eine Glättung des lokalen Strombezugs und
einmal die Minimierung der Stromkosten unter variablen Strompreisen angestrebt.
Es wird untersucht, welche Effekte die jeweiligen Ansätze auf die Energiebilanzen,
die Stromkosten und die CO2-Emissionen des Microgrids haben. Dazu wird zu-
nächst im Abschnitt 3.2 ein Überblick über die Grundlagen und verwandte Arbei-
ten gegeben. In Abschnitt 3.3 wird die Modellierung der verschiebbaren Lasten,
der volatilen Erzeuger und der variablen Strompreise vorgestellt und die daraus
resultierenden Optimierungsprobleme zur Verschiebung der Stromlasten abgeleitet.
Zur Berechnung der optimalen Verschiebung werden zwei Lösungsansätze vorge-
stellt: In einem werden die flexiblen Lasten eines Haushaltes jeweils unabhängig
vom den anderen Haushalten optimiert. In dem anderen, koordinativen Ansatz wird
ein Multi-Agenten-System modelliert, in welchem zwischen den Haushalten über die
Lastverschiebungen verhandelt wird. Der zweite Ansatz beruht grundlegend auf dem
Artikel von Mohsenian-Rad et. al. [2]. Zur Analyse der Verfahren wird ein Micro-
grid simuliert, wozu die empirisch aufgezeichneten Daten des REFIT-Projektes [48]
verwendet werden (Abschnitt 3.4). Die Ergebnisse der Simulationen werden in Ab-
schnitt 3.5 vorgestellt und in Abschnitt 3.6 diskutiert. Der Abschnitt 3.7 gibt eine
Zusammenfassung über die Erkenntnisse der Analyse.
Teile der Inhalte dieses Kapitels sind bereits auf wissenschaftlichen Konferenzen
vorgestellt und in den entsprechenden Proceedings veröffentlicht worden. Dazu ge-
hört eine Beschreibung des Ansatzes auf der Multikonferenz Wirtschaftsinformatik
MKWI 2014 [58] und ein ausführlicher Literaturreview zu DSM [59], vorgestellt auf
der Informatik 2015. Die Darstellung der Abschnitte 3.2 und 3.3 orientiert sich in
Teilen an den genannten eigenen Arbeiten. Die Ansätze dieser Arbeiten wurden me-
thodisch weiterentwickelt, an die beschriebenen Szenarien angepasst und die Effekte
auf die Energiebilanzen durch Simulationen quantifiziert.
3.2 Grundlagen und verwandte Arbeiten
Im Kontext von Smart Grids sind vielfältige Forschungsfragen zu DSM aufgeworfen
und analysiert worden. Diese umfassen beispielsweise die Einbettung in die Markt-
strukturen, die Umsetzung in Optimierungsalgorithmen und den Aufbau einer ge-
eigneten Kommunikationsinfrastruktur. In dieser Arbeit liegt der Fokus auf den Al-
gorithmen zur Verschiebung der flexiblen Lasten und der Untersuchung der damit
erreichbaren Effekte auf die lokale Energiebilanz im Microgrid. Zur Einordnung wird
eine Übersicht über verwandte Arbeiten gegeben. Es wird dabei zwischen Optimie-
rungsalgorithmen für DSM in einzelnen Haushalten und koordinativen Verfahren
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zur Optimierung der Lastverschiebungen von mehreren Haushalten unterschieden.
3.2.1 DSM-Verfahren einzelner Haushalte
Für die Anwendung von DSM in einzelnen Haushalten sind verschiedene Algorith-
men entwickelt worden. In der von mir durchgeführten Literaturanalyse [59] wurden
23 Artikel analysiert, welche sich auf DSM-Verfahren eingebettet in Energiemanage-
mentsysteme von einzelnen Haushalte fokussieren. Dabei werden die Lastverschie-
bungen unabhängig von dem Bedarf anderer Haushalte bestimmt. Die wesentlichen
Ergebnisse werden im Folgenden vorgestellt.
Die Zielsetzung von DSM in einzelnen Haushalten liegt in der Regel darin, Spit-
zenlasten zu vermeiden (vgl. [60–65]) oder als Reaktion auf variable Strompreise die
Stromkosten zu reduzieren (vgl. [60,66–79]). Dabei wird teilweise angenommen, dass
der Komfort der Nutzer bei einer Verschiebung abnimmt, was in der Optimierung
berücksichtigt wird. Die Kombination von DSM mit erneuerbaren Energieträgern
und die Erhöhung des Eigenverbrauchs wird in vergleichsweise wenigen der unter-
suchten Artikel betrachtet. Zu diesen gehören [61,70,80,81]).
Die Lastgänge, welche im Kontext von Haushalten auftreten, lassen sich in
drei Kategorien unterteilen: (1)Nicht-verschiebbare Lastgänge, welche beispielswei-
se durch Kochaktivitäten oder die Nutzung von Lampen und Computern auftreten.
Sie lassen sich nicht ohne Komforteinbußen verschieben. (2)Verschiebbare Lastgän-
ge mit einem festen Lastprofil: Dazu gehören Waschgänge von Spül- und Waschma-
schinen oder die Nutzung von Trocknern. Diese Haushaltsgeräte verursachen nach
einer Erhebung der EnergieAgentur in Nordrhein-Westfalen rund 15% des Stromver-
brauchs (vgl. [82]). Durch DSM kann der Startpunkt einer Anwendung verschoben
werden. Dazu geben die Nutzer in der Regel ein Zeitintervall vor, in welchem der
Vorgang durchgeführt werden soll. (3) Verschiebbare Lastgänge mit einem flexiblen
Lastprofil: Dazu gehören der Ladeprozess eines Elektroautos, der Betrieb von Kühl-
geräten wie Kühlschränken und Gefriertruhen sowie elektrische Heizungsanlagen.
Gemäß der genannten Studie werden in NRW durchschnittlich weitere 15% des Ge-
samtstrombedarfs für Kühl- und Gefrierprozesse aufgewendet. Bei der Anwendung
von DSM auf thermische Lasten muss gewährleistet sein, dass ein gewisses Tem-
peraturlevel gehalten wird. Das führt in der Modellierung zu weitaus komplexeren
Optimierungsproblemen, da Wärmeentwicklungen üblicherweise durch Differential-
gleichungen modelliert werden. Daher werden thermische Lasten nur in wenigen
der untersuchten Artikeln betrachtet (vgl. [66–70]), während sich die meisten der
untersuchten Artikel auf verschiebbaren Lasten mit einem festen und teilweise un-
terbrechbaren Lastprofil beschränken (vgl. [60, 61,71–73,76–81]).
Der Optimierungshorizont umfasst in der Regel 24 Stunden, wobei in den Si-
mulationen meist zur Vereinfachung angenommen wird, dass die Lasten zu Beginn
des Tages bekannt sind. Zur Lösung des aufgestellten Optimierungsproblems werden
hauptsächlich evolutionäre Algorithmen und lineare Optimierung verwendet. Einige
Artikel berücksichtigen Unsicherheiten über den Zeitpunkt der auftretenden Lasten
oder die variierenden Strompreise und stellen stochastische Modelle zur Anwendung
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von DSM auf: In [66] wird ein Zustandsraummodell zur Modellierung der thermische
Lasten entwickelt, diese durch Kalman-Filter prognostiziert und mittels Model Pre-
dictive Control die Verschiebung berechnet. In [61] werden die Lasten als poissonver-
teilte Zufallsvariablen simuliert und das Optimierungsproblem zur Minimierung der
Energiekosten durch die Verschiebung der Lasten als Markow-Entscheidungsprozess
modelliert. In [72] richtet sich der Fokus auf die Strompreise und es wird angenom-
men, dass diese vorab nicht bekannt gegeben werden und eine robuste Optimierung
zur Umsetzung von DSM unter ungewissen Stromtarifen vorgestellt.
Die genannten DSM Methoden sind in den untersuchten Artikeln jeweils auf
künstlich erzeugten Datensätzen validiert worden. Eine Ausnahme stellt [80] dar, bei
welchen reale Lastgänge verwendet und nur die Annahmen zur Flexibilität künst-
lich erzeugt wurden. Die verwendeten Kennzahlen sind zwischen den Artikeln nur
begrenzt vergleichbar, da die Ergebnisse in hohem Maße von den Annahmen der
simulierten Daten abhängen: In der DSM-Simulation aus [80] wird der Anteil des
lokal erzeugten Stroms zur Deckung des Strombedarfs durchschnittlich um 16%
durch DSM erhöht. In [68] werden die Stromkosten betrachtet und durch die An-
wendung von DSM um 32% in der Simulation reduziert, in [75] um 75%, in [60] um
7%. In [60] wird zudem analysiert, wie sehr die Spitzenlasten durch den gewählten
Ansatz gesenkt werden können. In der Simulation werden sie um 12,4% gesenkt.
In [62] werden die Spitzenlasten um 32% reduziert.
Ein Vorteil haushaltsinterner Energiemanagementsysteme mit lokalem DSM liegt
darin, dass die Daten über die verschiebbaren Lasten nicht weitergegeben werden
müssen. Wird eine Minimierung der Stromkosten angestrebt und angenommen, dass
die variablen Strompreise im Voraus bekanntgegeben werden, werden für die lokale
Optimierung zudem keine Prognosen über den voraussichtlichen festen Strombedarf
benötigt. Alle Informationen zur Optimierung der flexiblen Lasten sind in diesem
Fall vor Ort gegeben und können autark optimiert werden. Ein Nachteil liegt jedoch
darin, dass durch die flächendeckende Anwendung von lokalen DSM neue Peaks
verursacht werden können, die zumindest kurzfristig zu negativen Effekten in der
Auslastung der Energienetze führen können.
3.2.2 Koordinative DSM-Verfahren
Für die Anwendung von einem koordinativen DSM-Verfahren, bei welchen die Last-
verschiebung mehrerer Haushalte durch einen verteilten Algorithmus bestimmt wer-
den, sind in der durchgeführten Literaturrecherche [59] elf Artikel analysiert worden.
Dabei wird jeweils vorausgesetzt, dass eine bidirektionale Kommunikationsinfra-
struktur vorhanden ist, mit welcher Kostenfunktionen und voraussichtliche Strom-
lasten kommuniziert werden können. Die Bestimmung der Lastverschiebungen er-
folgt über eine verteilte Optimierung in einem Multi-Agenten-System: In der Re-
gel gibt es eine Steuerungseinheit, welche dem Energieversorger zugeordnet ist und
das Optimierungsverfahren koordiniert. Die einzelnen Haushalte sind jeweils durch
einen Agenten vertreten, der das lokale Energiemanagement des Haushalts koor-
diniert. Die Zielsetzung der koordinativen DSM-Verfahren liegt meist darin, einen
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möglichst gleichmäßigen Strombezug des lokalen Grids zu erreichen und somit die
Spitzenlasten zu glätten. Dabei wird der globale Optimalzustand für den Verbund
der Haushalte angestrebt und nicht wie bei den individuellen Verfahren ein lokales
Optima für die einzelnen Haushalte.
Ein Großteil der evaluierten Arbeiten [83–90] bezieht sich auf das Modell von
Mohsenian-Rad et. al. [2], in welchem ein nicht-kooperatives Spiel zur Umsetzung
von DSM vorgeschlagen wird. Dabei sollen Spitzenlasten vermieden und konkret
die Peak-to-Average Ratio (PAR) minimiert werden. Es wird gezeigt, dass dies un-
ter gewissen Voraussetzungen äquivalent zu einem konvexen Optimierungsproblem
ist. Durch verteilte Best-Response-Algorithmen wird das globale Optimum erreicht,
welches einem eindeutigen Nash-Gleichgewicht entspricht. Zur Aufstellung des Op-
timierungsproblems werden streng monoton wachsende, konvexe Kostenfunktionen
genutzt, welche abhängig von dem prognostizierten Gesamtbedarf der involvierten
Haushalte sind. Die Agenten der einzelnen Haushalte versuchen iterativ durch „Best
Responses“ ihre eigenen Kosten zu minimieren. Zur Evaluation wird das Verfahren
auf künstlich generierten Datensätzen erprobt und unter der Annahme, dass 50%
der Lasten verschiebbar sind und ein flexibles Lastprofil haben, eine Reduktion der
PAR von 2,34 auf 1,83 erreicht, dies entspricht einer Reduktion von knapp 22%. Eine
Skizze dieses Ansatzes ist in Abb. 3.1 dargestellt.
Abbildung 3.1: Koordinative Verhandlungsstrategie zwischen den Haushalten
H1, . . . HN zur Bestimmung der Lastverschiebungen, Konzept und Darstellung in
Anlehnung an [2]
Dieses Modell wird in anderen analysierten Arbeiten erweitert: In [83] wird ein
Ansatz vorgestellt, bei welchem die Agenten nicht sequentiell, sondern simultan ihre
Lastpläne anpassen. Dadurch wird eine schnellere Konvergenz erreicht. In [84] wird
das Modell auf die Optimierung von Ladevorgängen von Elektrofahrzeugen ange-
wendet. Dazu wird eine Erweiterung des Modells von einem atomaren Spiel hin zu
einem nicht-atomaren Spiel mit unendlich vielen Elektrofahrzeugen vorgestellt und
gezeigt, dass die Konvergenz gegen die optimale Lösung analytisch nur für das nicht-
atomare Modell gezeigt werden kann. Nichtsdestoweniger werden die modellierten
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Kosten auch für das endliche Modell auf den simulierten Daten wesentlich reduziert.
In [85] werden statt einzelner Lasten Präferenzen zur zeitlichen Nutzung des Stroms
erfasst und der Strom entsprechend zugeteilt. In zwei Artikeln [86,87] werden zusätz-
lich Stromspeicher betrachtet, mit welchen importierter Strom zwischengespeichert
werden kann. In [87] ist zudem die Rückeinspeisung von bezogenem Strom möglich.
Dies führt in der Simulation zwar zu einer weiteren Reduktion der modellierten Kos-
ten, wirkt sich jedoch negativ auf die PAR aus. In dem Artikel [88] berücksichtigen
die lokalen Agenten Unsicherheiten über den Stromverbrauch anderer Haushalte.
Die Volatilität wird auf Basis von Normalverteilungen modelliert. Der Entschei-
dungsprozess über die Lastverschiebungen wird in jeder Zeiteinheit aktualisiert.
Zu den Ansätzen, welche sich nicht direkt auf [2] beziehen, gehören [91–93].
In [92] werden die Lastverschiebungen zur Glättung des Strombedarfs durch einen
heuristischen Ansatz bestimmt, der auf der Theorie der Majorization beruht. In [93]
wird mittels eines generativen Modells für jedes Haushaltsgerät gelernt, mit welcher
Wahrscheinlichkeit eine flexible Last auftritt. Durch einen verteilten Algorithmus
wird die Lastverschiebung bestimmt. In [91] wird ein DSM-Verfahren zur Optimie-
rung von Ladeprozessen von Elektroautos vorgestellt, welche jeweils einem Haushalt
zugeordnet sind. Wie in den bisher genannten Verfahren wird ein Multi-Agenten-
System modelliert, um die Stromkosten zu minimieren, wobei angenommen wird,
dass der variable Strompreis eines Zeitintervalls von der Nachfrage und dem An-
gebot in dem jeweiligen Zeitintervall abhängt. Dabei ist der jeweilige, anderweitige
Strombedarf eines Haushalts unbekannt. Die Agenten bestimmen in diesem Ansatz
durch Reinforcement Learning ihre Strategie zur Lastverschiebung. Zur Evaluation
werden die Stromverbrauchsdaten des CER Electricity Dataset1 zur Simulation von
neun Haushalte verwendet, die Ladelasten der zugehörigen Elektrofahrzeuge wer-
den künstlich generiert. Der Artikel ist der einzige Artikel in der durchgeführten
Literaturrecherche, welcher empirische Verbrauchsdaten zur Evaluation eines koor-
dinativen DSM-Ansatzes verwendet.
In allen genannten Artikeln werden ausschließlich verschiebbare Lasten mit ei-
nem flexiblen Lastprofil betrachtet, für welche der Bedarf innerhalb gewisser Leis-
tungsgrenzen frei modelliert werden kann. Die fehlende Modellierung von Lasten mit
einem festen Lastprofil und thermischer Lasten ist wahrscheinlich mit ein Grund für
die fast ausschließliche Evaluation auf künstlich generierten Datensätzen. Bei einer
Berücksichtigung von verschiebbaren Lasten mit festem Lastprofil ist der Raum der
möglichen Strategien nicht notwendigerweise kompakt und konvex, so dass eine Er-
reichung eines globalen Optimums durch Best-Response-Algorithmen nicht wie in [2]
gewährleistet ist. Trotzdem liegt es nahe, davon auszugehen, dass eine Reduktion
der PAR erreicht wird. Inwiefern sich dieses Modell auch für verschiebbare Lasten
mit festem Lastprofil eignet, ist bisher – soweit bekannt – weder theoretisch noch
empirisch untersucht worden.
Der klare Vorteil von koordinativen DSM-Verfahren liegt darin, dass global opti-
miert wird. Auch können unerwünschte Nebeneffekte der individuellen Optimierung
1 http://www.ucd.ie/issda/data/commissionforenergyregulationcer/. Zugriff am 29.01.2015
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wie neue Peaks durch Lastverschiebungen vermieden werden. Dafür werden in allen
genannten Verfahren monoton wachsende, stetig differenzierbare, konvexe Kosten-
funktionen modelliert, welche von dem Gesamtbedarf abhängen. Es gibt Vorschläge,
wie aus diesen Kostenfunktionen eine faire Stromkostenabrechnung für den Einzel-
nen erfolgen kann (vgl. [85]). Inwiefern dieses Modell Zuspruch bei den Energiever-
sorgern und den Nutzern finden würde, ist – soweit bekannt – noch nicht analysiert
worden. Ein Nachteil von koordinativen DSM-Verfahren entsteht durch den not-
wendigen Austausch von Verbrauchsdaten, bzw. angepasster Kostenfunktionen, aus
welchen individuelle Verbrauchsdaten abgeleitet werden können. In [94, 95] werden
daher datenschutzrechtliche Bedenken zu diesem Modell formuliert. Darüber hinaus
werden Prognosen für den nicht verschiebbaren Strombedarf benötigt, welche stets
mit gewissen Fehlerraten behaftet sind.
3.2.3 Förderung von DSM in Deutschland
Die Einführung von DSM wird in Deutschland durch gesetzliche Rahmenbedingun-
gen gefördert. Mit dem Gesetz zur Digitalisierung der Energiewende soll der Ausbau
der digitalen Infrastruktur vorangetrieben werden. Dazu wird der verpflichtende Ein-
bau von Smart Metern ab 2020 vorgeschrieben2. Bereits zuvor war die Installation
von Smart Metern bei Neubauten und größeren Renovierungen verpflichtend3. Zu-
dem wird der Netzbetreiber angewiesen, soweit möglich, variable Tarife anzubieten4
und für ansteuerbare und unterbrechbare Verbrauchseinrichtungen ein reduziertes
Netzentgelt zu berechnen5. Variable Tarife könnten einen wesentlichen Anreiz dar-
stellen, um Endverbraucher zur Nutzung von DSM zu motivieren.
Im Rahmen der Förderinitiative „E-Energy-Smart Grids in Germany“ sind in
sechs Modellregionen Smart Grids aufgebaut worden, um Lösungen für eine nachhal-
tige und effiziente Energieversorgung zu erforschen (vgl. [96]). Dabei sind auch Feld-
versuche zur Anwendung von DSM durchgeführt worden: In dem E-Energy-Projekt
„Modellstadt Mannheim“ (moma) wurde zunächst getestet, in welchem Maße End-
verbraucher auf variable Stromtarife reagieren. Dafür wurde 73 Kunden zweistufige
Stromtarife angeboten. Dies führt in dem Feldversuch zu einer durchschnittlichen
Verschiebung von 6 bis 8% der elektrischen Last von Hoch- in Niedrigtarifphasen
(vgl. [16]). In einem weiteren Feldversuch mit 671 Kunden wurden zeitvariable Ta-
rife angeboten, welche stündlich variieren und einen Tag vorher bekannt gegeben
wurden. Zudem sollten auch automatisierte Lastverschiebung mittels eines Energie-
managementsystems, dem sogenannten Energiebutler umgesetzt werden. Letztere
waren „mangels standardisierter technischer Lösungen nicht machbar“ und konnten
nur vereinzelt umgesetzt werden (vgl. [16]). In der Auswertung wurde eine Preis-
elastizität von -0,106 festgestellt, das heißt, dass bei einer 100% Preiserhöhung der
Verbrauch um ca. 10,6% reduziert wurde. Auch in dem Projekt E-DeMa wurden in
2 §31 MsbG
3 §21b EnWG
4 §40 EnWG
5 §14a EnWG
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einem Feldversuch Lastverschiebungen mit variablen Tarifen getestet, wobei ein Teil
der Verbraucher einige ausgewählte Geräte automatisch steuern lassen konnte, wäh-
rend der andere Teil auf tarifliche Anreize ausschließlich manuell reagierte. Durch
das automatisierte Lastmanagement konnten mehr Kunden zu einer Verlagerungen
ihres Verbrauches motiviert werden. Ohne Automatisierung wurden durchschnitt-
lich 3,5% der Lasten in günstigere Tarifzeiten geschoben, mit Automatisierung 5%
(vgl. [97]). Zu den gemeinsamen und zentralen Erkenntnissen gehört, dass durch
moderne Informations- und Kommunikationstechnologien dezentrale Erzeuger und
Verbraucher bereits heute besser aufeinander abgestimmt werden könnten.
3.2.4 Gewählte Ansätze für die Modellierung
Diese Arbeit evaluiert sowohl das Potential von individuellem DSM einzelner Haus-
halte im Microgrid als auch das Potential eines koordinativen DSM-Verfahrens im
Microgrid mit empirischen Verbrauchsdaten. Dabei wird jeweils ein Algorithmus zur
Minimierung der Stromkosten bei variablen Strompreisen und ein Algorithmus zur
Senkung der Spitzenlasten umgesetzt und analysiert, welche Effekte auf die Ener-
giebilanz, die Stromkosten und die CO2-Emissionen daraus resultieren. Die Verfah-
ren werden jeweils auf den REFIT-Daten evaluiert, welche bereits in Kapitel 2 zur
Modellierung des Microgrids verwendet wurden. Die Auswertung von DSM auf em-
pirisch aufgezeichneten Datensätzen, für welche die verschiebbaren Lasten separat
vorliegen und entsprechend realistisch simuliert werden können, ermöglicht wirklich-
keitsnahe Aussagen über die Effekte von DSM.
Die modellierten DSM-Verfahren beschränken sich auf die Verschiebung von Las-
ten mit einem festen Lastprofil. Diese Einschränkung erfolgt aus zwei Gründen: Zum
einen handelt es sich bei einer solchen Verschiebung um ein technisch relativ ein-
fach umsetzbares DSM, für welches keine weitere Daten wie die Raumtemperatur
aufgezeichnet und modelliert werden müssen. Zum anderen geht die Verschiebung
mit keinen Komforteinbußen einher, da der Nutzer die zeitlichen Restriktionen selbst
wählt. Da in dem REFIT Datensatz der Verbrauch von großen Haushaltsgeräten wie
Geschirrspülmaschinen, Waschmaschinen und Trocknern separat angegeben sind,
können die verschiebbaren Lasten auf Basis dieser empirischen Daten simuliert wer-
den. Soweit bekannt, wurden koordinative DSM-Verfahren bisher noch nicht für
verschiebbare Lasten mit festem Lastprofil evaluiert.
Bei der Zielsetzung, die Stromkosten zu senken, werden zeit-abhängige Strom-
preise modelliert, welche mit den Day-Ahead-Preisen der Europäischen Strombörse
EPEX SPOT SE verknüpft sind (vgl. Abschnitt 2.4.2). Bei der Zielsetzung, den
Strombedarf zu glätten, werden die Strompreise nicht variiert. Dies ist für das ko-
ordinative Verfahren unkonventionell: In den verwandten Arbeiten werden die Kos-
ten üblicherweise als quadratische Funktionen in Abhängigkeit der Gesamtlast mo-
delliert, um so indirekt die PAR zu senken. Nach der aktuellen Gesetzgebung in
Deutschland sind solche last-abhängige Strompreise jedoch nicht vorgesehen und da
auch andere Vergütungsmodelle für die Flexibilität der verschiebbaren Lasten denk-
bar sind und zur Evaluation der möglichen Effekte auf die Energiebilanzen und die
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CO2-Emissionen keine Festlegung notwendig ist, werden die Stromkosten bei dieser
Zielsetzung außen vor gelassen und direkt der Strombezug geglättet.
Die Modellierung der flexiblen Lasten und der Strompreise sowie die Algorithmen
zur Lastverschiebung werden im nächsten Abschnitt vorgestellt.
3.3 Modellierung
Es wird ein Microgrid betrachtet, welches mehrere Haushalte und optional PV-
Anlagen umfasst (vgl. Modellierung aus Kapitel 2). Im Folgenden werden der Strom-
verbrauch, die Solarstromerzeugung sowie die potentiellen Freiheitsgrade für die
Anwendung von DSM formell modelliert. Dazu werden der Verbrauch und die Er-
zeugung jeweils durch diskrete Zeitreihen beschrieben, die den Verbrauch in 15
Minuten-Intervallen angeben. Die Optimierung erfolgt jeweils 24 Stunden im Voraus
und unter der Annahme, dass die auftretenden Lasten in dieser Zeit bekannt sind.
3.3.1 Modellierung der Komponenten
3.3.1.1 Modellierung der Verbraucher
Sei N die Anzahl der Haushalte im Microgrid, An die Menge an Verbrauchern
in einem Haushalt n ∈ {1, . . . , N} und yt,na der Strombedarf eines Verbrauchers
a ∈ An in dem Zeitintervall t eines Tages, t ∈ {1, . . . 96}. Der gesamte Strombedarf
für einen Haushalt n in dem Zeitintervall t ist dann
yt,n =
∑
a∈An
yt,na . (3.1)
Der gesamte Strombedarf des Microgrids im Zeitintervall t ist
yt =
N∑
n=1
∑
a∈An
yt,na . (3.2)
Der Vektor yn := (y1,n . . . , y96,n) bezeichne den Strombedarfsvektor für einen Tag
eines Haushaltes n und y := (y1, . . . , y96) den Strombedarfsvektor eines Tages für
das gesamte Microgrid.
Das Optimierungspotential liegt darin, die Durchführung einiger Lasten zeitlich
zu verschieben. In Abschnitt 3.2 wurde eine Unterscheidung zwischen drei Arten
von Lasten vorgestellt: (1) nicht-verschiebbare Lasten, (2) verschiebbare Lasten mit
einem festen Lastprofil und (3) verschiebbare Lasten mit einem flexiblen Lastprofil.
Zu ersteren gehört der Stromverbrauch von Lampen, von Küchengeräten wie bei-
spielsweise einem Herd oder einem Mixer. Die auftretenden Lasten werden genau
zu dem Zeitpunkt benötigt, zu dem sie angefordert werden. Sie bieten daher kein
Potential für die Anwendung von DSM. Der Bedarf eines Verbrauchers a ∈ An in
einer Wohnung n mit nicht flexiblen Lasten wird mit einem Bedarfsvektor yn,a mo-
delliert, der sich nicht verschieben lässt. Die einzige Lösungsmenge zur Allokation
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dieser Lasten ist dann durch den Bedarfsvektor des Verbrauches gegeben. Sie wird
durch Yn,a=
{
yn,a
}
beschrieben.
Die zweite Art von Lasten tritt bei Haushaltsgeräten auf, welche ein festes
Lastprofil haben und bei welchen der Nutzer oftmals nicht auf eine direkte Aus-
führung besteht. Dies ist zum Beispiel der Waschvorgang einer Waschmaschine
oder einer Spülmaschine. Solange die Wäsche in einem gewissen Zeitintervalls fertig
wird, treten bei dem Nutzer keine Komforteinbußen durch eine Lastverschiebung
auf. Dies wird, wie folgt, modelliert: Sei a ∈ An ein Verbraucher in einer Woh-
nung n mit einer zeitlich verschiebbaren Last mit einem festen Lastprofil, welches
durch eine Folge von Viertelstundenlasten y¯n,a = (y¯1,na , y¯1,na , . . . , y¯δn,a,na) beschrie-
ben wird. Die Dauer der Ausführung umfasse δn,a Viertelstunden. Diese Last soll
innerhalb eines vom Nutzer vorgegebenen Intervall [αn,a;βn,a] ausgeführt werden,
αn,a, βn,a ∈ {1, . . . , 96} , αn,a ≤ βn,a− δn,a + 1. Sei εn,a= δn,a− 1, dann lässt sich die
Menge der möglichen Realisierungen dieser Last darstellen als:
Ya,n =
y ∈ R96+
∣∣∣∣∣
∃k ∈ [αn,a;βn,a − εn,a] :
yt =
{
y¯t−k+1,an ,wenn t ∈ [k, k + εn,a],
0, sonst.
 (3.3)
Die dritte Art von Lasten sind verschiebbare Lasten mit einem flexiblen Last-
profil. Zu diesen gehört zum Beispiel der Ladeprozess eines Elektroautos oder ther-
mische Lasten wie sie durch elektrische HVAC-Anlagen (Heating, Ventilation and
Air Conditioning) oder Kühlgeräte wie Kühlschränke oder Gefriertruhen auftreten.
Diese Verbraucher erfordern eine spezifische Modellierung, welche bei thermischen
Lasten i.d.R. mit komplexen Restriktionen einhergeht. In der vorliegenden Analyse
wird auf die separate Modellierung dieser Lasten verzichtet. Sie gehen als nicht-
verschiebbare Lasten in die Modellierung ein.
Die Menge der Möglichkeiten Yn, welche der Bedarf eines Haushaltes durch
die Lastverschiebungen annehmen kann, ergibt sich aus den Kombinationen der
Möglichkeiten für die einzelnen Lasten a ∈ An:
Yn =
{∑
a∈An
yn,a|yn,a ∈ Ya,n
}
. (3.4)
Die Menge der Möglichkeiten Y des Gesamtbedarfsvektors y des Microgrids ergibt
sich aus den Kombinationen der einzelnen Möglichkeiten aller Bedarfsvektoren im
Microgrid:
Y =
{
N∑
n=1
∑
a∈An
yn,a|yn,a ∈ Ya,n
}
. (3.5)
3.3.1.2 Modellierung der Stromerzeugung
Analog zu den nicht-verschiebbaren Verbrauchern lässt sich die Stromerzeugung der
volatilen, nicht skalierbaren Energieerzeuger im Smart Grid modellieren. In dieser
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Arbeit werden ausschließlich PV-Anlagen betrachtet: Sei M die Menge der PV-
Anlagen und st,m die Stromerzeugung von einer Anlage m ∈M in der t-ten Viertel-
stunde. Der Vektor sm = (s1,m, . . . , s96,m) beschreibt die nicht-steuerbare Stromer-
zeugung einer Anlage m ∈M an einem Tag.
Bei der Modellierung der volatilen Stromerzeugung wird unterschieden, ob es
sich um Anlagen handelt, welche einem einzelnen Haushalt oder dem Microgrid als
Ganzes zugeordnet sind. Dies ist von Bedeutung, da die gemeinsame Nutzung einer
PV-Anlage sich nur koordinativ optimieren lässt. Bei der Anwendung von indivi-
duellem DSM werden daher PV-Anlagen modelliert, welche jeweils einem Haushalt
zugeordnet sind. Bei der Anwendung eines koordinatives DSM wird eine gemeinsame
PV-Anlage modelliert.
Ist eine Solaranlage n ∈M einem Haushalt zugeordnet, so wird der Solarstrom,
welcher von diesem Haushalt nicht verwendet wird, in das Verteilernetz eingespeist:
Es sei ft,n = max(st,n − yt,n; 0) der eingespeiste Strom im Zeitintervall t des Haus-
halts n und ft =
∑
n ft,n die aggregierte Einspeisung der Haushalte in N . Ist
dem Microgrid genau eine gemeinsame Solaranlage zugeordnet, so kann der Solar-
strom von allen Haushalten bezogen werden und die Einspeisung berechnet sich aus
ft = max(st−yt; 0), wobei st die Solarstromerzeugung der gemeinsamen Solaranlage
im Zeitintervall t beschreibe.
3.3.2 Modellierung der Stromtarife
Es werden zwei Arten von Stromtarifen untersucht: (1) Bei der Zielsetzung, den
Strombedarf zu glätten, wird ein fester Strompreis cø in Cent (ct) pro kWh mo-
delliert, der unabhängig von der Zeit des Verbrauchs ist. (2) Bei der Zielsetzung,
die Stromkosten unter RTP zu minimieren, werden zeitabhängige Strompreise ct
[ct/kWh] modelliert, welche von den Day-Ahead-Preisen der Europäischen Strom-
börse EPEX SPOT SE abhängen (vgl. Abschnitt 2.4.2). Die Spezifikation der Werte
erfolgt in Abschnitt 3.4.2.
3.3.3 Modellierung der CO2-Emissionen
Durch den Bezug von Strom aus dem Netz entstehen in den vorgelagerten Produkti-
onsprozessen Treibhausgase. Der Emissionsfaktor des Strommixes gibt an, wie viele
CO2-Emissionen [g/kWh] durchschnittlich bei der Erzeugung einer Kilowattstunde
Strom für den Endverbraucher emittiert werden (vgl. Abschnitt 2.3.3). Dabei ist der
Emissionsfaktor von der Zusammensetzung des Strommixes abhängig. Durchschnitt-
lich betrug der Emissionsfaktor 587 g/kWh im zweiten Quartals 2015 (vgl. [37]).
In der Evaluation der Verfahren wird einmal mit einem gleichbleibenden Emis-
sionsfaktor gerechnet und einmal mit einem, welcher sich proportional zu den va-
riablen Strompreisen verhält. Der Strompreis an der Strombörse ergibt sich aus
Angebot und Nachfrage. Da die Volatilität des Angebots erheblich durch die erneu-
erbaren Energien getrieben ist, wird bei dem zweiten Ansatz angenommen, dass der
Strom dann günstiger ist, wenn viel Strom aus erneuerbaren Energien zur Verfügung
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steht und damit auch der Emissionsfaktor geringer ist. Die explizite Korrelation wird
in Abschnitt 3.4.3 spezifiziert.
3.3.4 Optimierungsziele
Es werden zwei Optimierungsziele betrachtet, welche in den Experimenten getrennt
ausgewertet werden.
3.3.4.1 DSM zur Glättung des Strombedarfs
Aus Sicht der Energieversorgers ist ein möglichst gleichmäßiger Strombedarf mit ge-
ringen Spitzenlasten vorteilhaft, um so den Bezug von teurem Strom aus Spitzenlast-
kraftwerken zu reduzieren. Um dies zu erreichen, wird der Strombezug im Microgrid
optimiert: Sei pt,n der Strombezug eines Haushaltes n im Zeitintervall t eines Tages,
angeben in kWh. Dieser Wert berechnet sich aus der Differenz des Strombedarfs yt,n
und der Solarstromerzeugung st,mn einer ggf. zugehörigen Solaranlage mn ∈M :
pt,n = max (yt,n − st,mn ; 0) .
Der Vektor pn = (p1,n, . . . , p96,n) beschreibt die Bezugskurve eines Haushalts n im
Laufe des Tages. Bei der Umsetzung von DSM als individuelle Optimierung in einem
Haushalt soll dieser Strombezug pn geglättet werden. Dafür wird in der vorliegenden
Arbeit die Allokation y∗n ∈ Yn gesucht, welche den lokalen Bezugsvektor pn in der
‖ · ‖2-Norm minimiert:
y∗n = arg min
yn∈Yn
‖pn‖22 = arg min
yn∈Yn
96∑
t=1
max (yt,n − st,mn ; 0)2 . (3.6)
Der Gesamtbezug des Microgrids wird durch den Vektor p = (p1, . . . , p96) dar-
gestellt, welcher sich aus der Summe der Strombezüge der einzelnen Haushalte ab-
züglich einer ggf. dem Microgrid zugeordneten Solaranlage m ∈M darstellt:
pt = max
(
N∑
n=1
pt,n − st,mn ; 0
)
.
Bei der Umsetzung eines koordinativen DSM soll der gesamte Strombezug p des
Microgrids geglättet werden. Dafür wird der Lastplan y∗ ∈ Y gesucht, welcher den
Strombezugsvektor p in der ‖ · ‖2-Norm minimiert:
y∗ = arg min
y∈Y
‖p‖22 = arg min
y∈Y
96∑
t=1
(pt)
2. (3.7)
3.3.4.2 DSM zur Minimierung der Stromkosten bei RTP
Liegen variable Strompreise vor, ist es für die Nutzer attraktiv, DSM zu nutzen, um
die Stromkosten zu reduzieren. Geht man davon aus, dass der Emissionsfaktor des
62Kapitel 3. Optimierung des Stromverbrauchs durch DSM
Strommixes mit dem variablen Strompreis korreliert ist, werden zudem die CO2-
Emissionen reduziert. Die variablen Stromkosten einer Wohnung n für einen Tag
berechnen sich aus:
96∑
t=1
cp,t pt,n,
wobei cp,t wie zuvor den Strompreis im Zeitintervall t darstellt. Bei individuellem
DSM wird nach dem Lastplan y∗ ∈ Y gesucht, für welchen die lokalen Kosten
minimiert werden:
y∗n = arg min
yn∈Yn
96∑
t=1
cp,t pt,n = arg min
yn∈Yn
96∑
t=1
cp,t max (yt,n − st,mn ; 0) . (3.8)
Die Reduktion der Stromkosten ist weitgehend unabhängig von anderen Haushalten,
da die Strompreise durch den Verbrauch anderer Haushalte nicht beeinflusst werden.
Ist dem Microgrid eine gemeinsame Solaranlagem zugeordnet, von der alle Haus-
halte Strom beziehen können, kann die Nutzung des Solarstroms durch ein koordi-
natives DSM optimiert werden. In diesem Fall sollen durch die Lastverschiebungen
die gesamten Stromkosten des Micorgrids minimiert werden:
y∗ = arg min
y∈Y
96∑
t=1
cp,t pt = arg min
y∈Y
96∑
t=1
cp,t max
(
N∑
n=1
pt,n − st,m; 0
)
. (3.9)
3.3.5 Umsetzung der DSM-Verfahren
3.3.5.1 Individuelles DSM
Wird der Strombezug jeweils in einer Wohnung optimiert, ist die Anzahl der Mög-
lichkeiten zur Lastverschiebung sehr eingeschränkt und wird in dieser Arbeit durch
einen Test der vorhandenen Möglichkeiten zur Lösung von (3.6) und (3.8) bestimmt.
3.3.5.2 Koordinatives DSM
Zur Bestimmung der Lastverschiebungen bei dem koordinativen Modell werden die
Verhandlungsstrategien aus [2] umgesetzt. Die lokalen Agenten der N Haushalte
vertreten die Interessen der Wohnungen und werden als N nicht-kooperative Spieler
angesehen. Das Optimierungspotential eines Spielers n ist in der Menge der Mög-
lichkeiten Yn beschrieben (Gleichung (3.4)) und wird als die Menge der Strategien
des Spielers n bezeichnet. Durch die Verhandlungen soll ein Nash-Gleichgewicht ge-
funden werden, das heißt eine Wahl der Strategien (y∗1, . . . ,y∗N ) ∈ Y1 × · · · × YN ,
bei der es für keinen Spieler n sinnvoll ist, von seiner Strategie y∗n abzuweichen. Das
lokale Optimierungsziel eines Spielers ist abhängig von der globalen Zielsetzung und
der voraussichtlichen Auslastung im Microgrid. Innerhalb der Verhandlung werden
die lokalen Optimierungsprobleme iterativ aktualisiert.
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Glättung des Strombedarfs Der gesamte Stromimport des Microgrids p soll
geglättet werden. Das globale Optimierungsproblem ist in Gleichung (3.7) beschrie-
ben. Sei für jeden Spieler n der Strombezug der anderen Spieler durch den Vektor
y−n = (y1,−n, . . . , y96,−n) dargestellt. Dieser kann von dem Spieler n nicht beein-
flusst werden; die „best response“ eines Spielers liegt darin, das lokale Optimum y∗n
zur Allokation seiner Lasten zu finden:
y∗n = arg min
yn∈Yn
‖p‖2 = arg min
yn∈Yn
96∑
t=1
max(yt,−n + yt,n − st; 0)2, (3.10)
dabei sei st die Solarstromerzeugung der dem Microgrid als Ganzes zugeordnete
Solaranlage im Zeitintervall t.
Jeder Spieler meldet zunächst eine mögliche zeitliche Verteilung seines Strom-
bedarf yn an den Energieversorger, vertreten durch einen Koordinierungsagenten.
Dieser berechnet daraus die aktuell gemeldete Gesamtlast y und gibt diese sowie
die voraussichtliche Solarstromerzeugung s an die Spieler weiter, welche iterativ das
lokale Optimierungsproblem zur Bestimmung ihrer Lasten (3.10) berechnen und im
Anschluss die Gesamtlast y updaten. Die lokalen Optimierungen der Spieler werden
solange wiederholt, bis (fast) keine Anpassungen der Lastpläne mehr vorgenommen
werden. Da das lokale Optimierungsproblem für jeden Spieler konvex ist, wird durch
die iterativen Verhandlungen ein Nash-Gleichgewicht erreicht. Dieses Gleichgewicht
entspricht nicht notwendigerweise dem globalen Optimum von (3.7), weshalb die
Methodik nicht notwendigerweise individuellen Optimierungen überlegen sein muss.
Der Algorithmus ist in Anlehnung an die Darstellung in [2] in Tab. 3.1 beschrieben.
Tabelle 3.1: DSM-Algorithmus für koordinatives DSM
Koordinativer DSM-Algorithmus
– durchgeführt von jedem Spieler n ∈ {1, . . . , N}.
1: Initialisiere ein mögliches yn und gib es an koordinativen Agenten weiter.
2: Bei Empfang von Gesamtlastplan y von koordinativem Agenten,
3: berechne y−n = y− yn
4: Wiederhole:
5: In zufälligen Zeitabständen:
6: Löse lokales Optimierungsproblem (3.10), bzw. (3.11).
7: Wenn sich die Lösung von yn unterscheidet,
8: führe ein Update der lokalen Planung yn durch,
9: berechne den Gesamtlastplan y = y−n + yn neu,
10: kommuniziere neuen Gesamtlastplan y an die anderen Spieler.
11: Wenn die Information über einen geänderten Gesamtlastplan eintrifft,
12: führe ein Update von y−n = y− yn durch.
13: Abbruch, wenn keine geänderten Lastpläne mehr empfangen werden.
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Minimierung der Stromkosten Die gesamten Stromkosten des Microgrids sol-
len minimiert werden. Das angewendete Verhandlungsverfahren ist nahezu dasselbe
wie zur Glättung des Strombedarfs mit dem Unterschied, dass sich die lokalen Op-
timierungsprobleme für jeden Spieler zur Bestimmung des lokalen Lastplans y∗ nun
durch das globale Optimierungsproblem aus Gleichung (3.9) ableiten:
y∗n = arg min
yn∈Yn
96∑
t=1
cp,tpt = arg min
yn∈Yn
96∑
t=1
cp,t max(yt,−n + yt,n − st; 0), (3.11)
wobei st wie zuvor die Solarstromerzeugung der dem Microgrid als Ganzes zugeord-
nete Solaranlage im Zeitintervall t sei. Letztlich wird in der Verhandlung hauptsäch-
lich über die optimale Verteilung dieses Solarstroms verhandelt, da die zeitvariablen
Strompreise selbst unabhängig von der Höhe der Lasten sind.
3.3.6 Konvergenzverhalten gegen globales Optimum
3.3.6.1 Lokale Optima bei individuellem DSM
Bei dem individuellen DSM wird nach einer jeweils optimalen Lösung des lokalen
Optimierungsproblems gesucht. Dass bei der Zielsetzung, den Strombedarf zu glät-
ten, die einzelnen Lösungen nicht zwingend zu der bestmöglichen Auslastung für
einen Verbund von mehreren Haushalten führen, lässt sich durch ein einfaches Bei-
spiel darstellen:
Bsp.1: Es werden zur Vereinfachung zwei Haushalte ohne PV-Anlage mit je-
weils zwei Lasten, einer festen Last 1 und einer flexiblen Last 2, über den Zeitraum
von zwei Zeitintervallen t = 1, 2 betrachtet: Sei y1,1 = (1; 0) der feste Stromver-
brauch des Haushaltes 1 in den betrachteten Zeitintervallen und y¯1,2 = (1) das feste
Lastprofil der einzigen verschiebbaren Last dieses Haushaltes, welche in einem der
beiden Zeitintervalle realisiert werden soll. Für den zweiten Haushalt sei y2,1 = (1; 0)
der feste Stromverbrauch und y¯2,2 = (3) die einzige verschiebbare Last in dem be-
trachteten Zeitraum. Durch die individuellen DSM-Verfahren werden die flexiblen
Lasten so verschoben, dass der Strombezug des ersten Haushaltes durch den Vektor
y1 = (1; 1) beschrieben wird und der des zweiten Haushaltes durch y2 = (1; 3).
Es wird jeweils der bestmögliche lokale Zustand angenommen. Wird jedoch der ge-
meinsame Strombezug y = (2; 4) betrachtet, so wird deutlich, dass dies nicht der
bestmöglichen globalen Auslastung y∗ = (3; 3) entspricht, welche durch Lastver-
schiebungen möglich wäre. Die Lastverschiebungen des Beispiels sind graphisch in
Abb. 3.2 dargestellt.
3.3.6.2 Nash-Gleichgewichte bei koordinativem DSM
Bei dem koordinativen Verfahren wird durch Verhandlungen nach dem globalen
Optimum des Microgrids gesucht und in dem genannten Bsp. 1 würde dieses durch
die iterative Anpassung der Lastpläne auch angenommen werden. In dem Artikel [2]
wird gezeigt, dass dies bei speziellen Annahmen über die verschiebbaren Lasten
3.3. Modellierung 65
Abbildung 3.2: DSM Bsp. 1: Durch die individuelle Lastverschiebungen zweier Haus-
halte wird jeweils das lokale Optimum angenehmen. Dies entspricht nicht der best-
möglichen globalen Auslastung.
immer der Fall ist. Dass dies jedoch nicht generell gilt, wenn verschiebbare Lasten
mit einem festen Lastprofil berücksichtigt werden, wird an Beispiel 2 deutlich:
Bsp.2: Es werden wieder zwei Haushalte ohne PV-Anlage über den Zeitraum
von zwei Zeitintervallen t = 1, 2 betrachtet und es wird ein möglichst gleichmäßiger
Strombezug angestrebt: Sei y1,1 = (0; 2) der feste Stomverbrauch des Haushaltes 1
und y¯1,2 = (4) das feste Lastprofil der einzigen verschiebbaren Last dieses Haushal-
tes, welche in einem der beiden Zeitintervallen realisiert werden soll. Für den zweiten
Haushalt sei der feste Stromverbrauch y2,1 = (1; 0) und der y¯2,2 = (3) eine verschieb-
bare Last. Der vorläufige Gesamtverbrauch y = (8; 2) ergibt sich durch die Addition
der Lastprofile, wenn beide Haushalte die flexible Last zunächst für t = 1 anmelden.
In dem Beispiel beginnt der Haushalt 1 mit der Optimierung und verschiebt seine
flexible Last in das zweite Zeitintervall. Dann ist bereits ein Nash-Gleichgewicht er-
reicht. Die alleinige Verschiebung der eigenen flexiblen Lasten führt bei keinem der
beiden Haushalte mehr zu einer gleichmäßigeren Auslastung. Damit endet die ko-
ordinative Optimierung an dieser Stelle, obwohl das Nash-Gleichgewicht nicht der
bestmöglichen globalen Auslastung y∗ = (5; 5) entspricht, welche durch Lastver-
schiebungen möglich wäre. Das Beispiel 2 ist graphisch in Abb. 3.3 dargestellt. In
diesem Beispiel würde das globale Optimum durch die individuellen DSM-Verfahren
erreicht werden.
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Abbildung 3.3: DSM Bsp. 2: Mögliche Lastverschiebung bei koordinativem DSM.
Durch die Optimierung des ersten Haushaltes wird in den Verhandlungen ein Nash-
Gleichgewicht erreicht, so dass es für keinen der beiden Haushalte mehr strategisch
günstig ist, seinen Bedarf anzupassen. Dabei entspricht das Nash-Gleichgewicht
nicht der bestmöglichen globalen Auslastung.
Die Beispiele zeigen, dass durch beide Verfahren nicht notwendigerweise die best-
möglichen Lastverschiebungen angenommen werden. In beiden Fällen kann man je-
doch davon ausgehen, dass die Spitzenlasten insgesamt gesenkt werden. Im Folgen-
den werden beide Verfahren für jeweils ein knapp Jahr auf realen Verbrauchsdaten
simuliert und ihre Effekte auf den Strombezug des Microgrids analysiert.
3.4 Simulation
3.4.1 Spezifikation der Komponenten
3.4.1.1 Spezifikation der Verbraucher
Die Verbraucher werden wie in Kapitel 2 mittels der Datenaufzeichungen des Strom-
verbrauchs des REFIT Projekts [48] simuliert. Der Datensatz umfasst den Stromver-
brauch von 20 Wohnungen in Großbritannien in 15 Minuten-Intervallen. Es werden
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die Aufzeichnungen von zwölf Häusern (2, 3, 4, 6, 7, 10, 11, 15, 17, 18, 19 und 20)
zur Simulation des Strombedarfs verwendet (vgl. Absatz 2.4.1.2). Der Datensatz
umfasst 340 Tage, beginnend am 04.Juni 2014.
Zu jedem Haushalt sind die Verbrauchsdaten einzelner Haushaltsgeräte separat
angegeben. Dazu gehören beispielsweise Geschirrspülmaschinen, Waschmaschinen,
Trockner, Kühlschränke, Gefriertruhen, Fernsehgeräte, Toaster und Wasserkocher.
Als flexible Lasten werden die Verbräuche von Geschirrspülmaschinen, Waschma-
schinen und Trocknern identifiziert und zur Verschiebung durch die DSM-Verfahren
freigegeben. Der Anteil der verschiebbaren Lasten liegt bei 10,9% des Gesamtver-
brauchs. Dabei werden verschiedene Grade der Flexibilität verwendet: Ausgehend
von der originalen Lastallokation wird angenommen, dass eine Last entweder jeweils
um eine halbe Stunde, 1 Stunde, 2 Stunden oder 12 Stunden zeitlich nach vorne und
hinten verschoben werden kann.
3.4.1.2 Spezifikation der Erzeuger
Wie in Abschnitt 2.4.1 wird ein Microgrid modelliert, in welchem eine PV-Anlage
mit 18 kWp installierter Leistung integriert ist. Zur Simulation der Solarstromer-
zeugung werden die durchschnittlichen Tagesverläufe für jeden Monat gemäß der
Simulation mit dem geographischen Informationssystem PVGIS des Joint Research
Center der europäischen Kommission für eine solche Anlage in Hildesheim verwendet
(vgl. Abschnitt 2.4.1).
3.4.2 Spezifikation der Stromtarife
Für den Stromtarif werden zwei Szenarien implementiert: Ein fester Strompreis und
Real Time Pricing. Im ersten Fall wird angenommen, dass der Preis für eine kWh
Strom einen konstanten Wert cp über den gesamten Simulationszeitraum annimmt.
Für die explizite Berechnung der Betriebskosten wird der durchschnittliche Preis in
Deutschland in der zweiten Jahreshälfte 2015 verwendet: cp = 29, 51 ct/kWh (vgl.
Abschnitt 2.4.2).
Für die Strompreise des RTP wird ebenfalls wie in Abschnitt 2.4.2 angenom-
men, dass die zeitvariablen Strompreise cp,t mit den Preisen der Day-Ahead Auction
der Europäischen Strombörse (EPEX SPOT SE) verknüpft sind und einen Tag im
Voraus bekannt gemacht werden. Dazu wurden die Handelspreise für den entspre-
chenden Zeitraum der Homepage der EPEX SPOT SE6 entnommen und mit einem
Faktor von 7 multipliziert, da die Handelspreise an der Börse um ein Vielfaches
niedriger sind als haushaltsübliche Strompreise. Zudem wird ausgeschlossen, dass
der Strompreis einen niedrigeren Wert als die Einspeisevergütung annehmen kann,
und der Strompreis daher mit 12,5 ct/kWh von unten beschränkt. Der durchschnitt-
liche Strompreis beträgt somit 26, 38 ct/kWh.
Die Einspeisevergütung wird in den DSM-Verfahren nicht berücksichtigt. Solange
sie – wie modelliert – kleiner als der niedrigste Strompreis ist, hat sie keinen Einfluss
6 https://www.epexspot.com/en/market-data
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auf die DSM-Verfahren. In der nachfolgenden Auswertung der Stromkosten wird mit
einer Einspeisevergütung von cf = 11 ct/kWh gerechnet (vgl. Abschnitt 2.4.2).
3.4.3 Spezifikation der CO2-Emissionsfaktoren
Der durchschnittliche Emissionsfaktor des deutschen Strommixes lag im zweiten
Quartals 2015 bei 587 g/kWh (vgl. [37]).
In der Auswertung werden davon ausgehend zwei Szenarien implementiert: Im
ersten Fall wird angenommen, dass der Emissionsfaktor konstant über den ganzen
Simulationszeitraum den Wert ep = 587 g/kWh annimmt. Im zweiten Fall werden
zeitvariable Strompreise modelliert und angenommen, dass der Emissionsfaktor sich
proportional zu den variablen Strompreisen verhält: ep,t = 22, 3 cp,t. Der Faktor
22, 3 ist so gewählt, dass der durchschnittliche Emissionsfaktor weiterhin 587 g/kWh
beträgt.
3.4.4 Kennzahlen
Zur Evaluation der Effekte der DSM-Algorithmen werden je nach Zielsetzung ver-
schiedene Kennzahlen berechnet. Soll der Strombezug geglättet werden, werden,
wie in Abschnitt 2.4.3 (1) die durchschnittliche tägliche Reduktion der Spitzenlas-
ten (Peak Reduction, abgekürzt mit PRd) und (2) die durchschnittliche tägliche
Peak-to-Average Ratio (PARd) bestimmt:
PRd := 1− 1
K
K−1∑
k=0
maxt∈[96k+1,96(k+1)] pt
maxt∈[96k+1,96(k+1)] yt
, (3.12)
PARd :=
1
K
K−1∑
k=0
maxt∈[96k+1,96(k+1)] pt
1
96
∑96(k+1)
t=96k+1 pt
, (3.13)
wobei K = 340 die Anzahl der Tage in der Simulation beschreibt. Bei der Minimie-
rung der Stromkosten wird der durchschnittliche Strompreis für den importierten
Strom angegeben:
cøp :=
∑
cp,t pt∑
pt
. (3.14)
Zusätzlich werden bei allen DSM-Verfahren die Effekte auf die Energiebilanzen
untersucht und dazu angegeben, wie hoch die Anteile des Strombezugs und der
Solarstromerzeugung und wie hoch der Anteil des eingespeisten Stroms im Verhältnis
zum Gesamtbedarf sind (vgl. 2.4.3):
APV :=
∑
st∑
yt
, ANetz :=
∑
pt∑
yt
, AFIT :=
∑
ft∑
yt
. (3.15)
Aus diesen Werten können die Stromkosten und die CO2-Emissionen rekonstruiert
werden.
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Abbildung 3.4: Simulation der DSM-Verfahren für einen Tag im Oktober unter An-
nahme, dass die Lasten um ±12 Stunden verschoben werden dürfen.
3.5 Ergebnisse der Simulation
Die Simulation der DSM-Verfahren wurde für den Zeitraum von Juni 2014 bis Mai
2015 durchgeführt und ausgewertet.
Die Auswertung ist analog zu der Auswertung der optimierten BHKW-Steuerung
in Abschnitt 2.5 aufgebaut. Zunächst werden die Effekte der Verfahren auf die Ener-
giebilanzen an Beispieltagen veranschaulicht, um im Weiteren die Kennzahlen im
Hinblick auf die Jahresenergiebilanzen, die Stromkosten, die Reduktion der Spitzen-
lasten und die CO2-Emissionen zu analysieren.
3.5.1 Energiebilanzen
3.5.1.1 Beispieltage
Die implementierten DSM-Verfahren haben unterschiedliche Effekte auf den Strom-
bezug des Microgrids. In Abb. 3.4 ist für jedes Verfahren der simulierte Strombezug
mit und ohne DSM für den 02. Oktober 2014 dargestellt. Der Zeitraum, in welchen
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die flexiblen Lasten verschoben werden können, umfasste dabei in der Simulation
±12 Stunden.
Für das individuelle DSM zur Glättung des Strombezugs ist eine Verschiebung
der Lasten hin zur Mittagszeit erkennbar. Die absoluten Spitzenlasten werden nur
geringfügig reduziert, da sie in diesem Fall nicht verschiebbar sind. Ein Peak am
späteren Abend kann durch die Lastverschiebungen vermieden werden. Allerdings
entsteht um die Mittagszeit ein neuer, wenn auch kleinerer Peak. Dies lässt sich
damit erklären, dass die flexiblen Lasten der einzelnen Haushalte jeweils in die Mit-
tagszeit gelegt werden, um einen größtmöglichen Teil dieser Lasten durch den zur
Verfügung stehenden Strom der haushaltseigenen Solaranlage abzudecken. Dabei ist
in einigen Fällen ein zusätzlicher Stromimport notwendig. Dadurch ergibt sich bei
der Kumulation der Bezüge der neue Mittagspeak. Dieser Effekt wird bei dem ko-
ordinativen Verfahren durch die Verhandlungen vermieden. Der Strombezug wird
insgesamt gleichmäßiger.
Bei den DSM-Verfahren mit Real-Time-Pricing, bei welchen die Lasten mit Blick
auf die Stromkosten minimiert werden, werden die flexiblen Lasten in die Zeiten
verschoben, in welchen die Strompreise am niedrigsten sind. An dem dargestellten
Beispieltag liegen diese am frühen Morgen zwischen 04:00Uhr und 05:00Uhr vor.
Zu diesem Zeitpunkt entsteht durch die Lastverschiebungen ein neuer Peak. Un-
terschiede zwischen dem individuellen DSM und dem koordinativen DSM sind nur
zur Mittagszeit erkennbar, in welcher die gemeinsame Solaranlage bei dem koordi-
nativen DSM-Verfahren effektiver genutzt werden kann als bei dem individuellen
DSM.
3.5.1.2 Jahresbilanzen
Die in der Simulation, welche knapp ein Jahr (340 Tage) umfasst, ermittelten Kenn-
zahlen sind in den Tabellen 3.2 und 3.3 dargestellt. Dabei sollen zunächst die Ef-
fekte auf die Zusammensetzung der Stromversorgung betrachtet werden: Ist keine
PV-Anlage integriert, so ändert sich durch die DSM-Verfahren nichts daran, dass
der komplette Strombedarf aus dem Netz gezogen wird. Da zudem die Lasten nur
verschoben und nicht verkleinert werden, ändert sich auch die Menge des Stromim-
portes nicht. Die Effekte sind ausschließlich in der Verteilung der Lasten bemerkbar.
In den weiteren Abschnitten werden die diesbezüglichen Effekte detailliert im Hin-
blick auf die Glättung des Strombezugs, die Stromkosten und die CO2-Emissionen
untersucht.
Sind PV-Anlagen Bestandteil des Microgrids, so reduziert sich der Strombezug
ANetz für alle DSM-Verfahren, da durch eine Erhöhung des Eigenverbrauchs sowohl
der Strombezug geglättet wird, als auch die Stromkosten sinken. Bei dem indivi-
duellen DSM zur Glättung des Strombezugs sinkt der Anteil der Einspeisung von
8,9% auf 7,5%, wenn die Lasten ±12 Stunden verschoben werden dürfen. Hier zeigt
sich der Vorteil des koordinativen DSM: Der Anteil der Einspeisung wird bei diesem
Verfahren von 3% auf 1,1% gesenkt, so dass nahezu die komplette Solarstromer-
zeugung vor Ort genutzt werden kann. Dabei wird deutlich, dass eine Solaranlage
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Tabelle 3.2: Ergebnisse der Simulation der DSM-Verfahren zur Glättung des Strom-
bedarfs
Microgrid Kennzahlen
DSM Flexibilität PV APV ANetz AFIT PARd PRd
ind. – – – 100% – 2,41 –
ind. ±0, 5 h – – 100% – 2,35 0,02
ind. ±1 h – – 100% – 2,31 0,04
ind. ±2 h – – 100% – 2,27 0,05
ind. ±12 h – – 100% – 2,18 0,09
ind. – 12×1,5 kWp 32,3% 76,6% 8,9% 2,92 0,09
ind. ±0, 5 h 12×1,5 kWp 32,3% 76.4% 8,7% 2,84 0,12
ind. ±1 h 12×1,5 kWp 32,3% 76,2% 8,6% 2,79 0,14
ind. ±2 h 12×1,5 kWp 32,3% 76,0% 8,3% 2,73 0,15
ind. ±12 h 12×1,5 kWp 32,3% 75,2% 7,5% 2,66 0,19
koord. – – – 100% – 2,41 –
koord. ±0, 5 h – – 100% – 2,21 0,08
koord. ±1 h – – 100% – 2,18 0,09
koord. ±2 h – – 100% – 2,16 0,10
koord. ±12 h – – 100% – 2,15 0,10
koord. – 18 kWp 32,3% 70,7% 3,0% 3,21 0,10
koord. ±0, 5 h 18 kWp 32,3% 70,3% 2,7% 2,95 0,17
koord. ±1 h 18 kWp 32,3% 70,1% 2,4% 2,93 0,19
koord. ±2 h 18 kWp 32,3% 69,7% 2,0% 2,91 0,20
koord. ±12 h 18 kWp 32,3% 68,8% 1,1% 2,95 0,20
effizienter genutzt wird, wenn sie nicht einem Haushalt, sondern einem Microgrid zu-
geordnet ist. Dieser Effekt zeigt sich auch bei den DSM-Verfahren zur Minimierung
der Stromkosten bei RTP.
3.5.2 Glättung des Strombezugs
Die Kennzahlen zur Bewertung der Glättung des Strombezugs sind ebenfalls in
Tab. 3.2 dargestellt. Sowohl mit individuellem DSM als auch dem koordinativen
Verfahren können bei der Annahme, dass die flexiblen Lasten um ±12 Stunden
verschoben werden dürfen, die Spitzenlasten um knapp 10% reduziert werden, wenn
keine PV-Anlage vorhanden ist, und um weitere 10%, wenn eine PV-Anlage vorhan-
den ist. Größere Reduktionen sind aufgrund der nicht-verschiebbaren Lasten nicht
möglich. Bemerkenswert ist, dass das koordinative Verfahren bereits durch Last-
verschiebungen, welche auf den Zeitraum einer Stunde (±0, 5 Stunden) eingegrenzt
sind, die Spitzenlasten um knapp 8% senkt. Bei individuellem DSM wird hierbei nur
eine Reduktion von 2-3% gegenüber den Spitzenlasten ohne DSM erreicht.
Zur Bewertung der PAR muss unterschieden werden, ob PV-Anlagen integriert
sind. Ist keine PV-Anlage vorhanden, so tritt derselbe Effekt wie für die Reduktion
der Spitzenlasten ein. Bei einer hohen Flexibilität von ±12 Stunden in den Last-
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Tabelle 3.3: Ergebnisse der Simulation der DSM-Verfahren zur Minimierung der
Stromkosten bei RTP
Microgrid Kennzahlen
DSM Flexibilität PV APV ANetz AFIT cøp
ind. – – – 100% – 28,10
ind. ±0, 5 h – – 100% – 27,99
ind. ±1 h – – 100% – 27,89
ind. ±2 h – – 100% – 27,70
ind. ±12 h – – 100% – 26,77
ind. – 12×1,5 kWp 32,3% 76,7% 8,9% 28,48
ind. ±0, 5 h 12×1,5 kWp 32,3% 76,4% 8,7% 28,36
ind. ±1 h 12×1,5 kWp 32,3% 76,2% 8,6% 28,25
ind. ±2 h 12×1,5 kWp 32,3% 76,1% 8,4% 28,05
ind. ±12 h 12×1,5 kWp 32,3% 76,1% 8,4% 26,95
koord. – – – 100% – 28,10
koord. ±0, 5 h – – 100% – 27,99
koord. ±1 h – – 100% – 27,89
koord. ±2 h – – 100% – 27,70
koord. ±12 h – – 100% – 26,77
koord. – 18 kWp 32,3% 70,7% 3,0% 28,67
koord. ±0, 5 h 18 kWp 32,3% 70,3% 2,6% 28,56
koord. ±1 h 18 kWp 32,3% 70,0% 2,3% 28,45
koord. ±2 h 18 kWp 32,3% 69,6% 2,0% 28,26
koord. ±12 h 18 kWp 32,3% 68,8% 1,1% 27,35
verschiebungen wird sowohl mit den individuellen DSM-Verfahren als auch dem
koordinativen Verfahren eine Reduktion der PAR um etwa 10% erreicht. Dies ent-
spricht der maximal möglichen Reduktion. Bei dem koordinativen Verfahren wird
die PAR bereits für eine Flexibilität von ±0, 5 Stunden von 2,41 auf 2,21 (um 8%)
reduziert, während die PAR bei dem individuellem DSM unter dieser Annahme nur
auf 2,35 gesenkt wird. Dies entspricht einer Reduktion von 2,5%. Sind PV-Anlagen
integriert, so ist die PAR insgesamt höher, da der durchschnittliche Netzbezug gerin-
ger wird. Die PAR wird jedoch bei den individuellen DSM-Verfahren mit steigender
Flexibilität kontinuierlich verkleinert. Bei koordinativen Verfahren tritt der inter-
essante Effekt ein, dass die Kennzahl zwar reduziert wird, eine Flexibilität von ±12
Stunden in den Lastverschiebungen jedoch in einer höheren PAR resultiert als bei
einer Flexibilität von ±2 Stunden. Dies liegt an dem Effekt, dass bei der höheren
Flexibilität der Netzbezug gesenkt wird und damit die PAR ansteigt, obwohl die
Spitzenlasten selbst stärker reduziert werden.
Die Analyse führt zu zwei wichtigen Erkenntnissen: (1) Das koordinative Verfah-
ren erreicht in der Simulation bereits bei einer sehr geringen zeitlichen Flexibilität
von einer Stunde eine Spitzenlastreduktion von 8%. Um vergleichbare Ergebnisse
für das individuelle DSM zu erhalten, muss eine Flexibilität von fast einem ganzem
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Tabelle 3.4: Stromkosten bei DSM-Verfahren zur Glättung des Strombedarfs
Microgrid Stromkosten
DSM Flexibilität PV cøp Netzbezug -export
∑
Strom
ind./koord. beliebig – 29.51 ct 13.029e – 13.029e
ind. – 12×1,5 kWp 29.51 ct 9.975e -432e 9.543e
ind. ±0, 5 h 12×1,5 kWp 29.51 ct 9.951e -423e 9.528e
ind. ±1 h 12×1,5 kWp 29.51 ct 9.930e -416e 9.515e
ind. ±2 h 12×1,5 kWp 29.51 ct 9.901e -405e 9.497e
ind. ±12 h 12×1,5 kWp 29.51 ct 9.799e -367e 9.433e
koord. – 18 kWp 29.51 ct 9.212e -148e 9.064e
koord. ±0, 5 h 18 kWp 29.51 ct 9.164e -130e 9.034e
koord. ±1 h 18 kWp 29.51 ct 9.129e -117e 9.012e
koord. ±2 h 18 kWp 29.51 ct 9.083e -100e 8.983e
koord. ±12 h 18 kWp 29.51 ct 8.957e -53e 8.904e
Tag angenommen werden. (2) Die maximal mögliche Reduktion der Spitzenlasten
beträgt wegen der nicht-verschiebbaren Lasten 10%. Dieser Wert wird für das ko-
ordinative Verfahren bereits bei einer Flexibilität von ±2 Stunden erreicht. Dies
ist ein Indiz dafür, dass das koordinative Verfahren auch bei verschiebbaren Lasten
mit festem Lastprofil ein gutes Instrument zur Senkung der Spitzenlasten im Micro-
grid darstellt, auch wenn theoretisch allgemein keine Konvergenz gegen das globale
Optimum nachgewiesen werden kann.
3.5.3 Reduktion der Stromkosten
Die Stromkosten unter der Zielsetzung, den Strombedarf zu glätten, sind in Tab. 3.4
dargestellt. Sie werden durch die Anwendung von DSM-Verfahren nur dann redu-
ziert, wenn zugleich PV-Anlagen integriert sind und somit der Eigenverbrauch er-
höht wird. Dies führt bei den individuellen DSM-Verfahren zu einer maximalen
Einsparung von 1,2%, bei den koordinativen Verfahren zu einer Einsparung von
maximal 1,8%. Im lukrativsten Fall – bei koordinativem DSM und gemeinsamer
PV-Anlage – werden die Stromkosten des gesamten Microgrids um 160e reduziert,
was eine sehr geringe Einsparung für jeden einzelnen Haushalt bedeutet. Um ein
solches DSM umzusetzen, müssten weitere finanzielle Anreize angeboten werden.
Mögliche Optionen werden in der Diskussion (Abschnitt 3.6) erörtert.
Deutlichere Effekte auf die Stromkostenbilanzen werden erwartungsgemäß durch
die DSM-Verfahren erreicht, welche die Zielsetzung haben bei RTP die Stromkos-
ten zu minimieren. Die Bilanzen der Simulation sind in Tab. 3.5 dargestellt. Sind
keine PV-Anlagen integriert, so entspricht die koordinative Optimierung den indi-
viduellen DSM-Verfahren, da die Strompreise unabhängig von den Lasten sind. Bei
einer zeitlichen Flexibilität von ±12 Stunden werden die Stromkosten durch die
DSM-Verfahren um 587e reduziert. Damit werden immerhin 5% der Kosten ein-
gespart. Allerdings ist dieser Wert bei einer eingeschränkteren Flexibilität von ±2
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Tabelle 3.5: Stromkosten bei DSM-Verfahren zur Minimierung der Stromkosten und
RTP
Microgrid Stromkosten
DSM Flexibilität PV cøp Netzbezug -export
∑
Strom
ind./koord – – 28.10 ct 12.407e – 12407e
ind./koord ±0, 5 h – 27.99 ct 12.359e – 12.359e
ind./koord ±1 h – 27,89 ct 12.314e – 12.314e
ind./koord ±2 h – 27,70 ct 12.231e – 12.231e
ind./koord ±12 h – 26,77 ct 11.820e – 11.820e
ind. – 12×1,5 kWp 28,48 ct 9.625e -432e 9.193e
ind. ±0, 5 h 12×1,5 kWp 28,36 ct 9.560e -422e 9.138e
ind. ±1 h 12×1,5 kWp 28,25 ct 9.506e -416e 9.090e
ind. ±2 h 12×1,5 kWp 28,05 ct 9.422e -409e 9.013e
ind. ±12 h 12×1,5 kWp 26,95 ct 9.052e -408e 8,644e
koord. – 18 kWp 28,67 ct 8.951e -148e 8.804e
koord. ±0, 5 h 18 kWp 28,56 ct 8.860e -127e 8.733e
koord. ±1 h 18 kWp 28,45 ct 8.791e -113e 8.678e
koord. ±2 h 18 kWp 28,26 ct 8.688e -96e 8.592e
koord. ±12 h 18 kWp 27,35 ct 8.310e -56e 8.254e
Stunden deutlich kleiner: In diesem Fall werden die Stromkosten nur um insgesamt
176e reduziert. Sind PV-Anlagen integriert, so werden die gesamten Stromkosten
durch beide DSM-Verfahren jeweils maximal um 550e gesenkt. Dies entspricht einer
Stromkostenreduktion von 6%. Dafür wird eine zeitliche Flexibilität der verschieb-
baren Lasten von ±12 Stunden vorausgesetzt. Liegt diese bei ±2 Stunden beträgt
die Reduktion 2, 0− 2, 4%.
Insgesamt zeigt sich, dass die Stromkosten durch die DSM-Verfahren nur einge-
schränkt reduziert werden können und nach den Ergebnissen der Simulationen für
eine Kostenreduktion von mehr als 5% eine hohe Flexibilität in der Allokation der
verschiebbaren Lasten erforderlich ist. Es wird darüber hinaus deutlich, dass die
gemeinsame Nutzung einer PV-Anlage zu einer insgesamt deutlich vorteilhafteren
Kostenbilanz führt als die Nutzung von einzelnen PV-Anlagen.
3.5.4 Reduktion der CO2-Emissionen
Mit den CO2-Emissionen verhält es sich ähnlich wie mit der Reduktion der Strom-
kosten: Nimmt man an, dass der Emissionsfaktor des Strommixes ep über den Si-
mulationszeitraum konstant ist, so kann mit den DSM-Verfahren zur Glättung des
Strombezugs nur bei vorhanden PV-Anlagen eine Reduktion durch die Erhöhung
des Eigenverbrauchs erreicht werden. Bei den individuellen Verfahren führt dies zu
einer maximalen Reduktion der CO2-Emission um 1,8% und bei den koordinativen
Verfahren um 2,8%. Die detaillierte Aufschlüsselung der CO2-Emissionen bei ver-
schiedenen Annahmen zur zeitlichen Flexibilität der verschiebbaren Lasten ist in
Tab. 3.6 gegeben. Unter Verwendung des Emissionsfaktors ep = 587 g/kWh führen
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Tabelle 3.6: CO2-Emissionen bei DSM-Verfahren zur Glättung des Strombedarfs
Microgrid CO2-Emissionen
DSM Flexibilität PV ep CO2
ind./koord. beliebig – 587 g/kWh 25,92 t
ind. – 12×1,5 kWp 587 g/kWh 19,84 t
ind. ±0, 5 h 12×1,5 kWp 587 g/kWh 19,79 t
ind. ±1 h 12×1,5 kWp 587 g/kWh 19,75 t
ind. ±2 h 12×1,5 kWp 587 g/kWh 19,69 t
ind. ±12 h 12×1,5 kWp 587 g/kWh 19,49 t
koord. – 18 kWp 587 g/kWh 18,32 t
koord. ±0, 5 h 18 kWp 587 g/kWh 18,23 t
koord. ±1 h 18 kWp 587 g/kWh 18,16 t
koord. ±2 h 18 kWp 587 g/kWh 18,07 t
koord. ±12 h 18 kWp 587 g/kWh 17,82 t
die DSM-Verfahren zur maximalen Reduktion des CO2-Ausstoßes um 0,35 t, bzw.
0,51 t. Wird die zeitliche Flexibilität der verschiebbaren Lasten in der Simulation auf
±2 Stunden eingeschränkt, so werden durch das koordinative Verfahren immerhin
noch 1,4% der CO2-Emissionen vermieden.
Nimmt man an, dass der Emissionsfaktor des Strommixes im Verteilernetz je
nach Auslastung variiert und man die Spezifikation aus Abschnitt 3.4.3 verwendet,
so wird der durchschnittliche Emissionsfaktor eøp für den bezogenen Strom durch die
DSM-Verfahren zur Minimierung der Stromkosten in demselben Verhältnis wie der
durchschnittliche Strompreis cøp gesenkt. Die Ergebnisse dieser Simulation sind in
Tab. 3.7 dargestellt: Bei einer Flexibilität von ±2 Stunden wird für das Microgrid
ohne PV-Anlage durch beide DSM-Verfahren eine Reduktion der CO2-Emissionen
um 1,4% erreicht. Dies entspricht 0,4 t CO2. Bei einer Flexibilität von ±12 Stunden
erhöhen sich die vermiedenen CO2-Emissionen auf 1,3 t (4,7%). Sind PV-Anlagen
integriert, beträgt die Reduktion durch die DSM-Verfahren bei der maximal an-
genommen Flexibilität von ±12 Stunden 6 − 7%. Dabei ist anzumerken, dass die
Proportionalitätskonstante, mit welcher der Emissionfaktor mit den RTP in der
Modellierung verknüpft wurde, tendenziell überschätzt wurde, da die absoluten An-
gaben der CO2 Emissionen für das Microgrid ohne DSM höher sind als mit dem
Durchschnittswert.
Die Analyse zeigt, dass mit DSM-Verfahren bei zeitvariablen Stromtarifen, wel-
che den voraussichtlichen Emissionsfaktor des Strommixes widerspiegeln, eine Re-
duktion der globalen CO2 Emissionen in der Stromversorgung erreicht wird. Die Ver-
schiebung des flexiblen Bedarfs führt dazu, dass mehr Strom in Zeiten verbraucht
wird, in denen mehr Strom aus erneuerbaren Energien zur Verfügung steht. Bei
den DSM-Verfahren zur Glättung des Strombedarfs war die erreichte Reduktion der
CO2-Emissionen in der Simulation deutlich geringer. Dabei wurden nur die loka-
len Effekte auf die CO2-Emissionen modelliert, da nicht bekannt ist, wie sich eine
Glättung des Strombedarfs auf die globalen Energiebilanzen auswirkt – auch wenn
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Tabelle 3.7: CO2-Emissionen bei DSM-Verfahren zur Minimierung der Stromkosten
und RTP
Microgrid CO2-Emissionen
DSM Flexibilität PV eøp CO2
ind./koord. – – 627 g/kWh 27,67 t
ind./koord. ±0, 5 h 12×1,5 kWp 624 g/kWh 27,56 t
ind./koord. ±1 h 12×1,5 kWp 622 g/kWh 27,46 t
ind./koord. ±2 h 12×1,5 kWp 618 g/kWh 27,28 t
ind./koord. ±12 h 12×1,5 kWp 597 g/kWh 26,36 t
ind. – 12×1,5 kWp 635 g/kWh 21,46 t
ind. ±0, 5 h 12×1,5 kWp 632 g/kWh 21,32 t
ind. ±1 h 12×1,5 kWp 630 g/kWh 21,20 t
ind. ±2 h 12×1,5 kWp 625 g/kWh 21,01 t
ind. ±12 h 12×1,5 kWp 601 g/kWh 20,19 t
koord. – 18 kWp 639 g/kWh 19,96 t
koord. ±0, 5 h 18 kWp 637 g/kWh 19,76 t
koord. ±1 h 18 kWp 634 g/kWh 19,60 t
koord. ±2 h 18 kWp 630 g/kWh 19,37 t
koord. ±12 h 18 kWp 610 g/kWh 18,53 t
angenommen wird, dass dies ein erwünschter Effekt ist.
3.6 Diskussion
In der Auswertung der Simulationsergebnisse wurden die Effekte der implementier-
ten Verfahren auf die Energiebilanzen im Microgrid, die Glättung des Strombezugs,
die Stromkosten und die CO2-Emissionen untersucht. Da in den jeweiligen Algo-
rithmen und Auswertungen jedoch gewisse Annahmen zur Vereinfachung oder zur
Abschätzung der Effekte getroffen wurden, werden im Folgenden weitergehende Fra-
gen im Kontext von DSM aufgezeigt und diskutiert.
3.6.1 Zielsetzung von DSM
Die übergeordnete Zielsetzung von DSM sollte im Hinblick auf die CO2-Emissionen
darin liegen, durch Lastverschiebungen erneuerbare Energien effizienter in die Strom-
netze zu integrieren. In dieser Arbeit wurden dazu zwei unterschiedliche Ansätze
betrachtet:
(1) Glättung des lokalen Strombezugs. Dieser Ansatz ist besonders geeignet,
um kleine dezentrale erneuerbare Energieerzeugungsanlagen effizient einzu-
binden. Sowohl der Strombezug als auch die mögliche Einspeisung der Erzeu-
gungsanlagen werden durch diesen Ansatz geglättet und auf diese Weise die
Verteilernetze entlastet.
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(2) Anpassung an übergeordnete Vorgaben in Form von Stromtarifen.
Dieser Ansatz ist dagegen geeignet, große Anlagen erneuerbare Energien wie
Photovoltaik-Freiflächenanlagen oder Windparks in die Stromnetze besser ein-
zubinden. Bei diesen ist zeitweise mit hohen Einspeiseleistungen zu rechnen
und bei einer entsprechende Gestaltung der Strompreise wird die Nachfrage
durch die Anwendung von DSM gezielt zu diesen Zeiten erhöht. Dabei sind
jedoch mögliche Rückkopplungseffekte zu berücksichtigen.
Für die weitere Entwicklung von DSM bedarf es einer makroökonomischem Bewer-
tung dieser Ansätze.
3.6.2 Konzeption der Stromtarife
Es bedarf finanzieller Anreize, um die Bewohner von Haushalten zu motivieren,
DSM Verfahren zu nutzen und den verschiebbaren Lasten möglichst hohe zeitli-
che Freiheitsgrade zuzugestehen. Bei der Zielsetzung den Strombedarf zu glätten,
wird in den verwandten Arbeiten i.d.R. davon ausgegangen, dass der Energieversor-
ger last-variable Stromtarife verwendet, welche in Abhängigkeit von der Gesamtlast
streng monoton wachsend und konvex sind. Diese Annahme ist insbesondere bei
einem koordinativen DSM kritisch, weil damit der zu bezahlende Strompreis von
dem Verhalten der anderen Nutzer im Microgrid abhängt. Der hohe Spitzenlastver-
brauch eines einzelnen Haushaltes kann zu hohen Stromkosten für alle Haushalte
im Microgrid führen, was zu einem Akzeptanzproblem solcher Strompreise führen
wird. Daher werden im Folgenden andere Tarifmodelle skizziert, mit welchen der
Energieversorger die Flexibilität seiner Kunden honorieren könnte:
(1) Es werden Boni für Kunden eingeführt, welche ein Energiemanagement mit
DSM nutzen. Die Höhe der Boni sollte dabei von der Menge des flexiblen
Strombedarfs und der Flexibilität dieses Bedarfs abhängen. Ein solches An-
reizmodell könnte sowohl bei individuellem als auch bei koordinativem DSM
genutzt werden.
(2) Bei einem individuellen DSM kann der Energieversorger alternativ Stromta-
rife anbieten, welche einen sogenannten Leistungspreis enthalten. Dieser wird
aus der in einem bestimmten Zeitraum (z.B. einem Monat) maximal ange-
forderten Leistung (gemittelt über 15 Minuten) berechnet. Solche Stromtarife
sind für Gewerbekunden oder industrielle Großverbraucher bereits üblich, um
Spitzenlasten in der Auslastung der Stromnetze zu vermeiden (vgl. [98]).
Bei den DSM-Verfahren zur Minimierung der Stromkosten wird angenommen,
dass zeitvariable Stromtarife vorliegen. In der Modellierung wurden diese mit den
Day-Ahead-Preisen der europäischen Strombörse verknüpft. Dies führt in der Simu-
lation zu einer Verschiebung der Lasten in die Zeiträume, in welchen der Energie-
versorger den Strom günstiger erhalten konnte. Dabei sind keine möglichen Rück-
kopplungseffekte bei einem flächendeckendem Einsatz der Methodik berücksichtigt,
wenn sich die Auslastung in Zeiträumen niedriger Strompreise so stark erhöht, dass
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der Strom in diesen Zeiten in großen Mengen nachgekauft werden muss und der
Handelspreis im Intraday-Handel entsprechend anzieht. Um solche Rückkopplungs-
effekte zu vermeiden, müssten diese bereits auf Basis entsprechender Simulationen
in die zeitvariablen Stromtarife eingepreist sein. Dazu sei angemerkt, dass solche
Effekte erst dann eintreten, wenn eine große Menge an verschiebbaren Lasten durch
DSM-Verfahren reguliert werden.
3.6.3 Unsicherheiten in der Optimierung
Bei der Glättung des Strombezugs durch DSM werden Prognosen über den vor-
aussichtlichen Strombedarf benötigt - zumindest über den Zeitraum, in welchen die
Lasten potentiell verschoben werden können. Solche Bedarfsprognosen sind i.d.R.
fehlerbehaftet, wie bereits bei der Optimierung des BHKWs angemerkt und in Kapi-
tel 4 ausführlich untersucht wird. Dies führt zu der weitergehenden Forschungsfrage,
wie diese Unsicherheiten in den DSM-Verfahren berücksichtigt werden können und
welche Ergebnisse unter dieser Berücksichtigung möglich sind.
Es gehört zu den Vorteilen der DSM-Verfahren zur Minimierung der Stromkos-
ten, dass die optimale Bestimmung der Lastverschiebung für den lokalen Nutzer un-
abhängig von anderen Lasten ist. Zur Bestimmung einer Lastverschiebung sind nur
Informationen über die verschiebbare Last selbst (Lastprofil und Flexibilität) sowie
die Strompreise für den Optimierungszeitraum notwendig. Es werden keine Progno-
sen über den weiteren Strombedarf benötigt. Sind keine PV-Anlagen integriert, ist
ein individuelles DSM somit ohne weitere Abhängigkeiten und Unsicherheiten um-
setzbar. Die Unsicherheit liegt auf Seiten des Stromanbieters, welcher die variablen
Strompreise auf Basis der erwarteten Auslastung erstellt.
3.6.4 Kommunikationsinfrastruktur und Datensicherheit
Zur Nutzung von DSM-Verfahren muss eine entsprechende digitale Kommunikati-
onsinfrastruktur aufgebaut sein. Mit dem Gesetz zur Digitalisierung der Energie-
wende7 wird der Rollout der notwendigen Smart Metern bereits vorangetrieben.
Darüber hinaus bedarf es einer Verbreitung von haushaltsinternen Energiemanage-
mentsystemen und programmierbaren Haushaltsgeräten. Dafür ist eine Vereinheit-
lichung und Standardisierung der entsprechenden Schnittstellen essentiell.
Die von Smart Metern erfassten Verbrauchsdaten sind private, personenbezo-
gene Daten. Eine Verwendung dieser zur Optimierung der Netzauslastung bedarf
daher hoher Standards hinsichtlich der Datensicherheit. Einige Forschern sehen die
Anwendung von DSM daher kritisch (vgl. [99]). Insbesondere bei den koordina-
tiven DSM-Verfahren werden private Verbrauchsdaten weitergegeben: In den Ver-
handlungen wird zum einen dem Energieversorger der voraussichtliche Strombedarf
gemeldet, zum anderen werden die jeweils angepassten Gesamtverbrauchspläne zwi-
schen den Agenten der Haushalte kommuniziert. Daraus können durch Methoden
7 §31 MsbG
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des „Nonintrusive Appliance Load Monitoring“ Rückschlüsse auf die einzelnen Last-
vorgänge gezogen werden (vgl. [100]). Darüber hinaus erfolgt dieser Austausch in
Echtzeit, so dass z.B. bereits aus der Nichtteilnahme von Haushaltsagenten an den
Verhandlungen Rückschlüsse über die Anwesenheit der Verbraucher getroffen wer-
den können. Für individuelles DSM ist diese Fragestellung weniger kritisch, da die
Verbrauchsdaten nur lokal zur Optimierung verwendet werden. Auch die Abrech-
nung der Stromkosten kann lokal erfolgen und durch nachträgliche Stichproben ve-
rifiziert werden. In beiden Ansätzen muss der Schutz der lokalen Daten und das
DSM-Verfahren selbst vor äußerer Einflussnahme durch entsprechende Sicherheits-
maßnahmen gewährleistet werden.
3.6.5 Flexibilität und weiteres Potenzial
In der vorliegenden Studie wurden zur Vereinfachung ausschließlich verschiebba-
re Lasten mit festem Lastprofil betrachtet, welche sich innerhalb gewisser zeitlicher
Schranken verschieben lassen. Bei der Modellierung der zeitlichen Schranken wurden
verschiedene Flexibilitätsgrade evaluiert. Welche davon realistisch sind, muss durch
entsprechende Feldversuche ermittelt werden. Dabei sind in dem Modell keine mög-
lichen weiteren Einschränkungen modelliert, welche beispielsweise durch nächtliche
Ruhezeiten in Mehrfamilienhäusern auftreten. In diesen dürfenWaschmaschinen und
Trockner nur dann betrieben werden, wenn sie ausreichend schallgedämpft sind.
Neben den modellierten verschiebbaren Lasten können auch Kühlgeräte durch
DSM-Verfahren reguliert werden. Nach einer Studie der EnergieAgentur in NRW
macht der Betrieb von Kühlgeräten wie Kühlschränken und Gefriertruhen durch-
schnittlich 15% des Gesamtstrombedarfs eines Haushalts aus (vgl. [82]). Es gibt be-
reits Ansätze, wie die spezifischen Anforderungen für diese Geräte in DSM-Verfahren
modelliert werden können [66–70], dabei werden bisher jedoch diverse Vereinfachun-
gen getroffen. Zur realistischen Umsetzung von DSM für Kühlgeräte in Haushalten
sind weitere Forschungsarbeiten zur allgemeinen Modellierung solcher Lastverschie-
bungen notwendig. In dieser Arbeit wurde das Potential aufgezeigt, welches sich
durch die technisch relativ leicht umsetzbaren Lastverschiebungen von Geschirr-
spülmaschinen, Waschmaschinen und Trocknern realisieren lässt. Es ist davon aus-
zugehen, dass das Potential sowie die gesellschaftliche Akzeptanz durch die Weiter-
entwicklung im Bereich des Internet of Things sich noch weiter steigern werden.
3.7 Zusammenfassung
Es wurden zwei Konzepte zur Umsetzung von DSM in Microgrids vorstellt. Zum
einen ein individuelles DSM, bei welchen die Strombilanzen in jedem Haushalt
einzeln optimiert wurden. Zum anderen ein koordinatives DSM, bei welchem die
gemeinsame Strombilanz der beteiligten Haushalte durch Verhandlungen in einem
Multi-Agenten-System optimiert wurden. Dabei wurden jeweils zwei Zielsetzungen
separat untersucht: Die Glättung des lokalen Strombezugs und die Anpassung des
Bezugs in Abhängigkeit von zeitvariablen Strompreisen. Dafür wurden geeignete
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State-of-the-Art Verfahren ausgewählt, die Modellierung der verschiebbaren Lasten
so angepasst, dass innerhalb der Verschiebung das Lastprofil beibehalten wird, und
diese für ein Microgrid simuliert. Die angepasste Modellierung ermöglicht eine rea-
listische Betrachtung der möglichen Lastverschiebungen bei Haushaltsgeräten wie
Spülmaschinen, Waschmaschinen und Trocknern, welche zu den Hauptlasten ge-
hören, die durch DSM verschoben werden können. Zur Simulation des Microgrids
wurden dabei empirisch aufgezeichnete Daten des REFIT Projekts verwendet, bei
welchen separate Aufzeichnungen für die möglichen verschiebbaren Lasten vorlie-
gen, und somit realitätsnahe Simulationen durchgeführt. Die Ergebnisse wurden
bzgl. ihrer Effekte auf die Strombilanzen des Microgrids, die Spitzenlasten und die
CO2-Emissionen ausgewertet.
Bei der Zielsetzung, den Strombezug zu glätten, empfiehlt sich nach den Ergeb-
nissen der Simulation ein koordinatives Verfahren, da durch die Verhandlungen der
Haushaltsagenten im Microgrid bereits bei zeitlich sehr eingeschränkten Lastver-
schiebungen von einer Stunde eine durchaus bemerkbare Reduktion der Spitzenlas-
ten (von durchschnittlich 8% in den Simulationen) erreicht wurde. Obwohl die Kon-
vergenz des koordinativen Verfahrens in der Theorie allgemein nicht nachgewiesen
werden kann, zeigt die Simulation auf realen Lastprofilen, dass es der individuel-
len Optimierung deutlich überlegen ist. Das Potential von DSM durch individuelles
DSM ist deutlich geringer und bedarf hoher zeitlicher Flexibilitäten auf Seiten der
Nutzer. Der finanzielle Vorteil, welcher der Energieversorger durch die Anpassung
der Lasten erhält, müsste in geeigneter Form an die Endverbraucher weitergege-
ben werden, um diese zu der Nutzung eines solchen DSM zu motivieren. Mögliche
Anreizsysteme wurden in Kapitel 3.6.2 diskutiert.
Bei der Zielsetzung, den Strombezug durch zeitvariable Strompreise zu regu-
lieren, kann die Verschiebung der flexiblen Lasten ohne Berücksichtigung anderer
Lasten optimiert werden. Dies führt dazu, dass der individuelle Ansatz zu densel-
ben Ergebnissen wie der koordinative Verbrauch führt, solange keine gemeinsame
Solaranlage integriert ist. Da weiterhin keine Unsicherheiten über den anderweitigen
Strombedarf berücksichtigt werden müssen, kann die Optimierung sehr zuverlässig
erfolgen. Dies macht diesen Ansatz zu einem technisch leicht umsetzbaren Modell.
In der Simulation führte das Modell zu einer Reduktion der Stromkosten von bis zu
5%. Unter der Annahme, dass der Emissionsfaktor sich proportional zu den model-
lierten Strompreisen verhält, wurden die CO2-Emissionen um bis zu 7% reduziert.
Dies zeigt das Potential zur Senkung der CO2-Emissionen durch DSM-Methoden in
der Stromversorgung. Dafür erforderlich sind zeitvariable Strompreise, welche von
dem voraussichtlichen Anteil des Stroms durch erneuerbare Energien abhängen.
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4.1 Ansatz
Zur Optimierung der Energiebilanzen von Microgrids werden kurzfristige Progno-
sen für den Strombedarf benötigt. In den Kapiteln 2 und 3 wurde dargestellt, wie
aufbauend auf Stromlastprognosen die CO2-Emissionen reduziert, Betriebskosten
gespart und zur lokalen Netzstabilität beigetragen werden kann. Im folgenden Ka-
pitel soll nun dargestellt werden, welche Methoden zur Prognose des Strombedarfs
verwendet werden können, mit welcher Prognosegenauigkeit zu rechnen ist und wel-
che Schlussfolgerungen daraus für die Anwendungen gezogen werden können.
Kurzfristigen Stromlastprognosen (engl. Short-Term Load Forecasting – kurz:
STLF) finden seit den 80er Jahren Anwendung in der Energiewirtschaft. Auf Ba-
sis von Prognosen über die anfallenden Lasten in einem Bilanzkreis werden u.a.
die Einsatzfahrpläne von Kraftwerken erstellt [101]. Zur Erstellung der Prognosen
sind historische Daten über den Lastgang notwendig, welche für Bilanzkreise sowie
Verbraucher mit einem Jahresverbrauch von mehr als 100 MWh Strom viertelstünd-
lich aufgezeichnet werden. Dagegen sind in Haushalten i.d.R. Stromzähler installiert,
welche den Lastgang nicht aufzeichnen. Zur Prognose dieser Lastgänge werden statt-
dessen Standardlastprofile verwendet.
Durch die Digitalisierung der Energienetze ergeben sich neue Möglichkeiten. Mit
der Installation von Smart Metern können die Stromverbrauchsdaten auch in Haus-
halten in engen Zeitintervallen erfasst sowie digital und nahezu in Echtzeit an den
Energieversorger oder ein lokales Energiemanagementsystem übermittelt werden.
Um diese Daten zur Erstellung von kurzfristigen Stromlastprognosen auf Haushalt-
sebene und somit zur Optimierung von Energienetzen zu nutzen, müssen entspre-
chende Verfahren entwickelt und evaluiert werden. Methoden, die bereits zur Pro-
gnose des Energieverbrauchs für Bilanzkreise verwendet werden, können als Basis
dienen. Die Varianz der Lastgänge auf Haushaltsebene ist relativ gesehen jedoch
wesentlich höher. Zudem heben sich spezifische Verhaltensmuster einzelner Nutzer
bei der Prognose von Stromlasten für Bilanzkreise bis zu einem gewissen Grad auf,
während sie bei den Stromlastprognosen einzelner Haushalte oder Wohnblöcke stark
ins Gewicht fallen. Daher müssen die vorhandenen Verfahren angepasst, erprobt und
ggf. weiterentwickelt werden. Es bietet sich darüber hinaus an, neuere Verfahren aus
dem Bereich der künstlichen Intelligenz und des maschinellen Lernens zur Prognose
der kurzfristigen Stromlasten zu evaluieren.
Dazu wird im folgenden Abschnitt zunächst ein umfangreicher Literaturreview1
nach der Methode von J. vom Brocke [3] präsentiert, der darstellt, welche Metho-
den für kurzfristige Stromlastprognosen für einzelne Haushalte, Wohnblöcke und
Microgrids in der aktuellen Forschungslandschaft diskutiert, welche Input-Variablen
hierfür verwendet, welche Ergebnisse damit erzielt werden und in welchem Maße die
evaluierten Ergebnisse vergleichbar sind.
Aufbauend auf dieser Studie werden die vielversprechendsten Methoden imple-
1 Dieser wurde auf der International KES Conference on Intelligent Decision Technologies 2015
vorgestellt und in den Proceedings veröffentlicht. Wesentliche Inhalte entsprechen daher der
Darstellung in [51].
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mentiert und in einer Analyse auf drei öffentlich verfügbaren Datensätzen getestet2.
Dass der Vergleich auf öffentlich verfügbaren Datensätzen erfolgt, ist von wesentli-
cher Bedeutung, da in der Literaturrecherche deutlich wird, dass die Prognosegenau-
igkeit stark von der zugrundeliegenden Datenreihe abhängt und sich die Ergebnisse
einer Evaluation daher nur eingeschränkt vergleichen lassen, wenn die Auswertung
auf projekt-internen Datensätzen erfolgt. In der Analyse werden unterschiedliche
Aggregationsstufen der Verbrauchsdaten betrachtet. Insgesamt werden die Progno-
sen für 165 Datenreihen erprobt. Neben dieser Evaluation, welche als Benchmarking
für weitere Methoden verwendet werden kann, wird untersucht, wie sich der Progno-
sefehler mit zunehmendem Prognosehorizont und mit zunehmendem Aggregations-
niveau entwickelt. Dabei wird u.a. ein Zusammenhang zwischen dem Variationsko-
effizienten einer Datenreihe und der Prognosegenauigkeit aufgezeigt. Die Ergebnisse
der Analysen werden in Hinblick auf ihre Verwendung im Microgrid diskutiert.
4.2 Literaturreview
Um zunächst eine Übersicht der Forschungsansätze und die bisher erzielten Ergeb-
nisse zu erhalten, wird eine umfassende und systematische Literaturrecherche nach
dem Konzept von J. vom Brocke [3] vorgenommen. Dazu wird die Literaturrecherche
in fünf Phasen eingeteilt: (1) Die Bestimmung des Review-Fokus, (2) die Konzep-
tualisierung des Themas, (3) die eigentliche Literatursuche, (4) die Analyse und
Synthese der gefunden Literatur und (5) die Schlussfolgerungen aus dem Review.
Die Gliederung dieses Reviews orientiert sich an diesen Phasen, wobei ein zusätz-
licher Abschnitt zur Vorstellung der meistverwendeten Methoden eingefügt wird,
um so einen Einblick in die grundlegenden Prinzipien der Verfahren und die damit
verbundenen Vor- und Nachteile zu geben.
4.2.1 Bestimmung des Review-Fokus
Stromlastprognosen werden bereits seit den 80er Jahren untersucht, da sie sowohl
bei der Planung als auch bei dem Betrieb von Energiesystemen zum Einsatz kom-
men (vgl. [101]). Dabei unterscheidet man zwischen lang-, mittel- und kurzfristigen
Stromlastprognosen. Eine Übersicht der in diesem Kontext verwendeten Verfahren
kann in [103] und [104] gefunden werden. Als kurzfristige Prognosen werden dieje-
nigen bezeichnet, deren Prognosezeitraum kürzer als ein Tag ist. Die Stromlasten
werden dabei üblicherweise für Zeitintervalle in der Größenordnung von 15 Minuten
oder einer Stunde prognostiziert.
Für die Erstellung von kurzfristigen Stromlastprognosen in Smart Grids und Mi-
crogrids sind diverse Verfahren vorgeschlagen und analysiert worden. Dazu gehören
statistische Zeitreihenverfahren, künstliche neuronale Netze, Clustering Verfahren
und einige weitere. Neben den autokorrelierten Werten der Zeitreihen werden teil-
weise exogene Variablen wie Wetterdaten in der Prognose berücksichtigt. Leider sind
2 Ein Teil dieser Analysen wurden auf der Smart-GIFT 2016 vorgestellt und in den Proceedings
der Konferenz [102] veröffentlicht.
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die meisten Verfahren auf Datensätzen evaluiert, die nicht öffentlich einsehbar sind.
Dies ist bedauerlich, weil sich die erzielten Ergebnisse somit schlecht einordnen las-
sen, da die Genauigkeit sehr stark von dem zugrundeliegenden Datensatz abhängt
und ohne die Veröffentlichung des Datensatz die Ergebnisse nur unzureichend mit
denen anderer Methoden verglichen werden können.
In dem Literaturreview soll nun zum einen ein Überblick über die verwendeten
Methoden gegeben und zum anderen analysiert werden, inwiefern die Ergebnisse
vergleichbar sind und welche Schlussfolgerungen für die weitere Forschung von STLF
abgeleitet werden können. Die leitenden Fragen des Reviews sind die Folgenden:
1. Welche Methoden kommen zur Anwendung?
2. Welche Prognosegenauigkeiten werden für welche Datensätzen erreicht?
3. Welche Auswirkungen haben die exogene Variablen?
4. Welche Datensätze sind zur Evaluation von STLF öffentlich verfügbar?
4.2.2 Konzeptualisierung
Für die Evaluation wird nach dem Ansatz von Webster und Watson [WW02] ei-
ne Konzeptmatrix entwickelt, welche als Ordnungsrahmen für den Literaturreview
dient. Anhand dieser werden die Artikel des Reviews gemäß ihrer unterschiedlichen
Konzepte geordnet, um so eine reine Auflistung der existierenden Literatur zu ver-
meiden und die vorgestellten Ansätze leichter vergleichen zu können.
Aus den aufgestellten Forschungsfragen werden drei Dimensionen für eine Kon-
zeptmatrix abgeleitet. Die erste Dimension ist die Methode, die zur Prognose ver-
wendet wird, eine zweite Dimension ist die Anzahl der Haushalte, für welche der
Stromverbrauch prognostiziert wird. Weiterhin soll untersucht werden, wie die Me-
thoden im Vergleich zueinander abschneiden, daher wird notiert, ob in dem Artikel
selbst eine vergleichende Evaluation durchgeführt wird und ob der verwendete Da-
tensatz öffentlich verfügbar ist. Weiterhin wird festgehalten, ob exogene Variablen
als Input-Variablen verwendet werden. Diese drei zusätzlichen Fragen werden in ei-
ner dritten Dimension Vergleichbarkeit notiert. Die Dimensionen der Konzeptmatrix
sind Abb. 4.1 dargestellt.
4.2.2.1 Methoden
Zur Klassifizierung der Methoden wurde zunächst zwischen zwei Kategorien un-
terschieden: statistischen Zeitreihenverfahren und Methoden aus dem Bereich der
künstlichen Intelligenz. Nach einer ersten Sichtung der Artikel wurde die Aufteilung
verfeinert und die Dimension in acht Kategorien unterteilt: lineare Regressionsver-
fahren, AR(I)MA-Modelle, exponentielle Glättung, Zustandsraummodellierung mit
Kalmanfiltern, neuronale Netze, Support Vektor Regression, Clustering sowie eine
weitere Kategorie für alle verbleibenden Methoden. Die Grundlagen der verschiede-
nen Ansätze werden im Abschnitt 4.2.4 vorgestellt.
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Abbildung 4.1: Dimensionen der Konzeptmatrix zur Gliederung der Literaturreviews
4.2.2.2 Anzahl der Haushalte
Um die Ergebnisse der verschiedenen Artikel zu vergleichen, wird zwischen der An-
zahl der Haushalte unterschieden, für welche der Strombedarf prognostiziert werden
soll. Die Stromlastkurven einzelner Haushalte unterscheiden sich von Tag zu Tag sehr
stark, während die Lastkurven von mehreren aggregierten Haushalten mit einer zu-
nehmenden Anzahl von Haushalten gleichmäßiger werden: Die Standardabweichung
der Stromlast zu einer bestimmten Tageszeit nimmt gegenüber dem Durchschnitts-
wert dieser Tageszeit ab.
Diese Aussage beruht auf empirischen Beobachtungen und lässt sich theoretisch
stützen: Nimmt man an, die Stromlasten von unterschiedlichen Haushalten für ein
Zeitintervall des Tages sind unabhängig und identisch mit dem Erwartungswert µ
und der Varianz σ2 verteilt, dann ist die Erwartung der Summe über n Haushalte nµ
und die Varianz mit nσ2. Die Standardabweichung
√
nσ der Summe nimmt somit
bei steigendem n im Verhältnis zum Erwartungswert ab.
In dem Literaturreview wird daher zwischen Prognosen für (1) einzelne Haushal-
te, (2) für Wohnblöcke mit weniger als 100 Wohnungen und (3) für Wohnsiedlungen
mit weniger als 1000 Haushalten unterschieden. Kurzfristige Stromlastprognosen für
mehr als 1000 Haushalte sind außerhalb des Review-Fokus, der explizit Methoden
für den Bedarf einzelner Haushalte und Microgrids mit entsprechend hoher Varia-
bilität darstellen möchte.
4.2.2.3 Vergleichbarkeit
Der Strombedarf kann mit externen Zuständen wie dem Wetter (Temperatur, Son-
neneinstrahlung, Feuchtigkeit, etc.) oder mit externen Ereignissen wie beispielsweise
den Schulferien korreliert sein. Solche Daten können als sogenannte exogene Varia-
blen in das Modell der kurzfristigen Stromprognosen aufgenommen werden. Dabei
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besteht die Gefahr, dass die Korrelation sehr schwach ist und bei einer unzureichen-
den Datengrundlage eine Überanpassung an die Trainingsdaten stattfindet. In dem
Review soll erfasst werden, ob exogene Variablen in den Modellen dazu beitragen,
die Prognosegenauigkeit zu verbessern. Daher wird notiert, welche Artikel exogene
Variablen in der Berechnung verwenden. Zudem wird notiert, ob die Evaluation ei-
nes Artikels mehrere Ansätze vergleicht, so dass ein direkter Vergleich auf demselben
Datensatz verfügbar ist. Ist der Datensatz öffentlich verfügbar, wird dies ebenfalls
festgehalten, da somit die Ergebnisse des Artikels mit denen anderer Artikel auf
dem gleichen Datensatz verglichen werden können.
Die Konzeptmatrix hat somit drei Einträge hinsichtlich der Vergleichbarkeit.
Es wird festgehalten, ob exogene Variablen in das Modell eingehen, ob der Ansatz
innerhalb des Artikels mit anderen verglichen wird und ob der zugrunde liegende
Datensatz öffentlich verfügbar ist.
4.2.3 Literatursuche
4.2.3.1 Suchstring
Die Suche erfolgte in der englischen Sprache, da die entsprechenden Analysen meist
auf englischsprachigen Konferenzen vorgestellt und in englischsprachigen Journals
veröffentlicht werden. Als naheliegender Suchbegriff bot sich „short term load fore-
casting“ an. Da einige Artikel den Begriff „short term forecasting“ ohne den Term
„load“ verwenden, wurden die Begriffe separat in den Suchstring aufgenommen. Der
Fokus der Recherche sind Stromlastprognosen für einzelne Haushalte und Micro-
grids, daher wurde zudem der Term „residential“ zu dem Suchstring hinzugefügt.
Der finale Suchstring verband diese drei Terme mit Konnektoren:
“short term forecasting” AND “load” AND “residential”
4.2.3.2 Datenbanken
Als Datenbanken für die Literaturrecherche wurden die IEEE xplore Digital Liba-
ry3 und Google scholar4 gewählt. Google Scholar bietet sich für Literaturrecherchen
an, da die meisten Peer-Review-Artikel und Bücher sowie Konferenzbeiträge und
viele Dissertationen heutzutage auf Google Scholar angezeigt werden. Die zusätz-
liche Suche auf IEEE xplore wurde durchgeführt, da diese Datenbank speziell zu
Computerwissenschaften und Elektrotechnik viele interessante Beiträge bietet. Der
Suchzeitraum wurde begrenzt auf den Zeitraum von 2010 bis 2015, da Smart Meter
erst seit ca. 2010 auf Haushaltsebene Verwendung finden.
Die beschriebene Stichwortsuche führte zu 367 Artikeln in Google Scholar und
zu 82 Artikel in IEEE xplore. Dabei wurden fast alle wissenschaftlichen Beiträge,
die auf IEEE xplore gefunden wurden, auch durch Google Scholar gesichtet. Aus-
3 http://ieeexplore.ieee.org/
4 https://scholar.google.de/
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geführt wurde die Stichwortsuche auf Google Scholar zwischen dem 27. und 29.
Dezember 2014 und zwischen dem 7. und 10. Januar 2015 auf IEEE xplore.
4.2.3.3 Auswertungsmethode
Die 375 gefundenen Artikel wurden schrittweise anhand des Titels, des Abstracts
und schließlich anhand des vollständigen Artikels analysiert. Zunächst wurden 166
Artikel aussortiert, deren Titel eindeutig auf ein anderes Forschungsthema schlie-
ßen ließ. Aus den verbleibenden Artikeln wurde aufgrund des Abstracts diejenigen
ausgewählt, die sich tatsächlich mit kurzfristigen Lastprognosen beschäftigen. Diese
50 Artikel wurden vollständig gelesen und analysiert. Dabei wurden nochmals eini-
ge ausgeschlossen. Die verbleibenden 18 Artikel wurden anhand der Konzeptmatrix
eingeordnet und in die hier vorliegende Literaturrecherche aufgenommen.
4.2.4 Methodenübersicht
Die in der Konzeptualisierung genannten Methoden sind mehrfach als Ansatz für
STLF gewählt worden, daher soll im Folgenden ein kurzer Überblick über diese
Verfahren gegeben werden, welcher die zugrundeliegenden Prinzipien erläutert und
so einen Einblick in die jeweiligen Vor- und Nachteile gibt.
4.2.4.1 Lineare Regression
Die Methodik der Regressionsanalyse wird angewandt, um die statistische Abhängig-
keit einer Variablen y von k weiteren Variablen, sogenannten Regressoren x1, . . . xk,
mittels einer geeigneten Funktion f(x1, . . . , xk) abzuschätzen. In der linearen Re-
gression (LR) wird angenommen, dass sich die Variable y als Linearkombination der
Variablen x1, . . . , xk darstellen lässt, welche als Regressoren bezeichnet werden: Sei
y ∈ R und x = (x1, . . . , xk) ∈ Rk, dann wird y wie folgt modelliert:
y = f(x) + ε := a0 + aTx + ε, (4.1)
wobei a0 ∈ R und der Vektor a ∈ Rk die Regressionskoeffizienten der Linearkom-
bination beschreiben; ε ∈ R beschreibt den Fehler der linearen Abschätzung f(x).
Gegeben sind üblicherweise n Messwerte (y1,x1), . . . , (yn,xn) mit yi ∈ R,xi ∈ Rk
für alle i = 1, . . . n. Aus diesen werden die Regressionskoeffizienten a0 und a so
bestimmt, dass die Fehlerterme ε1, . . . , εn möglichst klein werden. Ein typisches
Verfahren ist die Methode der kleinsten Quadrate, bei welcher die Summe der qua-
drierten Fehlerterme minimiert wird.
Zur Abschätzung von zukünftigen Werten einer Zeitreihe können sowohl durch
zurückliegende Werte der Zeitreihe als auch durch exogene Variablen als Regressoren
x1, . . . xk gewählt werden.
Es handelt es sich um ein vergleichsweise einfaches Modell, welches sich leicht
implementieren lässt. Eine Herausforderung liegt in der Auswahl geeigneter Re-
gressoren. Werden unkorrelierte Variablen oder zu viele Variablen gewählt, besteht
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die Gefahr der Überanpassung, dem sogenannten Overfitting. In diesem Fall kann
es sein, dass Zusammenhänge modelliert werden, die nicht verallgemeinert werden
können und eine Übertragung auf unbekannte Messdaten zu entsprechend großen
Fehlertermen führt. Im schlimmsten Fall entspricht oder übertrifft die Anzahl der
Regressionskoeffizienten die Anzahl an Datenpaaren und es wird überhaupt keine
Abschätzung vorgenommen, sondern die y-Werte der Messdaten in den Regressions-
koeffizienten gespeichert. Liegt eine Überanpassung vor, kann dies durch geeignete
Tests wie eine Kreuzvalidierung aufgezeigt werden. Es ist vorteilhaft, direkt bei der
Erstellung des Modells die Anzahl der Variablen in dem Modell niedrig zu wählen,
um eine Überanpassung zu vermeiden. Dies gilt auch für die folgenden Regressions-
modelle.
Lineare Regression ist dem Namen entsprechend ein lineares Modell, welches
dementsprechend auch nur lineare Zusammenhänge darstellen kann.
4.2.4.2 AR(I)MA-Modelle
In der statistischen Zeitreihenanalyse wird eine Zeitreihe mit äquidistanten Zeitab-
ständen als stochastischer Prozess in diskreter Zeit interpretiert, d.h. als Familie
X = (Xt : t ∈ T ) von reell- oder komplexwertigen Zufallsvariablen Xt auf einem
Wahrscheinlichkeitsraum indiziert mit der Zeit t ∈ T (vgl. [105]).
Um von einer Realisation der Zeitreihe X oder vielmehr einem Ausschnitt X1,
X2, . . . Xn statische Rückschlüsse auf das zukünftige Verhalten der Zeitreihe zu er-
möglichen, werden zunächst Charakteristika der Zeitreihe untersucht, welche eine
Übertragung auf die Zukunft möglich machen. Kann man davon ausgehen, dass ei-
ne Zeitreihe (schwach) stationär ist, das heißt, dass der Erwartungswert konstant,
die Varianz endlich und die Autokovarianz stabil gegenüber Verschiebungen ist,
dann lassen sich Abhängigkeiten der beobachteten Werte auf zukünftige Werte der
Zeitreihe übertragen. Drei typische lineare Zeitreihenverfahren zur Modellierung die-
ser Abhängigkeiten sind autoregressive (AR) Modelle, und Moving Average (MA)
Modelle sowie die Kombination der beiden Modelle, sogenannte ARMA-Modelle.
In ein ARMA(p,q)-Modell gehen die p autoregressive Zeitreihenwerte und ein
gleitender Durchschnitt (moving average) von p Rauschtermen εt in die Modellierung
der Zeitreihe ein, p, q ∈ N. Die Zeitreihe X wird wie folgt modelliert:
Xt =
p∑
k=1
akXt−k +
q∑
l=1
blεt−l + εt,
dabei bezeichnen a1, . . . , ap und b1, . . . , bq die Koeffizienten der Modellierung, wobei
ap 6= 0 und bq 6= 0. Der Prozess ε = (εt : t ∈ T ) beschreibt ein weißes Rauschen,
d. h. einen stochastischen Prozess von unkorrelierten Zufallsvariablen mit IE[εt] = 0
und Var[εt] ∈ (0,∞) für alle t ∈ T .
Ist die Zeitreihe selbst nicht stationär, aber die Folge der d-ten Differenzen Y =
(Yt = Xt−Xt−d : t ∈ T ), wird das Zeitreihenmodell von Y untersucht, um Aussagen
über X zu treffen. Dieses Modell wird als integriertes ARMA-Modell (ARIMA) der
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Ordnung (p,d,q) bezeichnet.
Letztlich handelt sich sich bei diesen Zeitreihenverfahren um spezielle Regres-
sionsmodelle, bei welchen die Abweichungen als stochastische Prozesse modelliert
werden. Für die Prognose von zukünftigen Elementen der Zeitreihe müssen eben-
falls die Regressionskoeffizienten ermittelt werden. Auch für diese Verfahren besteht
die Gefahr der Überanpassung. Daher ist nach der Box-Jenkins-Methode zunächst
eine Modellidentifikation, -schätzung und -validierung vor der Anwendung vorgese-
hen (vgl. [106]). Weiterhin handelt es sich um eine lineares Modell, welches lineare
Zusammenhänge darstellt.
4.2.4.3 Exponentielle Glättung
Exponentielle Glättung (ES ) ist ebenfalls ein Modell der statistischen Zeitreihen-
analyse. Es wird hier gesondert behandelt, da es teilweise als heuristisches Verfahren
ohne explizit formuliertes Zeitreihenmodell verwendet oder den Zustandsraummo-
dellen zugeordnet wird (vgl. [107]).
Es wird die Darstellung gemäß der statistischen Zeitreihenanalyse betrachtet
(vgl. [105]): Lässt sich eine Zeitreihe X = (Xt : t ∈ N) wie folgt modellieren:
Xt = Xt−1 + εt + (α− 1)εt−1, t ≥ 1, X0 = e0,
wobei α ∈ (0, 1) und εt, t ∈ N stochastisch unabhängige, reelle, zentrierte, quadra-
tintegrable Zufallsvariablen seien, dann gilt für die Vorhersage von Xt+1 mit dem
bedingten Erwartungswert Xˆt+1 = IE[Xt+1|Bt] mit Bt = σ(Xu, u ≤ t):
Xˆt+1 = αXt + (1− α)Xˆt, (4.2)
= α
t∑
k=0
(1− α)kXt−k. (4.3)
Die Anwendung dieser Gleichungen zur Prognose wird als exponentielle Glättung
erster Ordnung bezeichnet. Die Gleichungen (4.2) und (4.3) betonen verschiedene
Aspekte des Verfahrens: In der rekursiven Formulierung wird der errechnete Progno-
sewert des Vorgängers mit dem tatsächlichen Wert abgeglichen und die entstandene
Abweichung in der Prognose des nächsten Wertes berücksichtigt. Dass dabei al-
le vergangenen Werte der Zeitreihe in die Schätzung zukünftiger Werte eingehen,
wird in der zweiten Gleichung deutlich. Die Werte der Zeitreihe werden gemäß ihrer
Aktualität gewichtet. Das Gewicht der vergangenen Zeitreihenwerte nimmt ab, je
weiter die Werte in der Vergangenheit liegen.
Vorteile des Verfahrens liegen darin, dass die Methode leicht verständlich ist und
schnell berechnet werden kann. Zudem müssen die Daten nicht lange vorgehalten
werden. Die Einfachheit ist allerdings auch ein Nachteil des Verfahrens. Der ein-
zige Modifikationsfaktor ist α, wodurch das Modell vielen Zeitreihen nicht gerecht
wird. Zudem führen Zufallsschwankungen in der Zeitreihe zu großen Fehlern in der
Prognose der darauffolgenden Werte.
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4.2.4.4 Zustandsraummodellierung mit Kalman Filtern
Zustandsraummodelle beschreiben dynamische Systeme, bei welchen die Zustände
einer Zeitreihe X, die nicht direkt beobachtbar ist, mit den Zuständen einer anderen
beobachtbaren Zeitreihe Y verknüpft werden. Mittels Kalman Filter (KF ) können
auch bei Vorliegen fehlerbehafteter Beobachtungen Rückschlüsse auf die Zustän-
de der nicht beobachtbaren Zeitreihe berechnet werden. Die folgende Beschreibung
eines Zustandsraummodells folgt der Definition und Notation aus [105].
Es werden zwei diskrete, mehrdimensionale, stochastische Prozesse X = (Xt :
t ∈ N) und Y = (Yt : t ∈ N) mit Xt ∈ Rr und Yt ∈ Rv modelliert. Dabei seien die
Werte des Prozesses Y beobachtbar. Es wird angenommen, dass X eine Markovkette
ist, d.h. dass der Zustand Xt+1 nur von dem Vorgänger Xt abhängt:
Xt+1 = FtXt + εt, (4.4)
wobei die Übergangsmatrix Ft ∈ Rr×r bekannt ist und et ∈ Rr eine zufällige Stö-
rung beschreibt. Für die Zustände der beobachtbaren Zeitreihe Yt sollen folgende
Beobachtungsgleichungen gelten:
Yt = GtXt + ηt, (4.5)
wobei Gt ∈ Rv×r die Verknüpfung der beiden Zeitreihen und ηt ∈ Rv eine zufällige
Störung beschreibt. Die Matrix Gt sei ebenfalls bekannt. Für die beiden Störungs-
vektoren et, ηt gelte jeweils für alle t, dass der Erwartungswert komponentenweise 0
sei, d.h. IE[et] = 0 ∈ Rr und IE[ηt] = 0 ∈ Rv. Die Kovarianzen der Störungsvektoren
seien gegeben durch
IE[eseTt ] =
{
Qt, falls s = t,
0 ∈ Rr×r, sonst. (4.6)
IE[ηsηTt ] =
{
Rt, falls s = t,
0 ∈ Rv×v, sonst. (4.7)
Dabei seien die Matrizen Qt ∈ Rr×r und Rt ∈ Rv×v für alle t bekannt. Zudem seien
die Komponenten der Störvektoren e0, e1 . . . und η0, η1 . . . paarweise unkorreliert,
d.h. IE[esηTt ] = 0 ∈ Rr×v ∀s, t ≥ 0. Weiterhin sei der Anfangszustand X0 mit den
Störungen {et} und {ηt} im selben Sinne unkorreliert.
Kalman Filter beschreiben eine Methode, mit welcher für ein solches Zustands-
raummodell der WertXt+1 aus den Beobachtungen Y0, . . . Yt mithilfe der Übergangs-
matrizen Ft, Gt und Kovarianzmatrizen Qt und Rt prognostiziert wird, so dass die
Varianz des Prognosefehlers minimiert wird. Rekursiv können h-Schrittprognosen
für h > 1 berechnet werden.
Kalman Filter werden oft dann verwendet, wenn ein Prozess nur mit Fehlern
gemessen werden kann. Ein typischer Anwendungsfall sind beispielsweise Tracking-
verfahren, bei welchen in Echtzeit aus verrauschten Radardaten möglichst zuverläs-
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sig und schnell verlässliche Informationen zu Position und Geschwindigkeit von sich
bewegenden Objekten gewonnen werden sollen.
4.2.4.5 Künstliche neuronale Netze
Künstliche neuronale Netze (engl. artificial neuronal networks – abgekürzt ANN )
sind ein nichtlineares Regressionsmodell, welches sich im Aufbau und der Konzeption
an der Funktionsweise des menschlichen Gehirns orientiert. Dazu werden Schichten
von Neuronen modelliert, welche die Informationsverarbeitung im Gehirn nachbil-
den. Jedes Modell besteht aus mindestens zwei Schichten von künstlichen Neuronen,
einer Eingabeschicht und einer Ausgabeschicht. Dazwischen werden optional je nach
Modell eine bis mehrere „verborgene“ Schichten von künstlichen Neuronen model-
liert. Der Informationsfluss in einem solchen Netzwerk wird in der Regel ausgehend
von der Eingabeschicht über die verborgene(n) Schicht(en) zur Ausgabeschicht mo-
delliert. In Abb. 4.2 ist ein ANN mit drei Schichten dargestellt; der Informationsfluss
entspricht den Kanten, welche die Neuronen verbinden. Die Stärke einer solcher Ver-
bindung wird mit einem Gewicht ausgedrückt.
Abbildung 4.2: Modell für ein künstliches neuronales Netz mit einer Ausgabeschicht,
einer verborgenen Schicht und einer Ausgabeschicht.
Die Neuronen nehmen dabei abhängig von dem sie erreichenden Input einen ak-
tiven oder einen inaktiven Zustand an. In einem aktiven Zustand geben sie einen
Impuls weiter, in einem inaktiven keinen oder nur einen sehr schwachen. Zur Be-
rechnung des Aktivierungszustandes wird eine nichtlineare sogenannte Aktivierungs-
funktion verwendet, welche Ausgabewerte im Intervall [0, 1] oder [−1, 1] annimmt.
Eine Standardwahl für die Aktivierungsfunktion sind aufgrund ihrer Differenzier-
barkeit Sigmoidfunktionen. Der Input berechnet sich aus dem Aktivierungszustand
der vorausgehenden Neuronen und der Stärke der Verbindungen. In der Trainings-
phase des Modells werden die Gewichte der Verbindungen bestimmt, bzw. erlernt.
Ein Standardverfahren zur Bestimmung der Gewichte ist die sogenannte Backpropa-
gation: Durch ein Gradientenverfahren wird versucht, den quadratische Fehler des
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modellierten Ausgabewertes zu dem echten Ausgabewert zu minimieren.
Ein außerordentlicher Vorteil von neuronalen Netzen liegt darin, dass nichtlinea-
re Zusammenhänge dargestellt werden können. Ein typisches Beispiel ist das XOR-
Problem. Es kann durch ein künstliches neuronales Netz mit zwei Input-Neuronen,
zwei Neuronen in der verdeckten Schicht und einem Output-Neuron gelernt wer-
den. Nach dem Universellen Approximationstheorem von Cybenko [108] kann jede
Funktion mit einem neuronalen Netz mit endlich vielen Neuronen, einer verdeckten
Schicht und sigmoiden Aktivierungsfunktionen mit beliebiger Genauigkeit approxi-
miert werden. Ein wesentlicher Nachteil liegt darin, dass der Lernprozess zur Be-
stimmung der Gewichte sehr langsam ist. Wie bei den bisher genannten Verfahren
besteht auch bei neuronalen Netzen die Gefahr der Überanpassung, wenn zu viele
verdeckte Neuronen modelliert werden.
4.2.4.6 Support Vector Regression
Support Vector Regression (SVR) bezeichnet ein Regressionsverfahren, welches sich
von dem Klassifkationsverfahren Support Vector Machines (SVM) ableitet. Bei SVM
wird für eine Menge von Trainingsdaten (y1,x1), . . . , (yn,xn) mit xi ∈ Rk und yi ∈
{−1, 1} eine Hyperebene in Rk konstruiert, für welche sich alle x-Werte mit positiven
y-Werten auf einer Seite und alle x-Werte mit negativen y-Werten auf der anderen
Seite befinden, so dass der kleinste Abstand eines x-Wertes zur Hyperebene maximal
wird (vgl. Abb. 4.3).
Abbildung 4.3: Modellierung einer Hyperebene in R2, welche die zwei Klassen unter-
schiedlich eingefärbter Punkte in R2 trennt, so dass der kleinste Abstand zu einem
der Punkte maximal wird. Der Abstand zwischen der Hyperebene und einem Punkt
x beträgt gemäß des Optimierungsproblems mindestens 1/‖ω‖.
Eine Hyperebene H in Rk lässt sich durch einen Normalenvektor ω ∈ Rk und
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einen Stützvektor b ∈ Rk beschreiben: H := {x ∈ Rk|〈x;ω〉+ b = 0}, wobei 〈·; ·〉
das Skalarprodukt im euklidischen Raum bezeichne. Es wird diejenige Hyperebe-
ne gesucht, für welche der kleinste Abstand zu einem x-Wert der Trainingsmenge
maximal wird und welche die Trainingsdaten gemäß ihrer y-Werte trennt. Diese
Anforderung ist äquivalent zur Minimierung von ‖ω‖2 unter der Nebenbedingung
dass yi(〈xi;ω〉 + b) ≥ 1 ∀ i ∈ {1, . . . , n} (vgl. [109]). Ein x-Wert mit unbekanntem
y-Wert wird mittels seiner Position zur Hyperebene klassifiziert:
f(x) = sgn(〈x;ω〉+ b), (4.8)
dabei bezeichne sgn die Vorzeichenfunktion. Die Minimierung von ‖ω‖2 kann durch
Standardverfahren der quadratischen Optimierung gelöst werden. Die Komplexität
hängt dabei von der Dimension k der Trainingsdaten ab. Wird alternativ das duale
Problem gelöst, hängt die Komplexität von der Anzahln der Trainingsdaten ab.
Das beschriebene Verfahren legt ein lineares Klassifikationsproblem zugrunde,
welches auf viele Fälle nicht zutrifft. Daher wird bei SVM oft der sogenannte Kernel-
Trick verwendet, bei welchem die Daten in einen höherdimensionalen Raum pro-
jiziert werden, in welchem dann nach einer geeigneten Hyperebene gesucht wird.
Dieses Verfahren lässt sich effizient lösen, wenn das Skalarprodukt der projizierten
x-Werte durch eine geeignete Kernfunktion ersetzt wird (vgl. [110]). Die duale Form
des Optimierungsproblems hängt weiterhin von der Dimension n ab. Die effiziente
Lösung von in Rk nicht-linearen Klassikationsproblemen ist ein wesentlicher Vorteil
der SVM.
Übertragen auf ein Regressionsverfahren zur Bestimmung von y soll eine Hyper-
ebene H =
{
x ∈ Rk|〈x;ω〉+ b = 0} bestimmt werden, für welche der y-Wert eines
x-Wertes durch seine Position zur Hyperebene mittels der Funktion
f(x) = 〈x;ω〉+ b (4.9)
approximiert wird. Dabei werden Abweichungen, welche kleiner als ein festgelegtes
ε ∈ R sind, akzeptiert. Es wird wie bei SVM diejenige Hyperebene gesucht, für wel-
che ‖ω‖2 minimal wird. Dies lässt sich so interpretieren, dass ein möglichst einfaches
Modell gesucht wird. Wie bei SVM lassen sich durch den Kernel-Trick nicht-lineare
Funktionen approximieren und das Optimierungsproblem kann in der dualen Form
gelöst werden (vgl. [111]).
Die Gleichung (4.9) entspricht zunächst der Gleichung (4.1). Der Unterschied
gegenüber der linearen Regression liegt darin, dass bei SVR nicht die Quadrate der
Abweichungen minimiert werden, sondern vielmehr das „einfachste“ Modell gesucht
wird, für das alle Abweichungen kleiner als ein festgelegtes ε sind. Dafür muss ge-
währleistet sein, dass eine solche Lösung überhaupt existiert. In einer Erweiterung
des vorgestellten Modells sind auch größere Abweichungen möglich, welche dann
durch einen Regularisierungsterm in das Minimierungsproblem aufgenommen wer-
den und damit minimiert werden sollen. Es lassen sich weiterhin der Kernel-Trick
und Methoden der Quadratischen Optimierung zur effizienten Lösung des Modells
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anwenden.
4.2.4.7 Clustering
Clustering bezeichnet semi-parametrische Methoden zur Analyse von Datensätzen.
Im Gegensatz zu den bisher genannten Verfahren geht man bei semi-parametrischen
Verfahren nicht von einem Modell aus, welches für den ganzen Eingaberaum gül-
tig ist, sondern nimmt an, dass sich der Eingaberaum in mehrere Untermengen,
sogenannte Cluster, unterteilt, für welche jeweils ein eigenes parametrisches Mo-
dell zutrifft. Zur Unterteilung des Eingaberaums in entsprechende Cluster sind eine
Vielzahl von Verfahren entwickelt worden. Ein Standardverfahren der sogenannten
partitionierenden Verfahren ist der k-means-Algorithmus, bei welchem der Daten-
satz so in k Cluster unterteilt wird, dass die Summe der quadrierten Abweichungen
von ebenfalls zu bestimmenden Cluster-Schwerpunkten minimal wird.
In der Regressionsanalyse wird Clustering meist als vorgelagerter Prozess ver-
wendet, um den Datensatz in Untermengen zu unterteilen, für welche dann jeweils
separat das gewählte Regressionsmodell angepasst wird. In der Zeitreihenanalyse
können so beispielsweise Tage mit ähnlichen Verbrauchsmustern erkannt werden.
4.2.4.8 Weitere
Unter dieser Kategorisierung werden alle Artikel gelistet, welche eine Methode ver-
wenden, die sich nicht einem der genannten Verfahren zuordnen lässt.
4.2.5 Analyse und Synthese
4.2.5.1 Einordnung in Konzeptmatrix
Zur Analyse der gefunden Literatur wird zunächst eine Übersicht der Einordnung
in die Konzeptmatrix gegeben. Diese bietet bereits einen Überblick, welche Me-
thoden für welche Größenordnung zum Einsatz kommen, bei welchen Methoden
exogene Variablen verwendet werden und welche Datensätze für die Evaluation von
kurzfristigen Stromlastprognosen auf Haushaltsebene zur Verfügung stehen. In dem
darauffolgenden Abschnitt wird untersucht, welche Prognosegenauigkeiten jeweils
erreicht wurden. Dabei unterstützt die vorherige Einordnung in die Konzeptmatrix
die Analyse der Ergebnisse.
Methodenwahl Durch Einordnung der Artikel mithilfe der Konzeptmatrix (vgl.
Abb. 4.1) wird deutlich, dass künstliche neuronale Netze mit Abstand am häu-
figsten für STLF verwendet werden. Dabei werden hauptsächlich einfache feed-
forward-Netzwerke mit einer Hidden-Layer modelliert, welche durch Backpropaga-
tion trainiert werden. Weitere häufig verwendete Methoden sind lineare Regression
und AR(I)MA-Modelle . Auch Clustering Verfahren werden oft eingesetzt: In drei
Artikeln werden ähnliche Zeitabschnitte in den vorausgegangen Daten identifiziert
und zur Erstellung der Prognosen genutzt. Eine weitere Clustering Methode wird
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Tabelle 4.1: Klassifizierung der für die Forschungsfragen relevanten Artikel anhand
der Konzeptmatrix
Art. Methoden # Haushalte Vergleich
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[52] X X X
[107] X X X
[112] X X X X X X X
[113] X X X X X X
[114] X X X (X) X
[115] X X (X)
[116] X X X
[117] X X X X X X X X
[118] X X X
[119] X X X X X (X) X
[120] X X X X (X) X
[121] X X X
[122] X X X X
[123] X X X X X X X
[124] X X X X X (X) X
[125] X X X X X X X X X
[126] X X X (X)
[127] X X X
#Art. 5 4 3 4 10 3 4 6 14 4 6 13 10 5
in [121] angewendet, bei welcher die Lastgänge verschiedener Haushalte betrachtet
und mittels Clustering in verschiedene Haushaltstypen unterteilt werden. Auf Basis
der Zuordnung eines Haushaltes zu einem dieser Typen erfolgt die Prognose für die
Stromlast. Die Anwendung von Support Vector Regression und exponentieller Glät-
tung wurden jeweils in drei, bzw. vier Artikeln untersucht. Zu den weitere Ansätzen
gehören Modelle basierend auf Wavelet-Transformationen in [114,124], fallbasiertes
Schließen (engl. case-based reasoning) [124] sowie hybride Methoden bereits genann-
ter Methoden wie die Kombination von ARIMA und ANN in [113] und ANN mit
Clustering in [120].
Anzahl der Haushalte Die meisten Artikel (14 von 18) untersuchen Ansätze zur
kurzfristigen Stromlastprognose von einzelnen Haushalten. Dieses Ergebnis ist nicht
überraschend, da der Fokus des Literaturreviews auf Stromlastprognosen im Kon-
text von Wohneinheiten liegt und daher das Wort „residential“ in den Suchstring
aufgenommen wurde. Vier Artikel untersuchen Algorithmen für die kurzfristigen
Stromlastprognosen von m aggregierten Haushalten mit m < 100. Weitere sechs
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Artikel des Reviews evaluieren die entwickelte Methoden für m aggregierte Haus-
halte mit 100 ≤ m < 1000.
Vergleicht man die Methodenwahl auf Basis der Anzahl der Haushalte sind leich-
te Tendenzen erkennbar: Für jede Größenordnung werden am häufigsten neuronale
Netze verwendet. Lineare Regression und Clustering Methoden werden insbesonde-
re für einzelne Haushalte verwendet. Für mehr als 100 Haushalte kommen haupt-
sächliche neuronale Netze, SVR und AR(I)MA zum Einsatz. Die jeweils erzielten
Prognosegenauigkeiten werden in dem folgenden Unterabschnitt 4.2.5.2 verglichen.
Ein besonderer Einblick in die Skalierbarkeit der verwendeten Methoden wird in
denjenigen Artikeln gegeben, welche die Methoden auf Datensätzen in verschiedener
Größenordnung erproben. Das sind die Artikel [107,123–125].
Exogene Variablen Exogene Variablen werden in fast allen Artikeln (14 von
18) verwendet. Dabei wurden bei der Einordnung in die Konzeptmatrix diejenigen
Artikel mit X markiert, die exogene Variablen für alle der implementierten Methoden
verwenden, und die Artikel, welche sowohl Verfahren mit exogenen Variablen als
auch ohne evaluieren, mit einem (X).
Die verwendeten exogenen Variablen sind hauptsächlich Zeitangaben über die
Uhrzeit und den Wochentag. Darüber hinaus werden teilweise auch Wettervariablen
wie die Temperatur und die Feuchtigkeit als exogene Variablen verwendet. In [119]
gehen zudem Angaben über die Anzahl und Eigenschaften der Bewohner in das
Modell ein. Die Integration von exogenen Variablen ist in den statistischen Zeitrei-
henverfahren, AR(I)MA und ES, standardmäßig nicht vorgesehen. Das spiegelt sich
in der Konzeptmatrix wider: Drei der vier AR(I)MA-Modelle und alle Verfahren mit
exponentieller Glättung lassen keine exogenen Variablen in das Modell einfließen.
Das ARIMA-Modell in [113] modelliert die exogenen Variablen als zusätzliche Re-
gressoren und wird damit zu einem sogenannten ARIMAX-Modell. In den weiteren
Verfahren ist keine Unterscheidung zwischen exogenen Variablen und Zeitreihenwer-
ten in den Input-Variablen notwendig.
Inwiefern die exogenen Variablen zu einer Verbesserung der Prognosegenauig-
keit beitragen, ist aus den Evaluationen meist nicht ersichtlich. In der Evaluation
von [119] verbessert sich die Prognosegenauigkeit eines neuronalen Netzes sowie ei-
ner linearen Regression durch die Integration von Angaben über die Anzahl und
Eigenschaften der Bewohner eines Haushalts. Die Verfahren werden dafür mit den
Zeitreihen mehrerer Haushalte trainiert. In [112] werden zwar keine exogenen Varia-
blen in den Methoden selbst verwendet, dafür vorgeschlagen, für jeden Wochentag
ein eigenes Modell zu erstellen. Das führt in der Evaluation des Artikels zu verbes-
serten Ergebnissen bei der linearen Regression, dem ARIMA-Modell und der expo-
nentiellen Glättung. Für das implementierte neuronale Netz werden die Ergebnisse
dadurch schlechter.
Interner Vergleich Bei der Einordnung in die Konzeptmatrix wird festgehalten,
ob in einem Artikel verschiedene Ansätze ausgewertet und verglichen werden. Da-
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bei wird weiterhin erfasst, ob es sich es sich um mehrere verschiedene Methoden
handelt oder um die Erweiterungen einer Methode, für welche die Verbesserung
gegenüber der Standardmethode aufgezeigt wird. Geht es um den Vergleich ver-
schiedener Methoden, so wird ein X notiert, für den Vergleich einer Erweiterung mit
dem Standardverfahren ein (X) (vgl. Tab. 4.1).
Verfügbare Datensätze Unter den zur Evaluation verwendeten Datensätzen
sind zwei öffentlich verfügbar. Das ist zum einen das CER Electricity Dataset5,
welches von dem Irish Social Science Data Archive bereitgestellt wird. Es enthält
halbstündliche Verbrauchsdaten von 5000 irischen Haushalten und Unternehmen,
aufgenommen in den Jahren 2009 und 2010. Es wird in den Artikeln [120], [114], [117]
und [125] verwendet. Zum anderen ist dies das öffentlich verfügbare Reference Ener-
gy Disaggregation Dataset (REDD) [128], bereitgestellt von dem Massachusetts In-
stitute of Technology. Der Datensatz enthält die Verbrauchsdaten von sechs Haus-
halten für 18 Tage im Frühjahr 2011. Die Daten werden in [112] verwendet.
4.2.5.2 Vergleich der Prognosegüte
Um einen Einblick in die erreichbare Prognosegenauigkeit von kurzfristigen Strom-
lastprognosen zu erhalten und Empfehlungen zur Auswahl der Methoden abzuleiten,
werden zum einen die Vergleiche innerhalb der Artikel vorgestellt und zum anderen
eine Gegenüberstellung der erreichten Ergebnisse verschiedener Artikel präsentiert.
Vergleich der Methoden innerhalb der Artikel In 10 von 18 Artikeln werden
verschiedenen Methoden in der Evaluation ausgewertet und verglichen. Die Ergeb-
nisse der verschiedenen Artikel wirken teilweise widersprüchlich, was an den jewei-
ligen zugrundeliegenden Datensätzen liegen kann.
Für einzelne Haushalte erzielt in der Auswertung von [123] ein saisonales ARMA-
Modell bessere Ergebnisse als ein einfaches neuronales Netz und SVR. Auch in der
Evaluation von [124] erreicht ein statistisches Zeitreihenverfahren, ein AR-Modell,
eine höhere Genauigkeit als ein neuronales Netz, in diesem Fall ein rekurrentes Netz-
werk mit wenigen Verbindungen, und zwei weitere Methoden. Beide Artikel weisen
jedoch daraufhin, dass die erzielte Prognosegenauigkeit für einzelne Haushalte nicht
besonders hoch ist und man, wenn möglich, mehr als 20 Haushalte aggregieren sollte,
um den Prognosefehler zu senken. Dagegen werden in [112] mit einem neuronales
Netz geringfügig bessere Ergebnisse für einen einzelnen Haushalt erreicht als mit
einem ARIMA-Modell. In den Evaluationen von zwei weiteren Artikeln schneidet
eine lineare Regression besser als ein neuronales Netz und SVR ab, solange die
Stromlast von weniger als 32 Haushalten prognostiziert werden soll. Nach [107] ist
exponentielle Glättung ungeeignet zur kurzfristigen Stromlastprognose von einzel-
nen Haushalten, da die Prognosegenauigkeit in der Evaluation weitaus schlechter ist
als bei dem umgesetzten AR-Modell.
5 http://www.ucd.ie/issda/data/commissionforenergyregulationcer/, letzter Zugriff am
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Auch für mehr Haushalte kann kein klares Bild gezeichnet werden: In der Aus-
wertung von [123] werden für jede Aggregationsgröße mit einem saisonalen ARMA-
Modell bessere Resultate als mit einem neuronales Netz und SVR erzielt. Die Er-
gebnisse verbessern sich mit einer steigenden Anzahl von Haushalten bis zur einer
kritischen Last von 16MWh/h. Die Artikel [124] und [113] vergleichen u.a. jeweils
ein ARMA-Modell mit einem neuronalen Netz für die Stromlastprognose von 128,
bzw. 150 Haushalten. Dabei wird in [113] eine Kombination der beiden Verfahren
favorisiert. In [124] sind auch für 150 Haushalte die Ergebnisse des AR-Modells
besser als bei einem neuronalen Netz. SVR sind nach den Resultaten von [117] ab
einem Aggregationsniveau von 32 Wohnungen der linearen Regression und einem
neuronalen Netz vorzuziehen.
Vergleich der Methoden zwischen den Artikeln Die Ergebnisse der ver-
schiedenen Artikel zu vergleichen, gestaltet sich insofern schwierig, als dass sich die
Auswertungen nicht nur in der Anzahl der Haushalte, sondern auch in der Länge
der Prognosezeiträume, den zugrundeliegenden Zeitintervallen und in der Wahl der
Kennzahlen unterscheiden. In Tab. 4.2 sind die jeweils besten Resultate eines Ar-
tikels dargestellt, sofern eine der drei folgenden Kennzahlen verwendet wurde: (1)
Mean Average Percentage Error (MAPE), (2) Root Mean Squared Error (RMSE)
oder (3) der Normalized Root Mean Squared Error (NMRSE) nach der Definition
von [125].
Die Ergebnisse unterscheiden sich erheblich, so liegt der MAPE der Stromlast-
prognosen für die nächste halbe Stunde in [126] für einzelne Haushalte bei 7%,
während die Prognosen in [112] für dasselbe Setting einen MAPE von 49% aufwei-
sen. Die genannten Ergebnisse wurden in beiden Fällen mit einem neuronalen Netz
erreicht. Soll die Stromlast für die nächste Stunde prognostiziert werden, sind die
Ergebnisse homogener: In [126] wird ein MAPE von 30%, in [112] von 47% ange-
geben. Bei der Prognose einer einstündigen Stromlast 24 Stunden im Voraus wird
in [112] ein MAPE von 46% und in [107] ein MAPE von 63% erreicht. Je mehr
Haushalte aggregiert werden, desto genauer und homogener werden die Ergebnis-
se: Für mehr als 100 Haushalte wird bei einem Prognosezeitraum von 24 h in drei
unterschiedlichen Artikeln jeweils ein MAPE zwischen 4% und 5% angegeben.
Anhand dieser Tabelle lassen sich schwer Rückschlüsse auf die Prognosegüte der
jeweiligen Methoden ziehen, da ähnliche Methoden in der Evaluation unterschied-
licher Artikel zu sehr unterschiedlichen Fehlern führen. Diese Unterschiede unter-
streichen die Annahme, dass die Prognosegenauigkeit sehr stark von dem zugrunde
liegenden Datensatz abhängt und dass für einen Vergleich der Methoden diese auf
demselben Datensatz ausgewertet werden sollten.
4.2.6 Zusammenfassung und Schlussfolgerungen
Anhand einer umfassenden Literaturrecherche wurde der aktuelle Forschungsstand
zu kurzfristigen Prognosen von Stromlasten in Wohngebäuden und kleinen Wohn-
siedlung aufgezeigt. Durch die Einordnung der vorhandenen Ansätze in eine Kon-
4.2. Literaturreview 99
Tabelle 4.2: Vergleich der Prognosegenauigkeit der verschiedenen Ansätze anhand
der angegebenen Kennzahlen in den Artikeln (Art.); Unter dem Setting wird be-
schrieben, wie viele Haushalte in der Prognose aggregiert wurden, für welchen Zeit-
raum die Prognose erstellt wurde und welche zeitliche Intervallgröße den Stromlast-
daten zugrunde liegt; Wenn der verwendete Datensatz öffentlich verfügbar ist, ist er
in der Spalte Daten spezifiziert.
Art.
Setting Kennzahlen Meth. Daten
#Haus-
halte
Prognose-
zeitraum
Intervall-
größe MA
PE
NR
MS
E
RM
SE
[116] 1 15min 15min 13% – – KF –
[112] 1 15min 15min 48% – – AR REDD
[126] 1 30min 30min 7,3% – – ANN –
[116] 1 30min 30min 18% – – KF –
[112] 1 30min 30min 49% – – ANN REDD
[117,125] 1 1 h 1 h – 0,56 – LR CER
[124] 1 1 h 1 h – – 0,5kWh KF –
[116] 1 1 h 1 h 30,4% – – KF –
[112] 1 1 h 1 h 47% – – AR REDD
[112] 1 24 h 1 h 46% – – LR REDD
[107] 1 24 h 1 h 62,6% – – ES –
[117,125] 1 24 h 1 h – 0.61 – LR CER
[52] 30 24 h 1 h 13% – – KF –
[117,125] 782 1 h 1 h 3,4% – – SVR CER
[124] 150 24 h 1 h – – 21kWh AR –
[120] 230 24 h 1 h 5% – – ANN CER
[117,125] 782 24 h 1 h 4,3% 0,06 54kWh SVR CER
zeptmatrix wurde die vorhandene Literatur gemäß ihrer Methodik und der Ziel-
setzung geordnet. Die meistverwendeten Methoden wurden in ihren Grundzügen
vorgestellt und die Ergebnisse – soweit möglich – gegenüber gestellt.
Der Vergleich der Ergebnisse erweist sich als sehr schwierig, da zum einen un-
terschiedliche Prognosezeiträume evaluiert werden, die Größe der Zeitintervalle der
zugrundeliegenden Datenreihe variiert und verschiedene Kennzahlen zur Messung
der Prognosegüte verwendet werden. Zum anderen werden die entwickelten Metho-
den oft nur auf projekt-internen Datensätzen ausgewertet, so dass die Ergebnisse
eines Artikels – selbst wenn das grundlegende Setting dasselbe ist – nicht mit den
Ergebnissen anderer Artikel verglichen werden können. Dies wird deutlich, wenn
zwei verschiedene Artikel mit jeweils einem neuronalen Netz einmal einen MAPE
von 7% [126] und einmal von 49% [112] für dasselbe Setting angeben.
Anhand der durchgeführten Gegenüberstellung können dennoch gewisse Ten-
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denzen abgeleitet werden: Die vielversprechendsten Methoden scheinen neuronale
Netze und AR(I)MA-Modelle zu sein. Für einzelne Haushalte wurden vergleichswei-
se gute Ergebnisse auch mit linearer Regression erreicht. Für mehr als 30 Haushalte
sind teilweise bessere Ergebnisse mit SVR erzielt worden. Die Ansätze verschiede-
ne Methoden wie ANN und ARIMA zu kombinieren oder die genannten Methoden
durch Cluster zu ergänzen, haben teilweise zu einer Verbesserung gegenüber dem
Standardverfahren geführt.
Insgesamt wird deutlich, dass es sich um ein Forschungsthema handelt, welches in
den letzten Jahren an Bedeutung gewonnen und für welches sich noch keine Methode
als die überlegene herausgestellt hat. Für die weitere Forschung zu kurzfristigen
Stromlastenprognosen für einzelne Haushalte und Microgrids ist eine Auswertung
der vielversprechenden Ansätze auf öffentlich verfügbaren Datensätzen unerlässlich,
um so verlässliche Ergebnisse zu erhalten, die auch für ein Benchmarking und so für
die weitere Entwicklung von STLF verwendet werden können.
4.3 Experimente
In der vorausgehenden Literaturrecherche wurde deutlich, dass sich die bisher ver-
wendeten Ansätze für STLF nur schwer vergleichen lassen, da sie auf unterschied-
lichen, oft nicht öffentlich verfügbaren Datensätzen evaluiert wurden. Diese For-
schungslücke soll in dieser Arbeit durch die Implementierung von sechs State-of-
the-Art Methoden und der Evaluierung derselben auf drei verschiedenen Datensät-
zen geschlossen werden. Dazu werden anknüpfend an die Empfehlungen aus dem
vorausgehenden Abschnitt ein AR-Modell, eine lineare Regression und ein neurona-
les Netz implementiert. Zusätzlich werden drei weitere Verfahren aus dem Bereich
des maschinellen Lernen in die Auswertung aufgenommen, nämlich eine k-nächste-
Nachbarn-Regression, Entscheidungsbäume und Random Forests. Zudem werden
zwei sehr einfache Verfahren, in welchen einmal der Durchschnittswert für die je-
weilige Tageszeit prognostiziert und einmal der vorausgehende Wert prognostiziert
wird.
Durch den explorativen Ansatz wird ein Vergleich der verschiedenen Metho-
den möglich und es können Empfehlungen für die Auswahl abgeleitet werden. In
der Evaluation werden verschiedene Prognosezeiträume und verschiedene Aggrega-
tionsstufen betrachtet, um so eine systematische Analyse der Fehlerentwicklung in
Abhängigkeit dieser Komponenten zu geben.
In diesem Abschnitt wird der Aufbau der Experimente beschrieben. Dazu wer-
den zunächst die Datensätze vorgestellt, welche zur Evaluation verwendet werden.
Es wurden drei öffentlich verfügbare Datensätze ausgewählt, die jeweils die Strom-
verbrauchsdaten von mehreren Haushalten enthalten und die somit eine Analyse der
Skalierbarkeit der STLF Methoden zulassen. Es wird eine Aufteilung in verschiede-
ne Aggregationsstufen vorgestellt. Im Anschluss werden die Methoden vorgestellt,
welche in der Auswertung verwendet werden. Der darauffolgende Unterabschnitt
beschreibt die Input-Variablen, welche sich aus vergangenen Werten der Zeitreihen
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und exogenen Variablen zusammensetzen. Es wird die Aufteilung von Trainings- und
Testdaten beschrieben sowie geeignete Kennzahlen zur Auswertung der Prognosen
vorgestellt. Die Analyse der Ergebnisse folgt im darauffolgenden Abschnitt 4.4.
4.3.1 Daten
4.3.1.1 Datensätze
Bis ungefähr 2014 war es sehr schwierig, Datensätze zum Stromverbrauch einzelner
Haushalte zu erhalten, da diese nur in vereinzelten Projekten aufgezeichnet wurden
und ggf. entsprechenden Datenschutzbedingungen unterlagen, durch welche verhin-
dert wurde, dass sie zur Forschung öffentlich zugänglich waren. Dies hat sich mit
der zunehmenden Installation von Smart Metern geändert. Inzwischen sind mehre-
re öffentlich zugängliche Datensätze zum Stromverbrauch von einzelnen Haushalten
verfügbar. Für die Experimente in diesen Artikeln werden zwei Datensätze ausge-
wählt, die bereits für die Evaluierung von STLF-Methoden verwendet wurden. Dies
sind das Reference Energy Disaggregation Dataset [128] (REDD) und das CER Elec-
tricity Dataset (CER) der irischen Commission for Energy Regulation6. Zusätzlich
wird der REFIT Datensatz [48] verwendet, welcher die Stromlastdaten von 20 Woh-
nungen enthält und in Kapitel 2 bereits zur Modellierung des Microgrids verwendet
wurde.
Die Datensätze haben unterschiedliche Formate und Aufzeichnungsdichten. Für
die Auswertung in der vorliegenden Arbeit werden sie jeweils in äquidistante Zeitrei-
hen transformiert, die den Stromverbrauch von halbstündlichen Zeitintervallen ent-
halten. Die Größe des Zeitintervalls wurde aus Vergleichszwecken auf eine halbe
Stunde festgelegt, da der umfangreichste Datensatz, CER, Zeitreihen mit halbstünd-
lichen Messwerten enthält.
Die Datensätze, welche mehrere Datenreihen über den Verbrauch einzelner Haus-
halte enthalten, werden genutzt, um die Skalierungseffekte der STLF Methoden zu
untersuchen. Dafür werden die Datenreihen einzeln und in verschiedenen Aggregati-
onsstufen betrachtet. Dies wird in der folgenden Beschreibung der Datensätze aus-
geführt. Für jede Datenreihe wird der Variationskoeffizient angegeben. Dieser Wert
berechnet sich aus der Division der Standardabweichung durch den Erwartungswert
und ist ein Maß der Variabilität einer Datenreihe. In Absatz 4.2.2.2 wurde bereits
darauf hingewiesen, dass dieser Wert für aggregierte Datenreihen mehrerer Haushal-
te abnimmt. In der nachfolgenden Analyse wird untersucht, ob ein Zusammenhang
zwischen dem Variationskoeffizienten und der Prognosegenauigkeit besteht.
REDD Der Reference Energy Disaggregation Dataset wird vom Massachusetts
Institute of Technology zur Verfügung gestellt. Es enthält die Stromverbrauchsda-
ten von sechs Haushalten in Massachusetts für 18 Tage im Frühjahr 2011. Der Da-
tensatz beinhaltet hochfrequente und niederfrequente Messwerte, welche mit einer
6 http://www.ucd.ie/issda/data/commissionforenergyregulationcer/, letzter Zugriff am
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Abtastrate von ca. drei Sekunden erfasst wurden. Er umfasst sowohl die Messwer-
te der Hauptstromkreise sowie die Messwerte von einzelnen Geräten wie Lampen,
Mikrowellen und Kühlschranken.
Der Datensatz wurde bereits in der Evaluation von STLF in [112] verwendet.
Der Datenauswahl dieses Artikels folgend werden die niederfrequenten Messwerte
der einzelnen Geräte von Haus 1 aggregiert und in eine Datenreihe transformiert,
welche den Stromverbrauch von fest definierten Zeitintervallen angibt. Die Aufzeich-
nungen der weiteren Haushalte sind zu unregelmäßig, als dass sie für die Evaluation
verwendet werden könnten. Aus der transformierten Datenreihe mit halbstündli-
chen Zeitintervallen wird der längste zusammenhängende Abschnitt ohne fehlende
Daten ausgewählt. Die so erhaltene Zeitreihe beginnt am 18. April 2011 22:00:00
GMT und endet am 2. Mai 22:00:00 GMT. Der durchschnittliche halbstündliche
Stromverbrauch µ beträgt 285Wh und die Standardabweichung σ liegt bei 345Wh.
Der Variationskoeffizient µ/σ, welcher die Standardabweichung relativ zum Durch-
schnittswert angibt, beträgt 121%.
CER Das CER Electricity Dataset beinhaltet halbstündliche Verbrauchsdaten von
fast 5000 irischen Haushalten und Unternehmen, die zwischen 2009 und 2010 auf-
gezeichnet wurden. Es wurde bereits in [114, 117, 125] zur Evaluation von STLF
verwendet. Anhand der Beschreibung in den Artikeln ist nicht erkennbar, welche
Daten des Datensatzes in den Auswertungen verwendet wurden. Für die Auswer-
tung in dieser Arbeit wurden 100 Datenreihen ausgewählt, für welche die Messwerte
die folgenden drei Kriterien erfüllen:
1. Die Datenreihe liegt vom 09.08.2009 bis 04.12.2010 vollständig vor. Dieser Zeit-
raum wurde zuvor als Zeitraum identifiziert, den viele Zeitreihen gemeinsam
haben.
2. Der durchschnittliche Jahresverbrauch ist größer als 500 kWh und kleiner als
20.000 kWh. Damit sollen diejenigen Datensätze ausgeschlossen werden, die
entweder in teilweise unbewohnten Gebäuden oder offensichtlich nicht in einem
Haushalt aufgezeichnet wurden (vgl. Datensatz 1001 in Abb. 4.4).
3. Der Stromverbrauch von vier aufeinanderfolgenden Wochen soll sich nicht um
den Faktor zwei von dem Stromverbrauch der nachfolgenden vier Wochen un-
terscheiden. Damit sollen Daten ausgeschlossen werden, die sprunghaft einset-
zende, andauernde Veränderung beinhalten, da dies nicht dem üblichen Ver-
brauchsverhalten von Haushalten entspricht (vgl. Datensatz 1028 Abb. 4.4).
Zu der Auswahl wurde eine Routine implementiert, welche aus den knapp 5000
Datenreichen die ersten 100 ausgewählt hat, welche die genannten Kriterien erfüllen.
Die ausgewählten Datensätze sind die Haushalte mit den Nummern in HCER :=
{1000, 1003, 1004, 1005, 1007, 1008, 1009, 1013, 1014, 1015, 1018, 1019, 1020, 1024,
1025, 1027, 1029, 1030, 1031, 1033, 1034, 1037, 1039, 1041, 1044, 1046, 1047, 1051,
1054, 1057, 1059, 1060, 1061, 1063, 1065, 1066, 1067, 1071, 1073, 1075, 1076, 1077,
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Abbildung 4.4: Beispielabschnitte aussortierter Datensätze(jeweils 14 Wochen): Der
Verbrauch im Datensatz 1001 ist durchschnittlich zu hoch und verstößt somit gegen
Bedingung 2. Der hohe Verbrauch und der regelmäßige Wochenverlauf deuten auf
ein Unternehmen hin. Der Verbrauch im Datensatz 1028 verändert sich teilweise
sehr sprunghaft. Der Haushalt scheint über Wochen hinweg unbewohnt zu sein.
1079, 1081, 1082, 1083, 1084, 1085, 1087, 1088, 1091, 1093, 1096, 1097, 1098, 1099,
1100, 1105, 1107, 1108, 1109, 1110, 1111, 1115, 1117, 1118, 1119, 1121, 1122, 1123,
1124, 1125, 1128, 1129, 1130, 1132, 1133, 1136, 1138, 1139, 1140, 1141, 1143, 1144,
1148, 1154, 1155, 1156, 1157, 1162, 1164, 1165, 1168, 1170, 1174, 1176, 1178, 1180,
1182, 1183}.
Auch wenn für die einzelnen Datensätze teilweise zusammenhängende Messrei-
hen vorliegen, welche über den für alle gemeinsamen Zeitraum hinausgehen, erfolgt
die Auswertung ausschließlich für den spezifizierten Zeitraum vom 09.08.2009 bis
zum 04.12.2010, um die Ergebnisse besser vergleichen zu können. Auf diese Weise
wird auch die Aggregation der Datensätze verschiedener Haushalte möglich. Der
CER-Datensatz eignet sich sehr gut dazu, die Skalierungseffekte der STLF Me-
thoden zu untersuchen. Die Menge der 100 Haushalte wird in fünf verschiedenen
Aggregationsstufen zur Evaluation der STLF Methoden verwendet:
1. Es werden Prognosen für jeden einzelnen Haushalt erstellt und die durch-
schnittliche Prognosegenauigkeit betrachtet.
2. Die Menge wird in 33 disjunkte Untermengen, bestehend aus jeweils drei
(in HCER aufeinanderfolgenden) Haushalten, unterteilt: {1000, 1003, 1004},
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Tabelle 4.3: Datensätze für die Evaluation der kurzfristigen Stromlastprognosen;
In der Spalte #Reihen ist angegeben, wie viele Zeitreihen für diesen Datensatz
evaluiert werden, #agg. H. gibt an, wie viele Haushalte in den Zeitreihen aggre-
giert wurden. Die Spalten µ und µ/σ geben jeweils an, in welchen Bereichen der
durchschnittliche halbstündliche Stromverbrauch und der Variationskoeffizient der
Zeitreihen liegt.
Name Datensatz #Reihen #agg. H. # Tage µ [kWh] σ/µ [%]
REDD REDD 1 1 15 0,3 121
CER1 CER 100 1 482 0,1-1,1 57-228
CER3 CER 33 3 482 0,6-1,9 57-108
CER10 CER 10 10 482 4,8-6,6 54-64
CER30 CER 3 30 482 15,7-18,3 47-53
CER100 CER 1 100 482 55,4 48
RFT1 REFIT 12 1 340 0,2-0,7 60-143
RFT3 REFIT 4 3 340 1,1-1,7 53-75
RFT10 REFIT 1 10 340 4,7 50
{1005, 1007, 1008}, . . . , {1178, 1180, 1182}. Für die aggregierten Zeitreihen
dieser Untermengen werden jeweils Prognosen erstellt und die durchschnittli-
che Prognosegenauigkeit betrachtet.
3. Nach demselben Prinzip werden Prognosen für den aggregierten Verbrauch
von 10 Haushalten in 10 disjunkten Untermengen,
4. Prognosen für den aggregierten Verbrauch von 30 Haushalten in 3 Untermen-
gen und
5. Prognosen für den aggregierten Verbrauch aller 100 genannten Haushalten
analysiert.
Eine Übersicht der erstellten Datensätze ist in Tab. 4.3 gegeben. Die annähernd lo-
gistische Erhöhung der Anzahl von Wohnungen soll Aufschluss über die Entwicklung
der Fehler in Abhängigkeit von der Anzahl der Wohnungen geben.
Der durchschnittliche halbstündliche Stromverbrauch µ der einzelnen Haushalt
variiert zwischen 123Wh und 1127Wh. Die Variationskoeffizienten liegen zwischen
57% und 228%. Sie werden mit einer steigenden Anzahl von Haushalten für alle Da-
tenreihen kleiner. Der Variationskoeffizient für die aus 100 Datensätzen aggregierte
Zeitreihe beträgt 48%.
REFIT Das REFIT Electrical Load Measurements Dataset ist im Rahmen des
REFIT-Projektes veröffentlicht worden (vgl. [48]). Der Datensatz enthält die Wirk-
leistungsmessungen von 20 Haushalten in Großbritannien sowie die Messwerte von
Einzelgeräten in den Haushalten mit einer Abtastrate von weniger als einer Minu-
te. Zur Auswertung werden die Messdaten in Zeitreihen transformiert, welche den
halbstündlichen Stromverbrauch des jeweiligen Haushaltes angeben. Es werden die
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Abbildung 4.5: Beispiele von drei verwendeten Datensätzen: Es sind die ersten zwei
Wochen des Datensatzes 1000 aus CER, des Datensatzes 2 aus REFIT und dem
REDD Datensatz dargestellt. Die vertikalen rosa Linien markieren jeweils den Be-
ginn eines Tages. Auf den ersten beiden Zeitreihen lässt sich ein morgendlicher Peak
im Stromverbrauch erkennen.
Daten der zwölf Häuser 2, 3, 4, 6, 7, 10, 11, 15, 17, 18, 19 und 20 analysiert, welche
bereits in Kapitel 2 zur Modellierung des Stromverbrauchs im Microgrid verwendet
wurden. Der Datenreihe umfasst 340 Tage, beginnend am 04. Juni 2014.
Auf diesem Datensatz werden ebenfalls die Skalierungseffekte untersucht und
die Prognosegenauigkeit für den Stromverbrauch der einzelnen Wohnungen mit der
Prognosegenauigkeit für drei, bzw. zehn Wohnungen verglichen. Eine Übersicht aller
verwendeten Datensätze ist in Tab. 4.3 gegeben. Insgesamt werden die Prognosen auf
165 Zeitreihen evaluiert (vgl. Tab. 4.3). In Abb. 4.5 sind Ausschnitte der verwendeten
Datenreihen visualisiert.
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4.3.2 Trainings- und Testmengen
Sei (Yt)t∈T die jeweils komplette vorliegende Datenreihe. Zu einem Zeitpunkt t ∈
T , bzw. am Ende eines Zeitintervalls t, soll ein zukünftiger Zeitreihenwert Yt+h
geschätzt werden.Dafür werden die Prognoseverfahren auf einer Trainingsmenge
{(Ys,xs)}s∈S mit s ≤ t∀ s ∈ S ⊂ T trainiert. Der Vektor xs ∈ Rv enthalte da-
zu jeweils v Variablen, für welche die statistische Verknüpfung zu Ys modelliert
werden soll. Die Komponenten der x-Werte werden als Input-Variablen bezeichnet
und können je nach Methode zurückliegende Variablen der Zeitreihe wie beispiels-
weise Ys−1 oder exogene Variablen enthalten. Die Wahl der Input-Variablen wird in
Abschnittt 4.3.4 beschrieben. Es bezeichne X := {xs}s∈S die Menge der x-Werte in
der Trainingsmenge.
In der vorliegenden Arbeit wird die sogenannte Sliding Window -Strategie zur
fortlaufenden Prognose verwendet, das heißt statt einer einmaligen Aufteilung des
Datensatzes in Trainings- und Testdaten erfolgt nach einem gewissen Zeitintervall
ein Update des Trainingsdatensatzes und das Modell wird neu trainiert. Eine Ver-
anschaulichung der Strategie ist in Abb. 4.6 dargestellt.
Abbildung 4.6: Sliding Window Strategie angelehnt an die Darstellung in [112].
Auf diese Weise werden weiter zurückliegende Daten aus der Trainingsmenge ent-
fernt und durch aktuellere ersetzt. Der Vorteil liegt darin, dass sich das Modell so auf
sich verändernde Muster anpasst. Das kann bei Stromverbrauchsdaten zum Beispiel
die Einführung einer strom-intensiven Kochrunde am Sonntagabend sein. In der vor-
liegenden Arbeit erfolgt jeweils nach einem Tag ein Update der Trainingsmenge. Die
Länge der Trainingsmenge wird einmal auf 4/5 der Länge des kompletten Zeitreihe
(das heißt 385 für die CER-Datensätze und 272 Tage für den REFIT-Datensätze)
gesetzt und einmal eine Trainingsmenge von 91 Tagen getestet, dies entspricht einem
Vierteljahr. Für den REDD-Datensatz wird ein Trainingszeitraum von sieben Tagen
gewählt, um die Ergebnisse mit den Befunden aus [112] vergleichen zu können.
Es werden Prognosen für h = 1, 4, 8, 16, 48 evaluiert, das heißt Prognosen für den
Verbrauch der nächsten halben Stunde sowie für den halbstündlichen Verbrauch 2
Stunden im Voraus, 4 Stunden im Voraus, 8 Stunden im Voraus und 24 Stunden
im Voraus. Dadurch kann in der nachfolgenden Analyse untersucht werden, wie sich
der Fehler mit zunehmendem Prognosehorizont entwickelt.
4.3.3 Methoden
In den Experimenten werden sechs verschiedene Methoden zur Prognose der Strom-
lasten betrachtet. Dazu gehören saisonale AR-Modelle sowie neuronale Netze, da
diese Verfahren in der betrachteten Literatur – soweit vergleichbar – die besten
Resultate für STLF für einzelne Wohngebäude erzielen. Da man davon ausgehen
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kann, dass das Verhalten, welches zu dem Stromverbrauch eines einzelnen Haus-
haltes führt, prinzipiell nicht linear ist, werden weitere nicht-parametrische Model-
le aus dem Bereich des maschinellen Lernen implementiert, welche die Muster im
Stromverbrauch erkennen sollen. Das sind k-nächste Nachbarn, Regressionsbäume
und Random Forests. Zudem wird eine lineare Regression, welche für jede halbe
Stunde des Tages ein eigenes Regressionsmodell aufstellt, und zwei sehr einfache
Prognoseverfahren zu Vergleichszwecken implementiert. Die genannten Verfahren
werden im Folgenden vorgestellt. In [102] sind bereits Ergebnisse dieser Methoden
für stündliche Prognosen veröffentlicht. Dabei wurde darüber hinaus eine Kernel-
Ridge-Regression untersucht, da diese jedoch auf keinem der untersuchten Daten-
sätze zu kompetitiven Resultaten geführt hat, wurde auf die weitere Analyse des
Verfahrens verzichtet.
4.3.3.1 AR-Modelle
Autoregressive Integrated moving Average (ARIMA) Modelle sind statistische Zeitrei-
henverfahren (vgl. Absatz 4.2.4.2), die gemäß der durchgeführten Literaturrecherche
neben neuronalen Netzen bisher zu den besten Ergebnissen bei der Prognose von
kurzfristigen Stromlastprognosen einzelner Haushalte geführt haben. Dabei wurde
in der Studie von [124] ein reines AR-Modell, in [113] ein AR-Modell mit exogenen
Variablen, in [112] ein nicht näher spezifiziertes ARIMA-Modell und in [123] ein
saisonales AR-Modell implementiert.
Zur Identifikation eines geeignetes ARIMA-Modells wird eine Analyse der Zeitrei-
hen durchgeführt (vgl. [129]). Zunächst wird geprüft, ob angenommen werden kann,
dass die Zeitreihen stationär sind oder ob ggf. die Differenzen der Zeitreihenwerte
betrachtet werden sollten. Mittels des Augmented Dickey-Fuller-Tests (ADF-Test)
werden die Zeitreihen auf Differenzen-Stationarität untersucht. Die Ergebnisse der
Tests sind im Appendix A.1 zu finden. Diesen zufolge können stochastische Trends
ausgeschlossen werden und es wird daher ein ARMA-Modell und kein integriertes
Modell betrachtet. Zur weiteren Analyse werden die empirisch geschätzten Autokor-
relationen und partiellen Autokorrelationen betrachtet. Die Autokorrelationfunktion
() gibt Aufschluss darüber, wie sehr die Zufallsvariablen Yt und Yt+h für ein h ∈N in
einem stationären stochastischen Prozess korreliert sind. Die partielle Autokorrela-
tionfunktion (PACF) gibt Aufschluss über die Korrelation der Variablen, wenn der
Einfluss der dazwischen liegenden Variablen herausgerechnet wird. Ist das stochasti-
sche Modell bekannt, so werden die Funktionen aus den Kovarianzen berechnet. Die
empirischen Autokorrelationen werden aus den geschätzten Kovarianzen einer gege-
benen Zeitreihe ermittelt. Für die mathematischen Definitionen sei auf Lehrbücher
der statistischen Zeitreihenanalyse wie beispielsweise [129] verwiesen.
In den Abb. 4.7, 4.8 und 4.9 sind die empirischen Autokorrelationsfunktionen
für h = 1, . . . , 96 der Zeitreihen der einzelnen Haushalte dargestellt. Für die Zeitrei-
hen aus REFIT und CER werden die Werte der Korrelationsfunktionen in Boxplots
abgebildet. Dabei sind in den Zeitreihen aus den REFIT und CER Datensatz deut-
liche saisonale Abhängigkeiten für eine Saisonlänge von h = 48, also einem Tag,
108Kapitel 4. Kurzfristige Stromlastprognosen für Wohngebäude
Abbildung 4.7: Empirische Autokorrelation und partielle Autokorrelation der
Zeitreihe REDD.
Abbildung 4.8: Boxplots zu der empirischen Autokorrelation und partiellen Auto-
korrelation der Zeitreihen aus REFIT.
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Abbildung 4.9: Boxplots zu der empirischen Autokorrelation und partiellen Auto-
korrelation der Zeitreihen aus CER.
erkennbar. Die saisonalen Anteile können stochastisch und deterministisch model-
liert werden. Beide Ansätze werden im Folgenden betrachtet:
AR-Modell mit stochastischen Saisonkomponenten Wie in [123] wird ein
saisonales AR-Modell (SAR) mit stochastischen Saisonkomponenten gewählt, wobei
die Saisonlänge mit einem Tag modelliert wird. Der Beschreibung dieses Artikels
folgend wird die Saisonalität durch additive, autoregressive Komponenten modelliert
und die Zeitreihe als folgender stochastischer Prozess interpretiert:
Yt =
p∑
r=1
φr(Yt−r) +
P∑
l=1
Φl(Yt−dl) + εt, (4.10)
wobei d = 48 die Länge einer Saison beschreibt und angenommen wird, dass εt für
alle t normalverteilt sei. Das Modell wird als AR(p)×(P)d bezeichnet. Als Modellpa-
rameter werden die Ordnungen p = 1, 2, 3 und P = 1 evaluiert. Nur für die Zeitreihe
des REDD-Datensatzes wird P = 0 gesetzt, da in den Autokorrelationen keine sai-
sonale Abhängigkeiten erkennbar sind. Die Regressionskoeffizienten {φr}r=1,...,p und
{Φl}l=1,...,P werden jeweils durch die Methode der kleinsten Quadrate auf der Trai-
ningsmenge bestimmt.
ARMA-Modell mit deterministischen Saisonkomponenten In diesem Mo-
dell werden die saisonalen Anteile als additive, deterministische Komponenten mo-
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delliert. Sie werden auf Basis der Trainingsmenge geschätzt, welche eine Länge
n = m · d Zeiteinheiten umfasst, m bezeichne die Anzahl von vollständigen Tagen
in der Trainingsmenge. Dann wird für r = 1, . . . d der saisonale Anteil
sr =
1
m
m∑
j=1
Yr+(j−1)·d
geschätzt. Die saisonalen Anteile werden periodisch mit st = st−d für t > d fortge-
setzt und die Datenreihe bzgl. der saisonalen Komponenten bereinigt:
Y ′t = Yt − st ∀t ∈ T.
Für die saisonbereinigten Zeitreihen Y ′ liegen ebenfalls keine stochastischen
Trends vor, da die Schlussfolgerungen des ADF-Tests auch nach Abzug der saisona-
len Durchschnittswerte gelten (vgl. [130]). Die Zeitreihen werden als nicht integrier-
tes ARMA(p,q)-Modell modelliert. Zur Schätzung der Ordnungen p und q werden die
empirischen Autokorrelationsfunktionen und die empirischen partiellen Autokorre-
lationsfunktionen der saisonbereinigten Zeitreihen betrachtet. In den Abb. 4.10 und
4.11 sind die empirischen ACF und PACF für h = 1, . . . , 48 für die saisonbereinig-
ten Zeitreihen der einzelnen Haushalte der REFIT und CER-Datensätze dargestellt.
Wie zuvor werden Boxplots zur Darstellung verwendet. Zudem sind die Konfidenz-
schranken des 95%-Konfidenzintervalls eines stochastischen Prozesses mit identisch
und unabhängig verteilten Zufallsvariablen dargestellt. Die empirische Autokorre-
lation nimmt für alle Zeitreihen bei steigendem Abstand h annähernd exponentiell
ab. Die empirische PACF befindet sich für die meisten der Zeitreihen für h > 5 in
dem Konfidenzintervall. Die Beobachtungen legen nahe, dass sich die Zeitreihen am
besten mit reinen AR-Modelle mit p ≤ 5 approximieren lassen.
Für die Zeitreihen aus dem REFIT-Datensatz werden AR(p)-Modelle mit p ∈
{2, 3, 4, 5} evaluiert, die Zeitreihen aus dem CER-Datensatz mit p ∈ {1, 2, 3, 4, 5}.
Für den REDD-Datensatz wird dieses Modell nicht betrachtet, da keine saisonalen
Komponenten erkennbar sind und reine AR(p)-Modelle für die originale Zeitreihe
von REDD in dem Ansatz mit stochastischen Saisonanteilen mit Q = 0 bereits mo-
delliert wurden. Die Regressionskoeffizienten werden ebenfalls mit der Methode der
kleinsten Quadrate bestimmt. Im Folgenden wird dieses Modell als AR+ referenziert.
4.3.3.2 Lineare Regression
Die Funktionsweise der lineare Regression (LR) wird in der Literaturanalyse in Ab-
satz 4.2.4.1 beschrieben. Zur Modellierung der Stromlasten wird für jede halbe Stun-
de eines Tages ein eigenes Regressionsmodell entwickelt, um so den unterschiedlichen
Verbrauchsmustern eines Tages gerecht zu werden. Als Input-Variablen werden vor-
ausgehende Zeitreihenwerte verwendet. Es wird eine Auswahl an Input-Variablen
getestet, die in dem kommenden Abschnitt 4.3.4 beschrieben wird.
Die Regressionskoeffizienten der 48 LR-Modelle werden mit der Methode der
kleinsten Quadrate bestimmt.
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Abbildung 4.10: Boxplots zu der empirischen Autokorrelation und partiellen Auto-
korrelation der saisonbereinigten Zeitreihen aus REFIT mit 95%-Konfidenzintervall.
Abbildung 4.11: Boxplots zu der empirischen Autokorrelation und partiellen Auto-
korrelation der saisonbereinigten Zeitreihen aus CER mit 95%-Konfidenzintervall.
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4.3.3.3 Künstliche Neuronale Netzwerke
Künstliche neuronale Netze/Netzwerke (engl. Artificial neural networks, kurz ANN )
gehören nach der durchgeführten Literaturrecherche zu den meist angewendeten und
erfolgreichsten Methoden, die für STLF von Wohngebäuden zum Einsatz gekommen
sind. Das grundlegende Konzept des Verfahrens wird innerhalb der Literaturrecher-
che 4.2.4.5 erläutert.
Den bisher angewandten Modellen (vgl. [112,117,126]) folgend wird für die Expe-
rimente ein einfaches dreilagiges neuronales Netzwerk (ein Multilayer-Perceptron)
mit einer Eingabeschicht aus mehreren Neuronen, einer verborgenen Schicht mit
mehreren Neuronen und einer Ausgabeschicht, bestehend aus einem Ausgabewert,
implementiert.
Für die Wahl der Input-Variablen werden in den Experimenten verschiedene
Variationen getestet. Diese sowie die Vorverarbeitung der Daten werden in dem
kommenden Abschnitt 4.3.4 erläutert. Die verdeckte Schicht hat 10 Neuronen. Die
Gewichte werden durch Backpropagation bestimmt. Das Training wird nach 1000
Iterationen gestoppt. Implementiert wird das Modell unter Verwendung der Python-
Bibliothek Pybrain [131].
Da die Berechnung der Gewichte für neuronale Netze sehr rechen- und zeitauf-
wendig ist, wurde dieses Verfahren nicht für alle 165 Datenreihen evaluiert. Die
Analyse beschränkt sich auf den REDD-Datensatz und die REFIT-Datensätze in
verschiedenen Aggregationsstufen.
4.3.3.4 K-Nächste-Nachbarn-Regression
Bei dem K-Nächste-Nachbarn-Verfahren (KNN ) handelt sich um ein nicht-para-
metrisches Modell, das heißt, es wird weder angenommen, dass ein Modell auf den
gesamten Eingaberaum zutrifft, noch werden parametrische Modelle für Unterräu-
me zugrunde gelegt. Es wird lediglich angenommen, dass „ähnliche Eingaben auch
ähnliche Ausgaben haben“ (vgl. [110]). Bei einer KNN-Regression werden zur Be-
stimmung eines y-Wertes für ein Element x des Eingaberaumes die „nächsten Nach-
barn“ innerhalb der Trainingsmenge betrachtet und der y-Wert als – möglicherweise
gewichteter – Durchschnitt der zugeordneten y-Werte geschätzt. Als nächste Nach-
barn werden diejenigen xi aus der Trainingsmenge bezeichnet, welche den geringsten
Abstand zu dem x haben. Dabei sind verschiedene Abstandsmaße umsetzbar. Ein
Standardmaß ist der euklidischer Abstand. In der Berechnung des Durchschnitts
werden die Nachbarn oft antiproportional zu ihrem Abstand zu x gewertet.
Ein wesentlicher Vorteil gegenüber vielen parametrischen Verfahren liegt dar-
in, dass kein lineares Modell für den grundlegenden Datensatz existieren muss. Die
Schätzung führt zu guten Ergebnissen, solange kleine Veränderungen in x zu klei-
nen Veränderungen in y führen, die Trainingsmenge umfassend genug ist und eine
geeignete Anzahl k an Nachbarn gewählt wird. Nachteile des Verfahrens begründen
sich darin, dass keine Abschätzungen zum Fehler angegeben werden können. Zudem
müssen die kompletten Trainingsdaten vorbehalten werden, während bei einem pa-
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rametrischen Modell nach einer einmaligen Berechnung der Parameter, die Daten
für die weitere Kalkulation nicht weiter benötigt werden.
Die Methode wurde – soweit bekannt – noch nicht für STLF verwendet. Sie äh-
nelt den Cluster-basierenden Ansätzen in [114,115], in welchen ebenfalls ein Durch-
schnitt von ähnlichen x-Werten zur Ermittlung des Schätzers verwendet wird. Der
wesentliche Unterschied liegt darin, dass für die hier betrachtete Methode die k
nächsten Nachbarn und nicht die Elemente eines Clusters gewichtet werden.
Die Methode wird unter Verwendung von Scikit-learn in Python für maschinel-
le Lernmethoden [132] implementiert. Es werden 64 Nachbarn zur Ermittlung des
Schätzers verwendet und die Nachbarn durch den Kehrwert der euklidischen Distanz
gewichtet. Bei der Anzahl der Nachbarn handelt es sich um einen geschätzten Wert,
der sich in der vorherigen Analyse [102] von STLF-Methoden für stündliche Strom-
lastprognosen als geeignet erwiesen hat. Für die Gewichtung ist es von Bedeutung,
dass die Werte der Input-Variablen in einer ähnlichen Größenordnung vorliegen, so
dass der Einfluss der Variablen in gleicher Weise berücksichtigt werden kann. Die
Standardisierung der Input-Variablen wird in Abschnitt 4.3.4 vorgestellt.
4.3.3.5 Regressionsbäume
Bei Regressionsbäumen (RB) handelt es sich ebenfalls um ein nicht-parametrische
Modell. Der Schätzer wird hierbei durch ein hierarchisches System von Entschei-
dungsregeln festgelegt und als Entscheidungs-, bzw. Regressionsbaum dargestellt.
Ein Regressionsbaum beginnt mit einem Wurzelknoten, der sich verzweigt und zu
weiteren inneren Knoten mit weiteren möglichen Verzweigungen führt, welche rekur-
siv zu weiteren Knoten mit Verzweigungen führen können. Jede Verästelung endet in
einem sogenannte Blattknoten. Jeder Entscheidungsknoten des Regressionsbaumes
repräsentiert eine logische Regel, die abhängig von dem Eingabewert x entschieden
wird. Der durch einen Eingabewert erreichte Blattknoten stellt den Ausgabewert
dar. Die graphische Darstellung eines Regressionbaums ist in Abb. 4.12 gegeben.
Der Aufbau eines Regressionsbaumes wird durch folgenden Greedy-Algorithmus
auf der Trainingsmenge berechnet: Beginnend bei dem Wurzelknoten wird ein Ent-
scheidungskriterium bestimmt, welches für diesen Schritt die beste Aufteilung –
hinsichtlich festgelegter Kriterien – verspricht. Dadurch werden die Daten in dis-
junkte Mengen aufgeteilt, wobei jeder dieser Mengen ein neuer Knoten mit einem
vorläufigen Ausgabewert zugeordnet wird. Sukzessiv wird diese Aufteilung für die
neu entstandenen Knoten fortgesetzt, bis die Aufteilung festgelegten Güte-Kriterien
auf der Trainingsmenge genügt. Die folgende Beschreibung des Algorithmus zur
Aufteilung eines Knotens orientiert sich an der Darstellung in [110].
Sei D ∈ Rk der Raum der möglichen Eingabewerte x und X := {xs}s∈S ⊂ D die
Menge der x-Werte in der Trainingsmenge, auf welcher der Baum aufgebaut wird.
Sei m ein bereits vorhandener Knoten dieses Baumes und Dm ⊂ D die Menge an
möglichen Eingabewerten, für welche dieser Knoten gemäß der vorherigen Entschei-
dungen den Knoten m erreicht wird. Es wird die Indikatorfunktion bm(·) definiert,
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Abbildung 4.12: Beispiel für einen zweistufigen Regressionsbaum
welche angibt, ob ein x in Dm liegt:
bm(x) =
{
1, falls x ∈ Dm,
0, sonst.
(4.11)
Als vorläufiger Ausgabewert des Knotens m wird der Mittelwert der y-Werte aus
den Trainingsdaten verwendet, für welche der zugehörige x-Wert in Dm liegt:
gm :=
∑
s∈S bm(xs)ys∑
s∈S bm(xs)
. (4.12)
Der mittlere quadratische Fehler an dem Knoten m ist dann
MSEm =
1
Nm
∑
s∈S
(ys − gm)2bm(xs),
wobei Nm =
∑
s bm(xs) die Anzahl der Elemente aus der Trainingsmenge X be-
schreibt, welche den Knoten m erreichen. Wenn dieser Fehler kleiner oder gleich
einem festgelegten Toleranzwert ε ist, so wird keine weitere Aufteilung vorgenom-
men und der Knoten als Blattknoten mit dem Wert gm gespeichert.
Überschreitet der Fehler einen festgelegten Toleranzwert ε, dann wird die Menge
Dm so unterteilt, dass die Summe der Fehler in den Untermengen auf der Trainings-
menge minimal wird: Sei ∪lj=1Dm,j = Dm eine mögliche Unterteilung von Dm in
disjunkte Teilmengen. Für jede der Teilmenge Dm,j beschreibe bm,j(·) analog zu
(4.11) eine Indikatorfunktion, welche angibt, ob ein x in Dm,j liegt. Für jede der
Teilmengen Dm,j wird ein vorläufiger Ausgabewert gm,j analog zu (4.12) bestimmt.
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Der Fehler der Aufteilung berechnet sich dann als:
MSE′m =
1
Nm
l∑
j=1
∑
s∈S
(ys − gm,j)2bm,j(xs). (4.13)
Es wird nach der Aufteilung gesucht, für welche (4.13) minimal wird. Für die Teil-
mengen der besten Aufteilung werden neue Knoten generiert.
Bei RB besteht eine hohe Gefahr der Überanpassung, daher wird die Anzahl
der Verzweigungen häufig durch sogenannte Pruning-Verfahren beschränkt: Es wer-
den vorab Kriterien festgelegt, welche die möglichen Aufteilungen an einem Knoten
erfüllen müssen, so kann beispielsweise eine Minimalanzahl an Samples festgelegt
werden, welche einen Knoten erreichen muss, um zu verhindern, dass Entscheidungs-
knoten implementiert werden, die nur auf wenigen Trainingsbeispielen basieren. Zu-
dem können nachträglich wenig relevante Unterbäume entfernt werden. Dies wird
als Postpruning bezeichnet.
Entscheidungsbäume werden hauptsächlich als Entscheidungsunterstützungssys-
teme verwenden. Als Regressionsverfahren werden sie auch zur Prognose verwendet.
Ein wesentlicher Vorteil der Entscheidungs- und Regressionsbäume liegt darin, dass
sie ein einfaches, leicht interpretierbares nicht-lineares Modell darstellen. Die Daten
müssen nicht vorab verarbeitet werden und die Erstellung der Bäume geht rela-
tiv schnell, so dass die Verfahren auch auf großen Datensätzen angewandt werden
können. Insbesondere als Maßstab für komplexere Methoden sind sie ein gutes Ver-
gleichsmodell. Allerdings ist die Problemstellung den optimalen Baum zu finden
NP-vollständig (vgl. [133]). Der vorgestellte Algorithmus sucht heuristisch lokale
Optima, die nicht zwangsläufig zu einem globalem Optimum führen.
In der Literaturrecherche wurde noch keine Anwendung von RB für STLF für
Wohngebäude gefunden. Dabei könnten sich die Verfahren sehr gut eignen um nicht-
lineare Benutzermuster zu erfassen. Der Lernalgorithmus des Modells wird wie zuvor
durch die Anwendung von Scikit-learn in Python implementiert. Dabei werden fol-
gende Einstellung gewählt. Die maximale Tiefe des Baums wird auf 6 festgelegt.
Die minimale Anzahl von Samples, die erforderlich sind, um an einem Blattknoten
zu sein, wird ebenfalls auf 6 gesetzt. Die minimale Anzahl von Samples, die zum
Teilen eines internen Knotens erforderlich sind, wird auf 20 gesetzt. Für den kurzen
REDD-Datasatz wird eine geringere Mindestanzahl von 10 Samples evaluiert.
4.3.3.6 Random Forest
Bei der Random Forest Regression (RF ) wird ein Ensemble von Regressionsbäumen,
die für zufällige Untermengen von X generiert werden, betrachtet. Zur Schätzung
des Ausgabewertes für ein x ∈ D, wird der x-Wert für jeden RB des Ensembles
ausgewertet und der Mittelwert der erreichten y-Werte als Schätzer verwendet. Eine
graphische Darstellung eines Random Forests ist in Abb. 4.13 gegeben.
Durch die Verwendung eines Ensembles ist das Verfahren robuster als RB, da die
Varianzen der einzelnen Ausgabewerte reduziert werden. Da die Bäume des Ensem-
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Abbildung 4.13: Konzept einer Random Forest Regression mit m Regressionsbäu-
men, die Bestimmung des Schätzwerts y erfolgt durch die Mittelwertbildung der
erreichten y-Werte.
bles jeweils auf zufälligen (nicht notwendigerweise disjunkten) Untermengen von X
erstellt werden, wird zudem eine Überanpassung vermieden. Das Verfahren gehört
zu den schnellen Klassifikations- und Regressionsverfahren auf hoch-dimensionalen
Datenmengen (vgl. [134]). Der Rechenaufwand steigt mit der Anzahl von Bäumen,
die in dem Ensemble verwendet werden, allerdings werden die Bäume nur auf Unter-
mengen der ursprünglichen Trainingsmenge generiert und die Berechnung der Bäu-
me sowie die Berechnung der Schätzungen können parallelisiert werden. Ein Nachteil
des Verfahren liegt darin, dass Random Forests eine Art Black Box darstellen, sie
können nicht wie einzelne Regressionsbäume interpretiert werden.
Auch RF sind soweit bekannt bisher noch nicht für STLF für Wohngebäude ein-
gesetzt worden. Die Methode wird ebenfalls unter der Verwendung von Scikit-learn
implementiert. Die Anzahl der Bäume in einem Ensemble wird auf 40 gesetzt. Die
maximale Tiefe des Baumes sind wie zuvor 6 Verzweigungen und die minimale An-
zahl von Samples, die für eine Aufteilung erforderlich sind, wird weiterhin auf 20
festgesetzt. Eine Ausnahme ist wie zuvor der REDD-Datasatz, für den die Minima-
lanzahl für eine Aufteilung auf 10 gesetzt wird.
4.3.3.7 Einfache Vergleichsmethoden
Zum Vergleich der genannten Methoden werden zusätzlich zwei sehr einfache Pro-
gnoseverfahren implementiert. Es wird zum einen der durchschnittliche Lastgang auf
den Trainingsdaten berechnet und zur Prognose verwendet. Diese Methode wird im
Weiteren mit AVG für „Average“ referenziert. Zum anderen werden persistente Pro-
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gnosen (PER) evaluiert, bei welchen angenommen wird, dass der Stromverbrauch
des zu prognostizierenden Zeitintervalls dem Stromverbrauch des letzten bekannten
Zeitintervalls entspricht.
4.3.4 Input-Variablen
Für alle Verfahren außer den AR-Modellen muss noch spezifiziert werden, welche
Input-Variablen für die Prognosen verwendet werden. Dies können sowohl vergange-
ne Zeitreihenwerte als auch exogene Variablen sein. Im Folgenden wird eine Auswahl
an Input-Variablen vorgestellt, mit welchen die Prognosen evaluiert werden. Für den
Prognosehorizont von h = 1 werden für jedes Modell (außer ANN) auf jedem Daten-
satz 24 Variationen der Input-Variablen mit jeweils zwei unterschiedlichen Größen
der Trainingsmenge evaluiert, um Aufschluss über eine geeignete Parameterwahl zu
bekommen. Für jedes Modell und für jede Datenreihe werden bei h = 1 die Input-
Variablen bestimmt, welche für eine der Kennzahlen zu dem kleinsten Fehler führen.
Diese werden dann für die Prognosen mit einem Zeithorizont von h = 4, 8, 16, 48
verwendet. Dabei werden sie ggf. leicht adaptiert, wenn die verwendeten Input-
Variablen zu dem Zeitpunkt noch nicht bekannt sind. Für ANN wird die Auswahl
der Input-Variablen eingeschränkt, da die Auswertung sonst zeitlich nicht umsetz-
bar gewesen wäre. Die für ANN evaluierten Input-Variablen werden jeweils explizit
genannt.
Da es zudem für einige Methoden notwendig ist, die Input-Variablen in geeig-
neter Form zu normalisieren, wird zunächst die durchgeführte Transformation der
Zeitreihenwerte beschrieben.
4.3.4.1 Datentransformation
Für neuronale Netze ist es vorteilhaft, wenn die Eingabedaten in dem Intervall [0, 1]
liegen. Bei den k-nächsten Nachbarn werden die lokalen Nachbarn durch die eukli-
dische Distanz bestimmt. Deshalb es wichtig ist, dass die Input-Variablen ungefähr
dieselbe Größenordnung haben, da sonst evtl. nur eine Variable ausschlaggebend für
die Bestimmung des Prognosewertes ist. Daher werden alle Zeitreihendaten sowie
die Werte der exogenen Variablen so transformiert, dass sie (voraussichtlich) in dem
Intervall [0, 1] liegen. Dafür wird die Zeitreihe {Yt} durch den maximalen Wert der
Zeitreihe in der ersten Trainingsmenge geteilt und mit 0.9 multipliziert:
Y ′t = 0.9
Yt
maxs∈S1 Ys
∀t ∈ T.
Auf diese Weise liegen die im ersten Training verwendeten Zeitreihenwerte Ys, s ∈ S1
in dem Intervall [0, 0.9]. Dabei bezeichnet S1 die erste Trainingsmenge der Sliding
Window Strategie (s. Abschnitt 4.3.2) und umfasst mind. 91 Tage für die CER- und
REFIT-Datensätze. Somit sind keine größeren Abweichungen zu erwarten. Wird im
Folgenden von den Zeitreihenwerten Yt gesprochen, so ist die transformierte Zeitreihe
Y ′t gemeint. Die Werte der exogenen Variablen werden auf ähnliche Weise transfor-
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miert (s. Absatz 4.3.4.3). In den AR-Modellen wird auf diese Datentransformation
verzichtet.
4.3.4.2 Zeitreihenwerte
Autokorrelierte Zeitreihenwerte Für die Auswahl von Zeitreihenwerten als
Input-Variablen werden nochmals die partiellen Autokorrelationsfunktionen der Zeit-
reihen, dargestellt in den Abb. 4.7, 4.8 und 4.9, betrachtet. Insbesondere für h = 1
liegt bei allen Zeitreihen eine hohe partielle Autokorrelation vor. Zudem besteht ein
Zusammenhang zu den Zeitreihenwerten, welche ungefähr einen Tag oder zwei Tage
zurückliegen. In der Prognose werden daher Zeitreihenwerte verwendet, die entweder
direkt vorangehen oder die ca. 48 halbe Stunden oder eine Woche zurückliegen:
Sei t+ 1 ein Zeitintervall, für welches eine halbe Stunde im Voraus eine Strom-
lastprognose erstellt werden soll. Dazu seien die vorausgehenden Verbrauchswerte
für alle Zeitintervalle s ≤ t bekannt. Dann werden folgende Kombinationen von
vergangenen Zeitreihenwerten als Input-Variablen evaluiert: {Yt, Yt−1}, {Yt, Yt−47},
{Yt, Yt−1, Yt−47, Yt−48} and {Yt, Yt−1, Yt−47, Yt−335}. Für neuronale Netze wird
die Auswahl aufgrund des Rechenaufwandes auf die Kombinationen {Yt, Yt−1} und
{Yt, Yt−1, Yt−47, Yt−335} beschränkt.
Für die Prognosen mehr als eine halbe Stunde im Voraus werden ausgehend von
der besten Wahl für h = 1, die Zeitreihenwerte so verschoben, dass sie entweder die
letzten bekannten Zeitreihenwerte enthalten oder die Zeitreihenwerte, die ein Vielfa-
ches von 48 Zeiteinheiten vor t+h liegen. Die obigen Kombinationen werden für h ∈
{4, 8, 16} zu: {Yt, Yt−1}, {Yt, Yt+h−48}, {Yt, Yt−1, Yt+h−48, Yt+h−49} and {Yt, Yt−1,
Yt+h−48, Yt+h−336}; für h = 48 zu: {Yt, Yt−1}, {Yt, Yt−48}, {Yt, Yt−1, Yt−48, Yt−49}
and {Yt, Yt−1, Yt−48, Yt−336}. Je größer h ist, desto stärker nimmt die Korrelati-
on zu den letzten bekannten Werten im Vergleich zu den Zeitreihenwerten ab, die
ein Vielfaches von 48 Zeiteinheiten vor t + h liegen. Daher wird die jeweils letzte
Kombination an Input-Variablen auch evaluiert, wenn dies nicht der besten Wahl
für h = 1 entspricht.
Gleitender Durchschnitt Aus den vorausgehenden Zeitreihenwerten wird zu-
dem der gleitende Durchschnitt (moving average) der letzten Woche berechnet:
m336,t =
1
336
335∑
h=0
Yt−h.
Mit dieser Variablen können ausgedehnte saisonale Schwankungen erfasst werden.
Die Prognosen werden jeweils einmal mit und einmal ohne diese Variable evaluiert.
4.3.4.3 Exogene Variablen
Tageszeit Viele energieintensive Aktivitäten hängen von der Tageszeit ab. Dazu
gehört beispielsweise Kochaktivitäten, die Verwendung von digitalen Geräten und
4.3. Experimente 119
teilweise auch der Betrieb der Waschmaschine. Daher wird eine Input-Variable er-
stellt, die angibt, in welchem Zeitintervall des Tages ein Zeitreihenwert Yt liegt. Die
Variable nimmt zunächst Werte zwischen 1 und 48 an und wird daher mit einer
Division durch 48 normalisiert, so dass die Werte ebenfalls im Intervall [0, 1] liegen.
In der linearen Regressionen wird auf diese Input-Variable verzichtet, da für
jedes Zeitintervall des Tages ein eigenes LR-Modell implementiert wird.
Wochentag Um Verbrauchsmuster zu erfassen, die spezifisch für einen bestimm-
ten Wochentag sind, wird getestet, ob es hilfreich ist, die Angabe zum Wochentag
ebenfalls als Input-Variable zu modellieren. Dafür werden drei Variationen getestet:
1. Es wird zwischen allenWochentagen unterschieden: Es wird eine Input-Variable
modelliert, welche die Werte 0 für Samstag, 1/7 für Sonntag, . . . , 6/7 für Frei-
tag annimmt.
2. Es wird zwischen den Tagen des Wochenendes und Werktagen unterschieden:
Es wird eine Input-Variable modelliert, welche für Samstag den Wert 0, für
Sonntage den Wert 1/4, für Montage den Wert 2/4 und die restlichen Wo-
chentagen den Wert 3/4 annimmt. Der Montag erhält einen anderen Wert als
die weiteren Wochentage, da durch die anderen Input-Variablen ein Zusam-
menhang zu Zeitreihenwerten des Sonntags aufgestellt werden sollen.
3. Es wird keine Unterscheidung zwischen den Wochentagen gemacht. Es wird
keine Input-Variable hierzu modelliert.
Für die neuronalen Netze wird nur die zweite Variation evaluiert. In der linearen
Regression wird die Information über den Wochentag nicht als Variable modelliert,
sondern stattdessen entweder: (1) für jeden Tag ein eigenes LR-Modell, (2) für Sams-
tag, Sonntag und Montag jeweils ein eigenes Modell und eines für alle weiteren Tage
oder (3) ein Modell für alle Tage erstellt.
4.3.5 Kennzahlen
Eine der beliebtesten Kennzahlen zur Bewertung von Prognosen ist der Mean Avera-
ge Percentage Error (MAPE). Er ist definiert als der durchschnittliche prozentuale
Fehler:
MAPE :=
1
n
n∑
t=1
∣∣∣∣∣Yt − YˆtYt
∣∣∣∣∣ ,
wobei Yt der tatsächliche Wert zum Zeitpunkt t ist und Yˆt den prognostizierten
Wert für das Zeitintervall t angibt. Angewandt auf STLF für Wohngebäude, hat der
MAPE einen entscheidenden Nachteil: Für Zeiten, in denen der Verbrauch nahe Null
ist, wird der MAPE schon durch geringe absolute Fehler sehr groß. Daher wird in
der Auswertung ebenfalls der normalisierte durchschnittliche absolute Fehler (engl.
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normalized mean absolute error - kurz NMAE) betrachtet:
NMAE :=
∑n
t=1
∣∣∣Yt − Yˆt∣∣∣∑n
t=1 |Yt|
.
Außerdem wird der normalized root mean square error (NRMSE) berechnet. Er
entspricht der Standardabweichung der prognostiziertenWerte von den tatsächlichen
Werten. Er ist definiert als
NRMSE :=
√∑n
t=1(Yt − Yˆt)2∑n
t=1 Y
2
t
.
Für die Datensätze, in welchen Prognosen für mehrere individuelle Haushal-
te betrachtet werden, wird jeweils der Durchschnitt dieser Kennzahlen berechnet.
Diese werden als aMAPE, aNMAE und aNRMSE referenziert, wobei das a für
„average“ steht.
4.4 Ergebnisse und Auswertung
4.4.1 Gesamtübersicht
Für die Auswertung der Experimente wird zunächst eine Gesamtübersicht über die
erzielten Prognosegenauigkeiten gegeben. Dafür werden die Kennzahlen für alle Ex-
perimente berechnet und jeweils die niedrigsten Kennzahlen einer Methode auf ei-
nem Datensatz für die Prognosehorizonte von einer halben Stunde, 4 Stunden, 8
Stunden oder 24 Stunden in den Tabellen 4.4, 4.5 und 4.6 dargestellt. Für die Da-
tensätze RFT1, CER1, RFT3, CER3, CER10,CER30, welche mehrere Datenreihen
enthalten, wird jeweils der Durchschnitt der besten Werte berechnet und präsen-
tiert. In Tab. 4.4 ist der MAPE angegeben, in Tab. 4.5 der NMAE, in in Tab. 4.5 der
NMRSE. Jeweils fett markiert sind die besten Werte auf einem Datensatz.
Direkt ins Auge fällt, dass die Fehler mit zunehmenden Aggregationsgrad kleiner
werden, dass die Fehler für die Prognose eine halbe Stunde im Voraus am geringsten
sind, dass sich die Fehler für die Prognosehorizonte größer als 2 Stunden jedoch nur
noch leicht erhöhen und dass die lineare Regression in vielen Settings zu den kleins-
ten Prognosefehlern führt. Zur differenzierten Analyse der Ergebnisse wird zunächst
ein Vergleich der Methoden durchgeführt und im Weiteren die Skalierungseffekte
und die Fehlerentwicklung bei steigendem Prognosehorizont untersucht. Im letzten
Abschnitt werden die Input-Variablen analysiert.
4.4.2 Vergleich der Methoden
Von den evaluierten Prognosemethoden weist die lineare Regression in vielen Set-
tings die kleinsten durchschnittlichen Prognosefehler auf. Insbesondere für die Da-
tenreihen, welche den Verbrauch von drei oder mehr Haushalten enthalten, sind die
Prognosefehler der LR sowohl in Form des MAPE, des NMAE und des NRMSE
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Tabelle 4.4: MAPE bzw. aMAPE der Prognoseverfahren für die verschiedenen Da-
tensätzen mit verschiedenen Prognosehorizonten.
REDD RFT1 CER1 RFT3 CER3 RFT10 CER10 CER30 CER100
halbstündliche Prognose
SAR 50,8 34,7 58,1 26,0 36,4 17,8 22,5 14,3 8,9
AR+ – 38,4 82,3 26,2 39,9 17,0 22,1 13,5 8,3
LR 88,6 32,5 52,1 25,1 34,6 17,3 20,8 12,3 7,0
ANN 56,2 41,4 – 28,5 – 19,3 – – –
KNN 60,4 35,7 67,8 25,7 37,7 17,4 21,1 12,5 7,3
RB 62,7 38,4 70,6 27,0 39,2 18,0 22,3 13,7 8,7
RF 64,9 38,2 70,3 26,7 38,5 17,4 21,8 13,1 8,1
PER 67,2 37,7 66,5 27,5 40,3 18,5 24,9 16,5 11,5
AVG 119,1 62,7 111,4 39,8 51,3 25,3 28,3 18,8 14,7
Prognose 2 Stunden im Voraus
SAR 110,5 44,8 71,9 34,1 46,2 24,8 30,2 21,0 14,9
AR+ – 49,7 109,5 33,4 50,5 22,4 27,9 18,1 13,4
LR 113,7 45,0 71,5 33,9 44,4 22,3 24,4 14,4 8,5
ANN 80,4 65,4 – 41,2 – 26,8 – – –
KNN 81,3 52,1 97,0 34,4 46,7 22,6 24,7 14,5 8,6
RB 108,7 54,8 103,0 36,4 48,1 22,9 25,9 15,9 10,0
RF 97,5 55,4 99,8 36,0 47,3 22,5 25,4 15,4 9,9
PER 97,0 70,5 145,5 49,2 81,9 36,4 55,8 45,1 41,9
Prognose 4 Stunden im Voraus
SAR 116,3 45,3 71,0 35,1 46,7 26,4 31,7 22,7 15,7
AR+ – 51,8 112,1 35,2 51,4 24,0 28,7 19,1 15,5
LR 116,4 48,5 77,7 35,8 46,1 23,2 24,8 14,5 8,5
ANN 103,7 66,8 – 41,4 – 27,1 – – –
KNN 87,3 55,2 99,9 36,0 47,1 23,5 25,0 14,8 8,8
RB 109,5 58,3 103,2 37,6 47,8 23,6 26,0 16,3 10,1
RF 100,7 58,2 102,3 37,4 47,5 23,0 25,5 15,5 9,9
Prognose 8 Stunden im Voraus
SAR 120,1 45,4 70,4 35,3 46,4 26,8 31,8 22,8 15,7
AR+ – 52,4 112,6 36,4 51,6 24,7 28,7 19,2 15,5
LR 131,8 49,9 81,1 36,5 46,4 23,6 25,0 14,5 8,6
ANN 91,6 68,3 – 43,2 – 26,2 – – –
KNN 104,7 57,9 101,1 37,9 47,2 24,5 25,0 14,7 8,8
RB 114,7 60,1 103,7 38,7 47,8 24,1 25,9 16,1 10,1
RF 99,2 60,4 102,8 38,4 47,5 23,3 25,5 15,5 9,9
Prognose 24 Stunden im Voraus
SAR 108,4 46,0 70,5 35,6 46,3 27,0 31,7 22,7 15,6
AR+ – 51,6 111,9 35,6 51,5 23,9 28,6 19,1 14,7
LR 136,5 49,0 73,0 35,9 45,4 23,6 25,0 14,6 8,7
ANN 87,0 65,8 – 40,5 – 25,4 – – –
KNN 109,3 60,6 101,8 39,2 47,3 24,5 24,9 14,7 8,7
RB 106,8 61,9 104,1 38,4 48,0 24,1 26,1 16,3 10,4
RF 98,4 61,6 103,5 38,4 47,7 23,6 25,6 15,5 10,1
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Tabelle 4.5: NMAE bzw. aNMAE der Prognoseverfahren für die verschiedenen Da-
tensätzen mit verschiedenen Prognosehorizonten.
REDD RFT1 CER1 RFT3 CER3 RFT10 CER10 CER30 CER100
halbstündliche Prognose
SAR 50,3 36,5 47,3 28,2 34,3 19,3 21,8 14,0 8,7
AR+ – 36,7 48,9 27,7 33,9 18,4 20,8 13,2 8,1
LR 64,2 35,5 45,6 27,6 32,7 18,5 19,9 12,1 6,9
ANN 56,4 38,1 – 28,6 – 19,5 – – –
KNN 51,1 34,2 45,0 26,6 32,7 18,5 20,1 12,3 7,2
RB 54,4 35,9 46,6 27,7 33,8 19,0 21,1 13,4 8,5
RF 52,3 35,3 45,6 27,1 33,0 18,4 20,5 12,8 7,9
PER 60,8 37,7 52,8 30,7 38,3 21,1 24,4 16,1 10,9
AVG 70,3 62,7 58,7 36,9 40,5 24,3 25,7 18,1 14,6
Prognose 2 Stunden im Voraus
SAR 68,1 47,3 58,8 36,6 43,0 26,1 28,5 19,8 14,3
AR+ – 45,4 58,7 34,5 40,6 24,2 25,3 17,2 13,1
LR 84,0 45,7 54,6 34,1 38,0 22,5 22,8 14,1 8,4
ANN 63,6 51,1 – 37,6 – 25,5 – – –
KNN 61,9 44,3 54,7 33,5 38,1 23,1 23,0 14,2 8,5
RB 77,3 46,0 56,3 34,7 39,0 23,3 23,9 15,4 9,8
RF 65,2 45,5 55,4 34,3 38,4 22,6 23,4 14,8 9,5
PER 85,5 61,0 84,6 49,1 64,1 37,4 46,9 38,1 34,9
Prognose 4 Stunden im Voraus
SAR 69,3 49,2 60,1 38,2 43,9 27,4 29,6 21,0 14,9
AR+ – 47,2 59,6 36,3 41,1 25,9 25,9 18,2 15,0
LR 85,6 47,3 55,6 35,0 38,5 23,1 23,0 14,1 8,5
ANN 70,0 52,0 – 38,3 – 25,5 – – –
KNN 66,0 46,0 55,5 34,8 38,4 23,8 23,2 14,4 8,7
RB 76,4 47,8 56,9 35,7 38,9 23,8 24,0 15,7 9,8
RF 70,3 46,9 55,9 35,1 38,5 23,1 23,4 14,9 9,6
Prognose 8 Stunden im Voraus
SAR 70,2 49,7 60,4 38,5 44,0 27,7 29,6 21,0 14,9
AR+ – 47,7 59,8 37,1 41,2 26,6 26,0 18,3 15,1
LR 90,6 48,0 55,8 35,4 38,6 23,4 23,1 14,1 8,5
ANN 64,8 52,6 – 38,4 – 24,9 – – –
KNN 70,2 47,2 55,8 35,9 38,4 23,9 23,2 14,3 8,6
RB 82,2 48,6 56,9 36,3 39,0 24,0 23,9 15,6 9,8
RF 67,1 47,9 56,0 35,6 38,5 23,3 23,4 14,9 9,6
Prognose 24 Stunden im Voraus
SAR 49,8 60,2 38,6 43,9 27,7 29,6 20,9 14,8
AR+ 47,6 59,7 36,9 41,2 26,3 26,0 18,2 14,7
LR 93,1 48,3 55,7 35,4 38,7 23,5 23,1 14,1 8,6
ANN 65,2 51,3 – 37,5 – 24,8 – – –
KNN 69,7 48,5 56,0 36,5 38,4 24,0 23,1 14,3 8,7
RB 72,2 49,5 57,0 36,2 39,1 24,1 24,1 15,8 10,2
RF 65,5 48,6 56,1 35,7 38,6 23,4 23,5 15,0 9,7
4.4. Ergebnisse und Auswertung 124
Tabelle 4.6: NRMSE bzw. aNRMSE der Prognoseverfahren für die verschiedenen
Datensätzen mit verschiedenen Prognosehorizonten.
REDD RFT1 CER1 RFT3 CER3 RFT10 CER10 CER30 CER100
halbstündliche Prognose
SAR 68,5 51,6 59,4 39,9 43,0 25,9 26,9 17,2 10,6
AR+ – 49,9 57,1 38,5 41,2 25,0 25,5 16,2 9,9
LR 74,1 49,9 55,9 38,3 40,1 24,5 24,5 15,1 8,6
ANN 69,5 50,7 – 38,6 – 25,2 – – –
KNN 66,8 48,1 54,9 37,6 40,1 24,5 24,7 15,3 8,9
RB 73,1 49,5 56,2 38,4 41,1 25,2 26,0 16,5 10,5
RF 67,8 48,2 55,0 37,6 40,3 24,4 25,2 15,9 9,7
PER 78,0 61,3 64,6 47,0 47,5 30,2 30,2 19,5 13,1
AVG 81,8 61,1 68,7 46,4 48,8 31,3 31,2 22,2 17,9
Prognose 2 Stunden im Voraus
SAR 78,7 63,0 70,6 48,6 52,2 33,9 34,4 23,8 17,8
AR+ – 58,9 64,8 45,6 47,6 31,8 30,7 21,2 16,1
LR 99,8 58,6 62,6 44,3 45,3 29,0 27,9 17,5 10,7
ANN 79,5 60,9 – 46,3 – 31,7 – – –
KNN 78,1 57,0 62,2 43,7 45,3 29,9 28,1 17,7 10,8
RB 92,1 58,7 63,5 44,8 46,3 30,2 29,1 19,0 12,3
RF 78,8 57,4 62,5 43,7 45,5 29,4 28,4 18,4 12,1
PER 107,8 82,6 95,4 65,6 73,2 48,0 53,4 43,5 39,8
Prognose 4 Stunden im Voraus
SAR 80,2 65,8 72,5 50,5 53,8 35,2 35,6 25,0 18,6
AR+ – 61,1 65,4 47,7 48,1 34,1 31,4 22,4 18,2
LR 100,4 59,8 63,1 44,9 45,5 29,6 28,2 17,6 10,8
ANN 83,6 62,2 – 47,0 – 31,7 – – –
KNN 85,3 58,5 62,8 44,7 45,5 30,2 28,3 17,9 11,0
RB 93,5 60,2 63,9 45,5 46,2 30,8 29,2 19,4 12,4
RF 85,0 58,8 62,8 44,6 45,6 29,8 28,4 18,4 12,1
Prognose 8 Stunden im Voraus
SAR 80,6 67,0 73,1 51,2 54,2 35,5 35,7 25,0 18,5
AR+ – 62,1 65,6 48,8 31,5 35,3 31,5 22,5 18,3
LR 103,2 60,3 63,1 45,3 45,6 29,8 28,2 17,5 10,8
ANN 80,4 62,8 – 46,9 – 31,1 – – –
KNN 84,3 59,4 62,9 45,5 45,5 30,4 28,2 17,7 10,9
RB 102,1 60,8 63,9 46,1 46,2 31,0 29,1 19,3 12,4
RF 77,4 59,8 62,8 45,0 45,6 29,9 28,4 18,4 12,3
Prognose 24 Stunden im Voraus
SAR 79,8 67,0 72,9 51,2 54,0 35,5 35,6 24,9 18,4
AR+ – 62,3 65,6 48,9 48,2 35,0 31,5 22,5 18,1
LR 109,0 61,2 63,3 45,4 45,7 30,0 28,2 17,5 10,9
ANN 82,9 62,1 – 46,9 – 31,4 – – –
KNN 84,6 60,6 63,1 46,6 45,6 30,6 28,2 17,8 11,1
RB 85,2 61,8 63,9 46,2 46,3 31,1 29,4 19,5 12,7
RF 82,9 60,3 62,9 45,3 45,6 30,2 28,5 18,5 12,3
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von den evaluierten Verfahren am niedrigsten. Für die Verbrauchsprognosen für die
Zeitreihen der einzelnen Haushalte sind die Ergebnisse nicht so eindeutig: Für die
Datenreihen der einzelnen Haushalten aus REFIT und CER erreicht SAR den kleins-
ten MAPE bei einem Prognosehorizont von mehr als zwei Stunden. Allerdings hat
SAR einen deutlich schlechteren NMAE und NRMSE als LR. Der niedrigste NMAE
für die Lastprognosen einzelner Haushalte wird in den meisten Fällen durch das
k-nächste-Nachbarn-Verfahren erreicht. KNN führt zudem zusammen mit Random
Forests zu dem niedrigsten NRMSE für Datenreihen von einem bis drei Haushal-
te. Zudem werden durch KNN auch für Datenreihen mit mehr als drei Haushalten
kompetitive Ergebnisse zu LR in allen Kennzahlen erreicht.
Neuronale Netze schneiden nur auf dem kurzen REDD-Datensatz vergleichswei-
se gut ab. Auf den Datenreihen aus REFIT fällt die Prognosegenauigkeit gegenüber
den anderen Methoden deutlich ab. Auch AR+ bleibt hinter den anderen Methoden
zurück: Nur für die Zeitreihen aus REFIT wird in einigen Fällen ein leicht niedri-
gerer MAPE oder NMAE als bei LR erreicht. Für die anderen Auswertungen und
insbesondere für die Evaluationen für die Zeitreihen aus CER sind die Ergebnis-
se für AR+ deutlich schlechter. Letzteres kann daran liegen, dass einige Zeitreihen
aus CER zusätzlich zu den saisonalen Schwankungen von einem Tag jahreszeitli-
che Schwankungen aufweisen und diese durch die Modellierung des AR-Modells mit
deterministischen Tagesanteilen besonders schlecht abgebildet werden können. Aber
auch die stochastische Modellierung der saisonalen Komponenten mit SAR führt nur
für die Zeitreihen von drei oder weniger Haushalten zu einem vergleichsweise vorteil-
haften MAPE. Die Bewertung von RF hängt stark von der verwendeten Kennzahl
ab: Für einzelne Haushalte und die Aggregation von drei Haushalten wird häufig
der niedrigste NRMSE erreicht. Dass insbesondere ein guter NRMSE erzielt wird,
gehört zu den typischen Eigenschaften einer Ensemble-Methode, da die Varianzen
der Ausgabewerte durch die Bildung von Ensembles relativ niedrig gehalten werden.
Dabei ist das Verfahren auch bzgl. des NMAE für die Verbrauchsprognosen mit drei
oder weniger Haushalten mit weniger als einem Prozent Differenz kompetitiv zur
LR. Im MAPE weicht der Fehler mit 6 − 30% Differenz bei den Lastprognosen
der einzelnen Haushalte deutlich von den Ergebnissen von LR ab. Das impliziert,
dass explizit die niedrigen Verbrauchswerte durch LR besser prognostiziert werden
können. Regressionsbäume sind für alle Auswertungen auf den REFIT und CER-
Datensätzen zwischen 0, 2 − 1.5% schlechter als RF, wobei die größten Differenzen
zwischen RB und RF bzgl. des NRMSE vorliegen. Bei den Prognosen auf dem kurzen
REDD-Datensatz ist der Unterschied zwischen den Ergebnissen der beiden Metho-
den nochmals wesentlich größer.
Die Ergebnisse der Vergleichsmethode AVG sind jeweils nur in dem obersten
Tabellenabschnitt dargestellt, da die Ergebnisse unabhängig von dem Prognoseho-
rizont sind. Für die Prognose mit einem Prognosehorizont von einer halben Stunde
ist AVG noch wesentlich schlechter als alle Methoden und die Differenz zu der Pro-
gnosegenauigkeit von LR beträgt zwischen 7 − 30% im MAPE, zwischen 6 − 27%
im NMAE und 7− 13% im NRMSE. Diese Differenz verringert sich im MAPE mit
zunehmendem Prognosehorizont von 33% auf 14% für die einzelnen Zeitreihen aus
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REFIT und von 59% auf 38% für die einzelnen Zeitreihen aus CER. Auf den Daten-
reihen, welche den Verbrauch von mehr als drei Haushalten enthalten, reduziert sich
der Unterschied des MAPE auf 1, 7− 6%. Auch für den NMAE nimmt die Differenz
des Fehlers von LR zu AVG mit zunehmendem Prognosehorizont leicht ab. Dabei ist
der Unterschied bei einem Prognosehorizont von 24 Stunden für die Lastprognosen
von drei bis zehn Haushalten mit 1, 5−2, 6% am geringsten. Bzgl. des NRMSE sind
die Prognosen 24 Stunden im Voraus für RFT1 mit LR nicht besser als AVG, für
die anderen Datenreihen erreicht LR eine Verbesserung von 1−7% gegenüber AVG.
Der größte Unterschied liegt für CER100 vor.
Die zweite einfache Vergleichsmethode hat für die Prognosen mit einem Progno-
sehorizont von einer halben Stunde schlechtere Ergebnisse als nahezu alle der kom-
plexeren Methoden. Da sich die Genauigkeit mit zunehmendem Prognosehorizont
bei PER nochmals drastisch verschlechtert, wurden die Ergebnisse für Prognoseho-
rizonte von mehr als zwei Stunden aus Platzgründen nicht dargestellt.
Es steht außer Frage, dass das Potential der gewählten Methoden in der vorlie-
genden Analyse noch nicht ausgeschöpft wurde. Es wurden für jede Methode jeweils
Standardmodelle implementiert, welche durch Adaptionen noch verbessert werden
könnten. Die durchgeführten Experimente geben eine Einschätzung dieser Verfah-
ren im Vergleich und eine Abschätzung, welche Ergebnisse ohne weitere spezifische
Anpassungen durchschnittlich erreicht werden. Dabei schneiden insbesondere das
LR-Modell und die k-nächsten Nachbarn gut ab, während die anderen Verfahren
jeweils nur für einzelne Settings vergleichbare oder bessere Ergebnisse erhalten.
4.4.3 Skalierungseffekte
Die Kennzahlen der Prognosegenauigkeit verbessern sich mit zunehmendem Ag-
gregationsgrad in den Datenreihen. Dies liegt daran, dass die Datenreihen über den
Stromverbrauch einzelner Haushalte von den teilweise unberechenbaren Handlungen
der Bewohner abhängen. In den Verbrauchsdaten mehrerer Wohnungen mitteln sich
die Fehler teilweise weg. Dieser Effekt wirkt sich u.a. auf die Variationskoeffizienten
der Datenreihen aus. Auf diesen Effekt wurde bereits in Absatz 4.2.2.2 hingewiesen
und in Absatz 4.3.1.1 ist in Tab. 4.3 ein Überblick über die Variationskoeffizenten
der verwendeten Datenreihen gegeben.
In diesem Abschnitt wird untersucht, ob ein Zusammenhang zwischen dem Va-
riationskoeffizienten und der Prognosegenauigkeit von Stromlasten besteht. Dafür
werden die Ergebnisse des erfolgreichsten Modells, der lineare Regression, auf den
Datensätzen REFIT und CER untersucht. Der REDD-Datensatz wird außen vorge-
lassen, da der Trainingszeitraum als zu kurz angesehen wird. In der Abb. 4.14 sind
die Kennzahlen der Prognosen der verbleibenden 164 Zeitreihen bei LR in Abhän-
gigkeit der entsprechenden Variationskoeffizienten dargestellt. Dabei lässt sich ein
klarer Zusammenhang erkennen, der sich in einer annähernd logarithmischen Kurve
darstellt. Näherungsweise können die Prognosefehler durch folgende Funktionen in
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Abbildung 4.14: Zusammenhang zwischen den Kennzahlen MAPE, NMAE und
NRMSE der Prognosen mit LR und den Variationskoeffizienten für die Datenrei-
hen aus REFIT und CER.
Abhängigkeit von dem Variationskoeffizienten beschrieben werden:
gMAPE(x) = 0, 49 ln(x) + 0, 45,
gNMAE(x) = 0, 35 ln(x) + 0, 40,
gNRMSE(x) = 0, 38 ln(x) + 0, 5.
Dabei ist anzumerken, dass diese Abschätzungen nicht für Variationskoeffizienten
kleiner als 0.4 geeignet sind, da die geschätzte Prognosegenauigkeit bzgl. des MAPE,
gMAPE, sonst negative Werte annehmen würde. Daher wird der Definitionsbereich
auf das Intervall [0, 45; 2, 5] eingeschränkt. In diesem Intervall befinden sich alle
untersuchten Datenreihen und man kann davon ausgehen, dass die Variationskoeffi-
zienten von Datenreihen, welche den Stromverbrauch von Haushalten beschreiben,
nicht beliebig klein werden, da die Lastgänge üblicherweise gewisse Bedarfsschwan-
kungen im Laufe des Tages aufweisen. Wertet man standardisierte Lastprofile aus,
welche sich aus den durchschnittlichen Verbrauchskurven von Haushalten auf einer
Verteilernetzebene ergeben (vgl. [44]), erhält man einen Variationskoeffizienten von
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0.4254. Insofern erscheint es zulässig, davon auszugehen, dass die Variationskoeffi-
zienten von Datenreihen zum Stromverbrauch von einzelnen Wohnungen, Wohnblö-
cken und kleinen Microgrids diesen Wert nicht unterschreiten.
Zur Bewertung dieser Fehlerabschätzungen, wird das Bestimmtheitsmaß
R2 =
∑m
i=1(g(x)− y¯)2∑m
i=1(yi − y¯)2
,
betrachtet, wobei g(·) in diesem Fall die Schätzung des Prognosefehlers darstellt,
m = 164 die Anzahl der Datenreihen, yi den tatsächlichen Prognosefehler der ent-
sprechenden Zeitreihe und y¯ den durchschnittlichen Prognosefehler beschreibt. Das
Bestimmtheitsmaß gibt an, wie gut sich die Variation der Prognosefehler durch das
Regressionskurve erklären lässt (vgl. [135]). Nimmt das Bestimmtheitsmaß einen
Werte nahe 1 an, sind die Daten nahezu perfekt beschrieben, je niedriger der Wert
ist, desto schlechter ist die Anpassung der Daten. Für die Schätzung des MAPE mit
gMAPE ist R2 = 0, 55; für die Schätzung des NMAE mit gNMAE ist R2 = 0, 84 und
für die Schätzung des NRMSE mit gNRMSE ist R2 = 0, 81. Das heißt, für NMAE
und NRMSE können die Prognosefehler für halbstündliche Stromlastprognosen ab-
hängig von dem Variationskoeffizienten näherungsweise abgeschätzt werden. Dieses
Wissen ist vorteilhaft, wenn es darum geht, Anwendungen für STLF zu entwickeln,
da man abhängig von dem Variationskoeffizienten, welcher sich bereits auf kurzen
Zeitreihen berechnet lässt, eine Einschätzung der Prognosefehler erhält.
Auch für einen Prognosehorizont von h = 4, 8, 16, 48 halben Stunden im Voraus
besteht ein ähnlicher Zusammenhang zwischen den Variationskoeffizienten und der
Prognosegenauigkeit des LR-Verfahrens. In Abb. 4.15 sind die Schätzfunktionen für
die Kennzahlen für die weiteren evaluierten Prognosehorizonte dargestellt. Dabei
wird die Kurve für alle Kennzahlen etwas steiler. Für einen Variationskoeffizienten
nahe 0, 5 ändern sich die Fehler kaum. Für eine steigende Variabilität fächert sich
die Schätzfunktion des MAPE abhängig von dem Prognosehorizont h auf. Für den
NMAE und NRMSE sind die Schätzfunktionen für alle h ≥ 4 jeweils nahezu iden-
tisch. Das Bestimmtheitsmaß der Abschätzung erhöht sich für den MAPE auf 0, 63,
für den NMAE auf 0, 89 und für den NRMSE auf 0, 85.
Die Abschätzung der Prognosegüte ist eine wichtige Information für die nach-
folgende Optimierung, bei welcher die Stromlastprognose zum Einsatz kommt. Der
Zusammenhang zwischen der Prognosegüte und dem Variationskoeffizienten, wel-
cher durch die vorliegende Arbeit – soweit bekannt erstmals – erfasst und darge-
stellt wurde, bietet die Möglichkeit, die Größenordnung der zu erwartenden Fehler
abzuschätzen.
4.4.4 Prognosezeitraum
In den Auswertungen der Prognosen in den Tabellen 4.4, 4.5 und 4.6 ist erkennbar,
dass die Ergebnisse der Prognosen mit dem kürzesten Prognosehorizont von einer
halben Stunde im Voraus die niedrigsten Fehler haben. Die Prognosegenauigkeit
nimmt deutlich ab, wenn die Prognose zwei Stunden oder mehr im Voraus erfolgen
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Abbildung 4.15: Schätzfunktionen der Kennzahlen MAPE, NMAE und NRMSE
in Abhängigkeit des Variationskoeffizienten für die Prognosehorizonte h =
1, 4, 8, 16, 48.
soll. Allerdings scheint die Prognosegenauigkeit ab einem Prognosehorizont von vier
Stunden zu konvergieren. Dies gilt für alle Aggregationsstufen der Datenreihen. In
der Abb. 4.16 ist die Fehlerentwicklung des MAPE bei LR in Abhängigkeit des Pro-
gnosehorizonts und der Anzahl der Haushalte für die REFIT und CER Datensätze
graphisch dargestellt. Dabei lässt sich das beschriebene Phänomen gut erkennen.
Für die andere Methoden und die anderen Kennzahlen sieht die Darstellung ähnlich
aus, wobei der Anstieg des Fehlers von einem Prognosehorizont von einer halben
Stunde zu dem Prognosehorizont zwei Stunden im Voraus für den MAPE besonders
groß ist. Für die anderen Kennzahlen fällt er etwas kleiner aus.
Man kann davon ausgehen, dass der Einfluss der direkt vorausgehenden Zeitrei-
henwerte auf das Regressionsmodell bei einem steigenden Prognosehorizont bis vier
Stunden im Voraus abnimmt und der Einfluss der anderen Input-Variablen zunimmt.
Diese These wird bei der Analyse der Input-Variablen weiter untersucht.
In der Darstellung des MAPE auf den CER-Datensätzen in Abb. 4.16 ist zudem
erkennbar, dass der MAPE bei einzelnen Haushalten 24 Stunden im Voraus gering-
fügig besser ist als acht Stunden im Voraus. Dies ist ein Hinweis darauf, dass die
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Abbildung 4.16: MAPE, bzw. aMAPE der Prognosen mit LR bei steigendem Pro-
gnosehorizont h = 1, 4, 8, 16, 48 für die Datenreihen aus REFIT und CER.
Korrelation von Yt und Yt−16 sehr gering ist und für die Prognosen acht Stunden
im Voraus andere vorausgehende Zeitreihenwerte in dem Modell betrachtet werden
sollten.
4.4.5 Analyse der Input-Variablen
Es wird untersucht, in welchem Modell bei welcher Anzahl von Haushalten wel-
che Input-Variablen zu den besten Kennzahlen in den Experimenten geführt haben.
Die beste Wahl kann sich bei jedem Verfahren abhängig von der zugrundeliegende
Datenreihe unterscheiden. Da die Prognosen jedoch für eine hohe Anzahl von Daten-
reihen durchgeführt wurden, wird geprüft, inwiefern sich allgemeine Indikationen für
die Wahl der Input-Variablen bei Stromlastprognosen ableiten lassen. Dabei werden
die Experimente auf dem REDD-Datensatz nicht berücksichtigt, da die Prognosen
aufgrund des kurzen Trainingssatzes kaum aussagekräftig sind. Auch für die neu-
ronalen Netze wird auf die Analyse verzichtet, da nur eine eingeschränkte Auswahl
der Input-Variablen analysiert wurde.
Die SAR-Modelle wurden mit AR(p)×(1)48-Modellen mit p = 1, 2, 3 umgesetzt.
Dabei führt AR(1)×(1)48 auf 73% der Datenreihen einzelner Haushalte zu dem nied-
rigsten MAPE, wobei mit AR(3)×(1)48 häufiger ein niedrigerer NMAE und NRMSE
erreicht wird. Für den NRSME ist AR(3)×(1)48 in 91% der Fälle das beste der eva-
luierten SAR-Modelle. Dieses Modell erreicht auch in der Auswertung von [123] die
besten Ergebnisse. Bzgl. der Länge des Trainingszeitraums liegt kein eindeutiges
Ergebnis vor. Die Ergebnisse finden sich in ähnlicher Ausprägung für die Progno-
sen der aggregierten Datenreihen wieder. Es ist keine spezifische Verschiebung bei
steigendem Prognosehorizont erkennbar.
In dem zweiten AR-Modell, AR+, wurden die saisonalen Anteile mit determi-
nistischen Komponenten modelliert und AR(p)-Modelle auf den saisonbereinigten
Datenreihen mit p = 1, 2, 3, 4, 5 erstellt. Dabei ist für den NRMSE eine Präferenz zu
Modellen mit p ≥ 3 ersichtlich, für die anderen Kennzahlen ist keine klare Präferenz
der Ordnung p erkennbar. Die große Trainingsmenge bestehend aus 4/5 der Daten
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Tabelle 4.7: Analyse der Input-Variablen für die Stromlastprognosen einzelner Haus-
halte eine halbe Stunde im Voraus. Es wird dargestellt, wie häufig welche Input-
Variablen zu den besten Ergebnisse bzgl. der betreffenden Kennzahl geführt haben.
Kennz. Meth. Training Zeitreihenwerte Wochentage MA
kurz lang I II III IV V1 V2 V3
MAPE LR 23% 77% 80% 15% 2% 3% 94% 6% 0% 0%
NMAE LR 22% 78% 9% 22% 4% 65% 91% 9% 0% 21%
NRMSE LR 25% 75% 10% 18% 1% 71% 92% 8% 0% 98%
MAPE KNN 25% 75% 88% 4% 1% 7% 61% 29% 10% 21%
NMAE KNN 25% 75% 82% 4% 1% 13% 64% 30% 5% 43%
NRMSE KNN 29% 71% 81% 8% 2% 9% 60% 38% 3% 84%
MAPE RB 30% 70% 50% 10% 14% 26% 38% 36% 27% 34%
NMAE RB 25% 75% 54% 12% 13% 21% 35% 38% 27% 28%
NRMSE RB 21% 79% 46% 24% 9% 21% 33% 30% 37% 25%
MAPE RF 32% 68% 56% 5% 6% 32% 27% 36% 38% 27%
NMAE RF 35% 65% 50% 4% 9% 38% 24% 38% 36% 23%
NRMSE RF 33% 67% 48% 9% 12% 31% 15% 43% 41% 26%
führt bei einer Mehrzahl der Datenreihen zu besseren Ergebnissen als die Model-
lerstellung mit nur 91 Tagen. Für die aggregierten Datenreihen sind die Ergebnisse
ähnlich. Wie zuvor bei den SAR-Modellen ist keine spezifische Verschiebung bei
steigendem Prognosehorizont erkennbar.
Bei den anderen Methoden wurden jeweils die gleichen Input-Variablen in den
Experimenten evaluiert. Dabei war jeweils eine der folgenden vier Kombinationen
von vorausgehenden Zeitreihenwerten Bestandteil der Input-Variablen: (I) {Yt, Yt−1},
(II) {Yt, Yt−47}, (III) {Yt, Yt−1, Yt−47, Yt−48} und (IV) {Yt, Yt−1, Yt−47, Yt−365}. In der
Beschreibung der Wochentage wurden drei Variationen evaluiert: (V 1) keine Unter-
scheidung zwischen den Wochentagen, (V 2) eine Unterscheidung zwischen Werkta-
gen und Wochenende, (V 3) differenzierte Unterscheidung zwischen allen Wochen-
tagen. Zudem wurde der gleitende Wochendurchschnitt (MA) als optionale Input-
Variable evaluiert. Die detaillierte Beschreibung der verschiedenen Settings ist in
Abschnitt 4.3.4 zu finden. Zur Analyse dieser Settings wird zunächst untersucht,
mit welcher Häufigkeit welche Input-Variablen zu den besten Stromlastprognosen
für einzelne Haushalte geführt haben. Die Ergebnisse sind in Tab. 4.7 dargestellt.
Dabei wird zwischen den verschiedenen Kennzahlen differenziert.
Aus der Aufschlüsselung der bevorzugten Input-Variablen ist ersichtlich, dass
die Verwendung des langen Trainingsdatensatzes, welcher 4/5 der gesamten Daten-
reihe umfasst, bei allen Methoden für die meisten Zeitreihen (65−79%) zu besseren
Ergebnissen führt als das Training auf dem kurzen Datensatz von 91 Tagen. Die
Analyse der Input-Variablen werden für die jeweiligen Methoden einzeln beschrie-
ben. Für LR führen je nach Kennzahl andere vorausgehende Zeitreihenwerte zu den
besten Ergebnissen. Für den MAPE ist das in den meisten Fällen {Yt, Yt−1}, für den
NMAE und den NRMSE ist das {Yt, Yt−1, Yt−47, Yt−365}. Für alle Kennzahlen ist es
bei LR nicht vorteilhaft, zwischen den Wochentagen zu unterscheiden. Inwiefern die
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Tabelle 4.8: Analyse der Input-Variablen für die Stromlastprognosen von 10 aggre-
gierten Haushalten eine halbe Stunde im Voraus. Es wird dargestellt, wie häufig
welche Input-Variablen zu den besten Ergebnisse bzgl. der betreffenden Kennzahl
geführt haben.
Kennz. Meth. Training Zeitreihenwerte Wochentage MA
kurz lang I II III IV V1 V2 V3
MAPE LR 9% 91% 0% 18% 0% 27% 94% 73% 0% 18%
NMAE LR 9% 91% 0% 9% 0% 91% 64% 36% 0% 100%
NRMSE LR 9% 91% 0% 9% 0% 91% 73% 27% 0% 100%
MAPE KNN 18% 82% 55% 27% 1% 18% 18% 73% 9% 64%
NMAE KNN 9% 91% 36% 55% 0% 9% 18% 82% 0% 73%
NRMSE KNN 9% 91% 27% 73% 0% 0% 9% 91% 0% 100%
MAPE RB 27% 73% 36% 9% 9% 45% 27% 64% 9% 27%
NMAE RB 9% 91% 36% 27% 9% 27% 27% 55% 18% 18%
NRMSE RB 18% 82% 55% 9% 0% 36% 27% 55% 18% 15%
MAPE RF 36% 64% 36% 0% 0% 64% 18% 45% 36% 36%
NMAE RF 36% 64% 27% 0% 0% 73% 27% 18% 55% 27%
NRMSE RF 27% 73% 27% 9% 0% 64% 9% 45% 45% 64%
Verwendung des gleitenden Wochendurchschnitts zu einer Verbesserung des Modells
beiträgt, hängt wiederum von der bewertenden Kennzahl ab; für den NRMSE führt
die Aufnahme des gleitenden Wochendurchschnitts als Input-Variable in 98% der
Fälle zu einer Verbesserung, während sie für den NMAE in wenigen Fällen (21%)
und für den MAPE in keinem Fall zu einer Verbesserung führt.
Für den KNN ist die Auswahl der besten Input-Variablen weniger sensitiv ge-
genüber der Kennzahl: Für mehr als 80% der Datenreihen werden die besten Er-
gebnisse mit den direkt vorausgehenden Input-Variablen {Yt, Yt−1} erreicht. Bei ca.
60% wird nicht zwischen den Wochentagen unterschieden, bei ca. 30% führt eine
Unterscheidung von Werktagen und Tages des Wochenendes zu besseren Ergebnis-
sen. Die Verwendung des gleitenden Wochendurchschnitts erweist sich bei 84% für
den NRMSE vorteilhaft, für die beiden anderen Kennzahlen nicht.
Die Analyse der Input-Variablen für RB weist ebenfalls keine großen Differen-
zen zwischen den Kennzahlen auf: Wieder werden für alle Kennzahlen die besten
Ergebnisse mit den direkt vorausgehenden Input-Variablen {Yt, Yt−1} erreicht. Die
drei Variationen zur Beschreibung des Wochentags führen jeweils bei einem Drittel
der Datenreihen zu dem besten Ergebnis. Der gleitende Wochendurchschnitt führt
bei den meisten Datenreihen zu keinen besseren Ergebnissen.
Bei der Anwendung von RF ist es für einen Großteil (48−56%) der Datenreihen
vorteilhaft nur die vorangehenden Zeitreihenwerte {Yt, Yt−1} zu nehmen, bei einem
weiteren Anteil von mehr als 30% erweist sich die Kombination {Yt, Yt−1, Yt−47,
Yt−365} als die beste. Dabei wird bei allen Kennzahlen in über 36% der Fälle zwi-
schen Werktagen und Wochenende und in jeweils über 36% der Fälle zwischen jedem
einzelnen Wochentag unterschieden. Der gleitende Wochendurchschnitt erweist sich
für die meisten Datenreihen in allen Kennzahlen als nicht vorteilhaft.
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Die Auswahl der besten Input-Variablen ändert sich teilweise mit zunehmen-
den Aggregationsgrad. In Tab. 4.8 sind die prozentualen Häufigkeiten der Input-
Variablen dargestellt, mit welchen bei den Stromlastprognosen für den aggregierten
Verbrauch von zehn Haushalten die besten Ergebnisse erreicht wurden. Wie bei den
Prognosen für den Verbrauch einzelner Haushalte führt die Verwendung des län-
geren Trainingsdatensatzes in den meisten Fällen zu besseren Ergebnissen als das
Training auf dem kürzeren. Der prozentuale Anteil der Datenreihen, für welche der
längere Trainingsdatensatz vorteilhaft ist, steigt sogar für alle Methoden außer RF
an.
Bei LR nimmt die Bedeutung der Input-Variablen {Yt, Yt−1} ab: bei mehr als
82% der Datenreihen wird für jede Kennzahl die Kombination {Yt, Yt−1, Yt−47,
Yt−365} genutzt. Nun führt die Unterscheidung von Werktagen und Tagen des Wo-
chenendes zu einem niedrigeren MAPE und auch für die anderen Kennzahlen steigt
der Anteil der Datenreihen, bei welchen diese Unterscheidung vorteilhaft ist. Der
gleitende Wochendurchschnitt gewinnt für den NMAE an Bedeutung. Die Ände-
rungen in der Auswahl der besten Input-Variablen sind bei den anderen Methoden
ähnlich zu denen in LR: Anstelle der Zeitreihenwerte {Yt, Yt−1} werden für viele
Datenreihen Zeitreihenwerte gewählt, die nicht nur von dem direkt vorangehenden
Verbrauch abhängen. Bei KNN wird in vielen Fällen {Yt, Yt−47}, bei RB und RF
{Yt, Yt−1, Yt−47, Yt−365} bevorzugt. Es erweist sich als vorteilhaft, zwischen Wochen-
ende und Werktagen bei den Prognosen zu unterscheiden. Die Nutzung des gleiten-
den Wochendurchschnitt führt bei KNN für die meisten Datenreihen zu besseren
Ergebnissen, bei RB und RF nicht.
Betrachtet man die Ergebnisse der Stromlastprognosen h halbe Stunden im Vor-
aus mit h = 4, 8, 16, 48, so nimmt die Bedeutung der Input-Variablen {Yt, Yt−1}
ebenfalls ab und es werden auf vielen Datenreihen die besseren Ergebnisse mit
{Yt, Yt−1, Yt+h−48, Yt+h−336} erreicht. Dies gilt insbesondere bei den Methoden LR
und KNN. Bei RB und RF besteht der Trend ebenfalls, wobei jedoch auch bei 8
Stunden im Voraus in knapp 30% der Fälle die besten Kennzahlen mit {Yt, Yt−1}
erzielt werden.
Die durchgeführte Analyse zeigt, dass die geeignete Wahl der Input-Variablen
sowohl von der Methode als auch von der zugrundeliegenden Datenreihe und teil-
weise auch der verwendeten Kennzahl abhängt. Durch Aufschlüsselung der Input-
Variablen, welche zu den besten Ergebnissen geführt haben, wurden methodenspe-
zifische Hinweise für die Wahl abgeleitet.
4.5 Diskussion
Die Ergebnisse der Experimente geben eine Übersicht über die Prognosegenauig-
keit der verschiedenen Methoden und stellt einen Zusammenhang zwischen dem
Variationskoeffizienten und der Prognosegüte auf. Zudem wurde dargestellt, wie
sich der Fehler bei steigendem Prognosehorizont entwickelt und aus einer Analyse
verschiedener Input-Variablen methodenspezifische Hinweise zur Wahl dieser abge-
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leitet. Damit wird die Forschungslücke geschlossen, welche in der Literaturrecherche
ausgewiesen wurde. Im Folgenden werden die Limitierungen der Analyse dargestellt
und weitergehende Forschungsfragen aufgezeigt.
4.5.1 Limitierungen
Bei den verwendeten Prognoseverfahren handelt es sich jeweils um Standardmodel-
le. Da für die meisten der verwendeten Verfahren Adaptionen möglich sind, besteht
durchaus Potential, die präsentierten Ergebnisse zu verbessern. So ist beispielsweise
der Spielraum, der sich bei der Modellierung von neuronalen Netzen durch die Kom-
binationsmöglichkeiten verschiedener Topologien, Berechnungselemente und Algo-
rithmen ergibt, immens. Auch für Regressionsbäume und Random Forests ergibt
sich ein erheblicher Spielraum durch die Wahl der Hyperparameter. In der vorlie-
genden Analyse wurden sie auf der Basis einer vorherigen Studie geschätzt. Bei
den AR-Modellen wurden die Ordnungen der Modelle auf Basis einer heuristischen
Analyse der empirischen Autokorrelationen geschätzt und eine Auswahl umgesetzt.
Ein weiteres Potential zur Verbesserung der Prognosegüte liegt in der Kombination
verschiedener Verfahren, wie es beispielsweise in [113] vorgeschlagen wird.
In diesem Sinne erhebt die Studie nicht den Anspruch, das bestmögliche Pro-
gnoseverfahren implementiert zu haben, sondern bietet eine umfangreiche Analyse
darüber, welche Ergebnisse mit welchen Standardverfahren erreichbar sind, und gibt,
davon abgeleitet, Empfehlungen für die Implementierung und die weitere Forschung.
4.5.2 Weitergehende Forschungsfragen
In der Adaption und Weiterentwicklung der verwendeten Verfahren liegt das Poten-
tial, die vorgestellten Ergebnisse zu verbessern. Ein möglicher Fokus ergibt sich aus
einem Aspekt der vorliegenden Analyse: In dem LR-Modell, welches in den durch-
geführten Experimenten insgesamt die besten Ergebnisse erzielt hat, wurde für jede
halbe Stunde des Tages ein eigenes Modell implementiert, während in den anderen
Modellen die Uhrzeit als weitere Input-Variable modelliert wurde. Das legt nahe,
dass die Tageszeit ein wesentlicher Faktor ist und dass der Einfluss der Tageszeit
in den anderen Modellen erhöht werden könnte. Dazu können ebenfalls 48 Modelle,
für jede halbe Stunde des Tages eines, implementiert werden. Bei den k-nächsten
Nachbarn kann der Einfluss der Tageszeit als Input-Variable auch durch eine andere
Skalierung erhöht werden.
Für alle Methoden gilt, dass bei einer gezielten Anpassung der Parameter an
eine spezifische Datenreihe, eventuell bessere Ergebnisse erreichbar sind. Die Imple-
mentierung eines vorgelagerten Auswahlprozesses müsste dann entsprechend auto-
matisiert erfolgen.
In der Analyse der Experimente wurde ein Zusammenhang zwischen dem Va-
riationskoeffizienten und der Prognosegüte aufgezeigt. Diese These sollte zum einen
auf weiteren Datensätzen evaluiert werden. Zum anderen legt sie nahe, dass der Va-
riationskoeffizient ein geeignetes Kriterium für die Auswahl der Methode oder der
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Modellspezifikation sein könnte.
Im Forschungsbereich des „Non-intrusive appliance load monitoring“ werden Ver-
fahren entwickelt, welche aus den Smart-Meter-Daten eines Haushaltes einzelne Ver-
braucher identifizieren können (vgl. [136–138]). Auf welche Weise dies in der Erstel-
lung von Prognoseverfahren genutzt werden kann, ist ein weiteres unerschlossenes
Forschungsfeld.
Neben den vorgestellten Möglichkeiten, die Stromlastprognosen weiterzuentwi-
ckeln, sollten die Verfahren in den nachgelagerten Anwendungsszenarien evaluiert
werden.
4.6 Zusammenfassung
Kurzfristige Stromlastprognosen sind eine wichtige Komponente in der Implemen-
tierung von Energiemanagementsystemen in einzelnen Haushalten, Wohnblöcken
und Microgrids. In der vorliegenden Arbeit wurde zunächst in einem strukturierten
Literaturreview analysiert, welche Verfahren bereits evaluiert wurden und welche
Schlüsse sich aus den jeweiligen Auswertungen ziehen lassen. Dabei wird deutlich,
dass sich aus den vorhandenen Studien kaum allgemein gültige Empfehlungen ab-
leiten lassen, da die jeweiligen Analysen oft nur auf projekt-internen Datensätzen
durchgeführt wurden. Die Datenreihen einzelner Haushalte unterscheiden sich we-
sentlich, was sich in sehr unterschiedlichen Ergebnissen der verschiedenen Artikeln
äußert. Ein Vergleich der Methoden wird zudem dadurch erschwert, dass verschie-
dene Kennzahlen zu Bewertung der Prognosegüte verwendet werden.
Diese Forschungslücke wurde in der vorliegenden Arbeit geschlossen. Es wur-
den sieben State-of-the-Art Verfahren implementiert und auf insgesamt 165 Daten-
reihen mit verschiedenen Aggregationsleveln hinsichtlich ihrer Prognosegüte unter-
sucht. Diese wurde in drei verschiedenen skalierbaren Kennzahlen gemessen. Mit-
tels dieses explorativen Ansatzes wurde aufgezeigt, welche Prognosegenauigkeit mit
welcher Methode erreicht werden kann und wie sich die Kennzahlen bei zunehmen-
dem Aggregationsgrad und steigendem Prognosehorizont entwickeln. In der Analyse
führte das implementierte LR-Modell insgesamt zu den besten Ergebnissen, wobei
die Ergebnisse in einzelnen Settings abwichen. Die k-nächste-Nachbarn-Regression
erreichte annähernd ähnlich gute Resultate wie LR, während die anderen implemen-
tierten Verfahren höchstens in einzelnen Settings bessere Ergebnisse aufwiesen, in
den meisten jedoch abfielen.
Die Prognosen für einzelne Haushalte waren mit einem durchschnittlichen MA-
PE von 33 − 52%, einem NMAE von 34 − 45% und einem NRMSE 48 − 55% für
die Prognosen eine halbe Stunde im Voraus ziemlich inakkurat. Die Prognosefehler
nahmen bei steigendem Aggregationsgrad ab. Für die aggregierten Datensätze von
10 Haushalten beliefen sich die Prognosefehler nur noch auf einen durchschnittli-
chen MAPE von 17−21%, einen NMAE von 18−20% und einen NRMSE von 25%.
Für den Datensatz von 100 aggregierten Haushalten betrugen die Fehler weniger als
7−9%. Diese Ergebnisse legen nahe, dass, sofern möglich, mehrere Haushalte in der
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Prognose und dem nachgelagerten Optimierungsprozess betrachtet werden sollten.
In den Experimenten wurde – soweit bekannt erstmals – ein starker Zusammenhang
zwischen dem Variationskoeffizienten der Stromlasten und der Prognosegenauigkeit
aufgezeigt und in einer logarithmischen Regressionskurve modelliert. Damit kann
die erwartbare Prognosegüte für eine Datenreihe vorab abgeschätzt werden.
Die Prognosefehler stiegen mit zunehmendem Prognosehorizont an. So waren die
Ergebnisse für 2 Stunden im Voraus deutlich schlechter als für eine halbe Stunde im
Voraus. Der Unterschied zwischen der Prognosegüte für 2 und 4 Stunden im Voraus
war dagegen sehr gering. Für die weiteren evaluierten Prognosehorizonte von 8 und
48 Stunden im Voraus blieb der Fehler dann stabil auf dem Niveau der Prognosen 4
Stunden im Voraus. In den Experimenten wurden verschiedene Input-Variablen für
jedes Modell evaluiert und in der anschließenden Analyse methodenspezifische Im-
plikationen dargestellt. In der anschließenden Diskussion wurden die Limitierungen
der Arbeit benannt und weitergehende Forschungsfragen aufgestellt.
Zusammengefasst gibt die vorliegende Arbeit einen umfassenden Überblick über
den Stand der Forschung an kurzfristigen Stromlastprognosen und unterbreitet durch
die umfängliche Analyse von sieben State-of-Art-Methoden Erkenntnisse und Emp-
fehlungen für die Implementierung und die weitere Forschung von kurzfristigen
Stromlastprognosen:
• Es sind reproduzierbare Benchmarks in diversen Settings auf öffentlich verfüg-
baren Datensätzen erstellt worden.
• Dabei erreichten auf den evaluierten Datensätzen eine lineare Regression und
k-nächste-Nachbarn die besten Resultate.
• Es wurde ein starker Zusammenhang zwischen dem Variationskoeffizienten
und der Prognosegüte nachgewiesen und durch eine logarithmische Regressi-
onskurve abgeschätzt.
• Die Prognosegüte nahm bei steigendem Prognosehorizont für die ersten vier
Stunden ab, im Anschluss blieb sie stabil.
• Für jedes implementierte Verfahren wurden aus der Analyse der Input-Variablen
methodenspezifische Empfehlungen abgeleitet.
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5.1 Zusammenfassung der Arbeit
Durch die Vernetzung von lokalen Erzeugern und Verbrauchern zu Microgrids er-
öffnet sich die Möglichkeit, die Energieversorgung vor Ort zu koordinieren und die
CO2-Emissionen der Energieversorgung zu reduzieren. Zur Evaluierung der damit
einhergehenden Potentiale wurde in der vorliegenden Arbeit ein Optimierungsver-
fahren zur Steuerung der lokalen Erzeuger entwickelt, Optimierungsverfahren auf
Seiten der Verbraucher adaptiert und deren Wirksamkeit jeweils mittels Simulatio-
nen quantifiziert. Ergänzt wurden diese durch eine umfassende Analyse von kurzfris-
tigen Stromlastprognosen auf Verbraucherebene. Zu jedem Forschungsansatz wurde
in dem jeweiligen Kapitel eine Diskussion über die Limitierungen und die weiter-
gehende Forschungsfragen geführt. Dieses Kapitel stellt die verschiedenen Ansätze
und die Haupterkenntnisse zusammenfassend dar. In einer abschließenden Bewer-
tung werden die Effekte der Optimierungsverfahren gegenübergestellt und die Be-
deutung im Gesamtkontext der Energienetze diskutiert. Der letzte Abschnitt gibt
einen Ausblick und führt den weitergehenden Forschungsbedarf aus.
Optimierung auf Erzeugerseite Zur Optimierung der lokalen Energieerzeugung
wurde die Kombination eines Mikro-BHKW mit PV-Anlagen als lokale Stromerzeu-
ger in einem Microgrid betrachtet. Die grundlegende Idee beruht darauf, dass sich
diese Einheiten über den Lauf des Jahres gut ergänzen. Das Mikro-BHKW ist insbe-
sondere im Winter effizient, wenn ein hoher Bedarf an Wärme besteht, während die
PV-Anlagen im Sommer viel Strom bereitstellen. Zur Umsetzung wurde eine koor-
dinative Betriebsführung für ein Mikro-BHKW entwickelt, bei welcher die aktuellen
und prognostizierten Zustände der anderen Einheiten im Microgrid berücksichtigt
werden. Auf Basis von realen Verbrauchsdaten wurde das Verfahren für Microgrids
mit unterschiedlichen Ausstattungen simuliert und ausgewertet. In einer Robust-
heitsanalyse wurde zudem analysiert, wie stabil die Ergebnisse gegenüber zufälligen
Fehlern in den Prognosen des Strombedarfs und der Solarstromerzeugung sind.
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Die detaillierten Ergebnisse der Simulationen sind in Kapitel 2.5 dargestellt.
Eine der Hauptaussagen liegt darin, dass durch diesen Ansatz ein hoher Selbst-
versorgungsgrad in der Energieversorgung erreicht wird. In der Simulation konnten
durch die lokale Stromerzeugung 85% des Strombedarfs gedeckt werden, wobei der
Anteil der lokalen Stromversorgung in jedem Monat mindestens 74% betrug. Die
CO2-Emissionen wurden somit um 65%, bezogen auf die Stromversorgung, und um
33%, bezogen auf die gesamte Energieversorgung, reduziert. Diese Ergebnisse erwie-
sen sich als robust gegenüber den modellierten Prognosefehlern. Die Vorteile eines
solches Konzepts zeigen sich auch in der Auswertung der Betriebskosten. In der Si-
mulation wurde eine Reduktion der laufenden Energiekosten bis zu 45% erreicht.
Zudem wurde der Netzbezug durch diesen Ansatz deutlich reduziert und die tägli-
chen Spitzenlasten durchschnittlich um 68% gesenkt. Bei zeitvariablen Strompreisen
wurde der verbleibende Strombezug in Zeiten verlagert, in welchen ein günstiger
Strompreis vorlag.
Damit stellen der Zusammenschluss von mehreren Haushalten zu einem Mi-
crogrid und die Kombination mit einer koordinierten Betriebsführung von einem
Mikro-BHKW und PV-Anlagen ein mögliches Konzept dar, die CO2-Emissionen in
der Energieversorgung zu senken und zudem die Übertragungsnetze zu entlasten.
Optimierung auf Verbraucherseite Zu der Anpassung des Strombedarfs an
die Erzeugung wurden Haushaltgeräte mit verschiebbaren Lasten betrachtet. Dabei
richtete sich der Fokus auf Wasch- und Geschirrspülmaschinen sowie Trockner. Denn
diese stellen die wesentlichen Großverbraucher auf Haushaltsebene dar, bei welchen
man annehmen kann, dass sich die Nutzer auf automatisierte Lastverschiebungen
einlassen. Dabei wurden zwei Zielsetzungen zur Anpassung des Strombedarfs be-
trachtet:
• die Glättung des Strombezugs vor Ort und
• die Anpassung an vorgegebene Strompreise, welche die Auslastung der über-
geordneten Stromnetze widerspiegeln.
Auch methodisch wurden zwei Ansätze untersucht:
• Die individuelle Optimierung jedes Haushaltes für sich und
• koordinative Verhandlungen zwischen den Haushalten nach dem Konzept von
Mohsenian-Rad [2].
Auf Basis realer Verbrauchsdaten wurden die Verfahren für Microgrids simuliert und
ausgewertet. Die detaillierten Ergebnisse sind in Kapitel 3.5 dargestellt.
Bei den verwendeten Verbrauchsdaten waren ca. 10% der Stromlasten verschieb-
bar. Der durchschnittliche Anteil der verschiebbaren Lasten an den Spitzenlasten be-
trug ebenfalls 10%. In der Simulation wurde durch den koordinativen Ansatz bereits
bei Lastverschiebungen von maximal einer Stunde eine durchschnittliche Spitzenla-
streduktion von 8% erreicht. Dies zeigt, dass bereits geringe zeitliche Verschiebungen
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deutlich zur Reduktion der Spitzenlasten beitragen können. Die Ergebnisse zeigen
weiterhin, dass für diese Zielsetzung der koordinative Ansatz dem individuellen DSM
weitaus überlegen ist. Letzteres erreichte für dasselbe Setting nur eine Spitzenlast-
reduktion von 2%. Für den koordinativen Ansatz ist diese Analyse zudem ein Beleg
dafür, dass es auch bei realen Lastprofilen zu guten Ergebnissen führt, selbst wenn
die theoretische Konvergenz gegen das globale Maximum nicht sichergestellt ist.
Im Hinblick auf die CO2-Emissionen wurde in der Simulation eine maximale
Reduktion von 7% erreicht. Auch wenn die hierfür verwendete Annahme, dass die
zeitvariablen Strompreise mit dem Anteil der erneuerbaren Energien im Stromnetz
korreliert sind, eine Vereinfachung darstellt, gibt das Resultat Aufschluss über das
Potential, welches in der Anwendung von DSM in Bezug auf die CO2-Emissionen
liegt. Die Umsetzung geeigneter zeitvariabler Stromtarife wäre zugleich ein monetä-
rer Anreiz für den Endverbraucher sich auf DSM einzulassen.
Kurzfristige Stromlastprognose Für die Umsetzung beider Optimierungsver-
fahren bedarf es kurzfristiger Stromlastprognosen für Haushalte. Zur Identifikation
von geeigneten Verfahren und zur Abschätzung der erwartbaren Prognosegüte wur-
den in einem umfassenden Literaturreview die Prognosegenauigkeiten von bereits
evaluierten Verfahren der verwandten Literatur gegenübergestellt. Die Ergebnisse
waren teilweise widersprüchlich und konnten aufgrund der Verwendung von projekt-
internen Datensätzen nicht reproduziert werden. In der vorliegenden Arbeit wurden
daher sieben State-of-the-Art Verfahren implementiert und auf 165 öffentlich verfüg-
baren Datensätzen für verschiedene Prognosehorizonte evaluiert. Die Prognosefehler
wurden im Hinblick auf die Skalierungseffekte, den Prognosehorizont und die ver-
wendeten Input-Variablen analysiert.
Die detaillierte Analyse der Experimente ist in Kapitel 4.4 dargestellt. Zu den
zentralen Erkenntnissen gehört, dass die lineare Regression in vielen Settings zu den
kleinsten Prognosefehlern führt und damit eine einfache und erfolgreiche Metho-
de zur Erstellung von kurzfristigen Stromlastprognosen zu sein scheint. Unter der
Verwendung bestimmter Kennzahlen zur Bewertung der Prognosegüte erzielt die k-
nächste-Nachbarn-Regression kompetitive Ergebnisse. Andere Methoden weisen nur
für einzelne Settings vergleichbare oder bessere Ergebnisse auf.
Die durchschnittlichen Prognosefehler nehmen bei einem steigenden Aggrega-
tionsgrad ab. Es wurde in einer Regressionsanalyse gezeigt, dass ein starker Zu-
sammenhang zwischen dem Variationskoeffizienten einer Verbrauchsdatenreihe und
der Prognosegüte besteht. Dieser lässt sich durch logarithmische Regressionskur-
ven gut abschätzen. So lässt sich der NMAE für die Prognosen mittels der li-
nearen Regression eine halbe Stunde im Voraus beispielsweise mit der Funktion
g(x) = 0, 49 ln(x) + 0, 45 aus dem Variationskoeffizienten mit einem Bestimmtheits-
maß von 0, 84 bestimmen.
Ein steigender Prognosehorizont führt wiederum zu einem wachsenden Progno-
sefehler. Die Prognosefehler sind für einen Prognosehorizont von vier Stunden im
Voraus deutlich höher als eine halbe Stunde im Voraus. Für längere Prognosehori-
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zonte von vier Stunden bis zu einem Tag im Voraus sind die Fehler ungefähr gleich
hoch. Aus der Analyse der Input-Variablen wurden methoden- und kennzahlspezi-
fische Empfehlung für die Auswahl abgeleitet.
Insgesamt sind die Prognosefehler für einzelne Haushalte relativ hoch. Die durch-
schnittlichen Prognosefehler liegen für Prognosen eine halbe Stunde im Voraus zwi-
schen 33% und 55%. Sie nehmen jedoch bei steigendem Aggregationsgrad stark ab.
Bei einem Zusammenschluss von 10 Haushalten halbierten sich die durchschnittli-
chen Fehler in den Experimenten. Für eine Verwendung von kurzfristigen Stromlast-
prognosen empfiehlt es sich daher, gemeinsame Prognosen für mehrere Haushalte zu
erstellen, sofern dies die nachgelagerte Anwendung zulässt. Eine Abschätzung der
Prognosegüte kann im Vorfeld durch den Variationskoeffizienten erfolgen.
5.2 Abschließende Bewertung der Optimierungsansätze
Die Entwicklung der Optimierungsverfahren und die Auswertung auf den simulier-
ten Microgrids offenbart das Potential, welches in der lokalen Optimierung der Ener-
gieversorgung liegt. Im direkten Vergleich der angewandten Optimierungsverfahren
wird deutlich, dass das Potential zur Reduktion der CO2-Emissionen und der Re-
duktion der Spitzenlasten auf der Erzeugerseite wesentlich höher ist als auf der
Verbraucherseite. Durch die koordinierte Energieerzeugung wurden in der Simulati-
on 65% der CO2-Emissionen bezogen auf die Stromversorgung vermieden. Bei der
simulierten Verschiebung der Lasten auf Verbraucherseite betrug der Effekt maxi-
mal 7%. Bei der möglichen Spitzenlastreduktion stehen den 68% durch die Opti-
mierung auf Erzeugerseite, maximal 10% auf Verbraucherseite gegenüber. Zudem
können durch einen Umstieg von Erdgas auf Biogas in der lokalen Energieerzeugung
weitere Einsparungen erreicht werden. Nach den Ergebnissen der Simulation wür-
de in diesem Fall nur noch ein Fünftel der CO2-Emissionen im Vergleich zu
einer konventionellen Energieversorgung verursacht werden. Diese Ergebnisse sind
zwar unter den beschriebenen Limitierungen (vgl. Abschnitt 2.6.1) zu betrachten,
weisen jedoch einen möglichen Weg zu der Erreichung der eingangs beschriebenen
europäischen Klimaziele.
Zu den positiven Effekten der Optimierung auf Erzeugerseite tragen insbesondere
drei konzeptionelle Maßnahmen bei:
1. die gemeinsame Betrachtung der Strom- und Wärmeversorgung,
2. die Kombination einer KWK-Anlage mit PV-Anlagen,
3. die koordinierte, prädiktive Steuerung der Komponenten.
Die Vorteile werden durch den Zusammenschluss von mehreren Wohnungen und den
Erzeugungseinheiten zu einem Microgrid ermöglicht. Die Investitionskosten für eine
KWK-Anlage rentieren sich ökonomisch erst ab einem gewissen Auslastungsgrad.
Durch die gemeinsame Nutzung und die koordinative Steuerung werden der Aus-
lastungsgrad und insbesondere der profitable Eigenverbrauch des erzeugten Stroms
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erhöht. Dies gilt gleichermaßen für die Nutzung der Solaranlagen. Darüber hin-
aus werden für die vorausschauende Optimierung Prognosen für den kurzfristigen
Stromverbrauch benötigt. In der Analyse der geeigneten Verfahren in Kapitel 4.4
wurde deutlich, dass die Prognosegüte von der Variabilität des Stromverbrauchs
abhängt und dass diese für einzelne Haushalte i.d.R. relativ hoch ist. Durch den
Zusammenschluss zu einem Microgrid verringern sich die Prognosefehler.
Im Vergleich zu dem Potential, welches sich auf der Erzeugerseite offenbart, wir-
ken die durch die Lastverschiebungen auf Verbraucherseite erzielten Effekte eher
gering. Allerdings sollten diese nicht als Konkurrenz, sondern als zusätzliche Op-
tion der Optimierung betrachtet werden. Auch die verschiedenen Ansätze, welche
für die Umsetzung von DSM evaluiert wurden, müssen nicht in direkter Konkurrenz
stehen. So lässt sich das individuelle DSM bereits ohne Microgridstruktur umsetzen
und kann bereits heute in entsprechend ausgestatteten Haushalten realisiert werden.
Notwendig sind dafür jedoch geeignete Anreizmaßnahmen, welche die Verbraucher
zur Nutzung von DSM motivieren. Zu diesem Zweck könnten beispielsweise zeit-
variable Stromtarife oder Boni für die Nutzung von DSM eingeführt werden. Für
einen flächendeckenden Einsatz empfiehlt sich der koordinative Ansatz, da somit
mögliche negative Rückkopplungseffekte vermieden werden und zudem die Effekte
bereits bei geringer zeitlicher Flexibilität deutlich höher sind. Dazu bedarf es neben
finanziellen Anreizen eine entsprechende Kommunikationsinfrastruktur und sichere
Verhandlungsprotokolle.
Für die Anwendung der kurzfristigen Stromlastprognosen empfiehlt es sich stets,
die Stromlasten mehrerer Haushalte gemeinsam zu betrachten. In den Experimenten
konnten für einzelne Haushalte aufgrund der hohen Variabilität im Stromverbrauch
keine verlässlichen Prognosen erzielt werden. Der Zusammenschluss zu einem Micro-
grid ist ein guter Ansatz, dieses Problem zu umgehen, da sich die Prognosegüte bei
der Aggregation von bereits wenigen Haushalten deutlich verbessert. Da die Progno-
sefehler bei steigendem Prognosehorizont ansteigen, erscheint es zweckmäßig in der
nachfolgenden Optimierung regelmäßige Updates vorzusehen, in welche aktualisier-
te Prognosen eingehen. Die durchgeführten Experimente bieten Anhaltspunkte für
die erwartbaren Prognosefehler und stellen Benchmarks für die weitere Entwicklung
von kurzfristigen Stromlastprognosen dar.
5.3 Forschungsbedarf und Ausblick
Zur Evaluation der entwickelten Optimierungsverfahren wurden teilweise vereinfa-
chende Modellannahmen getroffen, welche in weiteren Forschungsarbeiten unter-
sucht werden sollten. So wurden in der Optimierung der Energieerzeugung die Wär-
meverluste durch eine Speicherung im Warmwasserspeicher vernachlässigt. Um ab-
zuschätzen, welche Einfluss diese Verluste auf die Energiebilanzen und die CO2-
Emissionen haben, bedarf es einer detaillierteren Modellierung des Wärmeflusses
und empirischer Datensätze über den Wärmebedarf von Haushalten, mit welchen
das Modell validiert werden kann. Bei der Analyse der DSM-Verfahren wurde an-
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genommen, dass der Strombedarf und die zeitvariablen Strompreise 24 h im Voraus
bekannt sind. Eine Robustsheitsanalyse würde Aufschluss darüber geben, ob sich die
angewandten DSM-Verfahren auch bei fehlerbehafteten Prognosen bewähren. Für
beide Optimierungsansätze besteht die Option, die Algorithmen dahingehend zu er-
weitern, dass sie sich in regelmäßigen Abständen aktualisieren und neu berechnete
Prognosen berücksichtigen. Bei den verwendeten Prognoseverfahren handelt es sich
jeweils um Standardverfahren, daher besteht das Potential durch die Adaptierung
und Weiterentwicklung dieser die vorgestellten Ergebnisse zu verbessern.
Die angewandten Optimierungsverfahren und die Simulationen machen deut-
lich, welches Potential in der lokalen Optimierung in Microgrids liegt. Die kon-
krete Umsetzung birgt jedoch noch einige Herausforderungen. Es bedarf kompa-
tibler Kommunikationsstandards – sowohl innerhalb des Microgrids als auch zu
den übergeordneten Leitsystemen. Derzeit existieren verschiedene Kommunikati-
onssysteme für Smart-Home und Smart-Energy-Anwendungen, was zu Problemen
bezüglich der Kompatibilität von Geräten verschiedener Hersteller führt. Im Be-
reich der Gebäudeautomation setzt sich die EEBus Initiative – entstanden aus
dem Förderprogramm E-Energy – für eine Vereinheitlichung der Normen ein [139].
Für die Kommunikation des übergeordneten Netzmanagement wurden in der DKE-
Standardisierungsroadmap fünf europäische IEC Normen als Kernstandards hervor-
gehoben (vgl. [140]). Die Entwicklung hin zu allgemein akzeptierten Normen und
die Weiterentwicklung dieser sind wichtige Schritte in der Neuausrichtung der Ener-
gienetze. Dabei müssen sowohl der Schutz der personenbezogenen Daten als auch
der Schutz vor Angriffen auf die Kommunikationsprozesse gewährleistet sein.
Weiterhin bedarf es geeigneter Geschäftsmodelle für den Betrieb von Micro-
grids. Dabei sind verschiedene Optionen denkbar. Nach der aktuellen Gesetzgebun-
gen könnten die erzeugenden Komponenten im Microgrid als Kundenanlage betrie-
ben werden, d.h. als eine Stromversorgungseinrichtung, die nicht als Netz angesehen
wird und daher nicht der Regulierung nach dem Energiewirtschaftsgesetz unter-
liegt [141]. Der Betrieb könnte entweder von einer Eigentümergemeinschaft, dem
Vermieter der angebundenen Wohnungen oder einem Dienstleistungsunternehmen,
einem sogenannten Contractor, geführt werden. Dabei gilt zu beachten, dass auch
innerhalb einer Kundenanlage jeder angeschlossene Letztverbraucher seinen Ener-
gielieferanten frei wählen darf. Da der Aufbau eines Microgrids mit erheblichen
Investitionskosten verbunden ist, bedarf es verlässlicher rechtlicher und politischer
Maßnahmen, welche die Investitionen langfristig planbar zu machen. Für die Umset-
zung von DSM bedarf es zudem von Seiten der Energieversorger tarifliche Anreize,
um den Endverbraucher zur Nutzung von DSM zu motivieren.
Der deutsche Politiker Hermann Scheer prägte vor mehr als zehn Jahren den
folgenden Satz: „Die Mehrkosten für erneuerbare Energien von heute sind gesicherte
Energie, vermiedene Umweltschäden und niedrige Energiekosten von morgen.“ (vgl.
[142]). Dieses Zitat hat nichts von seiner Bedeutung verloren, sondern ist vielmehr
aktueller denn je.
Anhang A
Appendix
A.1 Ergebnisse der ADF-Tests
Die Zeitreihen wurden einzeln mittels des Augemented-Dickey-Fuller Tests auf Differ-
enzen-Stationarität getestet. Dabei liegt die ermittelte Teststatistik τADF jeweils
deutlich unter den kritischen Werten der Irrtumswahrscheinlichkeiten von 1%, 5%,
10% gemäß [143], so dass die These der Differenzen-Stationarität verworfen und
somit stochastische Trends ausgeschlossen werden können. Dieses Befund wird zu-
dem gestützt durch die Ergebnisse der p-Werte nach MacKinnon [144], welche für
jede Zeitreihe deutlich unter 0, 05 liegen. Die Berechnungen wurden jeweils auf der
ersten Trainingsmenge einer Datenreihe unter Nutzung von Statsmodels, der Biblio-
thek für statistische und ökonometrische Analyse in Python, durchgeführt [145]. Die
Ergebnisse sind in der folgenden Tabelle A.1 dargestellt.
Tabelle A.1: ADF-Teststatistiken und p-Werte für die Datenreihen aus CER
kritische Werte der Teststatistiken
1%-Level 5%-Level 10%-Level
-3,44 -2,87 -2,57
Datenreihe τADF p-Wert
REDD Haushalt 0 -5,50 2,12E-06
REFIT Haushalt 2 -12,13 1,76E-22
REFIT Haushalt 3 -13,59 2,07E-25
REFIT Haushalt 4 -16,54 1,99E-29
REFIT Haushalt 6 -13,55 2,39E-25
REFIT Haushalt 7 -13,56 2,30E-25
REFIT Haushalt 10 -15,49 2,48E-28
REFIT Haushalt 11 -8,98 7,27E-15
REFIT Haushalt 15 -33,16 0
REFIT Haushalt 17 -7,81 6,92E-12
REFIT Haushalt 18 -11,49 4,76E-21
REFIT Haushalt 19 -13,64 1,68E-25
REFIT Haushalt 20 -15,35 3,73E-28
CER Haushalt 1000 -14,58 4,51E-27
CER Haushalt 1003 -12,67 1,22E-23
CER Haushalt 1004 -16,83 1,16E-29
CER Haushalt 1005 -10,01 1,76E-17
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CER Haushalt 1007 -16,29 3,32E-29
CER Haushalt 1008 -12,73 9,37E-24
CER Haushalt 1009 -11,45 5,95E-21
CER Haushalt 1013 -13,16 1,31E-24
CER Haushalt 1014 -12,43 4,04E-23
CER Haushalt 1015 -13,50 2,93E-25
CER Haushalt 1018 -8,81 1,96E-14
CER Haushalt 1019 -13,73 1,15E-25
CER Haushalt 1020 -18,36 2,23E-30
CER Haushalt 1024 -9,33 9,14E-16
CER Haushalt 1025 -15,61 1,79E-28
CER Haushalt 1027 -17,45 4,67E-30
CER Haushalt 1029 -16,42 2,53E-29
CER Haushalt 1030 -16,72 1,41E-29
CER Haushalt 1031 -14,32 1,14E-26
CER Haushalt 1033 -19,08 0
CER Haushalt 1034 -11,80 9,55E-22
CER Haushalt 1037 -13,51 2,89E-25
CER Haushalt 1039 -14,39 8,92E-27
CER Haushalt 1041 -38,70 0
CER Haushalt 1044 -11,64 2,12E-21
CER Haushalt 1046 -18,55 2,10E-30
CER Haushalt 1047 -22,01 0
CER Haushalt 1051 -14,18 1,97E-26
CER Haushalt 1054 -19,07 0
CER Haushalt 1057 -13,97 4,44E-26
CER Haushalt 1059 -11,90 5,63E-22
CER Haushalt 1060 -11,79 9,85E-22
CER Haushalt 1061 -16,16 4,45E-29
CER Haushalt 1063 -13,34 6,07E-25
CER Haushalt 1065 -17,62 3,83E-30
CER Haushalt 1066 -14,37 9,63E-27
CER Haushalt 1067 -15,11 7,71E-28
CER Haushalt 1071 -13,28 7,72E-25
CER Haushalt 1073 -15,21 5,68E-28
CER Haushalt 1075 -15,95 7,44E-29
CER Haushalt 1076 -9,86 4,30E-17
CER Haushalt 1077 -16,95 9,52E-30
CER Haushalt 1079 -13,64 1,68E-25
CER Haushalt 1081 -13,38 4,92E-25
CER Haushalt 1082 -12,85 5,41E-24
CER Haushalt 1083 -17,80 3,22E-30
CER Haushalt 1084 -14,23 1,58E-26
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CER Haushalt 1085 -14,12 2,47E-26
CER Haushalt 1087 -17,70 3,54E-30
CER Haushalt 1088 -11,00 6,57E-20
CER Haushalt 1091 -11,39 8,10E-21
CER Haushalt 1093 -18,55 2,09E-30
CER Haushalt 1096 -13,41 4,33E-25
CER Haushalt 1097 -9,58 2,15E-16
CER Haushalt 1098 -18,52 2,11E-30
CER Haushalt 1099 -18,80 2,02E-30
CER Haushalt 1100 -12,85 5,27E-24
CER Haushalt 1105 -10,65 4,64E-19
CER Haushalt 1107 -16,75 1,33E-29
CER Haushalt 1108 -17,42 4,82E-30
CER Haushalt 1109 -12,29 7,88E-23
CER Haushalt 1110 -15,62 1,75E-28
CER Haushalt 1111 -16,33 3,07E-29
CER Haushalt 1115 -12,72 9,80E-24
CER Haushalt 1117 -18,30 2,29E-30
CER Haushalt 1118 -20,10 0
CER Haushalt 1119 -14,88 1,61E-27
CER Haushalt 1121 -12,32 6,91E-23
CER Haushalt 1122 -15,91 8,11E-29
CER Haushalt 1123 -12,08 2,23E-22
CER Haushalt 1124 -16,33 3,09E-29
CER Haushalt 1125 -9,27 1,36E-15
CER Haushalt 1128 -12,41 4,41E-23
CER Haushalt 1129 -12,66 1,30E-23
CER Haushalt 1130 -16,00 6,55E-29
CER Haushalt 1132 -21,18 0
CER Haushalt 1133 -17,60 3,94E-30
CER Haushalt 1136 -14,75 2,53E-27
CER Haushalt 1138 -15,56 2,07E-28
CER Haushalt 1139 -17,00 8,78E-30
CER Haushalt 1140 -19,33 0
CER Haushalt 1141 -16,84 1,15E-29
CER Haushalt 1143 -12,78 7,38E-24
CER Haushalt 1144 -16,76 1,32E-29
CER Haushalt 1148 -12,64 1,46E-23
CER Haushalt 1154 -17,03 8,31E-30
CER Haushalt 1155 -10,32 2,96E-18
CER Haushalt 1156 -14,55 4,98E-27
CER Haushalt 1157 -12,40 4,61E-23
CER Haushalt 1162 -16,30 3,25E-29
145Anhang A. Appendix
CER Haushalt 1164 -10,70 3,58E-19
CER Haushalt 1165 -13,02 2,43E-24
CER Haushalt 1168 -14,75 2,47E-27
CER Haushalt 1170 -11,72 1,41E-21
CER Haushalt 1174 -16,70 1,47E-29
CER Haushalt 1176 -11,85 7,09E-22
CER Haushalt 1178 -15,39 3,36E-28
CER Haushalt 1180 -12,93 3,71E-24
CER Haushalt 1182 -13,92 5,30E-26
CER Haushalt 1183 -12,40 4,63E-23
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