Abstract --The central performance problem in the World Wide Web, in recent years, is user perceived latency. This is the time spent by a user while waiting for a Web page he/she requested. Impatience with poor performance is the most common reason visitors terminate their visit at Web sites. For e-commerce sites, such abandonment translates into lost revenue. For this reason, measuring the delay experienced by its customers is of high importance to a Web site. These measurements are critical for analyzing the site behavior and to size its components. As of today the main tool for conducting such measurements are external, client-side tools, whereby agents located on the net request pages from the site and measure its latency. In this paper we propose a novel solution that conducts the measurements of the user perceived delay at the Web site. The major advantage of this measurement approach, as opposed to client side approach, is that is can evaluate the latency experienced by each and every client (regardless of its network location). Further, this estimate can be conducted at real time, thus allowing the server to control its operation and prioritize the requests based on the actual performance observed by the clients. The solution does not require any agents to be placed at the net. Further, it does not sniff low-level protocols (that is, IP protocols) and is all based on implementation at the HTTP level. As such, it is very efficient and economical. The solution is based on a novel technique in which a special tiny HTTP object, called the sentry, assists in measuring the user perceived latency. The algorithm is implemented on the Apache server. The implementation was tested throughout an extensive array of tests and found to provide very accurate measures.
I. INTRODUCTION
The rapid growth of the World Wide Web in recent years has caused a significant shift in the composition of Internet traffic. Today, Web traffic forms the dominant component of the Internet backbone traffic. Therefore, there is significant value in understanding the Web performance, and especially that experienced by the users. The central performance problem in the World Wide Web, in recent years is user perceived latency. This is the time elapses from the moment the user requests a Web page till the time he/she receives the requested page. Impatience with poor performance is the most common reason users terminate their visit at web sites. For commercial sites, such abandonment translates into lost revenue. A key for reduction of these delays is proper measurement of the user perceived latency. A Web site, once estimated the perceived latency seen by the users, can use several methods to reduce it: 1) A mirror site, 2) Wider connectivity to the Internet, 3) Better Web server or, 4) Load balancing. Furthermore, if the estimation can be done at real time, it can be used for online control of the server scheduling and prioritization mechanism to improve the performance perceived by the clients. 1 M. Marshak is currently with EMC, USA.
Today, the common approach for measuring this perceived latency, is to conduct the measurement from outside of the server using remote agents. This method deploys a limited number of remote agents placed around the Internet. These agents fetch a specific Web page from the Web server, and thus measure the latency from those locations only. The disadvantages of this method are 1) The Web site is depended upon external body for conducting these measurements, 2) The number of agents is limited; therefore, their measurements do not reflect what real Web users experienced in other places, 3) The approach cannot provide a real-time measure of the latency as perceived by the individual clients, 4) The perceived latency measured by the agents does not have a breakdown to the various latency components, and 5) The agents' DNS lookup time is effected by prior DNS lookup queries.
In this work, we propose a new approach to estimate user perceived latency, based on server side measurement. The new solution does not require any agents to be placed at the net and no additional hardware. Further, it does not monitor packets at low-level protocols (TCP/IP) and is all based on implementation at the HTTP level. The other properties of the solution are 1) Low CPU and network overhead, 2) Minimal network architecture dependency. 3) Minimal modification to the Web server and, 4) No additional user perceived latency. Our solution is based on two fundamental observations. The first is that a common Web page consists of text, inlined 2 images and scripts. We exploit this structure, aiming at extracting information from the interrequest times experienced by the server while the user fetches the Web page. The second is that while packet traces are normally not collected, HTTP access logs are kept by most sites. These logs contain hidden information that can be extracted, and when combined with the first observation, can be used to calculate the user perceived latency.
Our solution is based on a new technique in which a special tiny and practically unnoticeable HTTP object, called the sentry, is embedded at the HTML file and used in measuring the user perceived latency. Our solution consists of two elements, one element is the measuring element and the other one is the latency estimation element which can be run either in online or off-line fashion. The measuring element consists altogether of 4 components: 1) The sentry -a zero size inline HTTP object that is placed at the end of the HTML document (and thus does not add overhead) which tracks the arrival time to the user, 2) Extended Server Access Log, 3) Queue Latency Probe, and 4) External Pinger -an external program to measure RTT between the users and the server (It should be noted that this is not the only source for computing RTT, and that we compute an alternative measure of RTT from the Web server logs). The estimation element takes as input these data sets and compute an estimate for the time took for the user to fetch the textual portion of the Web page and the full Web page (text and inlines).
Our method cannot measure the DNS lookup time. However, for most Web sites the DNS lookup time [2] in comparison with the whole transaction time is negligible. Note also, that other solutions that use remote measurements face the same problem, since their DNS queries are affected by the previous queries, which bias the measurements. To address the DNS access issue, we will show a scheme to check whether users have problem accessing the server due to DNS problems.
A major advantage of our approach, in comparison to client (agent) based approaches, is that it can provide in real-time a good estimate of the delay experienced by each of the individual clients visiting the site. This information can be used dynamically by the server, in an online mode, to dynamically control its prioritization and scheduling algorithms in order to optimize the perceived performance of the system; for example, high priority can be given to clients which are subject to large delays. All this is implemented without the need to use low-level protocols or without needing an extra expensive piece of hardware.
We demonstrate our approach by implementing it on the Apache [3] Web server. The server was running on a PC acting as a dedicated Web server and we ran Web clients, that simulate Web browsers with extensive monitoring capabilities, under different Web server loads and from different locations with different network characteristics. To examine our approach we conducted an array of experiments. Our experiments show that the proposed method estimates the latency to fetch the textual portion of the Web page and the full Web page with an average error of 4% under normal server loads, and an average error of 10% under overloaded server loads.
The remainder of this work is organized as follows: Section II provides background and notations; Section III analyzes a Web page transfer; Sections IV describes the observations led us to the solution; Section V describes the measuring architecture of our solution; Section VI describes estimation algorithm of our solution; Section VII evaluates our solution; Section VIII presents related problems and their solutions; Section IV presents concluding remarks and future work.
A. Related Work
The collection of information about user activity on the Web has been the subject of extensive research in both academia and industry. Over the last years, several approaches for collecting information about user Web activity were proposed. These are: 1) Modified Web Browsers, 2) Web servers logs, 3) Web proxies logs, and 4) Packet monitoring. Each of these methods has its own advantages, but most suffer from severe limitations regarding the detail of information that can be logged. Until now, the only method used for collecting information for estimating various latency components was the packet monitoring method [5] , [7] , which used complex algorithm and additional hardware to produce the HTTP trace. It is important to emphasis that, to the best of our knowledge, no one tried to use any of those information collection methods to estimate the latency experienced by Web clients.
Several companies have launched commercial products to measure Web Site latencies. These products estimate the latency by fetching a part or whole Web page from several locations in the Internet and using remote agents, companies like Sitescope [8] and Keynote [9] . The remote agents can measure the latency from their location; their DNS lookup time is effected by previous queries done to the DNS server that result in small DNS lookup time. These measurements are performed from limited locations, which are not necessarily the same as the actual client's location. The actual clients may experience different network conditions and different DNS lookup time. These solutions cannot provide additional insight into the components of the latency, for example, whether the latency is high due to server load or due to another reason.
II. BACKGROUND AND NOTATIONS

A. Latencies of Web transfer
The fact that each Web page consists of many embedded images implies that Web browsing sessions typically consist of many HTTP [4] requests, each for a small size document. The practice with HTTP/1.0 was to use a separate TCP connection for each HTTP request and response [10] . This led to incurring connection-establishment and slow-start latencies on each request [11] . Persistent connection addresses this problem by reusing a single long lived TCP connection for multiple HTTP requests. Persistent connections became default with HTTP/1.1, which becomes increasingly deployed. Deployment of HTTP/1.1 reduces the latency incurred in subsequent requests to a server utilizing an existing connection, but longer perceived latency is still incurred when a request necessitates establishment of a new connection. The process required for exchanging an HTTP message request/response between the client and the server is as follows: First, the IP address of the server is needed in order to establish a connection. Therefore, the browser has to map a domain name of the server to the server's IP address. Browsers may send a DNS query to a local name-server or get it from their internal cache. A name-server caches an address for TTL seconds [12] . Second, HTTP messages between a client and a Web server are sent using TCP connections. A new HTTP request may either use an existing persistent TCP connection, or establish a new connection. The events in the case of a new connection establishment phase of an HTTP transaction are as follows 3 : 1) The client sends a SYN segment to the serve, 2) The server's TCP places the request to a new connection in the uncompleted connection queue and sends to the client the server's SYN segment with the ACK flag on, 3) The client acknowledging the server's SYN and the server's TCP moves the new connection from the uncompleted connection queue to the completed connection queue, 4) The new connection is waiting to be accepted by the server. After the server establishes the connection, the Web server is ready to read the HTTP request from the client and sends back an appropriate response. The completed connection queue's average length depends on how fast the HTTP server process calls accept() and on the request rate. If a server is operating at its maximum capacity, it cannot call accept() fast enough to keep up with the connection request rate and the queue grows. When these queues reach their limit new connection requests will be refused. Lastly, once a connection is established at the transport layer, the client sends an HTTP request to the server over that connection and waits to read the server response. The client request is processed by the server's HTTP daemon. Before responding to the request, the server may add latency due to the following: 1) Disk I/O, 2) Generation of dynamic contents, and 3) Reverse-DNS query which happen rarely. To display a typical Web page, a browser may need to initiate several HTTP transactions to fetch the various components (HTML text, images) of the page. With persistent connections, supported by HTTP/1.1 4 , subsequent requests (which can be requests for the embedded images or for a new URL) and responses may utilize the same TCP connection (this feature is shown in Figure 1 ). Pipelining is supported by HTTP/1.1, and allows for several HTTP request-responses to overlap in time on the same TCP connection: A subsequent request can be issued without waiting for the response to the previous one (This feature is not shown in Figure 1 ). According to [14] , popular browsers implement persistent connections, but do not implement pipelining. An additional factor contributing slightly to the latency factor is the "client program think" time. This latency can be caused by the following elements: 1) Waiting for discovering new references of embedded images in the HTML page.
2) The client's CPU is switching between the different browser threads.
B. Interaction between HTTP and TCP at Web Servers
The interaction between the operating system and the Web server application imposes some separation between the HTTP session and the transport layer. There is typically no channel for 'upward' communication from the transport layer to the HTTP server as to whether and when transmission is completed and acknowledged.
C. Concurrent TCP Connections
Modern multi-threaded browsers often facilitate HTTP transfers by opening multiple concurrent TCP connections. The browser initiates multiple parallel image requests as the basic HTML page is received. The maximum number of connections to one server is browser dependent. The suggested number is 2 concurrent persistent TCP connections with HTTP/1.1. According to Wang and Cao [14] and self-measurements, it seems that HTTP/1.1 version of Microsoft Explorer uses about 2 concurrent persistent TCP connections to a server and HTTP/1.1 Netscape Navigator uses about 4 concurrent persistent TCP connections to a server. Both browsers open these concurrent persistent TCP connections regardless of the number of embedded images in the Web page.
D. Server Logs
As part of processing an HTTP request, the Web server generates a log entry with several fields. The common fields found in most logs include: 1) IP address or name of the client, 2) First line of the request including the HTTP method and URL, 3) Date/Time (in whole seconds) stamp, 4) HTTP response status code, and 5) Number of bytes in the response, not including headers. The meaning of the date/time stamp is one of the following: 1) The epoch when the server starts processing the request, 2) The epoch when the server starts writing the response contents into the socket buffer, or 3) The epoch when the server completes writing the response contents into the socket. Server Logs may also contain some of the following fields: 1) Cookie information and 2) Server processing time (in whole seconds). Krishnamurthy and Rexford [5] indicate that currently standard log files generated by Web servers do not include sufficient detail about the timing of all possible aspects of data retrieval. The new standard HTTP 1.1 [6] introduces new features that are currently not logged in the server logs.
E. Notations
In the rest of this paper we will use the following terminology: Main Page latency -The time that elapsed from the moment the user request the specific URL till the time he receive the textual part of the Web page, that is the HTML portion of the Web page. Web Page latency -The time that elapses from the moment the user requests the specific Web page till the time he receives all the Web page, that is the text and all the embedded images. Connection latency -The time that takes to establish a TCP connections (3-way handshake). Queuing latency -This is time the client is waiting in the complete connection queue. Web page transaction -This includes the all requests the client issues in the process of requesting the Web page (text and embedded images) and the corresponding server responses. Inter request time -This is the time between successive HTTP requests on the same persistent TCP connection.
III. ANALYSIS OF A WEB PAGE TRANSFER
Our method was developed for use with persistent connection with no pipelining. This follows a study done by Wang and Cao [14] , indicating that popular browsers implement persistent connections, but do not implement pipelining. Extension to our method under the assumption of pipelining will be discussed in a later section VIII. For understanding the principal idea of estimating the Main Page latency and Web Page latency, we begin with a detailed analysis of these latencies. depicts the process required for exchanging an HTTP request and response for fetching a whole Web page using two persistent connections. In this illustration the Web page consists of an HTML document and two inlines. The DNS lookup time is not shown in . The requests on the same connection are sequential and not parallel because pipelining is not used.
The 
IV. OBSERVATIONS
Our objective is to compute the variables in Eq. 1 and Eq. 2 and we use the following observations: 1) The server may keep some internal information to the HTTP request/response timeline, 2) It may be possible using the inter-request times to extract estimation for the RTT and the bandwidth, 3) There is a dependency between the epoch at which a client requests an inline image to the portion of the HTML document received by that epoch, 4) Queuing latency cannot be measured from inside the web server. So external probe will be needed, and 5) The sever logs the client IP address, so we may ping the client to get an estimate for the RTT. In order to estimate the Main page latency and the Web page latency from the server side we will need to know the information listed in Table 1 . In the following sections, we will show how we evaluate the variables listed in Table 1 . We now describe our measurement architecture that combines extended server logging, queue latency measurement, RTT measurement and the sentry HTTP object. Figure 2 depicts an overview of the architecture. In the following sub sections, we describe in detail each element. 
Web Server Computer
A. Extended Server Access Log
We propose to extend the server logs to provide a detailed timeline of the steps involved satisfying a client request, with limited interference at the server, due to the logging operation. As was described previously, the time stamp used in current access log is in 1-second granularity, we extend this timestamp to have 1-millisecond granularity. The additional fields we add are: 1) Flag indicating whether this request is the first one on its connection, 2) The client's port number, 3) Server's accept epoch, which is the epoch the server accepts the connection, 4) Server's initial request processing epoch, which is the epoch when the server starts processing the request, 5) Server's final request processing epoch, which is the epoch when the server completes writing the response contents into the socket, and 6) Number of bytes left to send when the server logs the request. The granularity of all the additional timestamps is 1-millisecond.
B. Queue Latency Probe
For short periods, all new TCP connections waiting in the complete connection queue will experience a similar latency. The queue latency probe runs in parallel to the Web server and estimates at low rate the queuing latency by measuring the time duration that takes to perform an HTTP request for a small document on a new TCP connection. The probe writes in a file a timestamp and the latency measured. It measures the queue latency because for internal request, the time of the TCP connection, the RTT, the transmission time of the request/response and the server processing time for a small static HTML document are negligible 5 . The probes are generated at a constant rate 6 , every 0.5 seconds. The additional benefit to the probing process is that the probe will warn us when users connection requests are declined.
C. External Pinger
We use two methods to estimate the RTT. One using the inter-request times (discussed in Section VI), and the other using external program to estimate the RTT, called the External Pinger. The External Pinger runs in parallel to the web server and at low rate reads the access log. For each new client IP address it sends a single ICMP request message and waits for the response, after receiving the response it will record the RTT for this IP. We are aware that because we use a single RTT measurement and we perform the measurement some time after the actual Web page transaction, it is not accurate, but it servers as a good approximation. The external pinger has a minimal processing and communication overhead to the server. The external pinger can also be used to verify that we do not have routing problems by pinging a list of frequent hosts/subnets at low rate and report us of any problem
D. The Sentry: HTML Document Modification
There are some cases in which we cannot extract additional information from the inter-request times (e.g. Web pages with less then three embedded images) or we can
problems is to add a small inline image to the end of the HTML document. We shall call this last inline image the Sentry. The request for the Sentry will notify us when the client finishes receiving the HTML document. The sentry allows us to get an estimate for the Main page latency, and in addition we will have 2 sequentially dependent requests which will enable us to do some estimation of the bandwidth and the RTT. The latter will yield a better estimation for the latencies. It is important to note that the Sentry imposes negligible overhead on the server, the client and the communications network. The sentry must be refresh for each document in order to prevent it from being cached by the client. This can be performed by specifying Time-To-Live (TTL) of 0.
VI. LATENCY ESTIMATION ALGORITHM
In this section we present our algorithm of estimating the Main page latency and the Web page latency based on the data collected by our measurement architecture. Our latency estimation algorithm estimates those latencies for each Web page transaction separately. Hence, we need to split the access log to Web page transaction. Therefore prior to the estimation there is a splitting phase of the access log per Web page transaction. The splitting phase consists of two steps: 1) Sorting the access log according to the HTTP request timestamp, 2) Splitting the chronicle ordered access log according to the client IP address and request for the HTML document. After the splitting phase, we have a complete timeline of the Web page transaction for each persistent connection (each persistent connection has a different client port number). The only missing information in order to compute the latencies is the RTT and the bandwidth. Next, we describe our heuristics to estimate these variables.
A. Inter-Request RTT
In this subsection we present our method of estimating the RTT from the inter-request in each persistent connection. Figure 3 illustrates the timeline of two consecutive response/request on the same persistent connection. The time elapses between the epoch at which the server finishes writing the response and epoch at which it receives the next request is the sum of 1) One round-trip time delay inherent in the communication, 2) Transmission time of the request, 3) "Client think time", and 4) Transmission time of the response. Assuming that the response size and the request size are small, therefore their transmission time is negligible and the "client think time" is zero, we can estimate the RTT as the inter-request time. This might not be precise in some cases where the transmission time of the response is not negligible in comparison to the RTT. Also the "client think time" can be quite large in cases that the reference to the inlines in HTML document are sparsely distributed. Our method of estimating the RTT from the inter-request times is to select the minimum inter-request time among all the inter-request times in all the persistent connections used in the Web page transaction. From now on, RTTmin will denote the RTT measured from the inter-request times. It should be clear that this is not the real RTT and it is larger then the real RTT. Our RTT encapsulates in it some bias due to transmission time 7 . The accuracy of our estimated RTT depends on the bandwidth. The estimation will improve as the bandwidth increases. 
B. Inter-Request Perceived Packet Rate
In this sub-section we present our approximation for the downstream bandwidth. If we knew the RTT for each HTTP response/request, TCP window size, segment size, TCP acknowledgments and TCP retransmissions we could use this information to calculate the bandwidth for each HTTP request/response. Unfortunately, none of these variables is available and we must resort to alternative approaches. From now on, we assume that the HTTP request size is small, therefore its transmission time is zero. Hence we can estimate the bandwidth using inter-requests using the following equation:
This is however problematic since we do not know the actual RTT, for this HTTP request/response couple. We might get from some inter-request times almost an infinite bandwidth or even a negative bandwidth. Due to these problems, we propose the following terms to be used for estimating the bandwidth:
Perceived Packet Transmission Time -The time per packet that is required to send a collection of data packets from the server to the client till it is received completely.
Perceived Packet Rate ( The Perceived Packet Rate estimates the actual bandwidth only if the dominant part of the transmission is the transmission time and not half of the RTT. Using Eq. 3, we will have a different value for the Perceived Packet Rate for any two successive requests on the same persistent connection. The reasons for the different Perceived Packet Rate for each couple of inter-request times is that each inter-request time is effected differently by: high client think time, many TCP acknowledgments or TCP retransmissions. As the HTTP response size increases the effective bandwidth decreases due to TCP overheads. Hence, the Perceived Packet Rate is better estimation for the transmission rate for large HTTP response size. Note that the actual packet size used does not affect the algorithm.
C. Average Inter-Request Perceived Packet Rate
The Web page transaction timeline has several interrequest times. The average of all the perceive-packet-rate measures taken over all the inter-requests in all the active connections, is a good rate estimator for determining when a large HTTP response (e.g. HTML document) will be received by the clients. However, for average HTTP response, which is relatively small, this estimate is an under estimate. The reason for this is that TCP acknowledgments overhead is low for a small response. Therefore, we define the following rate estimators:
Connection perceived packet rate ( 
Conn Rate
The queue time latency is obtained from the queue latency log. The RTT used by our algorithm is the minimum between RTTmin and the external measured RTT. We estimate the epoch at which the HTML document was received by the client, from three sources: 1) Using interrequest time, 2) Using Connection perceived packet rate, and 3) Using the Sentry. The actual time is the minimum calculated by these three sources. Using Figure 3 This section describes the experimental methodology, benchmarking and analysis tools, the results of our experiments, our analysis of the results and the measuring overhead on the server. We implemented our algorithm on the Apache version 1.3.9, a public domain HTTP/1.1 server. We conducted the measurements using three locations. The Web server was located at Tel-Aviv University (TAU), Israel. The Web clients were located at Tel-Aviv college (MTA), Israel and at the University of California, Irvine (UCI), CA.
A. Measurements Testbed
We want to evaluate the performance of our estimation method. In order to make our evaluation valid we need to simulate real clients with real-world Web traffic characteristics (bandwidth, RTT and loss rate), fetching different Web pages under various server loads. Also, in order to estimate our performance we need to know the actual latencies the clients experienced. Figure 6 demonstrates the topology of the testbed. In the following sub-section we will describe each element of the testbed.
A.1 Web Server
The Web server computer includes three elements: the modified Apache Web server, the queue latency probe and the external pinger. The server ran on a dedicated PC running the Linux operating system version 2.2.14. 
A.2 Web Clients
In order to evaluate our method we needed a Web clients that will simulate a Web browser and perform measurements of the Main Page Latency, the Web Page Latency and other parameters like RTT. Therefore, we wrote a multi-thread "Web browser" program utilizing BSD-socket interface. This program supports HTTP/1.1 persistent connections and simulates the dependency between the request for the HTML document and the requests for the embedded images. The program fetches whole Web pages using a predefined number of persistent TCP connections. After fetching the whole Web page all the threads close the connections and the master program writes in a log file, called the client log file, the RTT, the Main page latency and the Web page latency.
A.3 Web Workload Generator
To generate the workload we wrote a program called Web Loader, based on the "Web browser" program with a few modifications. The Web Loader uses a fixed number of threads. Each thread runs in infinite loop with the same task: opening a TCP connection to the server, fetching one web page from server and closing the connection. The web page to be fetched is selected randomly from various web pages, which vary in size. Hence, each Web Loader simulates several clients running on the same client machine. We limited the number of threads per computer to 10. In order to reach the required workload we ran the Web loader on several machines located on our LAN.
A.4 Representative Web Pages Used in the Experiment
We wanted to test our estimation on representative Web pages of the Web. We wanted to determine typical HTML document size, the number of embedded images and their typical size for popular Web pages. Several rating sites offer statistics on popular Web sites like Hot100 [16] . Hot100 claims to survey 100,000 users (40% of whom are outside the USA). Hot100 claims to gather data at "strategic" points on the Internet (not at the browser or server). For those top 100 sites we measured their page sizes and found that the average HTML document size is 30K, the average number of embedded images is 21 with an average size of 2.5K per embedded image. As a result we selected to use the following Web pages as representatives: combinations of HTML document sizes 10K, 30K and 60K with 5, 15, 30 and 50 embedded images with an average size of 2K-3K, this gives us 12 various pages. Two additional Web pages were used: A Web page consisting of a 30K HTML document and 21 embedded images of average size 6K (a Web page with very large inlines) and one Web page which includes only 2 inlines. Thus, altogether we have14 different Web pages. Lastly, in order to use genuine Web pages, we selected Web pages of these characteristics them from the top 100 Web pages.
A.5 Testing under Real-World Traffic Characteristics
We want to estimate our method using clients with realworld Web traffic characteristics connecting through a WAN. We want to estimate the performance under WAN effects: large RTT disparity, packet loss and various bandwidth characteristics. The PingER project at Stanford Accelerator Center (SLAC) [17] conducts continuous network monitoring to measure network latency and packet loss over the Internet. Their measurements show average loss rate of 0.5% and RTT of 30-60 milliseconds in the U.S., Asia and Europe, while between the continents the average loss rate is of 1.4% and RTT varies between 200 to 600 milliseconds. We conducted our experiments with two clients, one located at MTA and UCI. Our experiments were performed at various hours of the day and over a one week span. During this time frame we measured these clients' network characteristics in terms of RTT, bandwidth and loss rate. UCI's RTT was 600-620 milliseconds, bandwidth 30-40 KB/s and loss rate of 0%. MTA's RTT was 30-100 milliseconds, bandwidth 5-17 KB/s and loss rate of 2%. UCI's RTT reflect longer network RTT to the US from the server (located in Tel-Aviv). UCI's RTT, bandwidth and Loss Rate showed a minor disparity. MTA showed large disparity in the RTT and in the bandwidth. Therefore, these two sites are good representatives for realworld Web traffic characteristics, because they cover large ranges of RTT, bandwidth and loss rate. Heidemann et al. [15] summarized network characteristics for several existing networks, which include typical bandwidth and RTT. According to Heidemann's terms we can categorize them as follows: MTA can be categorized as something between WAN-Modem to WAN-ISDN due its large disparity, while UCI can be categorized as Medium-Internet connectivity with large number of hops.
B. Experiments Runs
We conducted the test runs as follow: Each web-client located in MTA or UCI fetched all the 14 Web pages in serial fashion. For each Web page our browser first fetched it with 4 persistent connections for 5 times and later the browser fetched it with 2 persistent connections for 5 times. Between each Web page download, it waited for 4 seconds before continuing. The tests were repeated under various server loads. We controlled the server load by number of Web Loader computers running in our LAN. The number of Web Loader computers varies between 0-9, which means between 0 to 90 clients, in total. We used four server loads: Light, medium, high and overloaded. Figure 5 depicts the accuracy of our Main Page Latency and Web Page Latency estimation method for all the tests runs for both of the clients under the various server loads. The figure depicts also the effect of the estimating method for the RTT (RTTmin or RTT from the external pinger). It should be clear that the external pinger is integral part of our method. Therefore, the performance of our method should be evaluated for the case of using the pinger for estimating the RTT. The RTT measurements subject to some errors due to variability, however our results are not sensitive greatly to it. Table 3 summarizes the median and average of the estimation error. The table shows also the median value of the estimation error because the average values are shifted by the few high errors in the test runs under overloaded server. The average latency estimation error of our method for various Web pages is 4% under normal server loads and 10% under overloaded server. For Web pages with few embedded images our method requires the use of the external pinger for the RTT estimations. In order to better understand the performance of the method we present in the following subsections the results of the runs under various conditions. Since the accuracy of the experiments seems to not be affected by the normal server load (light, medium and high) we aggregate the different load results together. The latency estimation errors for MTA and UCI have similar behavior, so some of the results will present MTA's estimation errors and other UCI's estimation errors. The rest of this section is divided into the following sub-sections: 1) Evaluation of perceived delay estimation for typical Web pages under normal server loads, 2) Evaluation of perceived delay estimation for Web pages with large embedded images under normal server loads, 3) Evaluation of perceived delay estimation for Web pages with a few embedded images under normal server loads, and 4) Evaluation of perceived delay estimation for an overloaded server. Figure 6 depicts the accuracy of our Main Page Latency and Web Page Latency estimation method as a function of the number of the embedded images for both of our clients. We aggregated the runs of Web pages with the same number of embedded images. For 15, 30 and 50 inline images, the latency estimation errors for MTA and UCI's behaved similar so we present MTA's errors for Web pages with 15 and 30 inlines and UCI's errors for Web pages with 50 inlines. Figure 6 depicts the effect of estimating method for the RTT. Table 4 summarizes the average latency estimation error. For typical Web pages the latency estimation error for both of our clients does not depend on the number of inline images or on the method of estimating the RTT. Hence, the effect of the external pinger for typical Web pages is negligible. For a Web page with large inline images there is no significant change in the estimation error. The average estimation error for MTA was larger than UCI because: 1) UCI has high bandwidth,. 2) MTA has high packet loss. We conclude that the average latency estimation error is 4% for a typical Web page. Figure 7 depict the accuracy of our Main Page Latency and Web Page Latency estimation method for Web pages with a few embedded images (two and five embedded images). The latency estimation error for Web pages with two and five embedded images behave similar so we present the error for Web pages with five embedded images. Each figure also depicts the effect of the method for estimating the RTT. Table 5 summarizes the average errors for UCI and MTA. As can be seen from the Table , for a Web page with a few embedded images it is preferred to use the external pinger to estimate the RTT rather than relying on the RTTmin. The error decreases in some cases from an average error of 90% to an average error of 6%. We conclude that for Web pages with a few embedded images our method estimates the Main Page Latency and the Web Page Latency as good as for Web pages with many embedded images. This holds when we have RTT estimation via the external pinger.
C. Performance Evaluation
C.1 Latency Evaluation with Typical Web Pages under Normal Server Load
C.3 Latency Evaluation under Overloaded Server
In this subsection, we evaluate our method under overloaded server condition. Figure 8 depicts the accuracy of our Main Page Latency and Web Page Latency estimation method as a function of the number of the embedded images for MTA. Figure 8 depicts only the runs with 5 and 15 inline images because the rest runs showed the same behavior. We also do not show UCI's results because they exhibit a similar behavior. We aggregated the runs of Web pages with the same number of embedded images. Each figure depicts the effect of the method of estimating the RTT. Table 6 summarizes the median and average of the latency estimation errors for MTA. The behavior of the latency estimation error is similar for the tests run under normal server load and overload sever as Figure 8 , Figure 6 and Table 6 depict, except to the long tail for the overload case. The reason for that is that for an overloaded server there are periods of time in which the queue latency increases rapidly in short time. Our queue latency probe samples the queue latency in low frequency, hence it may sam- sample the queue in this rapid increase in queue latency, and therefore it may under-estimate the queue latency. Therefore, in those runs we get high error. For this reason, we got higher average error than in the case of the runs under normal server loads. Hence, for overloaded server the median error is more meaningful than the average error. We see, again, that there is need for the external pinger only for Web pages with a few embedded images. The average latency estimation error is 10%, in contrast the median latency estimation error is only 4%.
The estimate of the queue delay can possibly be improved by studying more sophisticated sampling and sample averaging techniques. However, since the impact of the queue latency accuracy seems to be small, we avoid it in this context. 
C.4 Measurement Overhead
In this section, we present the overhead of our measurement architecture. The server CPU overhead due to the additional fields logged is 0.15%. The queue latency probe samples the server every four seconds, which adds an average 0.025% CPU overhead. The external pinger is running once every 30 seconds, which adds average 0.04% CPU overhead. Hence, the total average server CPU overhead due to our measurements is less then 0.2%. 
A. DNS Lookup Time
Our method cannot measure the DNS lookup time that the client may experience. However it seems that for the current Web its contribution on the overall perceived latency is negligible.
Keynote [9] is a commercial company that measures Web sites' latencies using remote agents. According to their measurements, the average DNS lookup time is 60 milliseconds. Cohen and Kaplan [2] studied DNS lookup times under various conditions. Their study shows that DNS lookup times for 80% of the servers took under 300 milliseconds, and repeated DNS query conducted hours later took less then 150 milliseconds for 80% of the servers. Because DNS queries are cached also in Web browsers and ISP's name servers, this time can be even lower. Their study measured the DNS lookup time compared to the time to download only the textual portion of home page of some URLs, without the embedded contents. They assume that transmission time is negligible, because they conducted their measurements in high bandwidth environment. In our experiments with a client with average bandwidth and low RTT (MTA), the typical average time of downloading HTML document and whole Web page excluding DNS lookup time, is 2 sec and 5 sec, respectively. This means that the DNS lookup time relatively to the download time of HTML document and the download of the whole Web page is 10% and 4%, respectively. This ratio can go down to less than 1% if the DNS query is already in the cache of the Web browser or in the ISP's DNS server. Hence for most Web sites the DNS lookup time in comparison to the whole transaction, or even just the HTML document download time, is negligible.
Nonetheless, we propose a server-side approach for verifying that the Web access does not have DNS problems: The world is divided into several zones, where each zone is under the responsibility of a well-known Root DNS server. Therefore, the Web server, by using a program like nslookup, could query each one of the root DNS servers with its domain name periodically and report the administrators about DNS problems in any zone.
B. Pipelining
If popular web browsers will use pipelining in the future, our method is still valid. Some minor modifications need to be performed. These are: 1) The RTT could not be measured from the inter-request times, therefore we will rely only on the external RTT measuring program, our pinger, and 2) We need to change the way we calculate the perceived rate in our method. In case of pipelining subsequent server responses can be written without the previous ones being received. Hence, the server will write not to an empty write buffer as in the case of not using the pipelining. Therefore, we can measure the decrease rate of the write buffer each time the server writes a new response. By monitoring the changes along the timeline of the whole transaction, we will be able to estimate the perceived rate.
C. Load Balancing
Some Web sites use several Web servers and distribute the clients' requests using a load-balancing device. In case that all the client's connections are sent to the same server our algorithm does not require modification. In a case that each connection is sent to a different server there is a need to merge all the site server's access logs together before running our latency estimation method.
D. Web Proxy
Our method used the client IP address in order to distinguish between the different users. Some Web clients are forced to go through proxies to connect to the Internet. Therefore, the server will not be able to distinguish between the different clients that are connecting to the server via the proxy. One can use cookies to distinguish between them.
E. Distributed Embedded Images
Some Web sites distribute their embedded images in other servers around the Internet. Microsoft Explorer opens 2 persistent connections to the server while Netscape Navigator opens 4 persistent connections to the server. We noticed that when Microsoft Explorer and Netscape Navigator detect reference to images at a different server, they open additional 2 or 4 additional connections to the new server, respectively. Hence the download of these images is done simultaneously to the download of the page downloaded from the original site. These new TCP connections may slow down the rate of the connections to the original server if the client has a limited bandwidth. Thus the new requests on the already established connections to the original server will suffer from rate decrease which will be noticeable from the access log, and thus will be taken into account in our estimation algorithm.
We examined the 100 Web sites that we used previously and found that 30% of these Web pages have no external images and 70% have less than 8 external images. For 60% of the Web pages the relative fraction of the external images is less then 20%. In addition, we can see that about 20% of the Web pages have about 80% of their images stored in other servers. The average number of external images is 6, while the average number of embedded images per Web page is 21. Hence, on the average most of the images come from the original Web server. Thus, our algorithm will accurately estimate the latency of the HTML document and accurately estimate the download time of the images located in the original server, which, for most cases is the major portion of the images.
IX. CONCLUDING REMARKS
We presented a new approach to estimate user perceived latency, based on server side measurement. The new solu-tion does not require any agents to be placed at the net and no additional hardware. Further, it does not monitor packets at low-level protocols and is all based on implementation at the HTTP level. The solution we proposed is based on a new technique in which a special tiny and unnoticeable HTTP object, the sentry, is used in measuring the user perceived latency. We demonstrated our approach by implementing it on the Apache Web server. Our experiments showed that the proposed method estimates the latency to fetch the textual portion of the Web page and the full Web page with an average error of 4% under normal server loads, and an average error of 10% under overloaded server loads.
The major advantage of our measurement approach, as opposed to client (agent) side approach, is that is can evaluate the latency experienced by each individual client (regardless of its network location). Further, this estimate can be conducted at real time, thus allowing the server to control in online mode its operation and prioritize the requests based on the actual performance observed by the clients.
Several issues remain open for further research. These relate to the application of our method 1) users using proxies. 2) HTTP transactions that use pipelining and 3) Web sites that have external embedded images.
