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Abstract
Humans and machines do not merely coexist, but have evolved to collaborate. This com-
bined human-machine cooperation when applied in surgical applications is coined computational
surgery, and is an increasingly important aspect in health care. The myriad of sensors equipped
on surgical tools, along with the increase in computing power creates opportunities to improve
the care provided to patients. To provide this improved level of care it is necessary to create
proper algorithms which utilize the sensory data. This work focuses on utilizing this sensory data
by creating more accurate models, providing improved estimation, and demonstrating reliable
control in various applications within computational surgery involving physical manipulation of
tissues.
A major contribution is a presentation of grip force and jaw angle estimation of da Vinci
surgical tools providing an average error of 0.71 mNm and 0.08◦ under best-case conditions.
Further conditions are tested and the impacted accuracy is reported including a comparison
between tools, across wide frequency and torque ranges, across the life of a tool, and with
varying roll, pitch, and yaw angles.
Another key contribution is the derivation of an adaptive impedance controller that regulates
tool-tissue interaction forces without utilizing direct force sensing. The controller is Lyapunov
stable and estimation of tissue parameters converge asymptotically as verified by simulation
results.
This work concludes with two motivating examples of leveraging sensory data for these com-
putational surgery applications, which includes a clinical excimer laser atherectomy procedure
and robotic tissue grasping, with a stronger focus on the latter. The entirety of this work is
a compilation of seven accepted or submitted conference and journal publications along with
additional supporting material.
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Chapter 1
Introduction
This thesis addresses existing challenges in computational surgery, which is a field of research
aiming to augment surgeon performance by incorporating data-driven, algorithmic intelligence.
This algorithmic approach requires techniques in estimation, modeling, and control to increase
surgical performance as outlined in Figure 1.1. This thesis highlights work from many of the
components in Figure 1.1 including shared control (Chapter 3), surgical tool estimation (Chapter
4), human-robot interaction (Chapter 5), and soft tissue modeling (Chapter 6). Two concluding
examples of computational surgery are also included to demonstrate applications of this work:
surgical tissue grasping (Chapter 7) and an excimer laser atherectomy procedure (Chapter 8).
1.1 Overview
The long-term goal of this work is to improve surgical techniques by leveraging data readily
available in the operating room. This vision is echoed by Gorman et al. as they describe that
surgery is “no longer blood and guts, it is bits and bytes” [6]. Successful incorporation of these
underutilized data streams will help cement computational surgery as a new paradigm in the
operating room. This work addresses several research questions pertaining to computational
surgery as highlighted in Figure 1.1. The thesis is organized in the following chapters:
• Chapter 1: Introduction - This chapter gives an overview of this work and highlights
the contributions of this thesis.
• Chapter 2: Background - The background touches on topics of computational surgery,
control, tissue modeling, and others.
• Chapter 3: Shared Control - This chapter provides an overview of existing shared con-
trol literature and unifies several of these works into common nomenclature. A simulation
1
2Figure 1.1: Overview of thesis chapters covering shared control (Chapter 3), surgical tool mod-
eling (Chapter 4), tool-tissue interaction control (Chapter 5), soft tissue modeling (Chapter 6),
shared control tissue grasping example (Chapter 7), and shared control laser ablation example
(Chapter 8)
of shared control surgical grasping is presented and motivates the remaining chapters in
this thesis.
• Chapter 4: Da Vinci Tool Estimation - This chapter describes data-driven approaches
to estimating output force and position of surgical da Vinci tools and investigates the
effectiveness of these approaches under various conditions.
• Chapter 5: Tool-Tissue Interaction - This chapter presents a derivation of an adaptive
impedance controller capable of force tracking in soft, unknown environments without the
need of force sensing. This work mimics surgical grasping where force sensors are often
unavailable and tissues are modeled as soft, viscoelastic environments.
• Chapter 6: Tissue Modeling - This chapter provides a database of ex-vivo porcine
tissue mechanical properties obtained using custom equipment under various testing con-
ditions and quantifies the efficacy of common heuristic models. These models are beneficial
in designing controllers because they are derived from easily-compatible combinations of
springs and dampers.
3• Chapter 7: Surgical Tissue Grasping - This chapter presents custom hardware of a
surrogate surgical grasper and shows the effectiveness of blended shared control in main-
taining grasping forces at appropriate tissue-specific force levels utilizing online identifica-
tion of five synthetic tissues.
• Chapter 8: Excimer Laser Coronary Atherectomy - This chapter presents a mock
excimer laser procedure to show that online identification between plaque and arterial
tissue is used to reduce lasing errors.
• Chapter 9: Discussion - This chapter concludes the thesis work and provides guidance
for future work to improve the field of computational surgery.
Chapter 2
Background
2.1 Computational Surgery
Surgical robotics evolved out of a three-step process demonstrating continued surgical inno-
vation: open surgery, laparascopic minimally invasive surgery (MIS), and robot-assisted MIS
(RMIS). Further utilization of sensory information inherent on surgical robots may contribute
to this surgical innovation to make computationally-assisted RMIS–or simply computational
surgery–the next major step in this evolutionary process.
Forms of open surgery have been traced back as far as 10,000 BC, where surgeons performed
trepanation, which required drilling into the skull [7]. Over time, surgery has evolved with the
aid of advances in anesthetics to ease pain, antiseptics to prevent infection, and an arsenal of
operative techniques to conquer varying medical ailments [8]. These advances have shaped the
practice of open surgery, which still persists in many forms today.
The first laparascopic MIS was performed in 1987 [9]. Since then, the adoption trend for
MIS has steadily grown; by 1999 nearly half of all general surgeries in the United States were
performed by a minimally invasive approach [10]. These laparoscopic procedures tout many
advantages over its predecessor, open surgery. As the name suggests, MIS results in minimal
invasiveness to the patient by utilizing small incisions in the patient to allow surgical tools to
access the anatomy. Lanfranco et al. report that laparoscopic MIS results in shorter hospital
stays, quicker return to the workplace, decrease in pain, and better postoperative immune
function [9]. Despite these advantages, there are some limitations with laparoscopic MIS. These
main limitations include a reduction of haptic and tactile feedback, limited vision, and a loss in
dexterity [9], rendering training and mastery of MIS by surgeons a difficult task.
Robot-assisted MIS aims at maintaining the advantages of laparoscopic MIS while improving
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5upon the limitations. These robot-assisted surgeries introduce a new concept of telerobotic
surgery. In this setup, a surgeon sits at a remote console with a 3D view of the patient via a
stereo endoscope. The surgeon’s movements are translated to movements on the surgical robot
in a master-slave manner. One of the most widely adopted telerobotic surgical system is the da
Vinci Surgical System (Intuitive Surgical R©, Sunnyvale, CA) as shown in Figure 2.1.
The da Vinci Surgical System was first cleared by the Food and Drug Administration for
use in general laparoscopic surgery in 2001, and by 2010 there were da Vinci systems installed
in over 1,500 hospitals [12]. This sustained use of telerobotic surgeries was attributed mainly to
improved 3D visualization, enhanced dexterity, ability to scale motions, and better ergonomic
position for the surgeon [9]. However, surgeons still rely almost exclusively on visual cues during
robotic surgeries due to the absence of haptic (force) and tactile (touch) feedback. This is a
major limitation in surgical robots [13, 14], and is an area of ongoing research in the burgeoning
field of computational surgery.
Computational surgery is broadly defined as the utilization of data-driven algorithms to
improve surgical processes [15]. The growth of this field of research coincided with the devel-
opment of surgical robots, such as the da Vinci robot, since the use of these robots require
sensors and provide additional data streams in the operating room [16]. Active research remains
to determine the best algorithmic approaches to utilize these data streams in conjunction with
estimation to improve efficacy, safety, and efficiency of surgical procedures.
Figure 2.1: The da Vinci Si Robot is a widely-used telerobotic surgical system (figure from [11])
62.1.1 Examples of Computational Surgery
Examples of computational surgery are becoming more common across scientific literature, which
is a key step prior to clinical adoption. One example is slip sensing at the tool-tissue interface for
improved grasping and retraction in robotic surgery [17]. In this work, a thermal sensor detects
slip by monitoring the spatial temperature distribution between the tissue and tool, which
changes when an object slips. Detecting slip during surgery can improve surgeon performance
especially with non-active tools which are mainly used to apply tension to the tissue [17].
Another example is autonomous suturing with surgical robots. Several groups have con-
tributed to this problem including generating trajectories for needle insertion [18], optimal
selection of needle diameter, shape, and path [19], custom mechanical hardware and control
algorithms for complete suturing [20], and needle grasp and entry port selection to improve
operating time and increase performance [21].
Another example is haptic palpation of soft tissues using surgical robots to detect either
subcutaneous blood vessels [22] or tumors [23]. Both examples are shown in Figure 2.2 and
are demonstrated on synthetic tissues. In both instances the methodology utilizes the da Vinci
robot and requires additional hardware and sensing. The subcutaneous blood vessels and tu-
mors represent stiff regions when compared with surrounding soft tissues, and therefore can
be identified by measurement or accurate estimation of the force profile between the tool and
tissue. Precise localization of these stiff regions can help increase accuracy in applications such
as tumor resection.
Many of these examples, including [17, 20, 22, 23] and others, require additional sensing or
custom actuation to complete the task. Although these may be integrated in future surgical
robots, current surgical robots are limited in their sensing capabilities [24]. Specifically, sensing
Figure 2.2: Examples of haptic palpation of soft tissues to detect subcutaneous blood vessels
(left) and tumors (right) (figures taken from [22] and [23], respectively)
7at the end effector is nearly non-existent. Current sensing technologies for surgical robots
generally include vision, position sensing at the robotic joints, and commanded motor current
at these joints as a surrogate for torque [16]. Each surgical system and associated tools are
different and may contain more or less sensing capabilities than this, but traditionally sensor
placement is limited in surgical environments due to external factors such as size constraints,
sterility, and cost [24]. To increase clinical adoption of these computational surgery applications,
algorithmic approaches should utilize sensors which already exist on the surgical equipment or
can be feasibly added despite the previously explained external limitations.
2.2 Control
A main reason the aforementioned sensors were included on the da Vinci robot was to accomplish
precise control of the robot. The subject of control is important when working on ways to
improve computational surgery. Basic concepts in control including stability and performance
of linear and some non-linear systems can be found in [25, 26]. These fundamental concepts
(Lyapunov analysis, classical control, state-space control, etc.) are used in later chapters of this
thesis.
Additionally, Chapter 5 utilizes concepts of adaptive control and impedance control, which
are explained in [27] and [28]. An adaptive controller has system parameters which are variable,
and a mechanism for adjusting these parameters online based on system signals. Impedance
control attempts to maintain a dynamic relationship between variables (e.g. position and force)
at an interaction point as opposed to directly controlling either of the variables. This is done by
imposing a virtual dynamic relationship at the point of interaction, such as a 2nd order mass-
spring-damper, where a prescribed position input will result in an output force in accordance
with the virtual dynamic relationship.
Another key controls concept which is pertinent to this work is shared control. This concept
is relevant to computational surgery because it is a means for incorporating computational
intelligence within a control loop traditionally driven by a human operator alone. Due to the
relevance of shared control to this work, as well as the lack of established texts on the topic,
further background is provided herein. Shared control has yet to be incorporated into common
controls textbooks and remains an area of active research [29, 30, 31].
2.2.1 Shared Control
A brief overview of shared control will be included here with a more in-depth analysis presented
in Chapter 3. The notion of shared control can be defined as having a control scheme that causes
the output or response of a system to be influenced by two or more agents [29]. The term agent
8Figure 2.3: Three aspects of shared control problems including intent detection, arbitration, and
communication as described in [30] (figure taken from [30])
refers to an autonomous and independent source providing a commanded input. An agent can
either be a human or computational intelligence. One of the most common scenarios is having
single a human agent working alongside a single computational agent. The computational agent
often provides commands through principles of estimation, algorithms, or control theory by
utilizing sensory information. In general, there are three aspects of shared control outlined in
[30] and shown in Figure 2.3. These include intent detection, arbitration, and communication.
Intent Detection
The first component is intent detection, which is the process by which an autonomous agent
predicts the intent of the human agent in order to decide how to most effectively assist. Without
properly detecting human intent, it would be difficult for the autonomy to assist even if the
autonomous agent was very capable. Detecting intent can be done in several ways, and can
be considered another element of the controller design process. Most often the autonomy will
accomplish this task through interpretation of some sensed behavior of the human as depicted
by the directional arrow, from human to robot, labeled intent in Figure 2.3. Examples include
predicting manipulation goals through eye gaze [32], interpreting driver behavior using support
vector machines trained on labeled driving data [33], and determining navigational intent using
torque data collected at the handles of a walker [34].
Arbitration
The next component is arbitration which is the method for sharing control between each agent
as depicted in Figure 2.3. There are several schemes for arbitration, and within each scheme
9Figure 2.4: Different shared control schemes as described in [29] where HA is human agent, EA
is electronic agent (figure taken from [29])
specific design decisions that can be made which are application-specific. An overview of the six
most commonly used forms of arbitration is provided by Enes and Book in [29]. A depiction of
these six forms is shown in Figure 2.4 and includes the following: traded, indirect, coordinated,
collaborative, blended, and virtual constraint.
• Traded: Both the human and autonomous agent have the capability of controlling all
inputs to the system, but only one agent is controlling at a given time. In this manner,
control can be assigned to the agent most capable of completing the task successfully,
and can alternate throughout the task. Examples of traded control include intelligent
wheelchairs which trade control during navigation [35] and flight controls which switch
between manual and autopilot during flight [36].
• Indirect: Only the human can control inputs to the system, but an autonomy operates
concurrently and provides suggested inputs to the human. This approach can potentially
augment human performance by providing these suggested inputs to the human, but the
human remains the sole arbiter in making control decisions. An example of this is in
vehicle lane tracking, where an autonomous agent alerts the driver during lane departures,
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but does not have the capability of taking over [37].
• Coordinated: The human provides high-level control inputs (e.g. position) and the
computational agent computes the necessary command to complete this action (e.g. inverse
kinematics). This control mode is most common in teleoperated applications, such as
control of the da Vinci surgical robot [16] or vehicle teleoperation systems [38].
• Collaborative: Each agent is individually responsible for a subset of control inputs which
come together to control the entire system. An interesting application of this is in a
quadruped robot where the human controls placement of the front legs and an autonomous
agent controls movement of the back legs in order to maintain static stability of the robot
based on center of mass calculations [39].
• Blended: Inputs from each agent are functionally combined to form a final control input
to the system. This method can incorporate a combination of strengths from the human
and robot dynamically throughout operation and can change from fully autonomous to
fully manual or any combination between these states when needed. Much of the work
in successive chapters of this thesis focus on blended shared control, including a surgical
grasping scenario presented in Chapter 7 and published in [5]. Additional examples in-
clude ship navigation blending optimal solutions from an autonomous agent [29], robotic
grasping tasks in cluttered environments [31], as well as enabling paralyzed individuals to
manipulate their environment utilizing brain-machine interfaces [40].
• Virtual Constraint: The human commands all inputs to the system but these inputs
can be rejected by an autonomous agent based on predefined virtual constraints applied
by the computational agent. This can result in spatial regions which are not accessible to
the robot which can be a useful approach for many applications. An example is in robotic-
assisted skull surgery, where a surgeon controls the location of drilling but is constrained
based on an autonomous agent applying virtual fixtures to prohibit motion of the cutting
tool based on a preoperative CT scan [41]. Another application which will be further
explained in Chapter 8 is of a laser atherectomy procedure which allows the surgeon to
ablate plaque but constrains the laser when regions of artery are detected.
Communication
The final component is communication, which is the process by which a human agent receives
feedback from the manipulated environment, generally provided by the robot. This is denoted
in Figure 2.3 by the directional arrow, from robot to human, labeled feedback. This feedback
can be conveyed via haptics, visual, auditory, or a combination of these methods [30]. This
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feedback can be essential for a human agent to make future control decisions. Occasionally, the
robot is not explicitly relaying feedback to the human as is the case in robotic surgery, where
visual feedback from a camera is the form of communication provided to the surgeon [16].
2.3 Force and Position Sensing in Surgical Robots
Many of the previously discussed controls applications rely on multiple forms of sensory data.
In surgical robots, sensors may not be this abundantly available. Although surgical robots
introduced additional sensing capabilities in the operating room, limitations on the type and
placement of these sensors still exist. Placing sensors at the end effector of surgical robots is
prohibited due to size constraints, cost, and sterilization issues [24], and increasingly more so as
the trend and demand for less invasive mechanisms continues. As such, a more practical solution
is to utilize sensing from the back-end of the surgical robot (not in contact with the patient)
where sensors already exist and can be more easily added if necessary [24].
Back-end sensing eases much of the practical constraints concerning sensor placement, but
suffers due to an indirect measurement of the sensed variable. As such, estimation techniques
are generally required to transform the error-prone, indirect measurement to a more accurate
estimate of the variable of interest. One such example is grip force estimation in da Vinci tools.
Attempts at estimating grip force at the distal end of the da Vinci tool using only proximally-
located sensors is often called sensorless grip force estimation [42]. Despite this not being a
truly sensor-free approach, sensorless refers to the fact that the sensors used in the process are
already inherent in the surgical robot. For surgical robots, the back-end measurements available
are motor position via encoder readings and motor torque via an estimate of motor current.
Motor velocity can be ascertained via differentiation of position readings. Additionally, true
motor torque readings could feasibly be added via in-line torque senors on the back-end, but
are currently not installed.
Existing work in sensorless grip force estimation of da Vinci tools falls into one of two
categories: physics-based modeling and data-driven approaches. The physics-based modeling
approach utilizes a model rooted in physical parameters (e.g. friction, hysteresis, cable elasticity)
to estimate grip force after learning model parameters. Data-driven approaches utilize machine
learning approaches to estimate grip force utilizing acquired datasets on da Vinci tools. An
overview of recent work for each of these categories is included below.
2.3.1 Physics-Based Modeling
In [43], a quasi-static model of a da Vinci tool is developed using a dual tendon-sheath model.
The model produced low estimation error but was valid only at low speeds, which greatly
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simplified the model by eliminating the need to accurately model many of the relevant dynmic
terms. A transmission model between input and output pulleys was developed in [44] which
took into consideration friction loss between adjacent pulleys as well as the effect of motion
between coupled degrees of freedom at the end effector. In [45], an unscented Kalman filter was
utilized to estimate grip force of a 10mm gripper driven by a RAVEN-II surgical robot. This
filter requires a dynamic model of the surgical instrument, which has several tunable parameters
derived from a physical model of the tool. In all of these modeling approaches there are a large
amount of parameters which are difficult to identify, and other physical characteristics of the
surgical tool which are likely absent from these models.
2.3.2 Data-Driven Estimation
An alternative approach in estimating grip force of surgical tools is machine learning. These
machine learning algorithms are trained on large amounts of labeled data collected over a wide
variety of configurations and do not explicitly model physical parameters of the system. These
approaches include kernel-based approaches such as support vector machines (SVM) and Gaus-
sian process regression (GPR) as well as decision trees, random forests, and neural networks.
In [42], GPR was used to predict grip force of the RAVEN surgical robot on a single surgical
tool, and was capable of outperforming the dynamic physics-based modeling approach. In [46],
a neural network was utilized to estimate grip force, where parameters of the neural network
were improved through genetic algorithms. This approach also reported superior results to the
physics-based modeling approach used previously by the same authors. These works illuminate
potential advantages from utilizing data-driven estimation techniques.
For each of these data-driven techniques, model parameters are trained using large amounts
of input-output data of the system. As mentioned, these model parameters may not necessarily
relate to physical properties of the system (e.g. friction), but rather an arbitrary parameter
within the model (e.g. weights of interconnected nodes of a neural network). Once the training
is complete, the derived model is then used on newly acquired input data to predict the output of
the system. Although these data-driven techniques have shown promising accuracy, the lack of
physical intuition of the model parameters makes it difficult to understand how well the models
generalize to unseen operating conditions. Prior work such as [42] have been limited to single
tools, fixed frequencies, and limited grip force ranges.
This leaves a gap of providing a reliable estimation technique to ascertain force and position
of da Vinci tools utilizing existing back-end sensors under a variety of operating conditions.
Additionally, an open-source dataset with labeled input-output position and force for multiple
da Vinci tools would encourage further work in this area and promote more accurate algorithms,
since existing datasets are limited in the tested operating conditions.
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2.4 Soft Tissue Modeling
Besides modeling the surgical tool, existing surgical robots can be vastly improved with further
knowledge of the soft tissue environments these tools interact with. Approaches to modeling
soft tissue properties vary widely in complexity and use case. These approaches can be divided
into two main categories: continuum-mechanics based models and heuristic models [47]. The
continuum-mechanics based models are applicable in a wide variety of use cases, but require
much more computational complexity. This high complexity means analytical solutions are
rarely attainable, and therefore they are most often used in conjunction with finite element
modeling. For examples of continuum-mechanics based models the reader is referred to [48, 49,
50, 51, 52, 53]. In general these approaches iteratively solve for parameters of the finite element
model by comparing them to experimental tissue data. The computational complexities involved
with this approach makes it difficult to use in real-time applications such as control, and therefore
will not be a main focus in this work.
Heuristic models, on the other hand, adequately simplify the modeling process enough for
use in real-time applications such as estimation and control. These models aim to capture the
global behavior of soft tissues by combining virtual mass, spring, and damper elements in various
combinations. Despite the simplistic modeling approach, these heuristic models are capable of
accurately capturing the viscoelastic nature of soft tissues when used in constrained use cases
such as grasping or indentation. For these reasons, heuristic models were deemed appropriate
to use for this work. Several heuristic models have been used in literature, with some of the
most commonly used models referenced in Table 2.1.
These models either represent force-displacement (f, u) or stress-strain (σ, ) relationships.
For models with internal dynamics (Maxwell and Kelvin) the equations are represented in the
frequency domain; all other equations are represented in the time domain. This is not an
exhaustive list as numerous variations of these models can be constructed from combinations
and modifications of these basic forms [54].
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Name Model Viscoelastic
Number of
References
Parameters
Kelvin-Voigt f(t) = bu˙(t) + ku(t) Yes 2 [47, 54, 55]
Maxwell F (s) = kbbs+kU(s) Yes 2 [47, 54]
Kelvin F (s) =
b
k1
(k0+k1)s+k0
b
k1
s+1
U(s) Yes 3 [47, 54]
Hunt-Crossley f(t) = bunu˙+ kun Yes 3 [56, 57, 58, 59, 60]
Exponential σ = β
(
eα − 1) No 2 [61, 62, 63]
Modified
σ = β
(
eα
2 − 1)+ γ No 3 [61]
Exponential
Dynamic
σ = m¨+ b˙+ β
(
eα − 1) Yes 4 [64, 65]
Exponential
Inverse
σ = β
(
1
1−α − 1
)
No 2 [61]
Strain
Table 2.1: An overview of heuristic tissue models with literature references for each model
Chapter 3
Shared Control
This chapter provides an overview of shared control as it is currently presented in recent pub-
lications. The key aspects of shared control which are discussed in this chapter are intent,
arbitration, and communication. These aspects will be explained and presented in the context of
medical scenarios which provides context for the remaining chapters in this thesis. Specifically,
a simulation of shared control for tissue grasping is presented showing improvements in regulat-
ing grasping forces in robotic surgery. A methodical design process is outlined for selecting an
appropriate arbitration function given a specific application. This work motivates the remaining
work in Chapters 4-8.
3.1 Overview of Shared Control
Shared control, which is often used interchangeably with the term human-robot interaction,
has taken on many broad definitions throughout literature. In this work, the definition in [29]
is adopted: a control scheme that causes the output or response of a system to be influenced
(e.g., either indirectly or through direct action) by two or more agents. Typically, this will be
two agents: a human agent and a computational agent. Computational agents can take many
forms, but will often utilize artificial intelligence, machine learning algorithms, a control law, or
a combination of these things. A survey of shared control presented in [30] describes a three-
step approach to shared control problems: intent detection, arbitration, and communication.
Other work in shared control, found in [29] and [31], discuss in depth the arbitration phase.
This chapter aims to unify these three works and proposes a tissue grasping example for shared
control which utilizes this three-step approach. Simulations are presented on this tissue grasping
example, which motivates further experimental research in this area.
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3.1.1 Intent Detection
As explained in [30], intent detection is “the need for the robot to have knowledge of some aspect
of the human’s planned action”. By understanding human intent the robot can then plan to
assist the human in that action. Intent detection is further broken down into three aspects:
defining intent, measuring intent, and interpreting intent.
Defining Intent
The step to define intent is a design decision made by the controls designer, similar to choosing
controller type, gains, etc. The main guideline for this design decision is that intent is represented
by measurable or estimated quantities that describe the human behavior and are relevant to the
task [30]. In other words, defining intent is the process of selecting at least one measurable
quantity (state) that will translate to a human action (task). Several examples are described in
depth in [30].
Measuring Intent
Once the definition of intent is established for the application, the next requirement is to measure
or estimate the state that translates to human action. This step will usually utilize a sensor
or multiple sensors fused together to estimate the state. Examples of measurement modalities
include electroencephalography (EEG), electromyography (EMG), as well as force/torque or
position/velocity at human-robot interaction site. This sensory data can also be fused together
to form an estimated state using techniques such as Kalman filtering. These methodologies are
further explained in [30].
Interpreting Intent
Interpreting intent involves defining the process needed to convert a measurable state to a human
action. If intent is defined properly in the first step, then the state will have a relationship to
the intended human task. This step will often require trained machine learning models to
perform this conversion. Oftentimes intended tasks will be categorical and therefore common
classification techniques can be utilized (e.g. neural networks, discriminant analysis, or support
vector machines). However, the intent can also be a continuous output as described in [30].
Additionally, simple yet effective techniques such as thresholding the state can be utilized to
interpret intent.
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3.1.2 Arbitration
After intent is detected by the robot, the next step is arbitration, which is the division of
control between agents in a shared control system. In [29], Enes and Book explain six common
arbitration schemes as previously depicted in Figure 2.4 from Chapter 2: traded, indirect,
coordinated, collaborative, blended, and virtual constraint. Here, the focus is on blended shared
control (an overview of all six schemes can be found in Chapter 2). Blended shared control
convexly combines input commands from each agent via a defined functional relationship, often
called an arbitration function represented by α, where {α ∈ < | 0 ≤ α ≤ 1}. The convex
blending occurs in the following manner:
xsc = (1− α)xh + αxa (3.1)
Determining the arbitration function is part of the design process and will be unique for each
shared control problem. In [29] the authors propose a shared control problem for ship navigation
in a known current field (Zermelo’s Problem). The proposed arbitration function is defined in
Equation 3.2, and takes into consideration the distance from the goal (d) and the difference in
the human and computational agent commanded input (∆):
α = max
(
0, 1− d
d0
)
·max
(
0, 1−
(
∆
∆0
)2)
(3.2)
Here, d0 is a prescribed threshold which relinquishes control to the operator when d > d0. Also,
∆0 is a prescribed threshold which relinquishes control to the operator when ∆ > ∆0. In this
case, both d0 and ∆0 are design decisions left to the controls designer, which is aided by intuition
of the specific application.
Interestingly, the work in [29] does not explicitly mention anything about intent detection,
however, a closer look at Equation 3.2 reveals that intent is encoded within the arbitration
function. This can be called intent-encoded arbitration and intent (Φ) is gleaned from the
thresholds d0 and ∆0 as shown in Equation 3.3:
Φ =
0, d > d0 or ∆ > ∆01, otherwise (3.3)
When Φ = 0 this translates to the intent of “not moving toward the desired target”. When
Φ = 1 this translates to the intent of “moving toward the desired target”. This means that the
shared controller assumes that the ship is moving towards the target only if the ship is close
enough to the goal (d < d0) and the human and autonomy have enough agreement (∆ < ∆0). In
this manner, the work in [29] combines both intent and arbitration into the same calculation as
compared with the explanation presented in [30] which separates them into two distinct steps. To
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distinguish these two works, the combined approach in [29] can be referred to as intent-encoded
arbitration.
The arbitration function from [29] in Equation 3.2 takes into consideration the confidence in
intent prediction, but does not take into consideration confidence in the autonomy’s commanded
input. This distinction is further described by Dragan and Srinivasa in [31]. They explain the
simple notion that “arbitration should increase monotonically with confidence” [31]. This allows
for a mechanism to arbitrate appropriately to the human when the autonomous agent is unsure
of its own command; conversely, it allows for the autonomous agent to take control when it is
confident in its command. This development of a self-reporting confidence is once again a design
exercise in creating an arbitration function that produces a value between 0 (no confidence) and
1 (perfect confidence) in its own command.
Although Dragan and Srinivasa propose this concept in [31], their eventual choice of an arbi-
tration function for their experimentation is similar to the one chosen in [29], which only includes
confidence in intent prediction as opposed to confidence in the autonomy’s commanded input.
As such, the exploration of including confidence in the autonomy’s commanded input as part of
the arbitration remains mostly unexplored, and will be addressed later through simulations.
3.1.3 Communication
The third and final step for shared control problems as outlined in [30] is communication. This
refers specifically to the one-way communication channel from robot to human. This communi-
cation is intended to relay back to the human the properties of the manipulated environment.
This can be done through one of several forms of sensory feedback including, auditory, visual,
haptic, or a combination of multiple forms.
3.2 Shared Control Simulation
Each shared control problem is unique based on the application. Elements of intent detection,
arbitration, and communication need to be uniquely defined and applied. In this work, a shared
control tissue manipulation experiment is presented in-silico. A strong emphasis is placed on
exploring the impact of including self-confidence of the autonomy as part of the arbitration
function for blended shared control.
The use of surgical robots has provided surgeons with improvements such as scalable move-
ments, decreased operative blood loss, and enhanced dexterity [66]; however, this has come at
the expense of a loss of haptic touch. This has been shown to lead to an over-exertion of force
during tissue grasping and manipulation, which leads to tissue crush injury [67]. Although not
fatal, tissue crush injury can lead to prolonged healing time, increased scarring, and loss of bowel
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Figure 3.1: Schematic of 1-DOF interaction with environment
motility [67]. One approach would be to provide haptic feedback to the surgeon, however, this is
complicated due to high expense and poor fidelity. Additionally, there is a lack of consensus and
evidence that haptics provides substantial benefits to surgeons regardless of the cost [68]. An
alternative solution is to utilize the advantages of shared control to help mitigate grasping forces
to appropriate levels. As part of this shared control approach, the autonomous agent can assist
in controlling to tissue-specific force levels by identifying the tissue type online as proposed in
[64]. In the following sections, aspects of intent detection, arbitration, and communication will
be introduced as it pertains to a simplified 1 degree of freedom tissue manipulation scenario
with the goal of maintaining indentation forces to an appropriate level. This setup is shown
schematically in Figure 3.1.
Here, the environment is modeled using a Hunt-Crossley model as described in [56] and
shown in Equation 3.4:
fe =
keδn + beδnδ˙ δ ≥ 00 otherwise (3.4)
This model assumes that the environment parameters ke, be, and n are estimated online
with a means for reporting confidence in this estimate. As the parameters are estimated, the
autonomy’s trajectory, xa, can be computed which will produce a desired force, Fd, in the
steady-state as described in Equation 3.5:
xa = xe +
(
Fd
ke
) 1
n
(3.5)
The human trajectory, xh, follows a trapezoidal trajectory (i.e. grasp and hold) which is common
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in surgical grasping. The peak of this trapezoidal trajectory produces a force greater than Fd,
which simulates the common occurrence of tissue crush injury.
The blended shared controller convexly blends human and autonomy input commands (Equa-
tion 3.1) and is assumed to follow this command perfectly. In practice this is done by wrapping
a PD or other controller around this command to achieve motion tracking.
3.2.1 Intent Detection
As part of the intent detection phase described in [30], the intent for this specific problem needs
to be defined, measured, and interpreted.
Defining Intent
For tissue manipulation there is a binary decision process: manipulating tissue or not manipu-
lating tissue. This serves as the basis for intent definition. There are some options on how to
define this intent; for this problem the intent will be defined based on the position of the surgical
tool. This is a measurable state, and will provide the mapping from state to intent.
Measuring Intent
As stated, the measurable state is position, x, as shown in Figure 3.1. For real experimentation
with surgical robots this requires that the end effector of the robot can be measured relative to
the tissue environment.
Interpreting Intent
Once measured, the position can be converted to intent (Φ) based on Equation 3.6:
Φ =

0, x < xe
x−xe
xe′−xe xe < x < xe′
1, x ≥ xe′
(3.6)
Here, xe denotes the position of the tissue environment as shown in Figure 3.1 (when x = xe the
surgical tool is at the tissue boundary). Also, xe′ is a defined threshold past xe which denotes
full confidence that the tissue environment has been penetrated. An intent value of 0 translates
to “not manipulating tissue” and an intent value of greater than 0 translates to “manipulating
tissue”. The value of Φ ranges from 0 to 1.
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3.2.2 Arbitration
For this simulation two forms of arbitration will be explored: self-confidence agnostic arbitra-
tion (αagnostic) and self-confidence aware arbitration (αaware). For the former arbitration, the
equation presented in [29] is used and repeated here as follows:
αagnostic = max
(
0, 1− d
d0
)
·max
(
0, 1−
(
∆
∆0
)2)
(3.7)
Equation 3.7 represents an arbitration function that does not utilize confidence in the auton-
omy’s commanded input. An alternative approach is to incorporate confidence in the autonomy
by utilizing the following arbitration function:
αaware = Φ · Γ (3.8)
Here, Φ is the confidence in the intent as described in Equation 3.6 and Γ represents the confi-
dence in the autonomy’s commanded input. The function for Γ can take on many forms. For
this simulation it is computed by taking the difference between the most confident prediction
and the second most confident prediction. This works well for classification problems and is
further explained by stating that each of the ith classes has a confidence, ci, represented for all
n classes by the set C = {c1, c2, . . . , cn}. If we denote the most confident class as c∗ = max(C)
and define the set G = C \ c∗ then we can compute Γ as follows:
Γ = c∗ −max(G) (3.9)
3.2.3 Communication
For surgical robotics, haptic communication back to the surgeon is currently unavailable. As
such, this simulation assumes no explicit communication back to the user from the robot. In
reality, visual cues are available to the surgeon throughout surgery, which is the means by which
surgeons are able to ascertain information about their environment. Despite this visual feedback,
surgeons often grasp in an “all-or-nothing” manner, where they transition from fully-open to
fully-closed when grasping. This results in a trapezoidal trajectory in position and therefore
human input commands in this simulation follow trapezoidal trajectories.
3.2.4 1-DOF Indentation Simulation Results
The indentation simulation is run for four different scenarios for each of the two arbitration
schemes to asses the force applied to the tissue in each case. The four scenarios are depicted in
the four quadrants of Figure 3.2 and are as follows:
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• Quadrant I–Correct prediction and high confidence (α = 0.98)
• Quadrant II–Correct prediction and low confidence (α = 0.65)
• Quadrant III–Incorrect prediction and low confidence (α = 0.65)
• Quadrant IV–Incorrect prediction and high confidence (α = 0.98)
3.3 Discussion on Shared Control
Quadrant I represents best-case scenario, where the prediction is correct and the prediction’s
confidence is high. For both arbitration functions the resulting force from the shared controller
is close to the desired force, but it better tracks the ideal force when using αaware. This is
because αaware utilizes self-confidence in the arbitration function, and can therefore overcome
any deficiencies in the human command when self-confidence is high. Since the human command
differs significantly from the autonomous command, the arbitration from αagnostic drops in value
and therefore splits the difference between the human and autonomy.
Quadrant II represents a scenario which may occur when manipulating tissue. This is where
the autonomy correctly identifies the tissue and assigns an appropriate position command, but
has little confidence in this prediction. In this instance, both arbitration functions overshoot the
ideal force, with less overshoot produced when using αagnostic. In both instances the arbitration
is upper-bounded by the error in the human command, and as human command approaches the
ideal position command both forms of arbitration would approach the ideal force.
Quadrant III represents a poor prediction from the autonomy that has low confidence. In this
instance, both arbitration functions overshoot the ideal force, with less overshoot produced when
using αaware. Since αaware takes into consideration self-confidence, a low confidence results in
a low value for α, which relinquishes control to the human. As such, when the human input
approaches the ideal input, the arbitration from αaware will approach the ideal force also. This
is not the case for αagnostic because it disregards self-confidence. The α value will remain high,
which can cause large errors in the resulting force on the tissue. This leads to an interesting
scenario which can arise in this quadrant: shared control from arbitration with αagnostic can
produce poor results even when the human is giving a perfect command. This does not happen
with arbitration from αaware because the low confidence from the classification algorithm will
cause the arbitration to rely more on the human agent.
Quadrant IV is a worst-case scenario and is not likely to be encountered very often. This is
when the autonomy is incorrect, but reports a very high confidence in this incorrect prediction.
Assuming the algorithm’s self-confidence is accurate, this would likely only happen from sensor
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Figure 3.2: Shared control simulation results depicting the four quadrants where xa is the
autonomy command, xh is the human command, xsc is the shared control command, αagnostic
is the self-confidence agnostic arbitration, αaware is the self-confidence aware arbitration, Fe is
the environment force, and ideal position and force trajectories are denoted with a black dashed
line. The simulation is of a 1-DOF indentation interacting with a soft environment modeled by
a Hunt-Crossley model.
malfunction or a poorly trained classification algorithm. In this scenario neither arbitration
scheme will produce predictably reliable results. In some instances, with the ideal human input
the shared control can produce favorable results, but in general this is a scenario that arbitration
can not overcome because there is inherently poor information given to the shared controller.
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It is not likely that this quadrant will be encountered in real applications.
The discussion of these arbitration schemes within these four quadrants does not generalize
to every shared control scenario, and does not even generalize to all scenarios within this tissue
manipulation example. This is because there is an infinite number of combinations of how the
human can command an input and how the autonomy can command an input. However, this
analysis is useful to capture general trends which is aided by more information about how each
agent will generally behave. For example, in most cases human grasp trajectories in surgery
follow a grasp and hold approach which will often overshoot the ideal force threshold (this
is what causes tissue crush injury). As such, these simulations imitate this condition in an
attempt to capture these trends. Additionally, it is assumed from previous classification work
in [65] that the autonomy will most likely be either “correct and high confidence” or “incorrect
and low confidence”. This equates to being in quadrant I or quadrant III. From Figure 3.2, it
is apparent that αaware is superior to αagnostic in both of these quadrants. This methodical
process is the proposed process by which arbitration functions should be selected; there is not a
single arbitration function that is applicable in all scenarios, and the more knowledge a designer
has of agent behavior the more appropriate a selection can be made. Arbitration is unique to
each application, and selection of an appropriate arbitration function is integral to the controller
design process. This burden remains squarely on the algorithm designer.
This simulation justifies further experimental exploration of shared control tissue manip-
ulation to mitigate tissue forces and reduce tissue crush injury with an arbitration function
which takes into consideration self-confidence. This experimental work will be conducted and
presented in Chapter 7.
Chapter 4
Da Vinci Tool Force and Position
Estimation
This chapter is a reproduction of four publications: a journal paper published in the Interna-
tional Journal for Computer Assisted Radiology and Surgery [1], a journal paper published in
IEEE Robotics and Automation Letters [2], a conference publication presented at the Interna-
tional Symposium on Medical Robotics [3], and a conference paper presented at the Hamlyn
Symposium on Medical Robotics [4]. All four publications in this chapter contain their own ab-
stract, background, methods, results, discussion, or similar sections. As such, each publication
is meant to be able to stand alone. The relevance of this work as it pertains to the overall thesis
is to improve estimates of force and position at the end-effector of da Vinci surgical tools using
proximally-located sensors alone, and to assess the practicability of such estimation in surgical
settings. The process of augmenting robotic surgeries with intelligent autonomy, such as shared
control, first requires accurate sensing at the site of grasping in order to establish algorithms for
this autonomy.
4.1 Conditions for Reliable Grip Force and Jaw Angle Es-
timation of da Vinci Surgical Tools [1]
4.1.1 Abstract
Purpose: This work presents an estimation technique as well as corresponding conditions which
are necessary to produce an accurate estimate of grip force and jaw angle on a da Vinci surgical
tool using back-end sensors alone.
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Methods: This work utilizes an artificial neural network as the regression estimator on a dataset
acquired from custom hardware on the proximal and distal ends. Through a series of experi-
ments we test the effect of estimation accuracy due to change in operating frequency, using the
opposite jaw, and using different tools. A case study is then presented comparing our estima-
tion technique compared with direct measurements of material response curves on two synthetic
tissue surrogates.
Results: We establish the following criteria as necessary to produce an accurate estimate: op-
erate within training frequency bounds, use the same side jaw, and use the same tool. Under
these criteria an average root mean square error of 1.04 mN·m in grip force and 0.17 degrees in
jaw angle is achieved. Additionally, applying these criteria in the case study resulted in direct
measurements which fell within the 95% confidence bands of our estimation technique.
Conclusion: Our estimation technique, along with important training criteria, is presented
herein to further improve the literature pertaining to grip force estimation. We propose the
training criteria to begin establishing bounds on the applicability of estimation techniques used
for grip force estimation for eventual translation into clinical practice.
4.1.2 Introduction
The introduction of surgical robots such as the da Vinci surgical system has afforded surgeons
with improved dexterity, scalable motions, and favorable ergonomic use [9]. Additional upgrades
continue to be added the system such as the ability to track robotic end-effector location,
though this software is proprietary and currently not widely available. Despite these continued
technological improvements, a key aspect missing in these surgical robots is a reliable estimate
of grip force at the end effector. Surgical robots are tele-operated, and therefore there is no
physical manipulation of the patient when using these robots. This lack of force-feedback to the
surgeon presents various problems such as a lack of diagnostic information through palpation
[23], increased potential for tissue crush injury [69, 70], and a lack of sufficient force application
for tasks such as suturing [45]. Additionally, a reliable grip force estimate may prove valuable for
ongoing research to automate surgical robot tasks [71, 72], identify tissue in real-time [65, 63, 5],
as well as create more tissue-realistic models for surgical simulation and training [73, 74]. This
need for sufficiently-realistic simulation is notably acute. Mechanical differences in the behavior
of human tissues occur between healthy and diseased tissues, different patients, and even different
regions on the same patient. There are, however, enough similarities in the behavior of tissues
that appropriate decision can be made based on tissue behaviors. Just as a physician can
identify a stiff muscle by touching a live patient (in-vivo), muscle stiffness is quantifiable with
the proper measurements. Unfortunately, reliable data are insufficient for human tissue elasticity
for the purposes of distinguishing healthy tissues from unhealthy ones [75]. A limiting factor
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in collecting this data is the lack of a reliable method to measure those properties from human
tissue samples in-vivo [75], especially at a sufficiently large scale to construct a representative
database of tissue mechanical responses. The da Vinci robot, however, is in widespread use and
in daily contact with these tissues. Accurate grip force and position measurements ascertained
from da Vinci procedures may provide unique opportunities to capture and exploit such valuable
data.
Prior art has addressed the lack of grip force measurements by first discussing the viability
of sensor placement on the surgical robot. There are three candidate locations to place sensors
on da Vinci tools: the distal grasping end, the shaft, and the proximal actuating end [24].
Placing sensors directly at the distal grasping end would provide the best-case measurement,
as the direct measurement circumvents a need for estimation. Major hindrances previously
reported preventing this application include size constraints, cost, and sterilization issues [24].
The concerns with size have recently been addressed with various novel designs for force sensors
integrated into the surgical grasper [76, 77, 78]. However, these designs require either cus-
tomizations or additions to the existing surgical hardware, and likely have not been adopted in
clinical use due to remaining concerns of additional cost and sterilization. As explained in [24],
sterilization of surgical components which come in contact with the human body is required
to help prevent the spread of diseases. The most common of these sterilization techniques is
a steam sterilization process known as autoclaving. The sustained high temperature, pressure,
and humidity used during autoclaving can destroy electrical components of the sensors, render-
ing them useless. As [24] explains, other methods for sterilization such as chemical techniques
are possible, but have also not been readily adopted due to lengthened time and adverse effects
of some chemical agents on tools. The challenges of adopting customized tools as well as new
sterilization techniques, even without the mention of added costs, suggests that sensing at the
distal end is a challenging prospect.
Placing sensors on the shaft is possibly confounded by the high levels of friction at the
insertion port, as well as the aforementioned concerns of sterilization and cost. The proximal
end of the da Vinci tool (at the spindles) defaults as a viable option for sensor placement,
but suffers from the potential for less accuracy in grasping force given that it is an indirect
measurement. Therefore, estimation techniques, although not preferential, become necessary to
convert the proximal-end sensor measurements to a distal-end grip force estimate.
Attempts at estimating grip force at the distal end of the da Vinci tool using only proximally-
located sensors is often called sensorless grip force estimation [42]. Despite this not being a
truly sensor-free approach, sensorless refers to the fact that the sensors used in the process are
already inherent in the surgical robot. For surgical robots, the back-end measurements available
are motor position via encoder readings and motor torque via an estimate of motor current.
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Motor velocity can be ascertained via differentiation of position readings. Additionally, true
motor torque readings could feasibly be added via in-line torque senors on the back-end, but
are currently not installed.
Most prior art concerning sensorless grip force estimation falls into the category of physics-
based modeling of surgical tools to convert proximal measurements to distal estimates of grip
force utilizing a model rooted in physical parameters (e.g. friction, hysteresis, etc.). In [43], a
quasi-static model of a da Vinci tool is developed using a dual tendon-sheath model. In [45],
an unscented Kalman filter was utilized to estimate grip force of a 10mm gripper driven by a
RAVEN-II surgical robot. This filter requires a dynamic model of the surgical instrument, which
has several tunable parameters which vary with environment and system configuration [42, 45].
Tuning every model parameter was suggested to be too complex of a solution for grip-
force estimation given the limited number of sensors available [42]. An alternative approach
is to utilize regression techniques which do not explicitly rely on the dynamic model of the
system, which we will refer to as data-driven modeling. These data-driven models contain
parameters which may not directly relate to the physical characteristics of the system, and
therefore understanding an exact physical model is not required. These approaches include
kernel-based approaches such as support vector machines (SVM) and Gaussian process regression
(GPR) as well as decision trees, bagged trees, random forests, and neural networks. In [42], GPR
was used to predict grip force of the RAVEN surgical robot on a single surgical tool, and was
capable of outperforming the dynamic physics-based modeling approach. This work illuminated
potential advantages from utilizing a data-driven estimation technique.
For each of these data-driven techniques, model parameters are trained using large amounts
of input-output data of the system. As mentioned, these model parameters may not necessarily
relate to physical properties of the system (e.g. friction), but rather an arbitrary parameter
within the model (e.g. weights of interconnected nodes of a neural network). Once the training
is complete, the derived model is then used on newly acquired input data to predict the output of
the system. Although these data-driven techniques have shown promising accuracy, the lack of
physical intuition of the model parameters makes it difficult to understand how well the models
generalize to unseen operating conditions. Prior work such as [42] have been limited to single
tools, fixed frequencies, and limited grip force ranges.
In this work, we estimate grip force and jaw angle of a da Vinci EndoWrist Surgical tool
by utilizing a neural network. The objective of this research is to test a data-driven regression
estimation technique under a spectrum of training conditions to understand generalizability of
grip force and jaw angle predictions. The grasps represent typical robotic surgical grasping and
estimation is achieved based on proximal-end measurements alone. We define a typical grasp
to be the closing portion of the grasp outputting between 5-55 mN·m and spanning a range
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of 50 degrees from the jaw’s neutral position. We collect and provide an open source dataset
with time-synced proximal- and distal-end measurements with 0.1 mN·m precision and 0.09
degree resolution for distal-end torque and distal-end position, respectively. Through a series of
four experimental neural network training conditions, we propose reliability criteria on training
conditions to produce acceptable estimates. The four experimental conditions used for training
the neural net are the following: a baseline condition (Experiment 1: Baseline), a frequency
comparison (Experiment 2: Leave-frequency-out), a jaw comparison (Experiment 3: Leave-jaw-
out), and a tool comparison (Experiment 4: Leave-tool-out). Testing the estimation accuracy
across several conditions is done to illuminate the generalizability of data-driven estimation
techniques, since previous work has reported estimation accuracy only under limited conditions.
Utilizing this newly established reliability criteria, we present a case study estimating mechanical
material response of two synthetic tissue phantoms, and compare these with a ground truth
measurement taken at the site of grasping.
4.1.3 Methods
Hardware Setup
Data collection was accomplished via custom hardware on the proximal and distal ends of da
Vinci EndoWrist surgical tools. The proximal-end hardware drives the spindles while simul-
taneously measuring position and torque of the spindles. The distal-end hardware provides
programmable reaction torques to the jaw while simultaneously measuring the position and
Figure 4.1: A) Conceptual diagram depicting distal and proximal sensors used for data collection
B) Rendered image depicting hardware on proximal end
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torque at the jaw. This allows for testing multiple reaction torque levels at a variety of frequen-
cies, and allows measuring reaction torque while the jaw is in motion. A conceptual diagram
of both distal- and proximal-end hardware is shown in Figure 4.1A. Details of the distal-end
hardware can be found in [79]. Details of the proximal-end hardware are included herein.
A rendering of the proximal-end hardware is shown in Figure 4.1B for clarity. This hardware
consists of a pair of motors, encoders, and torque sensors attached in-line with two of the spindles
on the da Vinci endoWrist. For this study, only one spindle was driven at a time. The motors
are DCX 19 S Maxon motors (Maxon Motor, Sachseln, Switzerland), which are used to drive
the spindles. Each motor has a 35:1 reduced backlash planetary gearhead. The motors are
driven by an ESCON Module 24/2 Servo Controller. The torque sensors are FUTEK TFF325
reaction torque sensors (FUTEK Advanced Sensor Technology, Inc., Irvine, California) with
capabilities of measuring up to 1.4 Nm of torque; each torque sensor is situated in-line with the
spindle to accurately measure torque applied as the motor drives the spindle. The last sensor
on the proximal side is a CUI AMT 102 encoder (CUI Inc., Tualatin, OR) with 8,192 counts per
revolution. The encoder measures spindle position, and is also utilized to obtain an estimate
of spindle velocity. These sensors placed on the proximal end mimic the best-case scenario of
sensor streams potentially available on da Vinci robots and are used for initial verification in
finding an accurate estimation of grip force and jaw angle when mapping measurements at the
spindle to the end effector of da Vinci tools.
A Teensy 3.5 microcontroller was used for all experimentation. The proximal- and distal-end
data streams were synchronized for Experiments 1 through 4. The sensor data streams were
collected at 1 kHz and saved to a microSD card. The entire dataset of time-synced proximal-
and distal-end measurements is provided as an open source dataset to further test and compare
estimation techniques.1 The distal-end torque measurements have a precision of 0.1 mN·m, and
the distal-end encoder has a resolution of 0.09 degrees. The torque precision was determined by
taking 10,000 consecutive samples of the torque sensor in a motionless state, and calculating the
corresponding standard deviation of these measurements. The angle resolution was determined
from the encoder’s datasheet.
This hardware setup allows for full jaw range of motion but does not currently allow testing
of different wrist pitch or roll angles. The spindles actuating pitch and roll degrees of freedom
were fixed in their nominal states with physical restraints attached directly to the spindles at
the proximal end. This was done to avoid the near three-fold variation in grip force observed
when changing between extreme postures as reported by [80].
1 The full dataset is hosted at https://github.com/MRDLab/mis-tool-characterization
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Artificial Neural Network
The neural network utilized in this work consisted of an input layer, a hidden layer, and an
output layer. This structure was chosen due to Kolmogorov’s theorem, which states that any
continuous function can be represented arbitrarily well with a single hidden layer [81]. The three
nodes in the input layer consisted of the following features measured by sensors on the proximal
end: motor position, motor velocity, and motor torque. These nodes were interconnected with
the single hidden layer, which was comprised of 30 nodes. The number of nodes in this hidden
layer was determined by iterating across several network sizes (5 to 60 nodes), and found that
there were diminishing returns after 30 nodes. The hidden layer nodes were interconnected
with a single output node. Two separate types of neural networks were trained for simplicity
and reduction in training time during development: one with end effector torque as the output
feature and one with end effector position as the output feature. An alternative approach
could be to train a single multi-output neural network as opposed to multiple single-output
networks. A potential benefit to the multi-output neural network could be parameter sharing
within the input layer; this could lead to improved accuracy if the angle and force estimates
share a common underlying representation trying to be learned. This work did not analyze the
multi-output network and remains a possibility for future work.
All input and output features were normalized using min-max normalization as a prepro-
cessing step and randomized to remove patterns within the dataset. The activation function at
the hidden layer was a log-sigmoid transfer function and the activation function at the output
layer was a purely-linear transfer function. The training method was Bayesian regularization
backpropagation [82, 83] as implemented in the Matlab Neural Network Toolbox (The Math-
Works, Inc., Natick, Massachusetts). The training data were collected using the aforementioned
hardware with the sensors on the proximal and distal sides as described. For each trained neu-
ral network, datasets were randomly partitioned into five equally-sized folds to preform five-fold
cross-validation.
Data Set
For each network, the input features were position, velocity, and torque as acquired on the
proximal end. Position was run through a low-pass Butterworth filter (5th order, 50 Hz cutoff
frequency) to smooth out discretized encoder data. Velocity was found by implementing a
noise-robust numerical differentiation method as described by Holoborodko (11th order, non-
causal numerical differentiator) [84]. The training data consisted of 20 second sinusoidal grasp
trajectories with pairwise combinations of five frequencies ranging from 0.1 to 0.5 Hz, and four
resistive torques ranging from 5 mN·m to 55 mN·m.
The selected frequency range was determined by encapsulating the range of jaw velocities
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found within an existing database of laparoscopic tasks collected using the EDGE (Electronic
Data Generation and Evaluation) device [85]. This database consisted of 124 subjects across 8
academic urology training programs in the United States with a total of 454 recordings on tasks
such as peg transfer, pattern cutting, suturing, and clip applying tasks. For the surrogate tissue
manipulation tasks (peg transfer and pattern cutting), the max jaw velocity averaged across
all users was 0.7 ± 0.2 rad/s. Our training dataset included velocities which reached a peak of
nearly 1.4 rad/s, which is well sufficient to encapsulate realistic jaw velocities as measured in
surgical training tasks.
The resistive torques were applied by sending a constant current command to the distal-end
motor to guarantee the torque sensor did not lose contact with the jaw, and therefore provide
continuous measurements. The four current levels were commanded as constant values, but the
torque values were allowed to fluctuate corresponding to changing tool dynamics throughout the
trajectory. This was seen as a benefit as we were able to span a wider range of torque values
to fill out the training set. The maximum torque value reaches a peak of approximately 5.5
Newtons as computed from the fixed 10 mm lever arm. These grip force/torques fall within the
range of measured da Vinci tool grip forces as reported in the literature [68, 86].
The error between the testing data (y) and neural network estimate (yˆ) is computed in two
different approaches: mean absolute error (MAE) as defined in equation 4.1 and root mean
square error (RMSE) as defined in equation 4.2. These two error metrics are reported in each
table.
MAE =
∑Tf
t=1 |yˆt − yt|
Tf
(4.1)
RMSE =
√∑Tf
t=1(yˆt − yt)2
Tf
(4.2)
Additionally, to generate boxplots the error is computed at each time step by computing the
difference between the estimate and the measured value (i.e. yˆt − yt). The absolute value is
intentionally omitted to preserve the sign of the difference to visually determine if the error is
zero-mean. Boxplots are created with the middle line representing the median value in the data
set. The bottom line of the box represents the 25th percentile (q1) and the top line of the box
represents the 75th percentile (q2) of the data. The whiskers extend to the smallest and largest
data points which are not considered outliers. Data points are considered outliers if they fall
below the threshold (γ−) in equation 4.3 or above the (γ+) in equation 4.4. Outliers are plotted
with a dot symbol.
γ− = q1 − 1.5(q3 − q1) (4.3)
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γ+ = q3 + 1.5(q3 − q1) (4.4)
Experiment 1: Baseline
Experiment 1 establishes a baseline of using a neural network to predict grip force and jaw angle
for a single frequency on a single tool. This represents a best case scenario for estimation. The
tool used was the left jaw of a Maryland Bipolar Forceps tool. For convenience, other standard
regression techniques which have not previously been used within the literature for grip force
estimation are also presented for comparison. The regression techniques tested include decision
trees, bagged trees, random forests, and support vector machines. Gaussian process regression,
which was used in [42], was not used in this comparison, but the results of that work will be
compared to our results later as part of the discussion section. For each of these regression
techniques several parameter values were tested to provide a more general comparison.
For this experiment, all five frequencies were used independently to train each of the regres-
sion models. For each frequency, five-fold cross validation was performed. For each fold, the
designated test data, which was not used in the training process, was run through the regression
model and averaged to provide estimates of end effector position and torque.
Experiment 2: Leave-Frequency-Out
For all remaining experiments, neural networks were used as the only regression model to ex-
amine training conditions.
To test the generalizability of the neural network approach for frequencies not present in the
training data, a leave-frequency-out cross-validation study was performed across each frequency.
Five separate neural nets were trained leaving out an entire frequency each time. The designated
test data consisted of all five folds of data from Experiment 1, corresponding to the left-out
frequency.
Since all five frequencies were used, this provided two examples of extrapolation (the end
points of 0.1 Hz and 0.5 Hz) and three examples of interpolation.
Experiment 3: Leave-Jaw-Out
The next experiment was conducted to test whether a single neural network can be applied
successfully to both right and left jaws without retraining. This constituted a leave-jaw-out
cross-validation study. First, the right jaw’s data streams had to be transformed into the left
jaw’s coordinate system by reflecting about the origin.
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The left jaw’s data was run through a neural net trained on the left jaw’s training data
(labeled as same), as well as a neural net trained on the right jaw’s training data (labeled as
opposite) for each of the five randomly partitioned folds. The right jaw’s data was also tested
against both neural nets for each of the folds. The experimental data labeled as same also
provides a baseline estimate of how the neural net performs when trained on all training data
from a specific jaw.
Experiment 4: Leave-Tool-Out
This experiment utilized the datasets from two different tools. Both tools were Maryland Bipolar
Forceps tools of a similar age and use level. For simplicity, the inter-tool comparison utilized
only the left jaw. The first tool’s test data was run through a neural net trained on the first
tool’s training data (labeled as same), as well as a neural net trained on the other tool’s data
(labeled as opposite) for each of the five randomly partitioned folds. The other tool’s test data
was also tested against both neural nets for each of the folds.
Reliability Criteria Determination
Reliability criteria are the determined training conditions which we propose that were found to
produce an estimation with considerably lower root mean square error (RMSE). The reliability
criteria were determined post-hoc after conducting the four experiments outlined. Throughout
the paper an asterisk was used to mark conditions which fell within the reliability criteria. This
asterisk was applied to the plots and tables in the results section in post once determining these
criteria. The post-hoc analysis consisted of finding clear separation between the RMSE between
experimental conditions; the conditions with lower RMSE were considered to be part of the
reliability criteria.
Material Response Case Study
To evaluate the efficacy of our estimation technique and reliability criteria, a case study was
set up to compare two different synthetic tissue’s torque-displacement curves between two ap-
proaches: proximal-end sensors with estimation from the neural net, and distal-end sensors at
the jaw.
The proximal end measurements were collected across the same frequency range and for the
same duration as Experiment 1, which resulted in 30 total grasps. The neural network used
to estimate force and jaw angle from these proximal measurements adhered to the reliability
criteria. The distal-end measurements were taken by affixing a da Vinci tool jaw directly to the
distal-end torque sensor and actuating the grasp via the distal-side motor. The cables of the da
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Figure 4.2: Diagram of case study setup
Vinci tool were cut to allow the jaw to rotate freely without back-driving the entire cable-pulley
system. The motor command was slowly ramped up to 100% over 20 seconds while measuring
position and torque.
This setup provided equal comparison of jaw grasping area between both data collections for
fair comparison of torque-displacement curves. Additionally, our technique to estimate torque
makes this experimental setup tool-agnostic, as any da Vinci tool could be used as long as a
proper neural network is trained. For this work we trained on a Maryland Bipolar forceps and
used it for the case study because of the widespread use of this tool. For each data collection
only one jaw was used, compressing the phantom between the jaw and a fixed plate. The test
setup is depicted in Figure 4.2.
All 30 grasps from the proximal end were averaged by fitting a 2nd order polynomial to the
data and reported with the corresponding 95% confidence interval.
4.1.4 Results
Experiment 1 Results: Baseline
The results comparing standard regression techniques are shown in Table 4.1. Random forests
resulted in lowest RMSE for torque estimation (0.20 mN·m). Neural networks resulted in slightly
higher RMSE, and SVM methods produced the highest RMSE across all kernel selections. Con-
versely, for jaw angle estimation SVM methods resulted in the lowest RMSE (0.02 degrees),
with neural networks then decision tree based methods (decision tree, bagged tree, and ran-
dom forest) producing higher RMSE. The decision tree based methods exhibited an undesirable
frequency-dependent error. These approaches performed very well at low frequencies (0.1-0.2
Hz), but exhibited significant drop-off at higher frequencies (0.4-0.5 Hz). Neural networks did
not exhibit any frequency-dependent degradation of performance.
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Regression Method RMSE [deg] RMSE [mN·m]
Neural Network (1 hidden layer, 30 nodes) 0.08 0.71
Decision Tree (Leaf Size = 4) 0.22 0.48
Decision Tree (Leaf Size = 12) 0.23 0.59
Decision Tree (Leaf Size = 36) 0.25 0.78
Bagged Trees (No feature bagging, Leaf Size = 4) 0.12 0.37
Bagged Trees (No feature bagging, Leaf Size = 12) 0.13 0.46
Bagged Trees (No feature bagging, Leaf Size = 36) 0.14 0.63
Random Forest (Feature bagging = 2, Leaf Size = 4) 0.11 0.33
Random Forest (Feature bagging = 2, Leaf Size = 12) 0.12 0.40
Random Forest (Feature bagging = 2, Leaf Size = 36) 0.15 0.56
Support Vector Machine (Linear Kernel) 0.02 4.3
Support Vector Machine (Quadratic Kernel) 0.02 2.0
Support Vector Machine (Cubic Kernel) 0.02 3.3
Support Vector Machine (Fine Gaussian Kernel) 0.03 0.99
Support Vector Machine (Medium Gaussian Kernel) 0.02 1.1
Support Vector Machine (Coarse Gaussian Kernel) 0.02 1.8
Table 4.1: Jaw angle and torque estimation error across several standard regression techniques
and parameters
Specifically for neural networks, the average RMSE across all frequencies in Experiment 1
was 0.08 degrees and 0.71 mN·m. For perspective, the average angular operating range spanned
52 degrees and output an average torque load of 32 mN·m across all experimentation. The
MAE, 95th percentile of MAE, and RMSE for all experiments are reported in Table 4.2.
Experiment 2 Results: Leave-Frequency-Out
The grip force and jaw angle signed errors for Experiment 2 are reported in Figure 4.3. The top
plot shows error in jaw angle estimation, and the bottom plot shows error in grip force estima-
tion. Extrapolation outside of the training frequencies led to a larger magnitude of errors than
interpolation within the training frequencies. For jaw angle, the worst result was extrapolation
to 0.1 Hz with an RMSE of 2.66 degrees. For torque, the worst result was extrapolation to 0.5
Hz with an RMSE of 8.86 mN·m.
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Figure 4.3: Experiment 2: Leave-frequency-out cross-validation results. For each frequency
N=26,868 time samples on average. An * represents experimental conditions considered to be
part of the reliability criteria.
Jaw Angle Estimation [deg] Torque Estimation [mN·m]
MAE 95th % RMSE MAE 95th % RMSE
Exp 1 Baseline* 0.06 0.15 0.08 0.51 1.37 0.71
Exp 2 Interpolation* 0.43 1.16 0.56 1.24 3.90 1.92
Exp 2 Extrapolation 1.04 3.87 1.64 4.29 19.8 7.21
Exp 3 Same* 0.09 0.23 0.13 0.65 1.85 0.96
Exp 3 Opposite 5.63 6.75 5.75 7.97 11.6 8.73
Exp 4 Same* 0.10 0.25 0.14 0.65 1.88 1.01
Exp 4 Opposite 4.97 6.16 5.05 6.75 11.3 7.67
Table 4.2: Jaw angle and torque cross-validation results, where an * represents experimental
conditions considered to be a part of the reliability criteria.
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Figure 4.4: Experiment 3: Leave-jaw-out cross validation results. For each jaw N=134,869
time samples on average. An * represents experimental conditions considered to be part of the
reliability criteria.
Experiment 3 Results: Leave-Jaw-Out
For the comparison of the left and right jaws of the same tool, when training on one jaw and
testing on the other, the overall average RMSE in angle was 5.75 degrees, and in torque was
8.73 mN·m. This is compared with an average RMSE of 0.13 degrees and 0.96 mN·m for each
jaw trained on itself. The jaw comparison is shown in Figure 4.4.
Experiment 4 Results: Leave-Tool-Out
For the comparison of two different tools, when training on one tool and testing on the other,
the overall average RMSE in angle was 5.05 degrees, and in torque was 7.67 mN·m. This is
compared with an average RMSE of 0.14 degrees and 1.01 mN·m for each tool trained on itself.
The tool comparison is shown in Figure 4.5.
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Figure 4.5: Experiment 4: Leave-tool-out cross-validation results. For each tool N=134,749
time samples on average. An * represents experimental conditions considered to be part of the
reliability criteria.
Time Series Results
For visual comparison between the four experiments, a one second sample from the time series
data was extracted from the 0.3 Hz data and run through each of the experiments. This is shown
in Figure 4.6, where the front end sensor values (true value) are compared with the estimates
from four different neural nets, corresponding to the four experiments: Experiment 1: Baseline,
Experiment 2: Leave-frequency-out interpolation, Experiment 3: Leave-jaw-out opposite, and
Experiment 4: Leave-tool-out opposite.
Reliability Criteria Results
The post-hoc analysis of determining the separation line between RMSE values which fall in and
out of the reliability criteria is shown in Figure 4.7. The separation line for the reliability criteria
was conservatively established at 4 mN·m and 1 degree. The experimental conditions which
met the reliability criteria include Experiment 1: Baseline, Experiment 2: Leave-frequency-out
interpolation, Experiment 3: Leave-jaw-out same, and Experiment 4: Leave-tool-out same. The
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Figure 4.6: Sample time series for each experiment taken from the 0.3 Hz dataset over a one
second duration. The legend applies to both plots and is clarified as follows: Exp1=Baseline,
Exp2=Leave-frequency-out interpolation, Exp3=Leave-jaw-out opposite, and Exp4=Leave-tool-
out opposite. An * represents conditions which met the reliability criteria.
aggregated results comparing conditions which fell within and outside our criteria are shown in
Figure 4.8.
Case Study Results
The torque-displacement curves from all three measurement methods are shown in Figure 4.9.
The direct jaw measurement values stayed within the 95% confidence interval for both synthetic
tissues. The grasp starts at the upper right, at zero torque and zero angle, and proceeds leftward
and downward.
41
Figure 4.7: Post-hoc analysis to find separation in RMSE values for reliability criteria. The
experimental conditions which fall below the line are considered within the reliability criteria
and have been marked with an asterisk (*) throughout the paper.
Figure 4.8: Comparison of aggregated errors with and without our reliability criteria. The *
marks conditions within our reliability criteria which consists of Experiment 1: Baseline, Experi-
ment 2: Leave-frequency-out interpolation, Experiment 3: Leave-jaw-out same, and Experiment
4: Leave-tool-out same for a total of 598 test grasps resulting in N=757,997 time samples. For
the data outside our reliability criteria there were 472 test grasps resulting in N=589,153 time
samples.
4.1.5 Discussion
The baseline experiment (Experiment 1) compared several different regression methods for the
estimation of grip force and jaw angle. No single method performed best for both jaw angle
and torque estimation. In regards to torque estimation, which is the more difficult prospect,
the neural networks performed well, but did not produce the lowest RMSE on average. The
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Figure 4.9: Case study results for synthetic tissues with 95% confidence interval band around
neural net fits with N=30 grasps. Initial contact is at zero degrees with decreasing jaw angle
representing a closing grasp.
SVM methods all performed worse than neural networks irregardless of the kernel selected. The
ensemble methods utilizing decision trees (bagged trees and random forests) as well as decision
trees alone resulted in lower RMSE, and it may appear that they are the superior method.
However, a closer inspection of the results indicate that these methods involving decision trees
all performed very well at the low frequencies (0.1-0.2 Hz), but saw significant drop-off at the
higher frequencies (0.4-0.5 Hz). Considering that a main contribution of this work was to
investigate the effect of variable training frequencies (Experiment 2), we decided to proceed
with neural networks as the chosen estimation technique, as they performed more consistently,
albeit at a slightly higher RMSE. Additionally, our previous work [87] utilized a similar neural
network architecture which is useful for comparison.
Utilizing the reliability criteria, the neural network accurately estimated grip force (1.04
mN·m RMSE) and jaw angle (0.17 degree RMSE) as depicted in Figure 4.8. The criteria we
proposed for a reliable estimate include testing on the same tool, the same jaw, and at a frequency
which falls within the range of training data. The separation of RMSE values as detailed in
Figure 4.7 helped determine these criteria. A more thorough discussion of the implications from
each experimental training condition is included sequentially as part of this discussion.
As shown in Experiment 1, the estimation with neural networks worked very well when
trained and tested at specific frequency levels (RMSE: 0.08 degrees and 0.71 mN·m). As ex-
pected, this situation represents the best case scenario: train the neural network at a given
frequency and operate the grasper at the same frequency. Our grip force error results compare
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favorably to previously-reported data-centric approaches. For comparison, the results from [42],
which utilized GPR, yield an average error of 0.07 N for grasps with a peak grasping force of
roughly 1 N. Our approach, when converted into force units, resulted in an RMSE of 0.07 N
for grasps with a peak force of approximately 5.5 N. Our estimation errors were equivalent to
the GPR approach even though the nominal grasping forces used in our experimentation were
higher. Although it is not always possible to restrict grasping in practice to a specific frequency,
there are applications where this is feasible. One example is in measuring torque-displacement
curves from in-vivo or in-situ tissues. Experimentation could be conducted where grasping is
performed on these tissues at a programmed frequency which is consistent with the frequency
of the training data.
Experiment 2 results provide insight on the efficacy of this estimation in cases where it
may not be possible to restrict grasping frequencies to a single frequency. The leave-frequency-
out analysis showed that grasping at frequencies which were interpolated within the training
data was feasible (RMSE: 0.56 degrees and 1.92 mN·m). However, grasping at frequencies
which were extrapolated outside the training data resulted in poorer estimation (RMSE: 1.64
degrees and 7.21 mN·m). This establishes bounds on the operating ranges which grasping can
most accurately be performed; the bounds are the lowest and highest frequencies present in
the training data set. Automated surgical subtasks could practically be implemented over a
known frequency range and benefit from this estimation by training on data encapsulating the
operating frequencies. Additionally, this estimate could be useful in haptic implementation,
by either limiting the frequency of grasping or by only providing estimates when grasping is
conducted within the bounds of the training dataset.
Experiment 3 results highlighted the inaccuracies in using the opposite jaw’s model for
estimation (RMSE: 5.63 degrees and 8.73 mN·m). This suggests that it is important to train
separate neural networks for each jaw if both jaw estimates are needed. These data strongly
suggest avoiding assumptions of symmetry between jaws, as the variance between jaws for a
given tool is even larger than the magnitude of variance between two tools (compare Figure 4.4
and 4.5).
Experiment 4 results illuminate some possible limitations worth considering when applying
this estimation technique. The leave-tool-out experiment resulted in higher-than-normal esti-
mation errors (RMSE: 5.05 degrees and 7.67 mN·m). This becomes pertinent for applications
which perform tasks across multiple tools (e.g. performing consecutive surgeries with different
tools or switching tools during surgery). There are a few potential solutions to rectify this
estimation approach even if multiple tools are required.
The first potential solution is to retrain a tool at least one time before it is ever used.
The training process could feasibly be accomplished with the tool attached to the da Vinci
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robot with the aid of a portable calibration device, such as the distal sensing unit used in this
experimentation and explained in [79]. The training process is non-trivial, but achievable in
the workflow of surgical setup, as the total training time for this experimentation was less than
seven minutes for non-optimized implementation. A second alternative is unverified, but we
hypothesize that a single, representative tool model may be used in conjunction with a minor
calibration routine specific to each tool to account for offsets in the estimation. This minor
calibration would be far less extensive than retraining an entire neural network. As seen from
the results of Experiment 4, the estimation error in the leave-tool-out study is non-zero mean,
yet the errors are still Guassian with a comparably small standard deviation. We postulate
that there may exist an approximately-linear offset that is inherent to each tool which can be
subtracted from the estimate to provide an adjustment to real jaw angle and force measurements.
For example, this is seen in Figure 4.6 where an offset of approximately 5 degrees would provide a
significantly better fit for Experiments 3 and 4. This offset may be due to something unavoidable
such as manufacturing discrepancies between tools.
The case study was accurate in estimating torque-displacement curves of two synthetic tissue
phantoms relying on proximal sensors alone when applying the neural net. The estimate and
associated confidence bounds also increasingly separated as the grasper closed. This allows the
two synthetic tissues to be differentiated with monotonically increasing confidence for possible
applications of tissue identification.
This case study also highlights the potential for obtaining in-vivo or in-situ tissue measure-
ments. Equipping surgical robotic tools with the capability to accurately estimate forces at the
tool-tissue interface could potentially provide a wealth of in-vivo or in-situ measurements, since
surgical robots interact with patients daily. The mechanical properties of healthy and diseased
tissue could additionally be collected and characterized to improve surgical simulators for more
effective and realistic training.
Future work pertaining to this research falls into two main categories: 1) improving and
verifying extensibility of the estimation technique, and 2) testing applications and other case
studies with the estimation in place. For the first category, our future work consists of training
the neural network with commanded current instead of measured torque, training on a wider
range of torques and frequencies, as well as modifying the hardware to allow training on combi-
nations of roll, pitch, and yaw angles. The extension to incorporating roll, pitch, and yaw is not
trivial as the input spindles are not completely decoupled. This will likely require additional
sensors at each spindle and contribute to a larger feature space for training. Additionally, the
decision tree based methods, particularly the ensemble methods of random forests and bagged
trees tested in experiment 1 merit further investigation. As mentioned, these methods exhibited
a drop-off in accuracy at higher frequencies, but it is worth determining if they can be used to
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hone in on a better estimation technique, especially for grip force estimation. An investigation
of GPR is also left for future work, as this work only compared our results to existing literature
which utilized GPR.
Future work pertaining to the second category includes testing real-time use of the torque
estimates for haptic feedback, as well as obtaining torque-displacement curves of tissues in-
vivo. Future testing on both human and synthetic tissues would enable a tissue measurements
database which is valuable for surgical simulator design. For all future work, the reliability
criteria separation line set at 4 mN·m and 1 degree will allow for a benchmark for comparison.
4.1.6 Conclusion
In summary, the estimation of grip force and jaw angle using a neural network is reliably
accomplished given the following conditions: train and test on each jaw, on the same tool,
and at a frequency that falls within the bounds of the training data. These conditions resulted
in 1.04 mN·m and 0.17 degree RMSE for grip force and jaw angle, respectively. Future studies
towards an accurate grip force measurement for the da Vinci robot grasper may provide a new
dimension for understanding, modeling, and augmenting tissue-tool interactions during surgery
and surgical training.
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4.2 Evaluation of Torque Measurement Surrogates as Ap-
plied to Grip Force and Jaw Angle Estimation of Sur-
gical Tools [2]
4.2.1 Abstract
The estimation of grip force for surgical tools such as the da Vinci has been shown to be valuable
in possible applications such as haptics, tissue identification, and surgical training. Successful
estimation attempts have been previously demonstrated, but utilize customized sensors; this
work aims to provide an estimate considering only typical sensor streams already present in
commercially available surgical robots. The objective of this work is to evaluate three proximal-
end torque surrogate methods in their abilities to estimate distal-end states. The estimates
are compared with previously reported results found in literature and the percent difference
between the customized sensor approach and previous standards is reported. The most effective
surrogates for proximal-end torque were commanded motor current and measured motor current.
The jaw angle estimate resulted in 0.37 degree root mean square error, and the distal-end
torque estimate resulted in 4.42 m·Nm RMSE, which compares favorably to existing literature
approaches.
4.2.2 Background
The utilization of sensory information for analytics and estimation is becoming more readily
adopted across a wide variety of applications. These applications include soil quality estimation
for improved farming [88], road condition monitoring for smoother driving [89], and anomaly
estimation in ultra-precision machining to reduce rework rates [90]. Despite adoption across
these diverse application areas, one area which acutely underutilizes sensory data is in robotic
surgery. Robots are inherently equipped with sensors to accomplish proper control, yet these
sensor streams are potentially underutilized for additional benefits. Such benefits include real-
ization of haptic feedback to surgeons [68, 91, 92], automation of surgical subtasks [72, 93], as
well as classification of in-vivo tissues during surgical procedures [63, 65].
One challenge in utilizing the existing available sensory data from surgical robots is the in-
direct use of raw sensor measurements to approximate true measurements at the distal gripping
end. This is because sensors are not placed at the point of grasping, but rather are situated
on the proximal side, separated by a complicated cable-pulley mechanism at varying tension.
To alleviate this problem, several estimation techniques have been presented to transform avail-
able proximal-end measurements to useful distal-end estimates [42, 43, 45]. Estimation usually
emphasizes grip force of a surgical jaw.
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As of yet, these estimation techniques have been limited to laboratory settings and as such,
require that some limiting assumptions be made. In [42, 45], the authors assume to have full
access to input torque measurements. Additionally, in [43], the da Vinci tool model was only
derived in the quasi-static case. Additionally, in [80] it is established that different roll pitch and
yaw angles of the wrist can have a large impact on grip force. Currently, surgical robots are not
equipped with torque sensors on the proximal end and are most often operated under dynamic
conditions. Understanding estimation accuracy under more-realistic conditions is valuable.
4.2.3 Methods
The research objective herein is to evaluate three available analogues for proximal-end torque:
measured motor current, motor commanded current, and gearbox differential. Experiment 1
consists of predicting proximal end torque utilizing these surrogates to establish a baseline for
torque estimation. Experiment 1 compares a linear fit and a neural network to map each surro-
gate method to the proximal end torque sensor. This experiment does not involve the surgical
tool. Experiment 2 consists of predicting distal end torque comparing two methods: staged ap-
proach and end-to-end approach. The staged approach uses the estimate of proximal end torque
from experiment 1 as in intermediate step in estimating distal-end torque. The end-to-end ap-
proach uses a neural network to estimate distal-end torque and jaw angle directly, bypassing the
need for a torque sensor altogether. Experiment 3 employs the end-to-end approach for all three
torque surrogates on a training dataset containing varying roll, pitch, and yaw (RPY) angles.
This dataset is used to test the estimation validity in more realistic jaw orientations experienced
in surgery, where the degrees of freedom are rarely constrained.
In summary, the main contributions of this work are as follows:
• Assess the proximal torque estimation ability of three different torque surrogate methods,
which are more readily available on existing surgical robots than torque sensors (Experi-
ment 1).
• Assess the estimation ability of the same torque surrogate methods to estimate distal-end
grip force and jaw angle of a da Vinci surgical tool using a neural network (Experiment
2).
• Assess the estimation ability of the end-to-end approach using all three torque surrogate
methods in the presence of varying roll, pitch, and yaw (Experiment 3)
• Quantify estimation errors and compare with existing literature.
The paper is outlined in the following manner: Section 4.2.3 details the methods used in com-
pleting the three experiments; Section 4.2.4 reports numerical results of the experiments; Section
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Figure 4.10: Distal end hardware for data collection depicting common axis of rotation between
the torque sensor and da Vinci tool jaw
4.2.5 discusses the implications from using each surrogate method and compares these results
with existing literature values.
Hardware
The hardware used for data collection consisted of a distal-end ground truth measurement
device as shown in Figure 4.10 and a proximal end da Vinci tool driver shown in Figure 4.11.
The distal end is comprised of a FUTEK TFF325 reaction torque sensor (FUTEK Advanced
Sensor Technology, Inc., Irvine, California) and optical encoder (not pictured) to measure torque
and jaw angles about the common axis of rotation. The da Vinci tool is pinned in place at
this axis of rotation with a micrometer head and cone point set screw. Further details of the
distal end hardware can be found in [94]. The proximal end da Vinci tool driver consists of a
Maxon servomotor (Maxon Motor, Sachseln, Switzerland) driving one of the spindles of a da
Vinci Si Maryland Grasper tool (Figure 4.11-i) directly. The motors have a reduced backlash
35:1 planetary gearhead, and a 4,096 count per turn encoder. An additional 8,192 counts per
revolution CUI AMT 102 encoder (CUI Inc., Tualatin, OR) and a FUTEK TFF325 reaction
torque sensor (FUTEK Advanced Sensor Technology, Inc., Irvine, California) were placed on
the shaft directly connected to the spindle.
The motors were controlled and the data logged by a 32 bit Teensy 3.5 microcontroller (PJRC,
Sherwood OR, USA), which allowed for the creation of a time-synchronized, proximal-to-distal-
end database of sensor streams. A Maxon ESCON Module 24/2 Servo Controller was used to
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Figure 4.11: A section view of the hardware with annotations depicting key elements on the
back-end: i) da Vinci Si Maryland Grasper ii) Futek reaction torque sensor iii) CUI encoder
post gearbox iv) DCX 19 S Maxon motor v) ENX16 EASY Maxon encoder
control the motor in current control mode with an analog output of the Teensy microcontroller
commanding a motor current, which was controlled with current feedback. For each time step,
running at 1 KHz, the commanded current, measured current, measured torque, and post- and
pre-gearbox positions were recorded as time-synced data points as part of the proximal end
measurements, along with the sensors described in [94] for the distal end measurements. Both
proximal and distal sensors were connected to the same microcontroller, allowing all sensors to
be time-synchronized.
The position was measured directly using the encoders present at the proximal end. The
following sensor types were used to measure, directly or indirectly, the torque at the proximal
end:
Ground Truth: Torque Sensor The FUTEK torque sensor (Figure 4.11-ii) provides
a ground truth for torque at the back end of the tool. However, as this is not available in
commercial surgical robots, it was only used in this work to provide a reference point to evaluate
other torque estimation methods.
Torque Analogue A: Measured Current The first surrogate method for torque is via
measured current. The Maxon motor (Figure 4.11-iv) has a motor driver with a feedback loop
around motor current, and can provide the current measurement as an analog output. This has
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been shown to be approximately linearly proportional to the output torque of a brushed DC
motor.
Torque Analogue B: Commanded Current The second surrogate method for torque is
commanded current. If the measured motor current is not available, the command sent to the
motor driver could be used. For example, it is already available from the da Vinci Logger from
Intuitive Surgical. The commanded current is anticipated to less accurately portray the actual
motor current when compared with measured current due to slight inefficiencies in the motor
controller.
Torque Analogue C: Gearbox Differential The third surrogate method for torque is
gearbox differential. If no other estimates of torque are available, the torque could possibly be
estimated by the difference between a pre-gearbox encoder (Figure 4.11-v) and a post-gearbox
encoder (Figure 4.11-iii). As the torque increases, the gearbox components will flex, which can
be measured by the difference in encoder values compared to the expected gear ratio. In this
setup, the gear ratio is 1:35 and the ratio of encoder resolutions is 1:2. Therefore, the expected
ratio of the encoder values is 1:17.5. Any deviation from this expected ratio could theoretically
be used to calculate the torque in the system.
Combined Torque Analogues In addition to each of the three torque analogues individ-
ually, using all three simultaneously was also tested. This was tested because in a real-world
situation more than one of the three torque analogues may be available, so it was desired to test
whether the combination of the torque analogues could outperform each one individually.
Data Collection
The dataset for experiments 1 and 2 consisted of 50 total runs comprised of 20 seconds of sinu-
soidal grasps. The 50 runs included ten different power levels (10% to 100% at 10% increments)
and five different frequencies (0.1 Hz to 0.5 Hz at 0.1 Hz increments). The permutations of these
grasps resulted in a total of 1,000,000 data points collected at 1 kHz.
The dataset for experiment 3 introduced non-fixed roll, pitch, and yaw angles. The roll varied
between -90 to 90◦ and pitch between -60 to 60◦. Additionally, the sinusoidal grasp start points
were shifted from the neutral yaw position ranging from -90 to 30◦. These coordinate frames
are depicted in Figure 4.12. To facilitate a reasonably-sized dataset, frequency was intentionally
constant throughout experimentation at 0.3 Hz, and power levels ranged from 10% to 40%.
This yielded a total of 2,800,000 data points collected at 1 kHz. All datasets are hosted at
github.com/MRDLab/mis-tool-characterization.
The power levels provide resistive torque at the jaw to simulate the various reaction forces
experienced in surgical procedures. These power levels correspond to the commanded current,
and 100% power yields approximately 250 mN·m of applied torque from the distal motor. This
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Figure 4.12: Coordinate frame notation of the da Vinci EndoWrist depicting the roll and pitch
notations used in experiment 3
motor was judiciously selected to produce resistive grip forces which encapsulate reported grip
forces on typical da Vinci Si tools from literature. Assuming a measured moment arm of 12mm,
our resistive force would equate to a range of 2.1–20.8 N. Literature suggests that the mean grip
force in the neutral position ranges across tools from 6.01–16.3 N in [80], and 3.78–19.9 N in
[92], with the reported grip force from a Maryland bipolar forceps being 7.77 N. The selected
motor fully encapsulates this range of tools.
Data Preprocessing
As only the closing forces were considered relevant, the data were segmented to remove any
negative or near-zero velocities. Additionally, the first and last second of each run were removed
in order to remove any startup or shutdown effects. This left a total of 260,581 data points
for the training and evaluation for experiments 1 and 2. For experiment 3 a total of 962,936
data points remained after this preprocessing step. The data were filtered in order to provide
smoother data by applying a 3rd order Butterworth low pass filter with a 3dB cutoff of 50 Hz.
The derivatives were taken with a noise-robust numerical differentiation method as described
by Holoborodko (11th order, non-causal numerical differentiator) [84].
Neural Network Estimation
For all neural network estimation used in this work the same network structure was utilized. The
neural network consisted of 30 nodes per layer and a single hidden layer due to Kolmogorov’s
theorem, which states that a single hidden layer can approximate any non-linear function ar-
bitrarily well [81]. For all experimentation the inputs to the neural network were at the very
least position, velocity, and a chosen torque surrogate, with the exception of the combined test,
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where not just one but all three torque surrogates were used as input nodes. For experiment 3,
the additional inputs of measured pitch and roll spindle angles were used in the neural network.
Training was accomplished using Bayesian regularization backpropagation [82, 83] as imple-
mented in the Matlab Neural Network Toolbox (The MathWorks, Inc., Natick, Massachusetts).
A training dataset was partitioned from 85% of the dataset, leaving 15% of the data as a test
set which remains blind to the training procedure. The training data was randomly chosen from
the entire range of the dataset. The outputs of the neural network were proximal-end torque
for experiment 1, and jaw angle and distal-end torque for experiments 2 and 3.
Experiment 1: Proximal Torque Estimation
Experiment 1 compared a baseline for torque estimation using a linear fit to torque estimation
via a neural network. The fit line was compared to the measured torque sensor values and the
error was computed. The mean absoluter error (MAE), 95th percentile of that error, and root
mean absolute error (RMSE) were all computed and tabulated. Pearson’s Correlation (R) was
used to measure goodness of fit to linearity. For secondary analysis purposes, Spearman rho (ρ)
was used to measure monotonicity.
Each surrogate method was used individually as an input to a neural network along with
position and velocity to estimate torque, and the same metrics were used, other than Spearman
rho (ρ) and Pearson’s Correlation (R). This experiment was done without any distal sensors;
it was purely to show different experimental approaches of each surrogate method’s ability to
estimate torque on the proximal end.
Experiment 2: Distal Torque and Position Estimation
Experiment 2 evaluated the three surrogate methods of torque by comparing using the estimation
results from the neural networks of experiment 1 as an input to another neural network to an
end-to-end neural network to predict the distal-end torque and jaw angle. This neural network
was trained with the torque values from the proximal end torque sensor, but tested with torque
estimates from each of the three surrogate methods. The neural network outputs both jaw angle
and distal-end torque; these estimates were compared with ground truth measurements taken at
the distal end and their errors were plotted and tabulated. For the end-to-end neural network,
the proximal torque sensor was unused. A diagram summarizing the four variables of the first
two experiments and showing the input-output sensor mapping for these experiments is shown
in Figure 4.13.
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Figure 4.13: Conceptual diagram depicting the four experimental methods along with a concep-
tual schematic showing the sensor input-output relationships for each experiment.
Experiment 3: Estimation With Varying Pitch and Roll
Experiment 3 evaluated the end-to-end approach in the presence of varying roll, pitch, and yaw
angles. The pitch and roll angles were allowed to vary in their specified ranges one at a time,
while testing the possible yaw angles. Accordingly, two sets of estimates were produced: varying
pitch and varying roll. These estimates were compared with ground truth measurements taken
at the distal end and their errors were plotted and tabulated.
4.2.4 Results
Experiment 1: Proximal Torque Estimation
The results from Experiment 1’s linear estimation of proximal torque are shown in Figure 4.14
and Table 4.3. Both measured motor current and commanded motor current provide the best
accuracies, with motor command providing a slightly better accuracy with an RMSE of 12.18
mN·m. The gearbox differential method provides a significantly worse estimate of torque with
an RMSE of 40.53 mN·m.
The Pearson’s correlation was low for the gearbox differential method, at 0.60, showing that
a linear fit is not well suited. Additionally, the Spearman’s rho is also poor, at 0.62, showing
that any monotonic relationship is also not well suited.
The neural network estimation of proximal torque is shown in Figure 4.15, where both the
measured and commanded motor current provide similar accuracies, with commanded current
producing the lowest RMSE at 5.69 mN·m. This equates to approximately 53% reduction in error
from the linear model in estimating torque (Figure 4.16). The gearbox differential estimation
provides a significantly worse estimate of torque with an RMSE of 16.90 mN·m. Using all three
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torque analogue sensors, the RMSE was further reduced to 4.94 mN·m. Results are shown in
Table 4.3.
MAE 95th Pctl RMSE R ρ
L
in
ea
r Motor Command 10.03 22.94 12.18 0.97 0.97
Motor Current 10.06 23.26 12.26 0.97 0.97
Gearbox Strain 33.91 76.30 40.53 0.60 0.62
N
eu
ra
l
N
et Motor Command 4.37 11.54 5.69
Motor Current 4.47 11.72 5.80
Gearbox Strain 11.54 36.89 16.90
All 3 Sensors 3.82 10.04 4.94
Table 4.3: Experiment 1: Proximal Torque [mNm]
Figure 4.14: Experiment 1: Linear approximation of backend torque for three torque surrogates
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Figure 4.15: Experiment 1: Proximal neural network estimation error of backend torque
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Figure 4.16: Comparison of backend torque RMSE for experiment 1 comparing a linear fit and
neural network fit
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Figure 4.17: Experiment 2: Distal neural network estimation error of jaw angle
56
Mean Abs Err 95th Pctl RMSE
S
ta
ge
d
Motor Command 0.28 0.73 0.36
Motor Current 0.29 0.74 0.37
Gearbox Strain 0.65 2.26 1.00
All 3 Sensors 0.25 0.64 0.32
E
n
d
-t
o-
E
n
d
Motor Command 0.28 0.74 0.37
Motor Current 0.30 0.77 0.38
Gearbox Strain 0.69 2.33 1.00
All 3 Sensors 0.28 0.73 0.36
Torque Sensor 0.13 0.33 0.17
Table 4.4: Experiment 2: Distal Jaw Angle [Deg]
Command Current Gearbox All 3
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Figure 4.18: Experiment 2: Distal neural network estimation error of end effector torque
Experiment 2: Distal Torque and Position Estimation
For jaw angle estimation using the neural network from Experiment 1 to estimate proximal
torque, the estimates of distal-end jaw angle utilizing the commanded motor current and mea-
sured motor current provide similar accuracy (Figure 4.17). Using motor command yields an
estimation with the lowest RMSE of the three at 0.36 degrees. The gearbox differential method
provides a significantly worse estimate with an RMSE of 1.00 degrees. When all three torque
analogue sensors were used, the RMSE was 0.32 degrees. Results are shown in Table 4.4.
As shown in Figure 4.18 the estimates of jaw torque at the distal end using the neural
network from experiment 1 utilizing the commanded and measured motor current provide similar
accuracies, with motor command resulting in a slightly lower RMSE of 4.49 mN·m. The gearbox
differential method provides a significantly worse estimate with an RMSE of 11.65 mN·m. When
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Mean Abs Err 95th Pctl RMSE
S
ta
ge
d
Motor Command 3.28 9.49 4.49
Motor Current 3.37 9.71 4.59
Gearbox Strain 7.87 25.03 11.65
All 3 Sensors 2.92 8.32 3.94
E
n
d
-t
o-
E
n
d
Motor Command 3.33 9.00 4.42
Motor Current 3.42 9.28 4.72
Gearbox Strain 8.42 24.91 12.09
All 3 Sensors 2.86 7.60 3.75
Torque Sensor 1.20 3.39 1.78
Table 4.5: Experiment 2: Distal Torque [mNm]
Command Current Gearbox All 3 Torque
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Figure 4.19: Experiment 2: Full neural network estimation error of jaw angle
Command Current Gearbox All 3 Torque
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Figure 4.20: Experiment 2: Full neural network estimation error of end effector torque
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All 3 Sensors
Torque Sensor End-to-End
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Figure 4.21: Experiment 2 RMSE of jaw angle
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Figure 4.22: Experiment 2 RMSE of end effector torque
all three torque analogue sensors were used, the RMSE was 3.94 mN·m. Results are shown in
Table 4.5.
As shown in Figure 4.19, the estimates of jaw angle from a single neural net utilizing both
commanded and measured motor current provide similar accuracies. The motor command pro-
vides the best estimation with 0.37 degrees RMSE. The gearbox differential estimation provides
a significantly worse estimate with an RMSE of 1.00 degrees. When all three torque analogue
sensors were used, the RMSE was 0.36 degrees. These compare to an RMSE of 0.17 degrees
when the torque sensor is used as an input to the neural net. Results are shown in Table 4.4. As
shown in Figure 4.20, the estimates of distal-end torque from a single neural net utilizing both
the commanded and measured motor current provide similar accuracies; the motor command
provides the best estimation with 4.42 mN·m RMSE. The gearbox differential method provides
a significantly worse estimate with an RMSE of 12.09 mN·m. When all three torque analogue
59
0 0.5 1
Jaw Angle RMSE [Deg]
Motor Command
Motor Current
Gearbox Strain
All 3 Sensors
Torque Sensor Pitch
Roll
Figure 4.23: Experiment 3 RMSE of jaw angle
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Figure 4.24: Experiment 3 RMSE of end effector torque
sensors were used, the RMSE was 3.75 mN·m. These compare to an RMSE of 1.78 mN·m when
the torque sensor is used as an input to the neural net. Results are shown in Table 4.5.
Experiment 3: Estimation With Varying Pitch and Roll
As shown in Figure 4.23, the estimates of jaw angle using an end-to-end neural net shows better
accuracy during varied pitch than during varied roll. Of the three toque surrogates, the motor
command provides the best estimation for pitch, with 0.35 degrees and motor current provides
the best estimation for roll with 0.49 degrees RMSE respectively. These compare to an RMSE
of 0.17 degrees for pitch and 0.34 degrees for roll when the torque sensor is used as an input to
the neural net. Results are shown in Table 4.6
As shown in Figure 4.24 the estimates of distal-end torque using an end-to-end neural net
shows better accuracy during varied pitch than during varied roll. Of the three toque surrogates,
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Mean Abs Err 95th Pctl RMSE
V
ar
ie
d
P
it
ch
Motor Command 0.26 0.70 0.35
Motor Current 0.28 0.75 0.37
Gearbox Strain 0.70 2.12 0.97
All 3 Sensors 0.25 0.68 0.34
Torque Sensor 0.13 0.34 0.17
V
a
ri
ed
R
ol
l
Motor Command 0.37 0.99 0.50
Motor Current 0.36 0.98 0.49
Gearbox Strain 1.11 2.69 1.39
All 3 Sensors 0.35 0.95 0.48
Torque Sensor 0.23 0.67 0.34
Table 4.6: Experiment 3 RPY: Jaw Angle [Deg]
Mean Abs Err 95th Pctl RMSE
V
ar
ie
d
P
it
ch
Motor Command 3.12 8.38 4.16
Motor Current 3.31 9.02 4.41
Gearbox Strain 8.63 25.41 11.77
All 3 Sensors 2.86 7.37 3.71
Torque Sensor 1.64 4.69 2.24
V
a
ri
ed
R
ol
l
Motor Command 5.50 15.42 7.91
Motor Current 5.62 15.38 7.95
Gearbox Strain 14.64 34.55 18.08
All 3 Sensors 5.37 14.76 7.67
Torque Sensor 3.80 12.63 6.31
Table 4.7: Experiment 3 RPY: Torque [mNm]
the motor command provides the best estimation for both pitch and roll, with 4.16 mN·m and
7.91 mN·m RMSE respectively. These compare to an RMSE of 2.24 mN·m for pitch and 6.31
mN·m for roll when the torque sensor is used as an input to the neural net. Results are shown
in Table 4.7.
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4.2.5 Discussion
The experimental results show that both measured and commanded current are feasible torque
surrogates and provide sufficient estimation results over the tested dynamic range assuming
proper techniques are applied (i.e. not a linear mapping). The gearbox differential method was
confirmed to be a poor surrogate for torque as evident from a low Pearson’s correlation and
Spearman’s rho. The combination of all three sensors did outperform each sensor individually,
but did not provide much benefit beyond the motor current and motor command. The two
successful surrogates for torque provide a very low jaw angle estimation error (0.37 degrees
RMSE), and establish a benchmark for jaw angle estimation error as to our knowledge there is
no existing work showing this estimation. The estimates for jaw torque are comparable with
existing literature. Li and Hannaford [42] report a best-case grip force error of 0.07 Newtons for
grasps with a peak value of approximately 1 Netwon. This equates to a 7% error normalized
against peak grasp force. Our estimation method yields a converted grip force error of 0.37
Newtons when using a measured 12mm moment arm. This is for grasps with a peak value of
approximately 11.1 Newtons. This results in a 3.5% error when normalized against peak force.
Although these comparisons may not be perfect, they give a good idea that even against the
previously reported best-case scenario our results compare favorably.
The Experiment 1 linear results show that even for measured motor current—often assumed
to be linearly related to torque—the nonlinearities of the system provide noticeable error. How-
ever, they do have a somewhat predictable dependency on position and velocity, allowing the
neural net to provide a greatly improved accuracy. This change can clearly be seen in Figure
4.16 where for each torque analogue the neural net reduces the error by at least half. This pro-
vides evidence that a linear estimate between current and torque can be significantly improved
by including position and velocity states in the estimate.
The results from experiment 2’s staged approach, using the network from experiment 1,
provided some of the lowest errors (see Tables 4.4 and 4.5), but the experimental technique
employed still requires the use of a proximally-located torque sensor in the training process. The
torque sensor is not required for implementation on-line, but the need for a proximally-located
torque sensor during the process may be limiting. The end-to-end neural network approach
allowed a simpler training scheme by avoiding the proximal end torque sensor altogether. This
experimental technique represents the most translational option to a surgical robot, as it only
relies on readily available torque surrogate measurement methods for both training and on-line
implementation with negligible loss in accuracy.
The experiment 2 staged results slightly outperformed the end-to-end results, which can be
seen in Figure 4.21 for position and Figure 4.22 for torque. This shows that an intermediate
ground truth helps during training even if unavailable while running. However, the practicality
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of an end-to-end system outweighs the minimal gains seen in the staged system; therefore, we
propose the end-to-end methodology as the preferred technique. While the gearbox differential
estimation failed to outperform the other methods in any experiment, not all motor controllers
provide current feedback or current control, so the gearbox differential estimation may be the
only option. In this scenario, RMSE of around 1 degree and 12 mN·m for jaw angle and torque,
respectively, should be expected.
Experiment 3 varied roll, pitch, and yaw angles within the dataset and the results show that
the methods presented here still provide useful accuracy even with expected cross-talk between
degrees of freedom. The accuracies in pitch are essentially the same as those from experiment
2, which implies that the pitch changes can easily be incorporated into the neural network.
However, variations in roll did show a noticeable decrease in accuracy, where the RMSE for
jaw angle increased approximately 25% and the RMSE for torque estimation approximately
doubled. This occurs to a similar degree even for the torque sensor, so it does not seem related
to the torque surrogate choice. This implies that roll imparts more cross-talk, possibly due to
the fact that roll causes the cables to twist as the shaft rotates relative to the base. This result
aligns with that found by [80], which showed the highest variation in grip force occurred with a
nonzero roll. The lower accuracy for roll implies that if this method is to be used, roll should
be minimized if possible.
A limitation of this study is that different types of tool were not tested, as well as the fact
that tool-to-tool and tool lifetime variation were not taken into account, and further study
should investigate these effects. A benefit of this method is its fast execution. The neural
network, due to only having one hidden layer and 30 nodes, can be evaluated in less than a
microsecond, allowing for very low latency applications, such as haptics. The sensor readings
and filtering would add some time, but at the very least 1kHz should be achievable, as this study
was performed at this rate, and this would be fast enough for smooth haptic feedback.
These results show that there is value in the raw data created by surgical robots, regardless
of the make or model, so long as there is some sort of torque analogue. The typical errors to
be expected are herein quantified. Regardless of the method used, the accuracy is sufficient
to provide a useful estimate of the torque being applied, which could be applied to training,
haptics, or even tissue property identification to make surgery safer and more effective. A lack of
a proximal torque sensor should not inhibit the collection and use of robotic minimally invasive
surgery data.
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4.3 Da Vinci Tool Torque Mapping over 50,000 Grasps
and its Implications on Grip Force Estimation Accu-
racy [3]
4.3.1 Abstract
Despite the increasing use of the da Vinci surgical robot, clinicians often claim that the inclusion
of force measurement at the grasper could enhance the use of these robots in surgery. Many
methods have been proposed to accurately estimate this force using already-existing sensors on
the da Vinci robot. However, a key weakness in these methods is that they rely on a training
dataset which was likely obtained at the beginning of a tool’s life, and does not accurately
represent the state of the tool throughout use. This work aims to address this problem by
assessing the grip force estimation error over the lifetime of a single da Vinci tool, and to
propose a method to maintain this estimation error at less than 2 mNm. We found that the
most significant changes in the tool were seen in the first 1,000 grasps. Despite these changes, our
method to periodically retrain our algorithm maintained the error under 2 mNm. An accurate
estimation error has implications in haptics as well as obtaining in-vivo tissue properties during
surgical procedures.
4.3.2 Background
The da Vinci surgical system has been widely adopted for many surgeries, particularly within
urological procedures. In 2016 alone, approximately 753,000 surgical procedures were performed
with the da Vinci Surgical System, which constitutes a 15% year-over-year growth [95]. The
adoption has progressed to the point where performing radical prostatectomy procedures using
the da Vinci robot is now considered the gold standard [96]. Despite the rapid adoption, many
clinicians still state that there is a need for measuring force at the site of grasping during surgery
for potential clinical applications such as haptics [97, 98].
Another potential benefit garnered from an accurate measurement of force at the grasping
site is to deduce tissue properties of grasped organs. There is a clear lack of in-vivo tissue
properties reported in literature [99, 100], and a possible solution is to capitalize on the rapidly
increasing amount of surgeries performed robotically, where tissue grasping occurs frequently.
This approach could potentially provide tissue properties which would encapsulate the variability
across patients as well as disease states.
Regardless of the applied benefit of measuring forces at the tool-tissue interface, the fact
remains that current surgical robots are not equipped with a reliable measurement or estimate of
this force. However, several research efforts have been recently conducted to ascertain this value.
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These efforts generally fall into two categories: direct measurement and indirect estimation.
The methods for direct measurement of tool-tissue forces require modifications to existing
surgical tools by placing sensors at the grasping site. This is accomplished by various means, but
each approach is complicated by sterilization issues and the high cost added to these disposable
tools. Examples which fall in this category include miniature force sensors integrated into the
grasper jaw [101], force sensors affixed externally to the tool jaws [102], and re-designs of the
jaw and tool shaft to accommodate additional sensors [103].
Indirect measurements do not suffer from sterilization or cost issues like the aforementioned
direct measurements because they rely on sensors that do not come in contact with the patient.
These sensors are already inherent in the current surgical robot setup, and therefore would not
require additional costs. Since these sensors are not placed physically at the grasping site, the
sensor measurements must be used in conjunction with an estimation technique to yield forces at
the tool-tissue interface. One such method is proposed in [42], which utilizes Gaussian Process
Regression to estimate these forces. Another is a neural network approach as reported in [1].
Although these estimates are known to be less accurate than the direct measurement ap-
proach, they are much more feasible since they do not require hardware modifications. The
success of these techniques have been verified in laboratory settings, but there are still some
weaknesses that need to be addressed. A main weakness is their reliance on a training dataset,
which is generally taken at the beginning of operation and used throughout the estimation. With
continual use of the tool, it is likely that the cable-pulley mechanisms inside da Vinci tools will
begin to wear down, and result in greater estimation errors. This work focuses on overcoming
this gap.
The objective of this research is to characterize the grip force estimation error over an
extended lifetime (50,000 grasps) of a single da Vinci EndoWrist surgical tool, and if necessary,
propose and test a method to maintain an average estimation error of less than 2 mNm. This
research is applicable to the several estimation methods for predicting grip force at the tool-
tissue interface which rely on a trained model of the tool, but fail to include the potential model
changes as the tool wears down. In this work we chose to employ a neural network as our
estimation technique, which has been shown to result in less than 2 mNm of average error for
typical surgical grasps [1]. As part of this work we also present the raw data collected which
depicts the torque mapping of the tool as a function of spindle angle over the 50,000 grasps.
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Figure 4.25: Depiction of da Vinci tool
4.3.3 Methods
Data Collection
The grasping data were collected for a total of 50,000 grasps to simulate an approximate life
of a tool. Grasps were conducted in increments of 1,000, which is called a “grasping epoch”.
A total of 50 grasping epochs were conducted to form the 50,000 total grasps. For analysis
purposes, these grasping epochs were divided into smaller increments of 100 grasps which we
called “grasping sub-epochs”. The grasping epochs are used in the analysis of general trends
over the lifetime of the tool, whereas the sub-epochs are used to further investigate these trends
over a more specific window of time.
All 50,000 grasps were performed at 0.5 Hz with a resistive torque of approximately 145
mNm opposing the jaw motion. All grasps were performed on a single jaw of a new da Vinci
Cadiere Forceps ranging from fully open (−60◦) to fully closed (0◦) as depicted in Figure 4.25.
The grasping was performed via actuation of the spindles at the proximal end with custom
hardware described in [1]. The resistive torque was applied via a motor as described in [94].
Measurements of torque and position were collected at both the proximal and distal ends, and
were time-synchronized.
Torque Mapping Calculation
To assess the quality of a tool over its lifetime, the proximal-to-distal torque mapping of the
tool was calculated at each epoch and compared across all epochs. The torque mapping at the
ith epoch, iM(θ), is defined as the ratio between proximal and distal torques, as shown in Eq.
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4.5, and is computed as a function of the proximal-side spindle angle, θ.
iM(θ) =
iT (θ)d,avg
iT (θ)p,avg
i = 1, 2, ..., 50 (4.5)
Here,
iM(θ) is torque mapping of the ith epoch
iT (θ)d,avg is average distal-end torque of the i
th epoch
iT (θ)p,avg is average proximal-end torque of the i
th epoch
The average proximal and distal end torques were computed by binning each grasp within an
epoch into position bins, and averaging across the binned data.
Neural Network Estimation
The time-synced position and torque measurements from proximal and distal ends were used to
train a neural network to estimate grip force. This estimate of grip force is therefore an estimate
at the distal end based on proximal-end sensing alone. The original network architecture and
extensive explanation of results and limitations of this estimation technique was originally shown
in [1]. In summary, the inputs to the neural network are proximal-end position, velocity, and
torque, and the output is distal-end torque. The neural network architecture contains a single
hidden layer with 60 nodes. For all neural network trainings, 80% of the data were randomly
selected for training, and the remaining 20% of the data were reserved for testing so as to not
bias the training process.
Estimation Accuracy
To measure the changes of the tool over its lifetime, a neural network was trained on data from
the first grasping epoch data, and each successive grasping epoch was run through this neural
network to obtain an estimate of the grip force at the jaw. The estimation error was recorded at
each epoch and compared to the error from the first epoch. Additionally, a baseline comparison
was conducted by retraining a neural network at each epoch to compute the baseline error for
each individual epoch.
We propose a method to maintain the predetermined 2 mNm threshold of estimation error,
which is employed whenever the estimation exceeds that error threshold. The method entails
retraining the neural network at the epoch which exceeds the error threshold, and to continue
using this newly trained neural network until the error exceeds the threshold again. In this
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way the error estimate will reduce back down to the baseline measurement for each of these
“retraining epochs”. From there, the estimation may grow again until the exceeded threshold
triggers the next retraining epoch.
Figure 4.26: Torque mapping change over tool lifetime as a function of spindle angle as computed
by Equation 4.5.
4.3.4 Results
The torque mapping was computed according to Equation 4.5 and is shown graphically in Figure
4.26 for all 50 epochs. Additionally, Figure 4.27 shows the analysis of epochs 1 and 2 at a sub-
epoch level; each epoch consists of 10 sub-epochs. This sub-epoch analysis allows for a more
detailed look at the data within specific epochs.
The estimation error from the baseline case (i.e. retraining a neural network at each epoch)
is shown in Figure 4.28. The plot shows a boxplot of the estimation error for all points within
the testing dataset. Inset A depicts the results from epoch 1 (original epoch) when analyzing
it at a sub-epoch level. Similarly, inset B depicts the results from epoch 50 (final epoch) when
analyzing it at a sub-epoch level. Note that when analyzing the data at a sub-epoch level, the
neural net was trained on data from the first sub-epoch and successive sub-epoch data were run
through this neural net.
The estimation error with retraining applied is shown in Figure 4.30. The retraining intervals
are marked with vertical dashed lines, and occurred at epochs 2, 6, 26, and 47 as determined
by instances when the error exceeded the 2 mNm threshold. At these retraining intervals the
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Figure 4.27: Torque mapping changes analyzed at a sub-epoch level for epochs 1 and 2. All 10
sub-epochs from epoch 1 are depicted by dots and all 10 sub-epochs from epoch 2 are depicted
by lines.
estimation error is equivalent to the corresponding epoch in Figure 4.28.
Figure 4.28: Baseline comparison depicting each epoch’s estimation error when put through a
neural network trained on data from its own epoch. Inset A shows data from epoch 1 (original
epoch) analyzed at a sub-epoch level. Inset B shows data from epoch 50 (final epoch) analyzed
at a sub-epoch level.
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Figure 4.29: Each epoch’s estimation error when put through a neural network trained on data
from epoch 1
Figure 4.30: Each epoch’s estimation error when put through a neural network trained on data
from the most recent retraining epoch. The retraining epochs are located at epochs 2, 6, 26,
and 47 and are marked with a vertical dashed line.
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Figure 4.31: A summarizing graph depicting average estimation error per epoch for three cases:
training on its own epoch (red), training on the original epoch (blue), and training on the most
recent retraining epoch (green). For clarity, the determined retraining intervals are marked with
a vertical dashed line.
Figure 4.31 depicts the data from Figures 4.28-4.30 on the same axes for comparison. Instead
of depicting the data as boxplots, the average estimation error across the entire epoch was plotted
for each epoch for the three cases: trained against its own epoch, trained against the original
epoch, and trained against the most recent retraining epoch. Once again, the vertical dashed
lines are included to highlight retraining intervals.
4.3.5 Discussion
The data from Figure 4.26 suggests a noticeable difference in the torque mapping from epoch
1 to epoch 50. On further investigation at the sub-epoch level, it appears that most of the
change happens within the first epoch as the variability is much greater for the sub-epochs of
epoch 1 than with the sub-epochs in epoch 2 (Figure 4.27). This trend continues with each
successive epoch, as the highest variability in torque mapping was witnessed in epoch 1. This
suggests that approximately 1,000 grasps are needed to precondition the tool to eliminate the
large variations. The general trend for this torque mapping is decreasing, which implies that
brand new surgical tools require less input torque to achieve a specific output torque compared
with older tools. This is likely attributed to components such as bearings wearing down and
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creating more friction in the system. Once the tool is worn down, the torque mapping tends
toward a steady-state value.
The baseline estimation error is fairly low (approximately 1 mNm average) for each epoch
as depicted in Figures 4.28 and 4.31. Once again, further investigation reveals that although
the errors are low, there is much more variability and slightly higher estimation error for earlier
epochs (e.g. epochs 1 and 2) than for later epochs (e.g. epochs 3-50). This agrees with
the torque mapping results we observed, as the neural net estimation is suffering due to the
variability within an epoch when the tool is brand new and is still variable. This is further seen
from inset A and inset B within Figure 4.28, as inset A depicts a steep increasing estimation
error for epoch 1 when analyzed at a sub-epoch level, and inset B depicts a more mild estimation
error for epoch 50 when analyzed at a sub-epoch level. This further suggests that tool changes
occur mainly within the first 1,000 grasps of a tool.
The results in Figure 4.29 show that estimation error suffers when only relying on a training
dataset from the original epoch. As verified in Figure 4.31, there is approximately a five-fold
increase in average error starting from about the 10th epoch until the end of testing. This error
is significant, but remains fairly constant after the 10th epoch, which suggests that the tool is
reaching a fairly consistent physical state and therefore a retraining method is feasible to reduce
this error.
The results when applying the method for error reduction are shown in Figure 4.30. Based
on the 2 mNm threshold, this data suggests having retraining epochs after epoch 2, 6, 26, and
47. However, the estimation error is more severe in earlier epochs suggesting that the retraining
at epochs 2 and 6 are much more necessary than the retraining epochs at epochs 26 and 47.
Figure 4.31 depicts the average estimation error when employing this retraining method, and it
is shown that less than 2 mNm estimation error is maintained across all epochs. This retraining
method is feasible within the workflow of surgery, but is not ideal. Since the most significant
amount of changes occur within the first 1,000 grasps, the more practical solution may be to
precondition tools with a routine grasping protocol before deploying the tool on-line.
Another feasible implementation of this retraining method is for cases when tools are to
be used specifically for collecting in-vivo tissue properties. This work suggests that it would
be more ideal to collect these tissue properties on preconditioned tools, and to ideally collect
training data to train an estimation technique as close as possible prior to collecting the data.
In this sense, a more accurate estimate of grip force could be ascertained.
This research provides new knowledge concerning the impact of estimation error over the
lifetime of surgical tools, yet future questions remain. The first area we plan to explore is
the impact of lubrication. Clinicians often disregard the recommendation to use lubrication
when using the da Vinci tools, and the potential implications of lubrication on estimation error
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remain unclear. We hypothesize that using lubricant at the jaws throughout the lifetime of the
tool will have negligible effect on estimation error of grip force, as the cable-pulley mechanism
will deteriorate despite the use of lubrication. This is worth investigating, as it is currently a
recommendation mostly disregarded by clinicians. Other future work includes conducting this
study on a wider tool population to verify the results herein.
This work successfully characterized the grip force estimation error over the lifetime of a da
Vinci surgical tool. Additionally, a method was presented which maintained a 2 mNm estimation
error. The torque mapping of the tool as a function of spindle angle was also compared over the
tool’s lifetime. This work is applicable to grip force estimation techniques which require training
datasets. The implications extend to force-feedback in surgery for possible applications in haptics
or tissue property estimation. From this work we conclude that the mechanical properties of
da Vinci tools significantly change over time, with much of that change occurring over the first
1,000 grasps. We also report that this directly impacts the estimation accuracy which can be
overcome with our proposed retraining method, or mitigated by using preconditioned tools.
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4.4 Impact of Jaw Orientation on Grip Force Estimation
for a da Vinci EndoWrist Surgical Tool [4]
4.4.1 Introduction
The utilization of accurate grip force estimates during surgical procedures has been widely
proposed as a benefit for robotic surgery. Several research publications have proposed varying
methods for obtaining this estimate with generally high accuracy [42, 43]. Despite these positive
results, many of the proposed methods neglect the impact that the jaw orientation (i.e. roll,
pitch, and yaw) has on estimation accuracy. Previous work has shown that grip force in general
varies up to three-fold with jaw orientation [80]; we aim to extend upon these raw results by
quantifying how accurate our proposed grip force estimation technique is across a wide range
of jaw orientations. This work is a further step towards establishing more realistic expectations
for applications of grip force estimation in a surgical setting.
4.4.2 Materials and Methods
Custom hardware was built and utilized to obtain synchronized data between the distal end
(Figure 4.32a) and proximal end (Figure 4.32b) of a da Vinci EndoWrist Maryland Bipolar
Forceps during sinusoidal grasping. Position and torque data were time-synchronously collected
on both ends. Details of the hardware setup including the sensors used on the proximal and
distal ends are explained in [3] and [79], respectively. For this dataset, the tested range of
orientations included the following: pitch angles (-60 to +60◦), roll angles (-90 to +90◦) and
yaw angles (-90 to +30◦). The jaw position (θ) is actuated by the same degree of freedom as yaw.
For testing, this jaw position performed grasps 45 from the current yaw angle in a sinusoidal
trajectory. Resistive torque applied directly to the jaw at the distal end ranged from 25 to 100
mNm.
The estimation technique utilized in this work is an artificial neural network similar to the
one explained in [3]. The neural network architecture consisted of 60 nodes in a single hidden
layer, with input features of position, velocity, torque, pitch spindle, and roll spindle all measured
on the proximal end. The neural network was trained with torque as the output as measured
at the distal end. Training was performed using the scaled conjugate gradient method for
back-propagation with a log-sigmoid activation function at the hidden layer and a purely linear
activation function at the output layer. The neural network was implemented using the Neural
Network Toolbox in MATLAB.
Two separate experiments were conducted. Experiment 1 consisted of fixing pitch and vary-
ing the roll and yaw angles; experiment 2 consisted of fixing roll and varying the pitch and yaw
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(a) (b)
Figure 4.32: Renderings of a) distal-side with coordinate frame notation b) proximal-side hard-
ware for data collection
angles. For experiment 2, the variations on pitch limited the yaw angles we could test due to
physical constraints of the hardware. Therefore, for this experiment a subset of yaws were used
from 0 to +30◦. A control dataset was used for comparison which consisted of fixing all three
degrees of freedom (i.e. fixing roll, pitch, and yaw). In this manner a more diverse (and realistic)
subset of jaw orientations were included for experiments 1 and 2 as opposed to traditional ap-
proaches of testing in the jaw’s neutral orientation (i.e. fixing all three degrees of freedom). For
each experiment the respective dataset was binned into five randomized test subsets with the
complementary data utilized for training data. This resulted in five different training datasets,
and accordingly five-fold cross validation was performed. The average root-mean-square error
(RMSE) and 95th percentile across all five folds was computed for both experiments and the
control. Additionally a time series was plotted to visualize the estimation errors in the temporal
domain.
4.4.3 Results
The results for RMSE, 95th percentile, as well as number of time samples (N) across all folds
for both experiments and the control are included in Table 4.8.
A sample time series is shown in Figure 4.33 to give visual context of the estimation in the
temporal domain. The time-series is shown in a non-neutral jaw orientation for experiments 1
and 2, and the neutral jaw position for the control.
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Dataset
RMSE 95th N
[mNm] [mNm] [samples]
Control
1.37 3.97 30,691
(Varied no DOF)
Experiment 1
2.85 5.22 764,076
(Varied roll, yaw)
Experiment 2
2.94 4.98 305,681
(Varied pitch, yaw)
Table 4.8: Results from each dataset depicting averages from the five-fold cross validation for
RMSE and 95th percentile as well as the number of time samples in the respective dataset
(a) (b)
(c)
Figure 4.33: Time series example data for a) control b) experiment 1–varied roll and yaw c)
experiment 2–varied pitch and yaw, for each tested level of torque
4.4.4 Discussion
The results from experiments 1 and 2 show that orientations in these datasets. The RMSE for
both experiments increases when compared with the control, but is still relatively low at 2.90
mNm, on average. This estimation technique compares favorably to existing grip force estimation
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results reported in literature, even with the non-fixed jaw orientations. As an example, the
results in [42] report an average error of 0.07 N for grasps with a peak force of roughly 1
N. This was accomplished via Gaussian Process Regression. Our results, when converted to
force, resulted in an RMSE of 0.29 N for grasps with a peak force of approximately 10 N.
When comparing the error percentage of peak grasping force the results in [42] yield 7% error,
while our results yield 3% error. This comparison is not meant to definitively state which
estimation techniques is superior, especially considering the multiple factors which differ between
experimental setups. However, it is an attempt to suggest that despite the inclusion of varied
jaw orientations, estimation of the force at the distal end is realizable. This work progresses the
efforts in grip force estimation by incorporating a wider range of jaw orientations in the training
dataset. However, there are some shortcomings within this work which still exist as barriers
to transition this work in clinical settings. These shortcomings are recognized and presented
here as future work. Firstly, the experimentation was accomplished by varying two degrees
of freedom at a time while keeping one fixed. Although this may accurately represent some
surgical scenarios (e.g. fixed roll with varied pitch and yaw), the more generalizable approach
would be to allow all degrees of freedom to vary in the training dataset. Secondly, the impact
of grasping frequency was purposefully neglected in this study, but would need to be analyzed
prior to clinical adoption. Although many surgical motions occur at relatively slow speeds, the
existing estimation technique may suffer if training data across all these speeds is not included.
Additionally, the variations between EndoWrist tools was not analyzed in this work. A single
Maryland Bipolar Forceps was used in testing; future work will explore the variations within
this specific tool as well as the variations between different types of tools. Much work remains
to translate this for clinical use, but the merely-minor reduction in estimation accuracy when
including jaw orientations is encouraging. Previous results in [80] reported three-fold variation
in raw grip force, but despite these large variations the estimation technique presented here
yields promising results.
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4.5 Da Vinci Tool Estimation Summary
The four publications presented in this chapter present work to enable accurate position and
force estimates at the site of grasping during surgical procedures. This measurement of force
can be beneficial for tissue classification [65], force regulation during tissue manipulation [5],
and providing haptics in surgical procedures [91].
The methods presented in this chapter focus on utilizing only existing sensors on the da
Vinci robot, and in some cases exploring the improvements that can be gained from using
sensors which could feasibly be added to the robot. Another key contribution was the variety of
test cases this work accomplished when compared with existing literature. This included a large
dynamic range of output forces and position (Chapter 4.1), various input torque measurement
surrogates (Chapter 4.2), lifetime of a da Vinci tool (Chapter 4.3), and combinations of roll,
pitch, and yaw (Chapter 4.4).
To encourage future research in this area, the full dataset of input-output torque and position
measurements of multiple da Vinci tools is provided as an open source dataset.2 The reliability
criteria established in Chapter 4.1 of 4 mNm and 1◦ RMSE provides a baseline for comparison
for other estimation techniques. Future work can expand the estimation techniques on different
tools, implement the estimation in real time, and benchmark the accuracy of estimation on
the actual da Vinci robot. These efforts all increase the capabilities of establishing effective
computational surgery.
2 The full dataset is hosted at https://github.com/MRDLab/mis-tool-characterization
Chapter 5
Automated Force Control of
Unknown Soft Environments
without Force Sensing
This chapter is a reproduction of work currently in submission for publication. The work fo-
cuses on a controller derivation for an adaptive impedance controller capable of force tracking in
unknown environments with assumed model forms. This chapter is intended to be stand-alone,
and as such contains its own abstract, introduction, background, and other pertinent sections.
This work establishes a control-theoretic approach for force control in situations where sensing is
limited, which is applicable to robotic surgeries. The control utilizes concepts of adaptive control
and impedance control.
5.1 Adaptive Impedance Control with Force Tracking for
Unknown Soft Environment Interactions
5.1.1 Abstract
Robots are often required to interact with surrounding environments to complete specific tasks.
In these scenarios the robot must behave in a stable manner in both free-space motion as well as
constrained motion during the interaction. Additionally, for many of these cases it is important
to track a specific force value to complete a task or provide safe interaction in the absence of
typically expensive force sensors. This force tracking is straightforward using impedance control
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if the environment is known a priori. However, in practice the environment is unlikely to be
known and force tracking becomes inaccurate. To overcome this problem this work presents
an adaptive impedance controller with adaptation laws for the environment parameters derived
directly from Lyapunov-based stability analysis. This work focuses on interactions with soft
environments which are represented using a non-linear, viscoelastic Hunt-Crossley model. After
derivation and stability analysis of the controller, simulations of a 1 degree of freedom (DOF)
robot interacting with two distinct soft environments are presented to demonstrate the efficacy
of the controller.
5.1.2 Introduction
Robots are increasingly used in a wide variety of applications. Many of these applications fall
under motion control tasks, where the robot’s position is controlled while moving through free-
space. Other robotic tasks may require the robot to interact with surrounding environments.
This is often called constrained motion, and is complicated by the interaction forces between
the robot and environment. A proposed method to maintain safe interaction is impedance
control introduced by Hogan [28]. In this control methodology, the impedance of the robot end
effector is regulated throughout both free-space and constrained motions, as opposed to directly
controlling either force or position. Although this method has been widely adopted, on its own
impedance control does not have a mechanism for force tracking.
In this work a Lyapunov-based adaptive impedance controller is derived to accomplish force
tracking of robotic systems interacting with unknown environments. In this framework, it
is assumed that the functional form of the environment is known, but the parameter values
describing the specific environment are initially unknown and are adapted online to achieve
force tracking. Adaptive impedance control for a robot interacting with a soft, viscoelastic
environment is presented. This type of interaction is common in many domains and is of
special interest in medical robotics, where robots interact with various tissues. These tissues
are considered soft and viscoelastic and are modeled accurately using the Hunt-Crossley model
[56]. This work of adaptive impedance control with force tracking derives adaptive laws directly
from a proposed Lyapunov function and has the following appealing characteristics:
• Environment parameters are not needed to be known a priori
• Force tracking is achievable through estimation of environment parameters without the
use of direct force measurement such as using a load cell
• Calculation of noise-prone, higher-order derivative terms, such as acceleration, is not nec-
essary
80
The paper is outlined in the following manner: Section 5.1.3 describes background information
pertinent to this work of force tracking for robots interacting with soft environments; Section
5.1.4 provides the derivation of the adaptive impedance controller along with stability analysis;
Section 5.1.5 provides simulated results of a 1-DOF robot interacting with a soft, viscoelastic
environment with this proposed controller; Section 5.1.6 provides a discussion of the proposed
work and the proposed benefits and limitations of this methodology; Section 5.1.7 concludes the
paper with suggestions for future work and a summary of the work herein.
5.1.3 Background
A large portion of robot-environment interactions involve homogeneous and stiff environments,
which are appropriately modeled by the heuristic Kelvin-Voigt model, which is linear, as shown
in equation 5.1.
fe =
keδ + beδ˙ δ ≥ 00 otherwise (5.1)
Here, δ is the deformation into the tissue. This linear model accurately portrays many
interactions, and is attractive due to its simplicity. Unfortunately, not all environments can be
modeled with this spring-damper model, and require more complex models. A prime example
is soft biological tissue. The non-linear, viscoelastic nature of tissue demands model terms to
likewise incorporate non-linear, viscoelastic behavior; the Hunt-Crossley model is better suited
to meet these requirements [59]. The model is shown in equation (5.2), and introduces position-
dependent damping to help overcome some of the shortcomings of the Kelvin-Voigt model.
fe =
keδn + beδnδ˙ δ ≥ 00 otherwise (5.2)
Although the Hunt-Crossley model yields good fit to data [59], the non-linearities directly impact
the complexity of estimating parameters online as well as controlling to a particular force during
interactions.
Previous work has established successful attempts of impedance control with force regu-
lation for a robot interacting with homogeneous, stiff environments. These environments are
appropriately represented with the Kelvin-Voigt model in (5.1), or even more simply by a linear
spring (i.e. be = 0 in (5.1)). For examples of impedance control with force tracking for these
linear environments the reader is referred to [104, 105, 106, 107]. However, the same objective
of controlling to a desired force when interacting with a soft, viscoelastic environment remains
nascent. The most recent efforts in this area are described next.
Bhasin et al. used adaptive control to regulate to a desired position during interactions with
environments modeled using the Hunt-Crossley model [108]. The authors used a projection
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operator to derive adaptive laws. Stability was shown using Lyapunov method, but no extension
using Barbalat’s Lemma was shown, and therefore only boundedness was shown as opposed to
asymptotic convergence. This early work does not show regulation to a given force and is not
constructed in the framework of adaptive impedance control, but established initial work in the
area of interaction with soft, viscoelastic environments.
Expanding on this initial work, Bhasin et al. proposed a bounded neural network based
controller to provide force limiting control during the interaction [109, 110]. This controller was
composed of a bounded neural network term along with a saturated feedback term which in
effect bounds the control input. The stability of this controller was also shown using Lyapunov
method, but as before the controller did not regulate to a specific force, but rather limited the
force to an upper bound. This was one step closer to force control as it at least guaranteed this
bound.
A method for force tracking can be found in [58] which considers interactions with envi-
ronments modeled using Hunt-Crossley model. The proposed method also uses a projection
operator to derive the adaptation laws. The controller is set up as an impedance controller with
a derived desired trajectory which results in the desired force in the steady-state. Knowledge
of the exponential term, n, in (5.2) is required a priori. Also, the proposed controller requires
knowledge of the environment force, which would require measurement through a sensor such
as a load cell. The stability analysis is done using Lyapunov method, but asymptotic conver-
gence is not shown. Simulations of the controller show accurate estimation of the environment
parameter, ke, as well as regulation to a desired force.
The previous methods for control were all adaptive controllers; a different approach is pre-
sented in [59]. Instead of adaptive control, this work utilized a Kalman filter based active
observer to estimate tissue parameters online. To accomplish this, a first-order linearization of
the Hunt-Crossley model was used. The linearization was done about a steady-state force value;
due to this fact the controller performance degrades away from this linearization value and is
not conducive to a large range of desired forces.
Along with the described controllers, other work has focused on techniques for parameter
estimation without control. Initial work was reported in [111], where a two-stage estimation
approach was proposed. Due to the non-linearity of the Hunt-Crossley model, the estimation was
accomplished through two recursive least-squares (RLS) estimators interconnected via feedback.
The RLS estimators were established based on a partial decoupling of parameters, with one RLS
estimator estimating the stiffness (ke) and damping terms (be), and the other RLS estimator
estimating the exponential term (n). Although estimation was deemed accurate, simulation
and experimental results show that this two-stage estimation technique is sensitive to initial
parameters and suffers from a relatively slow convergence time as explained in [57]. These two
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shortcomings make this estimation technique unconducive to incorporate in a feedback control
loop.
A single-stage estimation technique was proposed in [57] to alleviate the aforementioned
problems with the two-stage approach. The single-stage estimation technique was accomplished
by first linearizing the Hunt-Crossley model by taking the natural logarithm of both sides.
This new linear-in-parameters model is conducive to RLS methods; the authors chose to utilize
exponentially weighted recursive least squares (EWRLS) due to its advantages with estimating
variable dynamic properties and faster convergence time. This single stage EWRLS approach
was shown to be accurate, but has two potential shortcomings as pointed out by the authors.
First, an approximation in regard to the natural logarithm function is used which relies on the
assumption that the end effector speed is relatively small when in contact with the environment.
This may be true in many cases, but is not easily guaranteed throughout the entire operation.
The second limitation also is due to an approximation with the natural logarithm function, and
requires that penetration must be “sufficiently” deep enough into the tissue. This requires that
the estimator is only utilized once the robot has thoroughly penetrated the environment surface
as detailed in [57]. This condition may prove limiting for control scenarios, because estimation
can only start after sufficient penetration.
A more recent estimation approach was proposed in [60], where once again a two-stage
identification approach was proposed. In contrast to the two-stage approach in [111], which
suffered from slow convergence time and high sensitivity to initial parameters, this two-stage
approach is not interconnected via a feedback loop, and therefore does not suffer from these
same limitations. Instead, this two-stage approach first utilizes a Quad-Poly model linearly
parameterized for use with EWRLS. The parameter estimates from this first stage are then used
in a lookup table to identify the exponential term, n. Given knowledge of the parameter n, the
stiffness (ke) and damping (be) are linearly parameterized and the second stage concludes with
EWRLS to estimate these two parameters. This full approach is called two-stage polynomial
identification (TSPI), and was found to be more accurate than the previously proposed log-
linearization approach. Specifically, TSPI far exceeded the log-linearization approach in contact
regions close to the environment boundary, because TSPI does not rely on any assumptions
regarding sufficient penetration into the environment.
These approaches all provide estimation of Hunt-Crossley model parameters without regard
to control. By combining any of these estimators within a control scheme, a separate analysis
would be necessary to guarantee stability of the combined controller and estimator. Additionally,
each of the estimation techniques mentioned require the use of force estimation through sensors
such as load cells. This may not be conducive in many applications, and are especially challenging
in medical scenarios [2, 24]. These reasons motivate this proposed work of adaptive impedance
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Figure 5.1: Schematic of 1-DOF interaction with environment
control with force tracking.
5.1.4 Adaptive Impedance Control
As mentioned previously, an impedance controller can be used for force tracking in a known
environment. However, it does not have a mechanism for force tracking in an unknown en-
vironment. On the other hand, an adaptive controller can be used for estimating parameters
of an unknown environment (assuming a known form for the environment), but it does not
have a mechanism for force tracking. To address this problem, this work presents an adaptive
impedance controller. Table 5.1 defines the various symbols used throughout this derivation.
Modeling and Notation
In this work robot dynamics are assumed to be of the following form:
mx¨+ bx˙ = Fin − Fe (5.3)
where m and b are robot mass and damping, respectively. The state, x, represents position of
the robot end effector with x˙ representing velocity and x¨ representing acceleration. The state,
x, is assumed measurable with its derivatives accessible through numerical differentiation. The
dynamics of the robot are based on the model of a DC motor with 1 degree of freedom (DOF).
However, the adaptive impedance controller derived in this work can be generalized to multiple
DOFs. The controller input force is denoted by Fin and the environment force is denoted by
Fe. The robot is assumed to be interacting with soft environments, such as tissue, where the
environment force is represented using the Hunt-Crossley model as explained previously and
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Table 5.1: Definition of symbols
Symbol Definition
m, b Mass and damping terms of the robot model
x, x˙, x¨ Position, velocity, and acceleration of robot (Figure 5.1)
xe Position of environment (Figure 5.1)
δ, δ˙ Deformation and deformation rate of environment (Figure 5.1, Equation 5.5)
Fe Environment force (Equation 5.4)
Fin Controller input force (see Equation 5.6)
Mt, Bt, Kt Target mass, damping, and stiffness parameters for the impedance controller
γ Placeholder term used within the expression for Fin (Equation 5.12)
Fˆe Estimate of environment force
F˜e Difference between actual and estimated environment force (i.e. Fe − Fˆe)
xr Feasible online reference trajectory (Equation 5.28)
x∗r Ideal reference trajectory (see equation 5.27)
e Error between robot position and feasible online reference trajectory (i.e. x− xr)
σ Sliding surface like term to facilitate stability analysis (Equation 5.9)
ke, be Stiffness and damping terms in Hunt-Crossley model
kˆe, bˆe Estimate of stiffness and damping terms in Hunt-Crossley model
k˜e, b˜e Estimation error of stiffness and damping terms in Hunt-Crossley model
˙ˆ
ke,
˙ˆ
be Adaptation laws for stiffness and damping terms in Hunt-Crossley model (Equations 5.22, 5.23)
restated here:
Fe =
keδn + beδnδ˙ δ ≥ 00 otherwise (5.4)
where δ is taken as the deformation of the tissue and is defined in (5.5). Additionally, δ˙ is the
relative rate of deformation of the tissue. The terms ke and be are tissue stiffness and damping
parameters, respectively. The exponential term, n, is the Hertzian compliance coefficient, and
is usually assumed to be between 1 and 2. For this work, it was assumed constant at 1.8 similar
to assumptions made in [58].
δ =
x− xe x > 00 otherwise (5.5)
Here, xe represents the tissue boundary as shown in Figure 5.1 and is measured from the same
frame of reference as x. The value of xe is assumed to be known and constant.
85
Controller Derivation
The derivation begins by selecting a value for Fin to obtain a desired impedance model:
Fin = mM
−1
t (−Bte˙−Kte+ γ) + Fˆe + bx˙ (5.6)
Here, Mt, Bt, and Kt represent target inertia, damping, and stiffness impedance parameters,
respectively. The interaction between the robot and the environment is modeled as a 2nd order
mass-spring-damper system, and the value of the impedance parameters are chosen so as to
shape the interaction (overdamped, critically damped, etc.). In this way, a desired impedance
model is obtained. The terms e and e˙ represent the error and its derivative, respectively, where
error is defined as e = x− xr. The expression for xr will be defined later, which is the reference
trajectory used to drive the actual force to a desired force, Fd. Additionally, γ is a placeholder
term to be defined later which helps facilitate stability analysis. The term Fˆe denotes an estimate
of Fe. This hat notation is adopted throughout this chapter to likewise signify an estimate.
The value of Fin as defined in (5.6) is substituted into the dynamic model in (5.3) to obtain:
mx¨+ bx˙ = mM−1t (−Bte˙−Kte+ γ) + Fˆe + bx˙− Fe (5.7)
After algebraic simplification, (5.7) can be expressed as the following:
Mtx¨+Bte˙+Kte = γ −m−1MtF˜e (5.8)
Here, F˜e = Fe− Fˆe is defined as the difference in actual and estimated environment forces, with
the tilde symbol used throughout the paper in this manner.
To facilitate stability analysis, a sliding surface like term, σ, is chosen as follows:
σ = Mtx˙+Bte (5.9)
Note, the objective of constructing σ is to use it in stability analysis of the adaptive impedance
controller and to show that σ asymptotically approaches zero, with the ultimate goal of driving
the error, e, asymptotically to zero. Since (5.9) is a mixed differential equation, σ approaching
zero does not necessarily guarantee that e is also driven to zero, however it will be later shown
that this is indeed the case.
The derivative of (5.9) is taken to obtain:
σ˙ = Mtx¨+Bte˙ (5.10)
By combining (5.8) with (5.10) it produces the following:
σ˙ = −Kte+ γ −m−1MtF˜e (5.11)
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Now, γ can be strategically selected to cancel out the Kte term as well as provide a useful term
for stability analysis in the following manner:
γ = −Kσ +Kte (5.12)
where, K is selected as a positive gain. At this point, Lyapunov stability analysis can be
conducted.
Stability Analysis
The analysis starts by defining a candidate Lyapunov function with α and β as positive scalars:
V (σ, k˜e, b˜e) =
1
2
σ2 +
1
2
αk˜2e +
1
2
βb˜2e (5.13)
With the derivative of (5.13) being computed as follows:
V˙ = σσ˙ + αk˜e
˙˜
ke + βb˜e
˙˜
be (5.14)
Substituting (5.11) and (5.12) into (5.14) yields the following:
V˙ = σ(−Kσ −m−1MtF˜e) + αk˜e ˙˜ke + βb˜e ˙˜be (5.15)
The expression for F˜e can be written as follows:
F˜e = δ
n(k˜e + b˜eδ˙) (5.16)
Simplifying (5.15) and substituting in (5.16) results in the following:
V˙ = −Kσ2 − k˜e(m−1Mtσδn − α ˙˜ke)− b˜e(m−1Mtσδnδ˙ − β ˙˜be) (5.17)
Here, the following two conditions will ensure that V˙ is negative semi-definite and hence a
Lyapunov function:
m−1Mtσδn − α ˙˜ke = 0 (5.18)
and
m−1Mtσδnδ˙ − β ˙˜be = 0 (5.19)
The adaptive laws for kˆe and bˆe can be directly derived from (5.18) and (5.19), respectively.
They are computed as follows:
˙˜
ke =
m−1Mtσδn
α
(5.20)
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˙˜
be =
m−1Mtσδnδ˙
β
(5.21)
Since k˜e = ke − kˆe and ke is a constant, then ˙˜ke = − ˙ˆke. Likewise, ˙˜be = − ˙ˆbe. These expressions
can be used to rewrite (5.20) and (5.21) as the following:
˙ˆ
ke = −m
−1Mtσδn
α
(5.22)
˙ˆ
be = −m
−1Mtσδnδ˙
β
(5.23)
Here, (5.22) and (5.23) represent the adaptation laws for kˆe and bˆe, respectively. Since V is a
valid Lyapunov function, it is therefore shown that the states σ, k˜e, b˜e are bounded. Through
using Barbalat’s lemma it can next be shown that the Lyapunov function states also converge
asymptotically.
Barbalat’s Lemma
To apply Barbalat’s Lemma and consequently show asymptotic convergence, the second deriva-
tive of the Lyapunov function must be taken and shown to be bounded. The second derivative
is computed after plugging in (5.18) and (5.19) into (5.17) to obtain the following:
V¨ = −2Kσσ˙ (5.24)
After substituting (5.11) and (5.12) into (5.24) the following simplified expression is obtained:
V¨ = −2Kσ2 + 2Kσm−1MtF˜e (5.25)
From the original Lyapunov analysis it was shown that σ is bounded. Additionally, the constants
K, m, and Mt are bounded and it is assumed that δ is bounded, due to physical limitations
of the environment. By construction of σ in (5.9), it is apparent that δ˙ is also bounded. Since
k˜e and b˜e are bounded from the original Lyapunov analysis, this shows that F˜e in (5.16) is
also bounded. Therefore, every individual term in (5.25) is bounded, which implies that V¨ is
also bounded. This satisfies Barbalat’s Lemma and shows that the Lyapunov function state,
σ, asymptotically converges to zero. Note, the states k˜e and b˜e have only been shown to be
bounded at this point.
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Trajectory Generation
With σ converging to zero (which also implies e goes to zero as will be later shown), the objective
now is to define an ideal reference trajectory, x∗r , such that Fe → Fd as x → x∗r . In this way,
as the robot tracks the reference trajectory, it will also track the desired force. This reference
trajectory is computed by evaluating (5.4) in steady state, where all time derivatives are set to
zero. This gives:
Fe = keδ
n (5.26)
By setting Fe = Fd and substituting in the expression for δ, (5.26) can be re-written as the
following:
x∗r = xe +
(
Fd
ke
) 1
n
(5.27)
The computation of (5.27) is dependent on knowledge of the environment, ke, which is unknown.
Therefore, a feasible online trajectory, xr, is derived by substituting the value of ke with kˆe to
obtain the following:
xr = xe +
(
Fd
kˆe
) 1
n
(5.28)
To achieve force tracking, the objective is to have xr → x∗r . This is accomplished if kˆe → ke,
which can alternately be stated as k˜e → 0. This will be shown later.
The expression for xr in (5.28) is time-dependent due to the kˆe term. The time derivative
of xr will be used in subsequent analysis and is computed as follows:
x˙r = − 1
n
(
Fd
˙ˆ
ke
kˆ2e
)(
Fd
kˆe
) 1−n
n
(5.29)
Asymptotic Convergence of Error
As stated previously, the asymptotic convergence of σ does not necessarily imply asymptotic
convergence of e in (5.9). However, with some manipulation this can also be shown. To start,
recall that e˙ = x˙ − x˙r, or alternatively x˙ = e˙ + x˙r. This expression along with (5.29) can be
substituted into (5.9) to get the following:
σ = Mt
[
e˙− 1
n
(
Fd
˙ˆ
ke
kˆ2e
)(
Fd
kˆe
) 1−n
n
]
+Bte (5.30)
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The expression in (5.22) can be substituted into (5.30) to obtain:
σ
[
1− m
−1M2t Fdδ
n
αnkˆ2e
(
Fd
kˆe
) 1−n
n
]
= Mte˙+Bte (5.31)
With (5.31), it can be seen that every term within the square brackets has previously been shown
to be bounded. This implies that the whole term in the square brackets is at least bounded, and
that the left-hand-side of (5.31) goes to zero (since σ → 0 due to Barbalat’s lemma). Therefore
the error dynamics equation can be simplified to the following:
0 = Mte˙+Bte (5.32)
This is a homogeneous differential equation in terms of e, which implies that x→ xr since e→ 0.
Asymptotic Convergence of k˜e
After showing that x→ xr, the last step is to show that xr → x∗r , which would accomplish the
force tracking task of Fe → Fd. As previously stated, xr → x∗r if k˜e → 0. This is shown by
starting with the impedance model found in (5.8). Through previous analysis it was shown that
x¨, e˙, and e will converge to zero. Additionally, it is apparent that the expression for γ in (5.12)
will also converge to zero. Using these substitutions produces the following expression:
m−1MtF˜e = 0 (5.33)
Since m and Mt are both constants, this implies that F˜e will converge to zero. This can be used
to rewrite (5.16) as follows:
δn(k˜e + b˜eδ˙) = 0 (5.34)
From the definition of σ in (5.9), it is shown that δ˙ converges to zero, which leaves the following:
δnk˜e = 0 (5.35)
The expression in (5.35) is equal to zero if either δ or k˜e, or both, are equal to zero. Since it was
shown that x→ xr this can guarantee that δ is a positive value as long as Fd is assigned to be
a value greater than zero. If δ remains positive then k˜e must converge to zero to satisfy (5.35).
A note of significance is that although proper force tracking requires k˜e to converge to zero
(which has been shown), it only requires b˜e to remain bounded (which has been shown using
Lyapunov analysis).
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Table 5.2: Simulation parameters
Parameter Trial A Trial B
m 1 1
b 0.05 0.05
ke 50 400
be 10 20
n 1.8 1.8
Mt 1 1
Bt 2 2
Kt 1 1
α 1.0e−7 1.0e−7
β 1.0e−5 1.0e−5
K 25 25
xe 0.1 0.1
Fd 1 2
Simulation
To verify the efficacy of the derived adaptive impedance controller, a 1-DOF robot interacting
with a soft, viscoelastic environment is simulated. This simulation is akin to a palpation device
used to interact with soft tissue in medical procedures. Two distinct simulations were conducted
with different material properties and desired force assigned for each trial. Trial A is akin to
a softer tissue with a lower desired force target (e.g. kidney), and trial B is similar to a stiffer
tissue with a higher desired force target (e.g. liver). The robot is modeled with mass, m,
and damping, b. The tissue environment is modeled with the Hunt-Crossley model (5.2) with
parameters ke, be, and n. The desired dynamical relationship for the impedance controller is
a 2nd order mass-spring-damper with a target mass of Mt, target damping of Bt, and target
spring constant of Kt. Other pertinent simulation parameters for the controller include gains
α, β, and K. Additionally, the values were set for the environment location, xe, and desired
force, Fd. Initial location of the robot was set to be x = 0.09, and the initialization of kˆe and bˆe
were set to be 75% of the true value. The robot was initially commanded to move towards the
environment.
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Figure 5.2: Position tracking depicting convergence of x to both xr and x
∗
r (upper left), esti-
mation of environment stiffness with kˆe converging to the true value ke (upper right), and force
tracking of the environment force, Fe, converging to the desired force, Fd (lower) for simulation
trial A
5.1.5 Results
The simulated results for trials A and B are shown in Figures 5.2 and 5.3, respectively. Each
trial contains plots for position tracking, stiffness parameter estimation, and force tracking. The
position tracking demonstrates the actual position, x, converging to the reference trajectory, xr.
This is the reference trajectory computed online by (5.28) which is designed to drive Fe → Fd
so long as xr converges to x
∗
r .
The estimation of the stiffness parameter in the Hunt-Crossley model, kˆe, is shown to con-
verge to the true value ke for both trials.
The environment force, Fe is shown to converge to the desired force, Fd, for each trial. The
environment force, Fe, is not accessible by the controller; instead, an estimate of the force, Fˆe,
can be computed based on the best current estimate of the environment parameters. For each
trial, Fˆe very closely follows Fe, as is evident from the plots.
5.1.6 Discussion
The simulation results demonstrate accurate force tracking achieved with the proposed controller
for both trials as depicted in Figures 5.2 and 5.3. This is achieved through proper assignment
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Figure 5.3: Position tracking depicting convergence of x to both xr and x
∗
r (upper left), esti-
mation of environment stiffness with kˆe converging to the true value ke (upper right), and force
tracking of the environment force, Fe, converging to the desired force, Fd (lower) for simulation
trial B
of a reference trajectory, xr, as defined in (5.28). There are a few key observations to point out.
First, Fd in (5.28) is a fixed value, i.e. the desired force is constant. Second, unlike a typical
reference trajectory, which is computed independently of the system dynamics, the reference
trajectory, xr, in this framework depends on the environment parameter estimate, kˆe. This
is because unlike a typical reference trajectory passed to a controller for motion tracking, this
reference trajectory is also used for indirect force tracking. This makes position tracking more
involved and it becomes crucial to have an increasingly better estimate of kˆe. Lastly, although
initial investigation of time-varying force tracking in simulation has yielded promising results, it
is left for future work to mathematically show stability in the presence of a time-varying desired
force, Fd. The main challenge in accomplishing this is computing an expression for x˙r in (5.29),
which becomes much more complicated if Fd is not assumed to be constant. However, for many
use cases a constant desired force will be sufficient (e.g. surgical grasping).
The key contribution this work provides is the implementation of a force tracking controller
which does not rely on a force sensor or the computation of an acceleration term. This is
significant as force sensors are generally expensive, and are often infeasible to add in many sce-
narios. This is specifically true in medical settings which is complicated because of sterilization
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issues as well as constraints due to small instrument size [24]. Additionally, the computation
of a higher-order derivative, such as is necessary when computing acceleration, is noise-prone
and undesirable in control loops because an accurate acceleration estimate incurs delay. The
proposed work herein bypasses both of these concerns.
The current presentation of this work provides a solid foundation for further exploration.
Currently, an estimation approach for the exponential term, n, is not included. This appears
to be common in existing literature when estimation is used in conjunction with a controller.
Fortunately, for soft tissue the value of n is generally bounded between 1 and 2, can easily be
obtained oﬄine, and is typically constant [59, 58].
5.1.7 Conclusion
This work presents an adaptive impedance controller for force tracking of robotic interactions
with soft, viscoelastic materials. The controller is stable in both the free space and constrained
space and stability is shown using Lyapunov analysis. Asymptotic stability is then shown by
extending this analysis with Barbalat’s lemma. Due to asymptotic convergence of position error,
we are able to do force tracking (since xr and Fd are intimately related using (5.28)). The main
advantages of this controller design include the ability to implement it without a force sensor
or a computation of higher order dynamic terms such as acceleration. The simulation results
demonstrate accurate force tracking for two distinct materials.
Future efforts to improve on this work include estimation of the coefficient, n, in the Hunt-
Crossley model as well as force tracking of time-varying signals of Fd. The current work provides
a foundation for further research to improve interaction with soft, viscoelastic materials such as
interaction of robots with tissues for applications in medical robotics.
Chapter 6
Tissue Modeling
This chapter presents a dataset containing porcine mechanical tissue responses. The dataset
was collected using a custom handheld measurement device to collect time-synchronized posi-
tion and force data. Testing occurred on the liver and spleen of four different porcine models
across three different testing conditions: in-situ, ex-vivo, and after a freeze-thaw cycle. Over-
all, 1,638 total grasps are included in the dataset. From this dataset, previously reported tissue
models were tested to verify the applicability of each model type. Comparisons between the three
testing conditions, between the four porcine models, and between the two tissue types were also
conducted.
6.1 Overview of Tissue Modeling
Numerous applications can benefit from accurate mechanical tissue models including surgical
simulators [112, 113], preoperative surgical planning [23, 114] improved robotic surgery perfor-
mance [53, 115], and accurate force tracking during tissue interactions [59, 116]. Many of these
applications require real-time estimates of the model, which limits the possible modeling meth-
ods. As explained in Chapter 2, tissue modeling is often approached using one of two methods:
continuum-mechanics based models or heuristic models. Of these two techniques, heuristic mod-
els are more applicable for real-time estimation because of the reduced computational complexity
involved. As a trade-off, these models generally have the lowest fidelity. Since these models are
useful for real-time applications, understanding the accuracy of these models is important. In
this chapter, mechanical properties from four porcine models are collected and four commonly-
used tissue models are examined using this dataset. The accuracy of each model is reported
and summarized. Additionally, analysis is conducted to determine similarities between three
different testing conditions (in-situ, ex-vivo, and freeze-thaw) and between each porcine model.
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Figure 6.1: Schematic representation of Kelvin-Voigt model; image taken directly from [47]
Statistical testing using t-tests between the two tissue types (liver and spleen) was conducted
to determine if these two tissue types exhibited statistically significant differences.
The four tissue models examined included the following: Kelvin-Voigt, Hunt-Crossley, Inverse
Strain, and Modified Exponential. Each of these models have inputs of normalized position
( = ∆xx0 ) and outputs of force (F ), and were fit to the closing portion of each grasp.
6.1.1 Kelvin-Voigt
The Kelvin-Voigt model consists of a spring and damper in parallel and is shown in Figure 6.1.
The parameter terms of this viscoelastic model are k and b. The simplicity of this model is a
benefit, but also limits the accuracy of modeling complex force-displacement responses. The
equation for this model is shown in Equation 6.1:
F = k+ b˙ (6.1)
6.1.2 Hunt-Crossley
The Hunt-Crossley model consists of a non-linear spring term and a position-dependent damper
in parallel [56]. The parameters of this viscoelastic model are k, b, and n. The non-linearities
of this model increase the difficulty for estimation, control, and other applications, but provide
much greater flexibility in capturing the non-linear force-displacement response of tissue. The
equation is shown in Equation 6.2:
F = kn + bn˙ (6.2)
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6.1.3 Inverse Strain
The inverse strain model consists of a non-linear spring term and as its name suggests has an
inversely proportional relationship to strain [61]. The parameters of this model are α and β.
This elastic model contains a non-linear spring, which allows for matching the complex shape
of the force-displacement data, but does not contain a viscoelastic element. Therefore, the
hysteresis loop seen from a full indentation cycle can not be accurately modeled; however, the
closing portion of the indentation may be able to be accurately modeled without a viscoelastic
element. The equation for the inverse strain model is shown in Equation 6.3:
F = β
(
1
1− α − 1
)
(6.3)
6.1.4 Modified Exponential
The modified exponential model consists of a non-linear spring as well as a linear component.
The model was first presented in [61]. The parameters for the model include α, β, and γ. Similar
to the inverse model, this model is elastic and therefore can not accurately capture the hysteresis
exhibited during a full indentation cycle. The equation for this model is shown in Equation 6.4:
F = β(eα
2 − 1) + γ (6.4)
6.2 Data Collection
Porcine tissue data collection experiments were conducted using a custom grasping device shown
in Figure 6.2. The device was designed to enable data collection across all testing conditions as
well as to allow for future testing of porcine in-vivo tissue. Due to anatomical space constraints
Figure 6.2: Photo of custom grasping device (left) and grasping device used during ex-vivo
experimentation with a latex glove placed over the device as per protocol for all experimentation
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during data collection, the device needed to be compact enough to allow for grasping in this in-
vivo case. The grasper is a machined aluminum hand-held grasping device intended to resemble
a pair of surgical forceps. The grasping surface is comprised of two 5 kg load cells with 10 mm
3D printed hemispherical attachments serving as the end effectors. Hemispherical attachments
were selected because it allows the grasping experiment to be comparable to indentation of
an infinite half-space under certain conditions. The grasper jaw angle was measured using a
quadrature rotary encoder with a resolution of 0.7◦. The sensors were connected to a NI PCIe
6320 DAQ card; data was acquired at 1 kHz using the NI-DAQMX C API on a Linux-based PC.
Data acquisition of force and jaw angle was controlled and monitored via a display to prevent
anomalies in grasping data (e.g. disconnected sensors, data loss, etc.).
Porcine tissue experiments were conducted at the Visible Heart Lab from the University of
Minnesota’s Department of Surgery. All of the experimental protocols and setup were approved
by the University of Minnesota’s IACUC board. Data collection was completed on four adult
porcine liver and spleen tissues. The animals were laid in the supine position with lateral
and vertical incisions made immediately above the diaphragm providing access to the organs.
During in-situ testing, organs were gently handled to avoid significantly altering their natural
mechanical state and thus provide high-fidelity between testing conditions.
The target organs were tested under three experimental conditions as shown in Table 6.1.
Condition I consists of in-situ testing where organs remain in their physiological state after
euthanasia. For Condition II, the organs were resected and transported to another site for further
testing. During this time the organs’ temperature dropped from physiological temperature
(37◦C) to room temperature (23◦C). This testing condition mimics common testing procedures
where mechanical properties are collected at room temperature. For Condition III, the organs
were stored in a freezer (-20◦C) for 72–168 hours and then thawed and reheated to physiological
temperature ((37◦C) in a water bath.
For each grasping site, approximately 10 total grasps were conducted at a rate of roughly 3
grasps per 5 seconds. Each grasping site was selected based on exclusion criteria for acceptable
grasping sites: no physiological blemishes, at least 1 cm away from the organ edge, and at least
Table 6.1: Table depicting experimental testing conditions
Condition Tissue State Time After Death [hr] in/ex-situ Temperature [◦C]
I ex-vivo 0–0.5 in-situ 37◦
II ex-vivo 0.5–1.5 ex-situ 23◦
III ex-vivo, freeze-thaw 72–168 ex-situ 37◦
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1 cm away from other grasping sites. An effort was made to select grasping sites across diverse
regions of the organ in order to avoid systematic errors due to localized similarities of the organs.
A total of 10 grasping sites were completed on each liver for each testing condition and a total
of 7 grasping sites were completed on each spleen for each testing condition. Exclusion criteria
for completed grasps included significant tissue damage, tool slippage, or other anomalies. After
all grasps were completed five grasps fell within the exclusion criteria due to slippage of the
grasping tool and were excluded from the dataset.
6.3 Data Processing
The datasets were segmented into the closing portion of individual grasps for further analysis.
This was done by applying a threshold to the derivative of the measured force to isolate out
regions where the jaws were in contact with tissue. To segment out only the closing portion of
the grasp the peak force was used to signify the end of the closing of the grasp. These individual
grasps were then used in all of the subsequent analysis.
Additionally, tissue thickness was determined by recording the position of the grasper at the
first instance of touch between the grasper and tissue. This thickness allowed for converting
displacement measurements to strain. The calculation of thickness is possible online, which
enables this approach to work for any of the aforementioned real-time applications.
6.4 Model Comparison
The first analysis was to determine the accuracy of the models. This was done by combining all
of the liver data together (all porcine models, all conditions, all grasps) and separately combining
Figure 6.3: RMSE of four tissue models across all collected data with number of model param-
eters shown in parentheses
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all of the spleen data together (all porcine models, all conditions, all grasps). Each grasp was fit
to each of the four representative models and the RMSE was computed for the fit. A boxplot
of the RMSE for each of the four models for all data is shown in Figure 6.3.
Based on the initial model fitting, all models except the Kelvin-Voigt resulted in low RMSE
(median value of <1 N, where grasps were typically >15 N). Although the Hunt-Crossley, Inverse
Strain, and Modified Exponential models exhibited the best accuracy, the Inverse-Strain was
selected for further analysis in this chapter because it exhibited the most consistent estimation
errors between liver and spleen and it only contains two model parameters which is attractive
for online estimation purposes.
6.5 Conditions Comparison
The first analysis of the Inverse Strain model was to determine the similarity of the model
fit parameters under the three testing conditions: in-situ, ex-vivo, and freeze-thaw. Figure
6.4 shows boxplots of the parameter fits based on condition for each organ type. This plot is
a representative plot for a single porcine model; plots for all porcine models are included in
Appendix A.
To quantify similarity between conditions, the Bhattacharyya coefficient [117] was computed
between each condition in a pairwise manner. The Bhattacharyya coefficient is a measure of
the amount of overlap between two statistical samples. It ranges from 0 to 1, with 0 implying
no overlap and 1 implying perfect overlap. The computed Bhattacharyya coefficients for the
pairwise comparison of conditions is tabulated in Table 6.2.
The results of the Bhattacharyya coefficients in Table 6.2 indicate that there is generally
high similarity in all test conditions for the α and β coefficients for both liver and spleen. This
suggests that the three conditions (in-situ, ex-vivo, and freeze-thaw) exhibit high similarity of
parameter fits for the Inverse Strain model. A direct implication of this result suggests that
tissue mechanical properties can be collected at any time point between in-situ to after a freeze-
thaw cycle and still be modeled similarly using the Inverse Strain model. This is helpful because
collecting data in-situ is difficult compared to other testing conditions. However, one further step
is to add another testing condition: in-vivo. It is well reported that in-vivo mechanical tissue
properties vary significantly from ex-vivo [61], with the most significant change likely occurring
within the first 10 minutes postmortem [118]. The methodology and in-vivo compatible hardware
used in this experimentation enable future work to verify and quantify this assumption.
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6.6 Porcine Comparison
After comparing the conditions, the next analysis was a comparison of the different porcine
models. For this analysis, all grasps from all testing conditions (in-situ, ex-vivo, and freeze-
thaw) were lumped into a single group to represent a single porcine. Therefore each of the
four porcine models was represented by two datasets: all liver grasps and all spleen grasps.
These datasets were fit to the Inverse Strain model and the boxplots of the fit parameters are
shown in Figure 6.5. Additionally, the Bhattacharyya distance was computed for each pairwise
combination of porcine groups as shown in Table 6.3 to quantify similarity.
The results of the Bhattacharyya coefficients in Table 6.3 indicate that there is generally high
similarity between all four porcine models, with the least similarity reported between the liver
of Porcine 1 and Porcine 4. This suggests that the variability of mechanical tissue properties
(as represented by these curve fit parameters) are fairly consistent regardless of the porcine
being tested. This analysis does not necessarily imply that the fit parameters themselves are
interchangeable between porcine models, but rather the distributions of fit parameters are similar
between porcine models, giving insight on the generally expected variance of parameters that
should be expected for a given porcine.
Figure 6.4: Parameter fits from Inverse Strain model (α and β) from Porcine 4 for all conditions
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Table 6.2: Bhattacharyya coefficient for each pairwise comparison of conditions
Conditions αliver αspleen βliver βspleen
Porcine 1
in-situ–ex-vivo 0.47 0.96 0.43 0.99
in-situ–freeze-thaw 0.68 0.90 0.58 0.80
ex-vivo–freeze-thaw 0.77 0.95 0.96 0.81
Porcine 2
in-situ–ex-vivo 0.93 0.92 0.99 0.99
in-situ–freeze-thaw 0.63 0.80 0.82 0.71
ex-vivo–freeze-thaw 0.65 0.88 0.86 0.78
Porcine 3
in-situ–ex-vivo 0.87 0.89 0.92 0.93
in-situ–freeze-thaw 0.82 0.97 0.93 0.87
ex-vivo–freeze-thaw 0.98 0.96 0.83 0.98
Porcine 4
in-situ–ex-vivo 0.94 0.98 0.96 0.80
in-situ–freeze-thaw 0.97 0.98 0.97 0.89
ex-vivo–freeze-thaw 0.99 0.91 0.99 0.96
Figure 6.5: Parameter fits from Inverse Strain model (α and β) comparing all porcine models
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6.7 Organ Comparison
The last analysis was to determine if a statistically significant difference between liver and
spleen exists. This analysis lends well to research areas of tissue classification such as reported
in [119]. For this analysis, datasets were arranged identical to the porcine comparison previously
reported, with each porcine containing a dataset for liver and spleen. The parameters from the
Inverse Strain model for both liver and spleen were compared using a t-test. Since each porcine
was treated independently and no comparisons were made between porcine models, t-tests are
appropriate to use without impacting the p-value as explained in [120] due to each test being
independent. Prior to testing, a statistical significance level of p=0.05 was established. The
p-values from all t-tests are reported in Table 6.4.
The p-values from each comparison were computed to be much less than 0.01, which shows
statistical significance. This result implies that there is a statistically significant difference
between group means of the liver and spleen for both the α and β parameters of each porcine.
This is impactful for research in tissue classification, as differences in group means suggests
higher likelihood for accurate classification between tissue types. Future work could expand
this comparison to more than two organ types, but a key difference would be that with multiple
groups a comparison using t-tests is no longer valid. With more than two groups the comparison
would need to be done using ANOVA testing coupled with post-hoc analysis if necessary as
explained in [120].
6.8 Conclusion
This work presents a dataset containing tissue mechanical properties for four porcine models,
three conditions (in-situ, ex-vivo, and freeze-thaw) and two tissue types (liver and spleen). In
all, the dataset represents a total of 1,638 grasps. Three of the four models fit the data with very
Table 6.3: Bhattacharyya coefficient for each pairwise comparison of porcine models
Porcine Pair αliver αspleen βliver βspleen
Porcine 1–Porcine 2 0.99 0.83 0.92 0.98
Porcine 1–Porcine 3 0.92 0.98 0.92 0.99
Porcine 1–Porcine 4 0.77 0.99 0.77 0.99
Porcine 2–Porcine 3 0.96 0.76 0.99 0.97
Porcine 2–Porcine 4 0.84 0.81 0.94 0.98
Porcine 3–Porcine 4 0.94 0.99 0.93 0.99
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Table 6.4: P-value from each liver–spleen comparison for each porcine on both parameters of
the Inverse Model (α and β)
Comparison Porcine 1 Porcine 2 Porcine 3 Porcine 4
αliver vs. αspleen <0.01 <0.01 <0.01 <0.01
βliver vs. βspleen <0.01 <0.01 <0.01 <0.01
low median RMSE (<1 N): Hunt-Crossley, Inverse Strain, Modified Exponential. The Kelvin-
Voigt model did not fit the data well and had much higher median RMSE (>3.5 N). As such,
the Hunt-Crossley, Inverse Strain, and Modified Exponential models are strong candidates to
use in computational surgery applications, with the inverse strain having a distinct advantage
of being a two-parameter model.
The Inverse Strain model, which excelled despite only having two model parameters, was
further investigated. Using the Bhattacharyya distance, the distribution of parameters from the
Inverse Strain model (α and β) was shown to exhibit high similarity between all test conditions
(in-situ, ex-vivo, and freeze-thaw) which supports claims made in [121] that a freeze-thaw cycle
does not significantly impact liver mechanical properties. Additionally, the Bhattacharyya dis-
tance reported high similarity between porcine models. This suggests that all conditions and
all porcine models will result in similar variance in model parameter fits of the Inverse Strain
model.
Lastly, there was statistical significant difference between the Inverse Strain model parame-
ters of the liver and spleen for all porcine models. This is relevant to work in tissue classification
such as [65] as it suggests high separability between tissue types. In [64], it was suggested that
tissue classification could be used within the realm of computational surgery by implement-
ing tissue-specific force thresholds for safer surgical grasping with the aid of real-time tissue
classification.
This work provides a pathway for further testing of porcine mechanical properties. The
hardware is in-vivo compatible, which enables extending this dataset on live porcine data for a
comparison of in-vivo and ex-vivo tissues. This is most relevant to surgical scenarios because
surgeons are operating on in-vivo tissues, and any tissue model used for applications in computa-
tional surgery (e.g. control, haptics, simulation) should reflect in-vivo properties. Additionally,
future work can expand to other tissues encountered in surgery to aid in multi-class classification
as opposed to binary classification.
Chapter 7
Shared Control of Surrogate
Robotic Surgical Grasping
This chapter is a reproduction of a journal paper published in the International Journal for Com-
puter Assisted Radiology and Surgery [5]. This chapter contains its own abstract, introduction,
background, methods, results, discussion, and conclusion and is intended to be stand alone. This
chapter supports the thesis work by demonstrating an example of augmenting surgical procedures
with intelligence to foster further development in the field of computational surgery. This exam-
ple encompasses many of the aspects already discussed within this thesis and combines them to
show that surgical grasping forces can be more appropriately controlled through the use of blended
shared control.
7.1 Blended Shared Control Utilizing Online Identifica-
tion: Regulating Grasping Forces of a Surrogate Sur-
gical Grasper [5]
7.1.1 Abstract
Purpose: Surgical robots are increasingly common, yet routine tasks such as tissue grasping
remain potentially harmful with high occurrences of tissue crush injury due to the lack of force
feedback from the grasper. This work aims to investigate whether a blended shared control
framework which utilizes real-time identification of the object being grasped as part of the
feedback may help address the prevalence of tissue crush injury in robotic surgeries.
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Methods: This work tests the proposed shared control framework and tissue identification
algorithm on a custom surrogate surgical robotic grasping setup. This scheme utilizes identifi-
cation of the object being grasped as part of the feedback to regulate to a desired force. The
blended shared control is arbitrated between human and an implicit force controller based on
a computed confidence in the identification of the grasped object. The online identification is
performed using least squares based on a nonlinear tissue model. Testing was performed on five
silicone tissue surrogates. Twenty grasps were conducted, with half of the grasps performed un-
der manual control and half of the grasps performed with the proposed blended shared control,
to test the efficacy of the control scheme.
Results: The identification method resulted in an average of 95% accuracy across all time
samples of all tissue grasps using a full leave-grasp-out cross validation. There was an average
convergence time of 8.1±6.3 ms across all training grasps for all tissue surrogates. Additionally,
there was a reduction in peak forces induced during grasping for all tissue surrogates when
applying blended shared control online.
Conclusion: The blended shared control using online identification more successfully regulated
grasping forces to the desired target force when compared with manual control. The preliminary
work on this surrogate setup for surgical grasping merits further investigation on real surgical
tools and with real human tissues.
7.1.2 Introduction
Although surgeons utilize surgical robots for improved dexterity, scalable movements, and en-
hanced vision, the current surgeon-robot setup is not immune to errors. An increase of adverse
event risk was reported the same year that robotic-assisted minimally invasive surgeries (RMIS)
were infused nationally for the use in radical prostatectomy [66]. Additionally, a comparison of
robotic sutures to hand sutures showed that the exerted forces were much greater during RMIS
[122].
Current robotic surgeries operate under a master-slave setup. The master (surgeon) sends
commands to the slave (robot) which are followed indiscriminately. In this setup, the robot acts
merely as a passive tool, despite the fact that these surgical robots possess sensors, and with
appropriate algorithms could exhibit intelligence. Sie et al. propose tissue-aware surgical robots
as a possible enhancement to current surgical robots [64]. Their preliminary work showed that
tissue identification is possible during surgical grasping [64]. They propose the idea to utilize
this identification in a control loop to regulate grasping forces to tissue-specific levels. A benefit
of this could be to reduce tissue crush injury, which is caused by excess forces during grasping
[67]. De et al. presented work on finding tissue-specific thresholds for tissue crush injury, which
would provide target grasping forces in conjunction with real-time identification [67].
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In the current state, the ability to prevent excessive force during RMIS, and thus prevent
tissue crush injury, is merely a proposed idea. This work aims to further explore the feasibility
of this idea by incorporating real-time identification as feedback in a human-in-the-loop (HitL)
blended shared control architecture to limit grasping forces. This work focuses on an RMIS
surrogate setup, with a custom teleoperated grasper as a surrogate for a surgical robot, and two
silicone-based synthetic tissues as surrogates for human tissues. The main contributions of this
work include 1) a shared control scheme that blends HitL position control with computationally-
derived implicit force control; 2) convexly-weighted arbitration derived from confidence in a
proposed tissue identification algorithm; and 3) an online tissue identification algorithm based
on a nonlinear tissue model. The hypothesis is that incorporating tissue identification as feedback
in HitL blended shared control more effectively regulates grasping forces to a pre-defined force
level than human-only control in our surrogate setup.
7.1.3 Background
A key weakness in both robotic and laparoscopic surgery is the lack of haptic feedback. This
can prevent surgeons from using their sense of touch in order to assess potential complications
[13]. Additionally, the lack of sensing can lead surgeons to grasp tissue too hard, thus causing
tissue crush injuries [67, 14]. In laparoscopic cholecystectomies, laparoscopic graspers have
been shown to increase tissue crush injuries significantly [123, 124]. Similarly, laparoscopic
gynecological procedures result in a 1.5% rate of injury to the ureter, resulting in inflammation,
cellular death, and fistula formation [125]. For colorectal surgeries one of the most common
instrument-induced injuries is inadvertent tearing of the bowel from grasping too hard [126].
The tissue crush injuries revealed in these studies are often largely attributed to the minimal
force feedback available to surgeons with laparoscopic tools, which is a problem even further
exacerbated in RMIS.
Several studies have focused on the quantitative benefits that force feedback can provide.
MacFarlane et al. designed a custom Babcock grasper with force feedback and a haptic control
console in order to test how well subjects could identify the compliance (i.e. firmness) of sample
tissue [127]. When compared with a standard grasper, the force feedback grasper reduced the
mean square error in compliance identification approximately fourfold. Tholey et al. performed
a similar study to evaluate the effects of vision, force, and combined feedback in regards to
identification of tissue stiffness [13]. Their study indicated that vision feedback resulted in a
52% tissue classification rate while force feedback and combined feedback resulted in a 67% and
83% classification rate, respectively.
Wagner et al. evaluated the amount of force applied to tissue using a surgical robotic
system during a mock blunt dissection and compared the results using various amounts of force
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feedback [14]. The results showed that without force feedback, subjects applied an average force
magnitude which was 50% greater than with force feedback. The peak force magnitude similarly
increased by 100% without force feedback. Additionally, the number of errors that resulted in
damaged tissue increased threefold.
These instrumented approaches have yielded varying levels of success, but still rely on sur-
geons to respond to haptic cues. This may be difficult in an operating room which is already
inundated by various sensory signals being sent to a surgeon. An alternative approach is to
incorporate intelligence garnered by sensors on the robot as feedback in a blended shared con-
trol scheme, which would regulate grasping forces in conjunction with human efforts. This
HitL framework aims at combining the strengths of a human (acuity and decision making) with
advantages from computational intelligence (precision and repeatability).
Shared control has been studied extensively in various robotic applications outside of surgery.
Enes and Book highlight six arbitration schemes with detailed example of each in [29]. Of
these six, this work applies blended shared control to the grasping problem. In blended shared
control an arbitration function is used to convexly weight control authority between human and
computational intelligence.
Dragaan and Srinivasa assess the concept of assistance in shared control, and how this most
effectively relates to arbitration [31]. They do this both in relation to the confidence in robot-
prediction as well as in user-preference of arbitration aggressiveness between varying levels of
task difficulty. The main assertion from their work which we rely on is that arbitration should
increase monotonically with confidence. This is a guiding principle for designing the arbitration
function used in this work.
Our objective is to determine whether HitL blended shared control mitigates excessive tissue-
specific grasping forces in simulated surgical robotic grasping to establish preliminary evidence
that this is a viable solution to apply to RMIS to help mitigate excessive grasping forces in the
absence of haptic feedback.
7.1.4 Methods
Hardware
We developed a custom setup which acted as a surrogate for surgical grasping. The setup utilized
a master-slave configuration to replicate teleoperation. A two-finger grasp controller functioned
as the master. This consisted of two links that rotate about a rotary encoder (AMT 102, CUI
Inc.) as shown in Fig. 7.1B. The sensed angle of the encoder served as the commanded angle
for the slave grasper for direct position control of the grasper. The slave component (Fig. 7.1A)
consisted of two DC motors (DCX 19 S, Maxon Precision Motors Inc.) which actuated each side
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Figure 7.1: Experimental setup with (A) slave-side hardware (B) master-side hardware and (C)
five synthetic tissue phantoms
of the grasper independently as well two encoders (AMT 102, CUI Inc.) to measure position on
the grasping side. Each motor shaft was attached to a beam load cell (Phidgets 3130 Phidgets
Inc.), with the load cell acting as the grasper arm to measure the force of each grasp directly.
This setup allowed for direct measurements at the surrogate tissue-tool interface, which is not
completely analagous to a surgical setup, as current surgical robots lack distal-end sensors at the
grasping site. However, recent work has shown methods for accurately estimating end-effector
force via back-end measurements alone on real surgical tools [42]. Additionally, in our previous
work it was shown that identification of cadaveric tissue was successfully discriminated through
back-end sensors alone using a da Vinci surgical tool [65].
Identification algorithm
The identification of surrogate tissues was performed using the force and position data collected
by the slave grasper in conjunction with a nonlinear tissue model. The model is derived in
Eqs. (7.1-7.7). The model stems from a tissue model from Fung [62]. When dynamic terms
are relevant, we propose augmenting this model with dynamic terms as originally suggested by
Yu et al. [128]. However, with these silicone tissue phantoms the nonlinear elastic response
109
dominated and we were able to neglect these dynamic terms shown in Eq. (7.1). Our previous
work has shown that these terms are not negligible in cadaveric tissues [65] and should therefore
be included when appropriate:
σ =
Linear dynamic terms [128]︷ ︸︸ ︷
Mp¨
A
+
Dp˙
A
+
Nonlinear soft tissue terms [62]︷ ︸︸ ︷
α(eβ − 1) (7.1)
where:
σ is tissue compressive stress
M is mass of the tissue
D is damping of the tissue
p is position of the grasper
A is grasper area in contact with the tissue
α, β are parameters of tissue stiffness
 is tissue strain
We first neglect the dynamic terms as explained previously. Then, to perform tissue identification
in the least squares sense, the nonlinear term was made linear in parameters via a third-order
Taylor series expansion:
σ ≈ k33 + k22 + k1+ k0 (7.2)
Note, this Taylor series expansion was centered around an arbitrary strain value. By expanding
about a value of  = 0, the k0 term would evaluate to zero. For this experimentation the
grasping area was kept constant and all surrogate tissues were the same thicknesses. Therefore,
the analogous force-displacement model can be used as shown in equation 7.3:
F ≈ k3x3 + k2x2 + k1x+ k0 (7.3)
Here, x represents the sensed angle, in radians, and F represents the force in Newtons as mea-
sured by the load cell. The values at first touch for x and F were 0 radians and 0 Newtons,
respectively. The angle decreased as the grasp closed, whereas the force increased. To deter-
mine the class descriptor parameters, a training data set was populated using grasping data
from all five surrogate tissues. This training data set was used to learn the representative class
parameters Φ(i), for each of the i classes:
Φ(i) = [ k3(i) k2(i) k1(i) k0(i)]
T (7.4)
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To determine the parameters that minimize error from the training data, we utilized a least
squares approach in which we populated a data matrix, X(t), for a given surrogate tissue across
each time step:
X(t) =

x3(t0) x
2(t0) x(t0) 1
x3(t1) x
2(t1) x(t1) 1
...
...
...
...
x3(tn) x
2(tn) x(tn) 1
 (7.5)
We also populated a data vector, F (t), for the same surrogate tissue at each time step:
F (t) =
[
F (t0) F (t1) . . . F (tn)
]T
(7.6)
The parameters were solved per the standard least squares solution, where the t has been
dropped for brevity:
Φ(i) = (X
T
(i)X(i))
−1XT(i)F(i) (7.7)
This process was repeated for all classes to obtain representative class parameters for each of
the five surrogate tissues. Once the training parameters were computed for each class, they
were used online for identification. Identification was performed by identifying the class with
minimum error as computed by:
e(i) =
tn∑
t=t0
|F (t)−X(t)Φ(i)| (7.8)
Here e(i) is the cumulative classification error for the i
th class given previously unseen data X(t)
and F (t). Using this value, the class with the lowest cumulative error was assumed to be the
tissue class. For example, if e3 had the lowest cumulative error of the five classes then the
estimated tissue type is class 3. Along with the estimated tissue type, a confidence value for
each class, αi ∈ [0, 1], was also computed. This confidence was calculated as follows:
αi =
1
ei
5∑
k=1
1
ek
(7.9)
The value of α corresponding to the estimated class also represents the arbitration variable,
which monotonically increases with confidence of the prediction as established in [31]. These
error values were also used to empirically determine the convergence rate of classification. Con-
vergence was defined as the final time step at which the prediction did not classify correctly (i.e.
after this point the prediction was never incorrect again).
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Table 7.1: Combinations of silicone rubber and deadener to create the five synthetic tissues
Green Blue Yellow Orange Red
PlatsilGel OO + PlatsilGel OO +
PlatsilGel OO
PlatsilGel 10 +
PlatsilGel 10
100% Deadener 50% Deadener 25% Deadener
In addition to the tissue type and the confidence value, this algorithm also returns a tissue-
specific force target which corresponds to the estimated tissue type. This value (Ftarget) was
passed to the shared control algorithm to limit grasping force.
Five synthetic tissue samples were utilized (Fig. 7.1C) to implement and test the tissue
identification algorithm. These tissue surrogates were created using combinations of silicone
rubber and deadener (PlatSil R©) in combinations as shown in Table 7.1. The tissue samples
ranged in stiffness from lowest to highest (green, blue, yellow, orange, red), with a continuum of
properties in between. A total of 30 training grasps were collected for each tissue type to learn
classification parameters.
Using the training grasp data for each tissue, the least squares training algorithm was used
to compute representative class parameters for each tissue type (Eq. 7.7). The parameters
were computed 30 times where each computation left one of the grasps out. The average class
parameter values along with associated standard deviations are reported in Table 7.2.
The blended shared control scheme is shown in Fig. 7.2. The input to the system is a convex
weighting of human-commanded position from the slave and calculated position from an implicit
force controller [129]. The convex weighting is based on α, which is a confidence value returned
Human Position Input
1-
Implicit Force Control +
+±
PID 
Controller
d
 
Fd
Motor
Synthetic
Tissue
Tissue
Identification
Tissue Identification Output
Signal Lines
Fa
Fd (Tissue Specific)
c a
Fe
Figure 7.2: Shared control scheme
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from the tissue identification algorithm (Eq. 7.9). When α = 0, control is taken directly from
the human (fully manual). Conversely, when α = 1, control is taken fully from the robot (fully
autonomous). The complete controller equation is given in Eq. (7.10):
θc(t) = (1− α(t))θd(t) + α(Kp(Fe(t) +Ki
∫ t
0
Fe(t)(τ)dτ +Kd
dFe(t)
dt
+ θa(t)) (7.10)
The tissue identification algorithm also returns a tissue-specific force target (Ftarget). The
difference between this target and the measured force is the error signal for the controller.
The controller is a proportional-integral (PID) controller, which was tuned using the heuristic
Ziegler-Nichols approach with α set to one.
Each grasp of the training data was evaluated for tissue classification estimates at each time
step in order to examine the recall and precision. A confusion matrix for the full leave-grasp-out
cross validation is presented in Table 7.3.
Separate grasps, which were not included in training, were used to test the efficacy of the
shared control. A total of twenty grasps were performed, half with and half without shared
control, for all five tissue types. For these online tests, we assumed to know the model parameters
for the green, yellow, and red tissues, but purposely did not include model parameters for the
blue and orange classes. This allowed us to test three known classes and two unknown classes,
to mimic what may happen when an unknown tissue is encountered in a surgical setting. The
pre-determined thresholds for the green, yellow, and red tissue surrogates were arbitrarily chosen
Table 7.2: Computed parameters for five synthetic tissues with standard deviations
k3[N ] k2[N ] k1[N ] k0[N ]
Φgreen
-20,030 -2,217 -101.8 -0.8787
± 150 ± 25 ± 0.9 ± 0.0082
Φblue
-18,330 -1,317 -92.69 -0.3404
± 190 ± 23 ± 0.70 ± 0.0060
Φyellow
-14,480 -598.8 -85.91 -0.3106
± 200 ± 18.7 ± 0.52 ± 0.0045
Φorange
-7,521 272.9 -72.24 0.0864
± 265 ± 28.2 ± 0.85 ± 0.0064
Φred
-10,740 297.5 -103.7 -0.2002
± 250 ± 24.3 ± 0.6 ± 0.0045
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at 6.9 N, 8.3 N, and 9.8 N, respectively. Since we treated the blue and orange tissue surrogates
as unknown, these tissues did not have associated force targets, but instead were assigned a
target from whichever of the three known classes it was identified as at each time step.
7.1.5 Results
The table of classification results for each tissue type is included in Table 7.3 as a confusion
matrix. For each training grasp the confidence values (α) were also recorded. Each of these
alpha values for all five tissue surrogates across all grasps are included in Fig. 7.3. The mean
convergence times with associated standard deviations are also reported in Table 7.4.
The results from the online grasping with and without shared control are shown in Figure
7.4. The left column of plots represents the three classes which were treated as previously known
and trained, whereas the right column of plots represents the two classes which were treated as
unknown and untrained.
Figure 7.3: Computed alpha confidence for all 30 grasps on each colored tissue surrogate
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Table 7.3: Classification results for five synthetic tissues (*analysis was done on a per time-step
basis across all time-steps of every grasp (N = 17,868); classification results on a per grasp basis
resulted in 100% accuracy for all five synthetic tissues)
Actual*
N = 17, 868 Green Blue Yellow Orange Red Total Precision
P
re
d
ic
te
d
Green 3,579 0 0 0 0 3,579 1.0
Blue 66 3,366 169 6 31 3,638 0.93
Yellow 0 232 3,228 34 40 3,534 0.91
Orange 0 0 0 3,372 18 3,390 0.99
Red 0 19 20 269 3,419 3,727 0.92
Total 3,645 3,617 3,417 3,681 3,508
Recall 0.98 0.93 0.94 0.92 0.97
Table 7.4: Computed convergence times for five synthetic tissues with standard deviations
Green [ms] Blue [ms] Yellow [ms] Orange [ms] Red [ms]
2.4 ±1.5 12 ±8 9.7 ±5.7 12 ±4 4.1 ±2.4
7.1.6 Discussion
The results from the tissue identification approach indicate an improvement in accuracy and
convergence time for classification. Classification accuracy for all five tissue surrogates is on
average 95% accurate. This analysis includes all time steps, and therefore is bolstered by the
consistently-accurate estimates which occur in the latter portion of the grasp, after more infor-
mation has been obtained. However, we also report an average classification convergence time
of 8 ms across all tissue types, with the worst average convergence time being the blue tissue at
12 ms. This shows that accurate classification is occurring during the early portion of grasps.
This is a marked improvement over previously reported work. Sie et al. achieved classifica-
tion convergence within 300 ms using the Smart Tool platform [64]. This may be because our
hardware provides inherently lower noise due to the decoupling of the force measurement from
the kinematic chain. Also, the synthetics used in this experiment are likely easier to classify
than the porcine tissue used previously. Our least squares classification scheme can be readily
adapted to the surgical grasper platform and used for tissue identification in that setting. The
plots of the alpha confidence value (Fig. 7.3) indicate a smooth increase in confidence as the
classification convergences, which aligns with the notion of arbitration monotonically increasing
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Figure 7.4: Grasping data with and without shared control for all twenty grasps. The left
column represents the three classes which were trained (green, yellow, and red). These all have
fixed targets based on their tissue type. The right column represents the two classes which were
untrained (blue and orange). These both have estimated targets which can change at each time
step based on the current estimation.
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with confidence as asserted by Dragan and Srinivasa [31]. Additionally, this increase in confi-
dence is ideal for this application of shared control since more weighting will be given to the
computational force controller as the grasp trajectory settles.
This shared control scheme is, to our knowledge, the first shared control scheme used to target
grasping forces by blending human position control with computational implicit force control.
With this shared control scheme there is a marked reduction in peak forces over human-only
grasps. This reduction in peak force can be adjusted based on the pre-determined force targets.
The benefit of this is seen when trying to prevent tissue crush injury. For more delicate tissues,
the force target could be set lower to avoid tissue crush injury. The shared control scheme as
manifested in these experiments shows potential for effectively regulating force, and therefore
limiting tissue crush injury.
For these initial results, arbitrary values were used for the force targets. However, this plat-
form could easily be extended to utilize tissue specific force targets as determined by thresholds
from De et al. [67]. In this manner, the force targets would correspond directly to the tissue
type that has been identified to appropriately mitigate tissue crush injury.
There are several limitations to this work. First, the tissues used in this experimentation are
synthetic silicones. While these were created to roughly match differences between real tissues,
they may inadequately represent true tissues–particularly in-vivo tissues found in surgery. We
anticipate that translating this work directly to in-vivo tissues would drastically decrease iden-
tification confidence, as the inhomogeneity and large variance in tissue properties would result
in blurred boundaries between tissue types. Despite this less accurate identification confidence,
this methodology could still improve upon the current situation where there is no intervening
machine autonomy. For instances where the identification accuracy is high, the target force can
be reached as shown with this work. In cases where there is low identification accuracy, the
algorithm reverts back to the surgeon and the performance is just as good as the current state
of the art for grasping. We do not anticipate this methodology to help grasping every single
time, but if, for example, it is able to mitigate to the proper grasping force one out of ten times
it still is an improvement over the current grasping done in surgery.
Additionally, our treatment of unknown or unexpected tissues requires further development.
Notably, if an unknown class is identified, instead of forcing classification to its most similar
counterpart and using that target force, reverting full control back to the clinician may be more
suitable in surgical settings.
The next limitation is that the hardware is not a surgical tool and may not accurately
represent sensing actually available at the site of grasping in surgical procedures. The conclusions
of this work therefore cannot translate directly to surgical contexts, though they motivate further
exploration. Overall, the improvements in peak force reduction and tissue classification times
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were significant over prior art.
7.1.7 Conclusions
This work presents multiclass classification and a shared control scheme to regulate force to an
optimal target dependent on the identification of the grasped object. This work shows promise
for the surrogate surgical setup, which motivates exploration of this work on surgical equipment.
It supports the hypothesis that incorporating tissue identification as feedback in HitL blended
shared control more effectively regulates grasping forces to a predefined force level than human-
only control for the surrogate surgical setup. Once this work transitions to a surgical tool, tissue
identification and force targets can be related to specific anatomy, which would provide more
clinical relevance.
The surgical application of this work focuses on prevention of tissue crush injury within
this surrogate setup. Although tissue crush injury is prevalent within robotic surgeries, it is
typically not a fatal surgical error. However, this work can be further investigated with more
life-threatening errors such as puncturing blood vessels. The same concepts can be extended
to these cases, but new techniques need to be established in sensing these errors for a shared
control scheme to work. This work introduces a framework to continue and expand such efforts.
Chapter 8
Shared Control of Surrogate
Laser Atherectomy Procedure
This chapter is a partial reproduction of a journal paper currently in submission. This chap-
ter contains its own abstract, introduction, methods, results, discussion, and conclusion and
is intended to be stand alone. This chapter presents a second example of augmenting surgical
performance through incorporation of algorithmic intelligence through an excimer laser atherec-
tomy procedure. This provides one more example of an application in computational surgery.
The portion of the manuscript presented in this thesis focuses on the inclusion of computational
intelligence for improved user performance.
8.1 Automated Detection and Ablation of a Simulated Ex-
cimer Laser Atherectomy
8.1.1 Abstract
Purpose: This work aims to demonstrate that adding computer assistance to an excimer laser
photoablation procedure like excimer laser coronary atherectomy (ELCA) improves performance
outcomes.
Methods: An ELCA control system was designed and assembled by combining contact diffuse
reflectance spectroscopy (CDRS) sensing with a clinical atherectomy excimer laser to create
closed-loop feedback. A CDRS tissue identification algorithm was tested on agarose phantoms
that mimicked the optical properties of atherosclerotic plaque and artery. To test the perfor-
mance of computer assistance as it may manifest in the operating room, a user study (N=5
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subjects) was performed on a mock ELCA procedure under simplified experimental conditions
to enable subjects to perform as surrogate procedure experts. Atherectomy lasing performance
was measured following experimentation through computer vision methods. A paired t-test was
performed to determine statistical significance (p<0.05) of various performance outcomes.
Results: The CDRS identification algorithm showed 100% accuracy through leave-one-out cross
validation on the agarose phantoms. The ELCA control system effectively decreased errors with
statistical significance (p=0.04) compared with no computer assistance.
Conclusion: This work provides strong preliminary evidence to augment procedures like ELCA
with computer assistance. Demonstrating the enhancement of expert procedural execution on
a simulated task motivates further work to apply this concept in a clinical setting for ELCA
procedures.
8.1.2 Introduction
Sensors and detectors abound in medical devices. A number of devices have utilized these
sensors to provide physician-proof features to reduce errors, generally using safety sensors that
interrupt machine function in unsafe situations. For example, contrast media injection systems
for angiography have controls that limit contrast flow rate, volume, and the pressure of fluid
within the injection path, as well as automatic interruption of flow if a detector senses air in
the injectate [130, 131]. X-ray imaging systems have a number of system interrupts if sensors
detect unsafe positioning of the device.
Despite the wealth of sensory data available in the operating room many procedures are
still performed with minimal or no computer assistance. This leaves the clinician as the sole
arbiter in the operating room. Using sensors to aid in target selection is increasingly common in
military and security applications. Likewise, medicine may better utilize sensors in combination
with suitable algorithms to control delivery of targeted therapy. Ablative therapy with focused
energy (e.g. laser, radiofrequency, or ultrasound energy) is an ideal platform for sensor-based
targeting because tissue types often have discriminable imaging characteristics, the therapy can
be applied with high targeting precision, and the flow of energy can easily be interrupted if the
sensor detects an inappropriate target.
Excimer laser coronary atherectomy (ELCA) is a strong candidate to utilize sensing to pro-
vide computer assistance. This excimer photoablation procedure uses 308 nm pulsed laser energy
to vaporize 30 to 50 micron layers of atherosclerotic tissue to treat the effects of heart disease
[132], which ranks among the top causes of death in the United States [133]. This procedure
is currently performed with basic interventional cardiology sensing, flashed fluoroscopy, and
patient vitals monitoring. These methods have limited ability to show real-time atherectomy
progress and no ability to differentiate between plaque and artery at the laser catheter tip.
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ELCA utilizes 200 ns laser pulses at a repetition rate between 25 and 80 Hz. Transmitting the
laser light expends less than 1% of the optical fiber bandwidth, and the remaining bandwidth
can be utilized as a feedback sensing modality to identify between plaque and artery at the
laser tip. This co-location of therapy and sensing make ELCA procedures a strong candidate
for incorporating computer assistance.
In the past, several attempts were made at ELCA procedure guidance. Optically-based tissue
identification sensing, such as fluorescence spectroscopy, showed the most promise [134, 135].
More recent research has demonstrated optical tissue identification in the coronaries through
contact diffuse reflectance spectroscopy (CDRS) [136, 137], also known as elastic scattering
spectroscopy. CDRS is a spectroscopy method that transmits broadband light into the tissue
and collects the return light to measure wavelength-dependent differences in backscattering
efficiencies [138]. It has been used for optical biopsy applications in gastrointestinal endoscopy
[139] and oncology [140], and for prostate exams [141]. The tissue identification capability of
CDRS, the ability to tune the sampling depths through control of the source fiber to detector
fiber separation [142], and the requirement that the measurement be taken in contact establish
CDRS as a natural addition to ELCA.
Although there is a large potential for optical methods to guide and control ELCA proce-
dures, no commercial systems are currently on the market, and the nuances of blending optical
sensing with clinician judgment have not been well established. We herein investigate computer
assistance akin to the description of virtual constraint shared control as described by Enes and
Book [29]. In this framework, the human is allowed to control all inputs of the system, but may
be restricted based on a predetermined constraint imposed by the computer assistance. Applied
to ELCA, the clinician would fully control the laser catheter position as well as control the actu-
ation of the laser foot pedal. The laser would only fire, however, when the tissue identification
algorithm senses plaque in contact with the laser tip above an adequate confidence threshold.
This represents the imposed virtual constraint.
The objective of this research is to establish evidence that integrating computer assistance
into an excimer laser photoablation procedure (e.g. ELCA) improves procedure performance
outcomes such as ablation accuracy. This is accomplished by 1) implementing closed-loop control
of a clinical excimer laser using integrated CDRS, 2) quantifying accuracy of CDRS on tissue
phantoms which are optically-similar to ex-vivo arterial cardiac tissue, and 3) showing the added
benefits computer assistance provides to experts during mock ELCA procedures. We aimed to
have participants perform as surrogate experts in the mock ELCA procedure. To this end, we
intentionally simplified the procedure so that the discriminability between plaque and tissue is
visually obvious. We showed that computer assistance can help improve performance outcomes
even if effective experts are performing a task. That is, even in a situation where humans
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Figure 8.1: Schematic of ELCA Control System with A). Custom fiber optic probe B). Profile of
the optical probe tip C). Tissue phantom immersed in water D). Digital scale E). Video camera
within the test shroud F). Spectrometer G). Halogen lamp light source H). Clinical excimer laser
I). Custom electronic interrupter switch J). Excimer laser system foot pedal K). Microcontroller
board L). Laptop computer
are already performing at their peak (near perfect visual identification of obviously different
tissues), computer assistance can still catalyze performance improvements. We conducted a
user study (N=5) of a mock ELCA procedure and hypothesize that computer assistance will
reduce error rates as shown by a paired t-test (p<0.05). We further hypothesize that this
inclusion of computer assistance does not significantly impair other performance outcomes of
time and effectiveness.
8.1.3 Methods
ELCA Control System
A custom ELCA control system was designed and built to run all experimentation. As seen in
Figure 8.1, this system combines an optical sensing modality, CDRS, with a modified version of
the clinical excimer laser to implement closed-loop feedback control of laser energy to a tissue
phantom through a custom fiber optic probe.
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Hardware
The laser used in this study was the CVX-300 Excimer Laser System (Spectranetics, Inc, Col-
orado Springs, CO) (Figure 8.1H). This 308 nm laser was operated at 15 Hz and delivered, on
average, 5 mJ of energy to the lasing field.
The laser is operated via a foot pedal, as seen in Figure 8.1J. To enable the CDRS sensing
algorithm to share control with the user, a custom interrupter switch was designed and built.
As seen in Figure 8.1I, this switch is placed in between the foot pedal and the laser, and is
activated by logic sent from an Arduino Uno microcontroller board (Arduino, Italy) as shown in
Figure 8.1K. The microcontroller was additionally used to synchronously collect data throughout
experimentation.
The laser and the CDRS sensing system both deliver light energy through a custom fiber-
optic probe as seen in Figure 8.1A and 8.1B. The probe utilizes a bundle of 64 optical fibers of
50 µm diameter to transmit the laser light, and two centrally-located 100 µm fibers to transmit
the source light and collect the CDRS signal. To ensure proper contact for CDRS, the lasing
procedure took place on a scale (Etekcity Corporation, Anaheim, CA), Figure 8.1D, which
relayed a force reading to the microcontroller, disabling the laser control pedal if the probe was
not in sufficient contact with the tissue phantom. This helped to eliminate spectral reflections
that could cause sensing inconsistencies.
The CDRS sensing system consists of a 15 W halogen lamp (Leica KL 1500 HAL, Leica
Biosystems, Nussloch, Germany) and a broadband spectrometer (FlameS with 350-850 nm grat-
ing and 100 µm slit, Ocean Optics, Dunedin, FL) as seen in Figure 8.1G and 8.1F, respectively.
To achieve a high signal-to-noise ratio, an integration time of 60 ms was used.
All lasing tests occurred in water immersion as shown in Figure 8.1C. The user was kept
from directly viewing the procedure via a curtain shroud. Instead, users controlled the laser
probe through a camera feed displayed on the laptop, Figure 8.1E and 8.1L, which more closely
approximates the exogenous factors and physical difficulties encountered in a minimally invasive
surgical procedure.
CDRS Identification Algorithm
As part of the ELCA control system, a binary tissue identification algorithm was developed
with self-reporting confidence. CDRS training data was taken from two surrogate tissue classes,
plaque and artery wall, each simulated by tissue phantoms. From this training data, an average
spectra was computed to be a representative spectra for each class. During algorithm operation,
incoming CDRS data was compared to the representative spectra of each class via the root mean
square error (RMSE) as shown in Equation 8.1. This computation was done over the wavelength
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range of 350 nm to 650 nm at increments of 6 nm.
Ei =
√∑
n∈W
(y(n)− Φi(n))2 (8.1)
Ei root mean square error of the i
th class
W {350, 356, 362, . . . , 650} wavelengths in nm
y(n) intensity of the nth wavelength of the sample
Φi(n)intensity of the n
th wavelength of the ith class
The class with lower error was considered to be the predicted class.
Additionally, a confidence value ranging from 0 to 1 of this prediction was self-reported from
the algorithm. This confidence is called the plaque confidence, since a value of 1 corresponds
to complete confidence of plaque, whereas a value of 0 corresponds to complete confidence of
artery (i.e. no confidence of plaque). This prediction was computed according to equation 8.2.
α =

0.5
Eartery
Eplaque
Eartery ≤ Eplaque
1− 0.5EplaqueEartery Eplaque < Eartery
(8.2)
This self-reporting value is required to specify the virtual constraint imposed by the computer
assistance.
Computer Assistance
The computer assistance was implemented to constrain the laser from firing when the CDRS
identification algorithm did not return high confidence of plaque. The user maintained full
control of the trajectory of the probe, and maintained access to the foot pedal. The laser did
not fire unless the user was pushing the pedal, even if the CDRS algorithm sensed plaque.
Throughout all testing a plaque confidence of 0.75 was used as the minimum threshold for
enabling the laser.
Agarose Tissue Phantom Creation and Identification
The accuracy and repeatability of the proposed tissue identification algorithm were tested by
running the algorithm on a set of optical tissue phantoms. These tissue phantoms were cast from
agarose (IBI Scientific, Peosta, IA) with different concentrations of red dye and titanium dioxide
(TiO2) (TiPure R101, Dupont, Wilmington, DE) additives to approximate the optical properties
of plaque and artery as reported in the literature [143, 144, 145]. The TiO2 concentration was
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Table 8.1: Agarose phantom properties
Type
Absorption Scattering Red Dye TiO2 Agarose
Coefficient Coefficient Concentration Concentration Concentration
[cm−1] [cm−1] [µL/mL] [mg/mL] [mg/mL]
Plaque 0.41 325.6 0.15 11.1 35.0
Artery 2.95 531.2 1.09 18.1 35.0
Figure 8.2: Agarose phantom cast in the half-and-half configuration (left) and swirl pattern
(right)
calculated via an equation published in [146], and the red dye concentration was determined
through an extinction coefficient experiment.
A batch of pure artery surrogate and pure plaque surrogate tissues were created according
to the mixing conditions in Table 8.1. Two trays from these batches were cast to create a half-
and-half configuration and a swirl pattern (Figure 8.2). The half-and-half phantom enables the
testing of the algorithm on a diffuse boundary, not unlike the boundaries seen between two tissue
layers in the coronaries which can blend together. The swirl not only has the diffuse boundary
characteristic, but also better imitates the amorphous nature of the coronary lesions.
A custom 3D linear stage was used to collect CDRS data at a constant contact force and at
precise locations. Training data were taken at 100 grid points spaced evenly over the surface of
the pure samples to create a representative spectra for each class. Test data were collected over
a 10x10 grid surface of both the half-and-half phantom as well as the swirl phantom, with 1mm
and 2mm spacing, respectively.
The tissue identification algorithm was first tested on each of the pure samples using a leave-
one-out cross validation scheme across all points. For each point, identification was performed
with a corresponding self-reported confidence. Additionally, for the half-and-half and swirl
samples the algorithm was applied at each grid point to yield a prediction and confidence. The
prediction and confidence were plotted with interpolation across the grid area to allow for visual
inspection of the CDRS identification algorithm’s performance.
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Figure 8.3: Example phantom used throughout experimentation, which allows for a reliable
ground truth between plaque and artery regions as well as clear visual distinction between
regions to allow participants to become procedural experts; yellow is artery and white is plaque
Tissue Phantom Creation and Evaluation
Integration of the CDRS tissue identification algorithm with the clinical excimer laser was tested
on a different set of tissue phantoms. While agarose produced more clinically-relevant phan-
toms to test the CDRS algorithm, it cannot be used to reliably test the ELCA control accuracy,
as post-analysis requires reliable knowledge of ground-truth boundaries between classes. The
agarose phantoms displayed dynamic diffuse characteristics making the ground truth impossible
to precisely determine. Additionally, the diffuse nature of the phantoms inhibits participants
from becoming procedure surrogate experts because it is more difficult to cognitively identify
the phantoms across blurred regions. Instead, we needed a tissue phantom which could simulta-
neously provide a reliable ground truth and be easily distinguishable to elevate subjects to the
level of procedure surrogate experts.
To establish a phantom to meet these requirements, a Polyjet color 3D printer (J750 Polyjet
3D printer, Stratasys, Eden Prairie, MN) was used to create two-class phantoms with complex
geometry, but accurately controlled and visibly distinct boundaries. An example of this phantom
is shown in Figure 8.3.
The excimer laser visibly marks the 3D printed material when it is lased, which enables
the use of computer vision techniques to decipher lased regions in post. To accomplish this
post analysis, pictures of the phantom were taken before and after lasing in controlled lighting
to measure differences in the images. The before and after images were registered to each
other using known point correspondences, and the registered images were then subtracted. This
difference image was thresholded to only leave regions of dissimilarity which represents regions
where the laser marked the phantom. These lased regions were then compared to the labeled
ground truth (which was also registered to the difference image) to determine if lasing occurred
in regions of plaque or artery. The true positives were termed “coverage”; these were regions of
plaque which were actually lased. The false positives were termed “errors”; these were regions
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of artery which were actually lased. Additionally, false negatives were unlased regions of plaque
and true negatives were unlased regions of artery. This approach and nomenclature were used
to analyze all experimentation using the 3D printed phantoms.
ELCA Control System Crosshatch Test
To initially demonstrate the abilities of the ELCA control system, a controlled test was conducted
and analyzed. The fiber optic probe was manually moved across the 3D printed phantom in
a crosshatch pattern at roughly 2.5 mm/s with the pedal continuously depressed. This test
traversed several white-yellow (plaque-artery) boundaries to test the ability of the computer
assistance to disable and enable the pedal control of the laser.
ELCA Control System User Study
Once the ELCA control system was built and tested, a five-participant, non-clinician user study
was conducted in accordance with University of Minnesota IRB approval to investigate the effect
of computer assistance on the mock procedure. The simulated ELCA procedure was performed
on the 3D printed phantoms. Each participant performed the procedure with the laser probe
by hand while watching on a video feed.
Each participant was asked to perform four simulated ELCA procedures: two with assistance
and two without assistance. These trials were conducted in a randomized order. The participants
were instructed to remove all plaque while sparing artery regions for each trial. Each user was
given time to study the sample and manipulate the laser probe in the test environment prior to
beginning their test in order to acclimate to the system. Participants consisted of 3 males and
2 females between the ages of 20 and 30. All participants were right-hand dominant, and were
allowed to use their right hand. Two of the participants were authors on this paper.
To mimic some challenges present in real interventions, the participants could not directly
see the testing as it was conducted within a test shroud. Instead, users performed all experimen-
tation over a video feed. This simulated an endoscopic environment where a clinician observes
an off-axis imaging feed (i.e. not overlaid on their hands or tool-tip location) while manip-
ulating tools in a patient. Users were timed throughout the process and photographs of the
phantom were taken before and after to assess the amount of lased regions through computer
vision techniques, as explained previously.
The 3D printed phantoms were placed in water throughout the lasing procedure in order to
maintain a clean laser probe tip and simulate the required interventional procedural saline flush
during lasing.
After completing the study, the coverage and errors were computed using the computer
vision technique described previously. A coverage percentage was calculated by dividing the
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Figure 8.4: Histogram showing the classification and confidence of the CDRS algrithm appled to
the training data through leave-one-out cross validation. All artery phantom data was classified
as artery and all plaque phantom data was classified as plaque.
total coverage pixels by the total plaque pixels in the marked images. An error percentage was
computed similarly by dividing the total error pixels by the total artery pixels. Averages of
coverage percentage and error percentage were calculated between the two trials. This resulted
in each user having a single coverage percentage score and single error percentage score for the
with-assistance mode, and a single coverage percentage score and error percentage score for the
without-assistance mode. A paired t-test between these average scores comparing the means
with and without assistance was performed for both coverage and errors. A value of α = 0.05
was determined prior to analysis to be used as the significance level for all statistical testing.
Additionally, an average time for each user was computed for the two modes. A paired t-test
was conducted to determine if there was statistical significance between the trial time means.
The mean percentage of time that the with assistance mode actually stopped the laser was
recorded during experimentation and reported for completeness.
8.1.4 Results
Agarose Tissue Phantom Identification Results
The CDRS identification algorithm performed at 100% accuracy for all points on the pure
plaque and pure artery samples from the leave-one-out cross validation analysis. The confidence
of plaque as described in equation 8.2 was on average 0.98±0.01 for the pure plaque sample, and
0.03± 0.02 for the pure artery sample. The identification and distribution of confidence values
for both training samples are shown in the histogram of Figure 8.4. Note, the confidence values
are given in terms of the confidence of plaque identification. Therefore, a low plaque confidence
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value equates to a high confidence of artery classification because this is a binary classification.
The results of the half-and-half phantom grid test are shown in Figure 8.5. Figure 8.5C
shows the plaque identification confidence as a surface plot with interpolated estimates between
test points. Similarly, Figure 8.6 shows the results from the 10 x 10 grid test conducted on the
swirl phantom.
Due to the diffuse nature of the agarose solution, Both of these phantoms do not have an
established ground truth, therefore evaluating accuracy was left to visual inspection.
ELCA Control System Crosshatch Test Results
The crosshatch test results showing initial demonstration of the ELCA control system are shown
in Figure 8.7. The regions of coverage (marked in green) clearly show the two horizontal lines
as well as the three vertical lines used in the crosshatch pattern. Lasing errors are shown in red.
ELCA Control System User Study Results
The results of the user study are shown in Figures 8.8-8.11 with the results for each user shown in
Table 8.2. Figures 8.8-8.10 show boxplots of errors, coverage, and procedure time, respectively.
As determined by a paired t-test, the trials in with assistance mode produced significantly less
errors (p = 0.04). Conversely, there was no statistically significant difference found between
with- and without-assistance modes for mean coverage (p = 0.45) or procedure time (p = 0.06),
though the average procedure time was 10% longer with assistance. A sample of the coverage
Figure 8.5: A). Total view of 75 mm x 25 mm phantom to show where the grid test was located.
B). Magnified area of half-and-half phantom to which a 10 x 10 grid, with 1mm spacing was
tested with the CDRS identification algorithm. C). Surface plot relaying the identification and
plaque confidence results ranging from 0 to 1 for the CDRS algorithm grid test.
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Figure 8.6: A). Total view of 75 mm x 25 mm phantom to show where the grid test was located.
B). Magnified area of swirl phantom to which a 10 x 10 grid, with 2mm spacing was tested
with the CDRS identification algorithm. C). Surface plot relaying the identification and plaque
confidence results ranging from 0 to 1 for the CDRS algorithm grid test.
and errors as computed from the computer vision analysis for all trials of user 5 can be seen in
Figure 8.11.
Additionally, pedal presses and laser pulses were synchronously logged throughout each test.
Across all with-assistance trials, the algorithm prevented the laser from firing 23.5 ± 11.9% of
the time that the pedal was pressed.
8.1.5 Discussion
This work established preliminary evidence that the integration of computer assistance in an
excimer laser photoablation procedure improves performance outcomes. This evidence includes
Figure 8.7: Crosshatch test results depicting coverage (green) and errors (red) for a 75 mm x 25
mm area
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Figure 8.8: Comparison of errors with and without assistance over all users and trials in the
ELCA Shared Control User Study. A paired t-test revealed a statistically significant difference
between these means (p = 0.04).
Figure 8.9: Comparison of coverage with and without assistance over all users and trials in the
user study. A paired t-test revealed no statistically significant difference between these means
(p = 0.45).
successful development of a custom ELCA control system with real-time sensing and closed-loop
feedback control of the laser, 100% accuracy of tissue identification between plaque and arterial
cardiac tissue phantoms which are optically similar to ex-vivo tissue, as well as a statistically
significant improvement in reduction of mean errors when using the ELCA control system.
From this evidence, we propose pursuing computer assistance in photoablation procedures by
expanding this research to pre-clinical trials.
There was 100% accuracy between the homogeneous plaque and artery agarose phantoms
for the leave-one-out cross validation test, suggesting clear discriminability between these two
classes when kept unmixed. Additionally, the CDRS tissue identification algorithm performed
well on the two heterogeneous patterns of the half-and-half and swirl phantoms (see Figure 8.2
and 8.6). The self-reporting confidence from the algorithm also allows for the aggressiveness
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Figure 8.10: Comparison of trial times with and without assistance over all users and trials
in the user study. A paired t-test revealed no statistically significant difference between these
means (p = 0.06).
Table 8.2: Tabulated results for each user
User Assistance Mean Coverage [%] Mean Errors [%]
1
Without 55.5 0.7
With 49.7 0.3
2
Without 36.8 0.9
With 27.0 0.5
3
Without 38.7 2.7
With 48.1 0.9
4
Without 48.7 0.7
With 46.9 0.4
5
Without 46.4 1.4
With 40.5 0.2
of the ELCA control system to be carefully tuned. A lower threshold would allow for more
aggressive plaque removal, while a higher threshold would result in a more conservative setup.
The results from the user study suggest an improvement in performance outcomes with
computer assistance. There were three main performance outcomes tested in the user study:
error rate, coverage rate, and trial time. Despite the easy nature at which plaque and artery
could be visually identified by our surrogate experts and the natural pen-like control of the
laser fiber probe, computer assistance was shown to further improve performance. All of our
hypotheses were supported from the user study results. There was a statistically significant
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Figure 8.11: Representative data from a single user trial from experiment 3 depicting the cov-
erage and errors with and without assistance
reduction in errors, and no statistically significant evidence that the inclusion of computer
assistance impaired coverage rate or trial time.
In the case of trial time, there was an increase in mean trial time by 10% with the inclusion
of computer assistance, although this was not found to be statistically significant by our criteria.
This is likely due to the conservative setting of the ELCA control system. For these tests, the
imposed virtual constraint only allowed the laser to fire when the self-reporting confidence was
above 0.75. This meant there were likely instances when the user attempted to fire the laser
but was inhibited. This is further supported by the reported result that across all users the
laser stopped the user on average 23.5± 11.9% of the time the pedal was pressed. During these
instances the user could either try to re-lase that same area or decide to move on. In the first
scenario there would be a slight increase in trial time; in the second scenario the coverage score
may decrease. Hence, this may also explain why there was a decrease in mean coverage for
some users as seen in Table 8.2. The conservative nature of the ELCA control system could be
modified by changing the threshold for the imposed virtual constraint from 0.75 to as low as
0.5; this would effectively change the level of autonomy towards more human input.
While current efforts using the excimer laser are focused on treatment of coronary artery
plaque, this technology may also have potential in urological applications such as the man-
agement of stone disease. The dominant mechanism of renal stone formation is growth over
interstitial plaque in the renal papilla (Randall’s Plaque) [147]. A number of studies have as-
sessed laser papillotomy as a treatment for rapidly recurring stone formers or for those with
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pain and no clear obstruction; yet this practice remains quite controversial for concerns of in-
jury to the healthy adjacent papillary tissue [148, 149]. A more precise laser that exclusively
treats plaque without causing adjacent tissue injury would potentially find greater favor in the
urologic community and opens up the potential to treat stones at the source before they have a
chance to form at all.
8.1.6 Conclusion
These results establish evidence supporting further research to integrate computer assistance into
an excimer laser photoablation procedure such as ELCA to improve performance outcomes. This
work set out to provide statistical evidence that surrogate procedural experts benefit from the
inclusion of computer assistance; the evidence suggests that based on improvements seen within
the surrogate procedural experts, incorporating the ELCA control system into a procedure with
clinicians has the potential to help prevent some unintended mistakes.
Chapter 9
Discussion
This thesis presents work pertaining to multiple facets of computational surgery including shared
control, surgical tool modeling, tool-tissue interaction, and tissue modeling. This work concludes
with two examples of incorporating intelligent autonomy into surgical procedures utilizing these
aforementioned facets of computational surgery. In both of these examples, surrogate procedures
were analyzed and shown to provide superior performance, establishing proof of concept which
warrants further investigation and research into clinical adoption.
9.1 Contributions
The specific contributions of this thesis included the following:
• An exploration of how incorporating confidence in the computational agent’s commanded
input impacts the output of shared control systems by looking at a simulated surgical
grasping scenario (Chapter 3).
• An accurate, data-driven estimation method for predicting output torque (< 4 mN·m
error) and position (< 1◦ error) of da Vinci tools utilizing proximal-end sensing alone,
along with reliability criteria on machine learning training conditions for the estimation
approach to produce these accurate estimates (Chapter 4.1).
• An open source dataset with time-synced proximal- and distal-end measurements of da
Vinci surgical tools with 0.1 mN·m precision and 0.09 degree resolution for distal-end
torque and distal-end position, respectively (Chapter 4.1).
• Assessment of three surrogate torque measurement methods readily available on surgical
robots and their ability to estimate output grip force and jaw angle of da Vinci surgical
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tools (Chapter 4.2).
• Evaluation of estimation errors from each surrogate measurement method to determine
if they meet reliability criteria established in Chapter 4; relaxation of this threshold for
reliability criteria to reflect more realistic surgical scenarios (Chapter 4.2).
• Assessment of grip force estimation error over the lifetime of a single da Vinci tool, and a
proposed method to maintain this estimation error at less than 2 mNm (Chapter 4.3).
• Quantifying how accurate the proposed grip force estimation technique in Chapter 4.1 is
across a wide range of jaw orientations by varying roll, pitch, and yaw of the end effector
(Chapter 4.4)
• Derivation and simulation of a Lyapunov-based adaptive impedance controller to accom-
plish force tracking of 1 DOF robotic systems interacting with unknown soft environments
without the need for force sensing or computation of acceleration (Chapter 5).
• Comparison of four different tissue models fit to force-displacement data from porcine
grasping data tested across three testing conditions (in-situ, ex-vivo, and freeze-thaw) and
two tissue types (liver and spleen) (Chapter 6).
• A shared control scheme that convexly blends human position control with computationally-
derived force control via arbitration computed directly from confidence in a tissue identi-
fication algorithm (Chapter 7).
• Demonstration that incorporating tissue identification as feedback in blended shared con-
trol regulates grasping forces to a pre-defined force level more effectively than human-only
control in surrogate surgical grasping experiments (Chapter 7).
• Establishing evidence through surrogate experimentation that integrating computer assis-
tance into a mock excimer laser photoablation procedure (e.g. ELCA) improves procedure
performance outcomes such as ablation accuracy (Chapter 8).
9.2 Limitations and Future Work
Computational surgery fundamentally requires sensing capabilities in order to incorporate forms
of intelligence into the procedures. This is a challenge with surgical robots in some regard,
because sensor placement can be limited. Although sensors are not uncommon on surgical
robotic tools, there are limitations on where these sensors can be placed [24]. As such, estimation
methods (e.g. grip force estimation of surgical tools from Chapter 4) are necessary, but the
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performance of these estimates are often bounded by sensor performance. A key contribution
in the field of computational surgery would be high-fidelity sensors at the point of interaction
to improve the performance of estimation techniques such as the ones presented in this thesis.
If the sensors are accurate enough, it may even eliminate the need for estimation and better
improve performance outcomes for applications such as regulation of force in tissue grasping as
explained in Chapter 7. As this work stands, the estimation force and position is limited in
accuracy based on the conditions outlined in Chapter 4.
Another limiting component for computational surgery is knowledge of true in-vivo tissue
properties, which could greatly improve tool-tissue interaction such as the adaptive impedance
controller presented in Chapter 5. The tissue modeling work in Chapter 6 presents accuracy
of heuristic models for tissues which are in-situ, ex-vivo, and ex-vivo after a freeze-thaw cycle;
however, there is still a need for fitting these models to in-vivo data. Previously reported
literature has claimed significant differences between in-vivo and ex-vivo mechanical responses
of tissue. The hardware and testing protocols outlined in Chapter 6 are conducive to in-vivo
porcine testing. This design decision was intentional, as this thesis laid groundwork for future
in-vivo testing to acquire more realistic tissue data to improve aspects of computational surgery.
The current dataset of ex-vivo porcine tissue mechanical properties is currently limited by the
small sample size of animals (N=4) and tissues (N=2). This small sample size limits the ability
to generalize these results for all porcine models, and as of yet does not explore the wide variety
of tissues that are encountered within the body during surgery.
Another limitation is a lack of clinical experimentation. Both Chapters 7 and 8 provide
clinically-motivated examples, but are conducted on surrogate setups. The results were promis-
ing in these mock procedures, and motivate further exploration in pre-clinical trials. This
supports future work in both areas of shared control of surgical tissue grasping and augmented
ELCA procedures in more clinically-relevant settings.
Despite the discussed limitations, this thesis provides strong foundational work to adopt
applications of computational surgery for improved surgical performance. There are several key
contributions as previously mentioned which provide this foundation.
9.3 Conclusion
The culmination of this work has produced journal publications in [1, 2, 5] and conference
publications in [3, 4]. Additionally, two manuscripts are currently in submission relating to
Chapters 5 and 8. These publications aim to improve the field of computational surgery with a
long-term goal of augmenting surgical robots with intelligent autonomy.
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Appendix A
Tissue Modeling Supplementary
Data
This appendix includes supplemental plots described in Chapter 6. The plots show the parameter
fits from the Inverse Strain model for Porcine 1 (Figure A.1), Porcine 2 (Figure A.2), and Porcine
3 (Figure A.3).
Figure A.1: Parameter fits from Inverse Strain model (α and β) from Porcine 1 for all conditions
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Figure A.2: Parameter fits from Inverse Strain model (α and β) from Porcine 2 for all conditions
Figure A.3: Parameter fits from Inverse Strain model (α and β) from Porcine 3 for all conditions
