Studies conducted in time series could be far more informative than those questioning 2 at a specific moment in time. However, when it comes to genomic data, time points are 3 sparse creating the need for a constant search for methods capable of extracting 4 information out of experiments of this kind. We propose a feature selection algorithm 5 embedded in a hidden Markov model applied to gene expression time course data on 6 either single or even multiple biological conditions. For the latter, in a simple 7 case-control study features or genes are selected under the assumption of no change over 8 time for the control samples, while the case group must have at least one change. The 9 proposed model reduces the feature space according to a two-state hidden Markov 10 model. The two states define change/no-change in gene expression. Features are ranked 11 in consonance with three scores: number of changes across time, magnitude of such 12
there are thousands of features and a small number of samples [5] [6] . FS is the process 48 of eliminating irrelevant features in the data by extracting only a subset of informative 49 ones. Its main objectives include avoid overfitting, eliminate noise in the data, reduce 50 algorithmic rate of convergence, improve model performance and, give a more accurate 51 interpretation of features in the data [7] . It is important not to be confounded with FE 52 such as principal components analysis or compression, where they use the projection of 53 the original set to a new feature space of lower dimensionality. In FE, the new feature 54 space is a linear or even non-linear combination of the original features [4] . FS on the 55 other hand, identifies relevant features without altering the original domain. 56 Due to the high dimensionality of most gene expression analyses, it is necessary to 57 select the most relevant features to get better results interpretation and a deeper insight 58 into the underlying process that generated the data. However, the noisy data and small 59 sample size pose a great challenge for many modelling problems in bioinformatics 60 making necessary to use adequate evaluation criteria or stable and robust FS models [7] . 61 In general, FS techniques can be classified into three main categories: filters, 62 wrappers, and embedded [7] [8] . Filters take as input all the features and reduce them 63 into a relevant subset independent of the model parameters. Wrappers select a subset of 64 features using a search algorithm, then estimate the model parameters for that subset distribution for the observed data. The most common parametric latent variable models 77 are the Gaussian mixture models (GMM) and hidden Markov models (HMM). The 78 mixture model is often used to model multimodal data, while the HMM is often used for 79 modeling time series data [8] .
80
In most applications of HMMs, features are pre-selected based on domain knowledge 81 and the feature selection procedure is completely omitted. Some methods have been 82 explored to reduce the feature space by using HMMs as stated in Adams and
83
Beling [11] . However, FS strategies specifically with HMM are sparse. For example, the 84 work of Zhu et al. [12] shows a wrapper FS approach to get the best model and then the 85 feature subset for a continuous HMM. The authors proposed a new set of continuous 86 variables, defined as salient features, to avoid searching the space of all feature subsets 87 and to prevent losing information about the original variable. The salient features have 88 proved their effectiveness for FS in GMM [13] . Finally, they apply a variational 89 Bayesian framework to infer the salient features, the number of hidden states and the 90 model parameters simultaneously. 91 Adams et al [11] propose a feature saliency hidden Markov model. This model also 92 uses feature saliencies variables and they represent the probability that a feature is 93 relevant by distinguishing between state-dependent and state-independent distributions. 94
If the number of hidden states is known, this approach simultaneously provides 95 maximum a posteriori estimates and select the relevant feature subset by using the 96 expectation-maximization algorithm. Finally, the most recent work is introduced in 97 Zheng et al [14] . Their strategy combines a hidden Markov model, a localized feature 98 saliency measure and two t-Student distributions to describe the relevant and 99 non-relevant features, to accurately model emission parameters for each hidden state.
100
All the parameters are estimated using a Variational Bayes framework.
101
Most of these methods use saliency parameters additionally to those required by the 102 model, therefore, when analyzing genomic data the increase of variables to be estimated 103 from data becomes a hurdle. Besides, the number of hidden states necessary to model 104 the data also affects the total parameters to estimate. Hence, a strategy that make use 105 of a minimal number of parameters to get the most relevant features from a data set is 106 indispensable to study genomic data. structured as a collection of single functions that allow user to customize methods, the 126 full pipeline is available as an R-library. Some plots are also included. Fig 1 shows the 127 schematic representation of the proposed strategy. Source code can be found as 128 supplementary information S1 File. Feature Selection strategy pipeline. The expression matrix is preprocessed to estimate the HMM parameters. With the fitted model, the features are evaluated and compared to filter out the expression profiles with a flat behavior. Finally, the selected features are scored and ranked to give a better interpretation and a deeper insight into the underlying process that generated the data.
A key element of this strategy is the use of the Occam's razor or law of parsimony in 130 the state transition model used for the HMM. The hidden state complexity is reduced 131 to a minimum with a two-node clique that is capable of fully describing system 'change" state would model either up or down regulation. Therefore, with only two 134 states we are able to define three different behaviors.
135
Validation using real data 136 The strategy was applied to three different publicly available datasets, two from the 137 Gene Expression Omnibus [15] and one from the Japanese Toxicogenomics Project 138 (TGP) [16] . We used RNA-seq data (GSE75417) comprised of 6 time points, 2 Results were compared to those reported in Ferreiros et al. [19] which, provided a list 156 of differentially expressed genes as well as the enriched pathways in their Excel Supp 1. 157
Only two comparisons were selected mainly because we only had access to those results. 158
Further comparison included an enrichment analysis with DAVID [20] to match the 159 approach used in what was originally reported. According to the GO terms, results 160 showed many shared pathways, although the number of genes in each differed. We 161 found that 44% of pathways are shared by the two approaches the remainder 56% 162 August 9, 2018 6/19
involves leukocyte cell-cell adhesion, its regulation and some immune system cascades 163 such as JAK/STAT. The cut-off value used, was a natural p-value of 0.05. The list of 164 common and exclusive pathways are available as Supplementary data S1 Table. 165
We should consider though that the FSHMM strategy used all samples and all are available as Supplementary data S2 Table and S3 Table. 169
High-fat diet in mouse model We could not report level of agreement between the two studies because the list of 179 differentially expressed genes was not released with their paper. However, a gene set 180 enrichment analysis was performed on the FSHMM results using DAVID, see 181
Supplementary data S4 Table. A caveat regarding this analysis is that search in DAVID 182 involves a variety of parameters associated to different databases, the authors did not 183 elaborate on which ones were used. Therefore, we decided to use the 184 GOTERM BP FAT considering the cellular process to which they belong.
185
Their results showed an enrichment analysis that favors pathways involved in 186 immune response, metabolic process and response to wounding. As stated before, these 187 to what is known about CCl 4 and its toxicity [21] . Aquiring this level of knowledge with 230 so limited information made FSHMM a perfect choice even on studies this short. to T − 1. For the next step, as it estimates the model parameters, the order of the 
Discussion and Conclusions
3. Quality of replicates (scoreR i ). It represents the variability between biological 380 replicates. The greater the difference, the lower the value of this score, Eq 5. 
With these scores, variables are ordered and their place in the list represents their rank. 382
The rank serves as filter to find the most important genes within the selected ones.
383
Supporting information 384 S1 File. FSHMM R-package. A source code R-package that is ready to be 385 installed. It contains the strategy proposed in this work. 386 S1 Table. GO sheet has those found exclusively with the FSHMM strategy.
