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Abstract
Nowadays, there is an increasing demand for more efficient utilization of the radio fre-
quency spectrum as new terrestrial and space services are deployed resulting in the
congestion of the already crowded frequency bands. In this context, spectrum monitor-
ing is a necessity. Spectrum monitoring techniques can be applied in a cognitive radio
network, exploiting the spectrum holes and allowing the secondary users to have access
in an unlicensed frequency band for them, when it is not occupied by the primary user.
Furthermore, spectrum monitoring techniques can be used for interference detection in
wireless and satellite communications. These two topics are addressed in this thesis.
In the beginning, a detailed survey of the existing spectrum monitoring techniques ac-
cording to the way that cognitive radio users 1) can detect the presence or absence of
the primary user; and 2) can access the licensed spectrum is provided. Subsequently, an
overview of the problem of satellite interference and existing methods for its detection
are discussed, while the contributions of this thesis are presented as well.
Moreover, this thesis discusses some issues in a cognitive radio system such as the reduc-
tion of the secondary user’s throughput of the conventional “listen before talk” access
method in the spectrum. Then, the idea of simultaneous spectrum sensing and data
transmission through the collaboration of the secondary transmitter with receiver is
proposed to address these concerns. First, the secondary receiver decodes the signal
from the secondary transmitter, then, removes it from the total received signal and fi-
nally, applies spectrum sensing in the remaining signal in order to decide if the primary
user is active or idle. The effects of the imperfect signal cancellation due to decoding
errors, which are ignored in the existing literature, are considered in our analysis. The
analytical expressions for the probabilities of false alarm and detection are derived and
numerical results through simulations are also presented to validate the proposed study.
Furthermore, the threat of interference for the satellite communications services is stud-
ied in this thesis. It proposes the detection of interference on-board the satellite by
introducing a spectrum monitoring unit within the satellite transponder. This devel-
opment will bring several benefits such as faster reaction time and simplification of the
ground stations in multi-beam satellite systems. Then, two algorithms for the detection
of interference are provided. The first detection scheme is based on energy detector with
signal cancellation exploiting the pilot symbols. The second detection scheme considers
a two-stage detector, where first, the energy detector with signal cancellation in the pilot
domain is performed, and if required, an energy detector with signal cancellation in the
data domain is carried out in the second stage. Moreover, the analytical expressions for
Abstract iii
the probabilities of false alarm and detection are derived and numerical results through
simulations are provided to verify the accuracy of the proposed analysis.
Finally, this thesis goes one step further and the developed algorithms are evaluated
experimentally using software defined radios, particularly universal software radio pe-
ripherals (USRPs), while it concludes discussing some open research topics.
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Chapter 1
Introduction
In this thesis, the design of spectrum monitoring algorithms for wireless and satellite
communications is considered. The purpose of this chapter is to describe the motivations,
the main contributions and the organization of the thesis.
1.1 Motivation
Radio frequency (RF) spectrum is not an unlimited resource. It is a very precious radio
resource and needs to be used efficiently in order to ensure reliable access to the licensed
users. Nowadays, there is a steady increase of new deployment of terrestrial and space
systems and a constant increase in two-way communications to support broadband and
broadcast services. Therefore, there is a congestion of the already crowded frequency
bands and this situation results in an increasing demand for more effective and efficient
utilization of the radio frequency spectrum. In this context, spectrum monitoring is a
promising solution, which can be used in a plethora of applications. However, in this
thesis, it is used under two scenarios: 1) in a cognitive radio (CR) system, exploit-
ing the spectrum holes and allowing the unlicensed or secondary user (SU) to access
the spectrum when it is not occupied by the primary user (PU); and 2) in a satellite
communications system, helping in the detection of the RF interference on-board the
satellite. Hence, this thesis is structured into two main parts as described below.
In the first part, this thesis focuses on a cognitive radio system. Cognitive radio has
become a promising technology in wireless communications, because of its capability to
be aware of the spectral environment, and hence offer efficient use of the spectrum [1],
[2]. Spectrum sensing is the key functionality of a cognitive radio system protecting
the PU from the interference caused by the SU, or for allowing the SU to access the
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spectrum when it is not occupied by the PU. The common spectrum sensing techniques,
in terms of the way that the cognitive radio users can detect the presence or absence of
the PU are presented in [3], and include matched filter detection [4], energy detection
[5]-[8], cyclostationary detection [9] and eigenvalue based detection [10]-[12].
On the other hand, the spectrum sensing paradigms discussed in the literature, according
to the way that the cognitive radio users can access the licensed spectrum, are divided
into the following two categories: i) quiet [13] and ii) active [14]. In quiet spectrum
sensing, the SU devotes τ units of time (quiet period) in order to sense the presence
or absence of the PU user before it starts the transmission. If the frequency band is
detected idle (the PU is absent), the SU employs the remaining frame duration T − τ
for data transmission. However, this approach uses a quiet period for spectrum sensing
resulting in the reduction of SU’s throughput, as no data transmission takes place during
the sensing period.
To address this issue, the idea of simultaneous sensing and data transmission has been
proposed. These works are distinguished into two main types: 1) techniques that apply
the concept at the SU transmitter side [15]-[18]; and 2) techniques that enable the
cooperation between the SU transmitter and an inactive SU [14], [19] or between the
SU transmitter and the SU receiver via a control channel [20].
In the first category, the same cognitive radio device performs simultaneous sensing and
communication, where the transmitter is equipped with both a sensing and a transmit
unit. The critical issue of this method is the self-interference, created between the sensing
and communication path because of the close proximity of the antennas. Therefore, the
functionality of this method is completely based on the ability to isolate the antennas of
the transmit and sensing unit and cancel the self-interference. On the other hand, there
are works which propose simultaneous sensing and transmission using an inactive SU.
However, again, these approaches face challenges, such as the extra power consumption
and waste of resources by using an inactive SU or some other SUs for spectrum sensing.
In [20], a different concept was proposed, where the simultaneous spectrum sensing and
data transmission is obtained through the collaboration of the SU transmitter and the
SU receiver, which perform in different nodes. The SU transmitter is responsible for
the data transmission, while the SU receiver decodes the signal from the secondary
transmitter, removes it from the total received signal and carries out spectrum sensing
in the remaining signal. The two main advantages of this technique compared to the
approach at the transmitter’s side are that 1) it does not use extra antennas for the
spectrum sensing, hence, it can be easily implemented in the current systems with no
additional hardware change; and also 2) it does not face the problem of self-interference
that was described earlier. Furthermore, this approach offers much better detection
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performance than that of using inactive SUs, if we assume that the adopted detection
scheme is the conventional energy detector (CED). The reason is that the decoding and
cancellation of the SU transmitted signal is almost impossible by using the inactive
SU, because the latter needs information about the channel, such as modulation and
coding which is hardly available in practice. However, the work of [20] is under the ideal
assumption of perfect signal decoding. Unlike existing works that assume perfect signal
cancellation, in this thesis, we investigate simultaneous sensing and transmission taking
the imperfect signal cancellation due to decoding errors into account. Energy detection
is then applied on the remaining signal to detect the presence or absence of the PU.
In the second part, this thesis focuses on a satellite communication system for the
detection of interference on-board the satellite. Interference constitutes one of the main
concerns for the commercial satellite telecommunication systems [21]. It has a financial
impact on satellite operators, ranging from the revenue loss due to the reduction of
the network capacity to the increase of the expenses for the purchase of interference
monitoring equipment [22]. In addition to the satellite operators, their customers also
suffer from interference because of the decreased quality of service (QoS) [23]. Therefore,
interference management is a crucial issue for the commercial satellite industry.
Interference can affect both the forward and the return links. However, the uplink
interference, in both cases, is propagated in the entire system, while the interference
in the downlink has impact on a limited area. Consequently, this thesis focuses on the
detection of the uplink RF interference by introducing a dedicated on-board spectrum
monitoring unit within the satellite payload. Such an on-board unit brings several
benefits with respect to the ground-based solutions: 1) monitoring the complete uplink
RF spectrum by using a single equipment instead of one equipment in each downlink
beam; 2) allowing faster reaction to resolve the interference on-board; and 3) offering
the capability to process uplink signals which are not affected by additional downlink
impairments and possible distortions related to the transponder [21], [24], [25].
The satellite operators have reported that the VSAT (very small aperture terminal)
interference accounts for the majority of the interference events [26], as also shown in
Figure 1.1. Each VSAT terminal transmits low power signals causing almost a negligible
impact on the satellite services. However, the aggregated interference generated by a
large number of geographically distributed VSAT terminals greatly affects the satellite
communication services [21]. Therefore, it is required to employ algorithms for the
detection of weak interfering signals, preventing the generation of aggregated VSAT
interference. The conventional energy detector is considered to be a reliable detection
scheme for strong interferences. However, it faces difficulties with the detection of weak
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RF interference events 
by cause service 
Source: SES data 
1 Jan 12 – 31 Dec 12 
Figure 1.1: Radio frequency interference events, where VSAT interference is the most
frequently occurring harmful RF interference type( courtesy of sIRG and SES [26]).
interference scenarios, as in this case, accurate estimation of both the noise variance and
desired signal power is necessary which is very challenging in practice.
To address this concern, first, a new detection scheme based on the energy detector (ED)
with signal cancellation exploiting the pilot symbols of the satellite communication stan-
dards is proposed. This proposed detector is applied only on the samples related to the
position of the pilot symbols. However, the detection of weak interfering signal may re-
quire more samples than the number of pilots supported by the standards. Furthermore,
if the interference is intermittent during the frame, the samples related to the position
of the pilot symbols may not be affected, and thus the previous method will not provide
a reliable detection of interference. To address this issue, a second more sophisticated
detection scheme based on the idea of two-stage detectors [27] - [28] is also proposed.
1.2 Thesis Organization and Contributions
The outline of this thesis is included in this section. A brief explanation and the main
contributions are provided for each topic. The first part of this thesis includes Chapter
2 and Chapter 3, which present a detailed survey and study the simultaneous spectrum
sensing and transmission for cognitive radio networks, respectively. The second part
includes Chapter 4 and Chapter 5, which deal with the interference detection on-board
the satellite, and with the demonstration of the developed algorithms using software
defined radios, respectively.
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Chapter 2: Spectrum Sensing on Cognitive Radio and Satellite Com-
munications
Spectrum sensing has a plethora of applications such as cognitive radio, network man-
agement, interference detection. In this chapter, a detailed survey of spectrum sensing
in a cognitive radio system is presented and also a discussion about the satellite interfer-
ence is provided. The spectrum sensing in the CR is distinguished into two main parts.
In the first part, the spectrum sensing techniques in terms of the way that the cognitive
users can detect the presence or absence of the primary user is discussed, while the sec-
ond part reviews the spectrum sensing paradigms based on the way that the cognitive
users can access the spectrum. Furthermore, the sources of on-board satellite interfer-
ence are presented, and finally, the interference detection techniques based on the signal
cancellation are reviewed [29].
Chapter 3: Simultaneous Sensing and Transmission for Cognitive Ra-
dios with Imperfect Signal Cancellation
In conventional cognitive radio systems, the secondary user employs a “listen-before-
talk” paradigm, where it senses if the primary user is active or idle, before it decides
to access the licensed spectrum. However, this method faces challenges with the most
important being the reduction of the secondary user’s throughput, as no data transmis-
sion takes place during the sensing period. In this context, this chapter discusses the
idea of simultaneous spectrum sensing and data transmission through the collaboration
of the secondary transmitter with the secondary receiver. First, the secondary receiver
decodes the signal from the secondary transmitter, subsequently, removes it from the
total received signal and then, carries out spectrum sensing in the remaining signal in
order to decide about the presence or absence of the primary user. Different from the
existing literature, this chapter takes into account the imperfect signal cancellation, eval-
uating how the decoding errors affect the sensing reliability and derives the analytical
expressions for the probability of false alarm. Finally, numerical results are presented
illustrating the accuracy of the proposed analysis. The content of this chapter has been
published in [30] and [31].
Contributions
The contributions of this chapter are as follows:
Introduction 6
 Unlike existing works that assume perfect signal cancellation, in this chapter, the
simultaneous sensing and transmission taking the imperfect signal cancellation into
account is investigated. Energy detection is then applied on the remaining signal
to detect the presence or absence of the primary user.
 Evaluation how the imperfect signal cancellation due to decoding errors affects the
sensing performance is carried out. In addition, the sensing performance param-
eters i.e., probability of detection (PD) and probability of false alarm (PFA) for
BPSK, QPSK, and general M-QAM SU signals are derived.
 It is shown that the remaining signal, and consequently its energy follows a trun-
cated distribution. Applying the concept of truncated distribution, the mean and
variance of a truncated central or non-central chi-squared variable are derived.
Further, in combination with central limit theorem (CLT), the distribution, mean
and variance of the sum of N truncated central or non-central chi-squared vari-
ables are derived. This is used to model the distribution of the energy detection
test statistics. Finally, the approximated expressions are evaluated by numerical
results which verify the accuracy.
Chapter 4: Energy Detector with Imperfect Signal Cancellation for
Interference Detection On-board the Satellite
Interference is a threat for the commercial satellite communication services. Strong in-
terference can be detected by applying simple energy detection techniques. However, the
low power interference is not easily detectable, for example, the interference generated
by very small aperture terminals. The aggregated interference generated by geograph-
ically distributed VSAT terminals greatly affects the satellite communication services
and is reported as the most important contributor to the number of interference events
by the satellite operators. In this context, this chapter proposes two algorithms for the
detection of weak interference, which both take place on-board the satellite. The first
detection scheme is based on energy detector with signal cancellation exploiting the pi-
lot symbols. The second detection scheme considers a two-stage detector, where first,
the energy detector with signal cancellation in the pilot domain is performed, and if
required, an energy detector with signal cancellation in the data domain is carried out
in the second stage. The sensing reliability of both detection schemes is evaluated taking
into account the channel estimation error. Furthermore, analytical closed-form expres-
sions for the probabilities of false alarm and detection are derived. Finally, numerical
results are provided to verify the accuracy and efficiency of the proposed interference
detection schemes. The content of this chapter has been published in [25] and [32].
Introduction 7
Contributions
The contributions of this chapter are as follows:
 The idea of detecting the uplink satellite interference by introducing a dedicated
spectrum monitoring unit within the satellite payload is investigated. Two ad-
vanced payload architectures for this purpose are considered, based on the digital
transparent processor (DTP) and Hybrid DTP/Regenerative payloads.
 Furthermore, two detectors for the detection of weak interfering signals are pro-
posed. Both detectors are based on the energy detector and signal cancellation.
The first detection scheme exploits the pilot symbols of the satellite standards,
while the second detection scheme employs a two-stage detector. The first stage
is again based on the pilot symbols, but the detector of the second stage processes
the received signal in the data domain. Numerical results show that both detec-
tors provide better detection performance than the conventional energy detector,
particularly for weak interfering signals and in the presence of the noise and signal
power uncertainties.
 In addition, evaluation how the imperfect signal cancellation due to the channel
estimation error affects the sensing performance is carried out. Analytical closed-
form expressions for the probability of false alarm and probability of detection
are derived and the decision threshold with the aim to maximize the probability
of detection for a given false alarm rate is designed. It is worth mentioning that
although this chapter focuses on the detection of interference in satellite communi-
cations, the developed techniques can be straightforwardly applied in any wireless
communication system.
Chapter 5: Lab Demonstration of Interference Detection
This chapter goes one step further and evaluates the developed algorithms experimen-
tally using software defined radio (SDR). Particularly, we build a demonstrator of a
realistic communication system for the detection of interference using National Instru-
ments (NI) USRPs, which are programmed using LabVIEW Communications System
Design Suite 2.0. The demonstrator consists of one transmitter, one interferer, one
channel emulator and one receiver. The used NI USRP-2954R has two RF transmitters.
Therefore, the Tx1 port is used for the generation of the desired signal, while the Tx2
port is used for the generation of the interference. Furthermore, the desired signal is
sent to the channel emulator, which injects to the signal additive white Gaussian noise
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(AWGN) with a controlled power. With this controlled artificial noise, we can adjust
the desired signal-to-noise ratio (SNR). Then, this signal and the interference are added
in their analog waveforms through a connector and the resulting signal is sent to the
Rx port of the USRP for further processing. Then, the two main tasks are: 1) the
implementation of a method for the derivation of the decision threshold; and 2) the
implementation of the developed detectors for the detection of interference. Finally,
this chapter demonstrates experimental results and verifies that the derived theoretical
expressions are valid in a real-time practical system. The content of this chapter has
been published in [33].
Chapter 6: Conclusions and Open Issues
This chapter briefly summarizes the thesis and opens research issues in the considered
domain.
Appendix
The appendix includes mathematical analysis and detailed proofs of the results presented
in Chapters 3 and 4.
1.3 Research Methodology
In this thesis, some theoretical and numerical tools have been used to study, analyze
and evaluate our research problems. The main theoretical tools are the detection and
estimation theory in statistical signal processing and the linear algebra. The detection
theory enables to detect the presence or absence of the signal of interest from the random
received signal. In this thesis, a binary hypothesis test has been used under two cases:
1) to detect if the primary user is active or idle in the case of simultaneous spectrum
sensing and data transmission in a cognitive radio system; and 2) to detect the presence
or absence of interference in a satellite communications scenario. Furthermore, the
estimation theory is a mathematical tool for the estimation of an unknown parameter
from a set of measured/received data. In this thesis, the least squares estimation (LS) has
been used for channel estimation, while the maximum likelihood estimation (MLE) has
been employed for the estimation of the unknown noise variance. Finally, linear algebra
is a widely used mathematical tool in the field of signal processing and communications.
Furthermore, in this thesis the numerical analysis is obtained using two methods: 1)
Monte Carlo simulations and the help of MATLAB; and 2) real time experiments and the
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help of LabVIEW. In the Monte Carlo method, the considered system model is simulated
by a number of realizations. In each realization, the developed algorithms perform and
calculate the required performance metric. In order to estimate reliably the performance
of the system, after a large number of realizations, the calculated performance metric is
averaged. Then, the numeric results are compared with the analytical results in order
to demonstrate the validity of the theoretical analysis.
On the other hand, in the real time experiments, a realistic demonstrator of the consid-
ered communication system using USRPs is built and the performance of the developed
algorithms through real time results is evaluated. In both cases, the performance metrics
are the probabilities of false alarm and detection, the interference-to-signal and noise
ratio (ISNR) and the interference-to-noise ratio (INR).
1.4 Publications
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“B” defining the journal, conference and book chapter publications, respectively.
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Chapter 2
Spectrum Monitoring on
Cognitive Radio and Satellite
Communications
First, this chapter discusses the concept of spectrum sensing in a cognitive radio system.
Subsequently, it divides and reviews the spectrum sensing techniques based on the way
that the cognitive users 1) detect the presence or absence of the primary user; and
2) access the licensed spectrum. Then, it talks about the interference, reviewing the
interference detection techniques based on the signal cancellation and finally, it presents
the scenario of the satellite interference as a suitable case for interference detection.
2.1 Cognitive Radio
Cognitive radio is a promising technology for a more efficient use of the spectrum in
wireless communications. The first definition of what is a cognitive radio was proposed
by J. Mitola in the late 1990’s [1]. In [34], he defines the CR as “a really smart radio that
would be self-, RF- and user-aware, and that would include language technology and
machine vision along with a lot of high-fidelity knowledge of the radio environment”.
There are also many other definitions of a CR as they are proposed in [35], [36], [37]
and [38]. In this thesis, the CR is defined as “a radio or system that dynamically senses
the environment allowing the secondary user to have access in an unlicensed frequency
band, guaranteeing at the same time the protection of the primary user”.
11
Spectrum Sensing on Cognitive Radio and Satellite Communications 12
2.1.1 Spectrum sensing in a cognitive radio system
Spectrum sensing is the most important operation of a CR [39], [40] that can be utilized
in other applications as well, such as network management services [41] and interference
detection [42]. This thesis is interested in using the information from spectrum sensing
under two scenarios: 1) in a CR case, for protecting the PU from the interference caused
by the SU, or for allowing the SU to access the spectrum when it is not occupied by the
PU; and 2) in a satellite communications case, for the interference detection on-board
the satellite.
2.1.1.1 Spectrum sensing techniques
There are many spectrum sensing techniques in the literature and each of them has its
advantages and disadvantages in terms of the practical implementation. In [43], [44], a
detailed survey of the existing spectrum sensing techniques is presented. In the following
part, the most important and known techniques are discussed.
Matched filter detection
Matched filtering is an optimal detection approach when the transmitted signal is known
[45]. Its main advantage is that it obtains the required probabilities of false alarm and
detection in less time than most of the other detection methods [7]. However, it has
some disadvantages such as: 1) it requires a priori knowledge of the signal of interest
for detection, e.g, modulation, coding and etc., which is often not available in practice;
and 2) it needs perfect synchronization between the transmitter and receiver, otherwise
the available sensing time is reduced [46]. However, the perfect synchronization may be
impossible in practical systems as in the case that the primary and secondary user are
managed by different operators. Finally, this approach faces extra practical challenges
as it increases the power consumption and complexity of the sensing unit.
Energy detection
Energy detector measures the energy of the received signal and compares it with a
properly selected threshold to decide about the presence or absence of the signal of
interest. The ED is the most popular detection method in the literature due to its low
computational and implementation complexity [6], [46], [47], [48]. The ED is the optimal
detection approach when the signal is random but under the widely used Gaussian
assumption [49]. However, the main drawback of the ED is that it is sensitive to the noise
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variance uncertainty, which results in a decreased detection performance particularly for
low values of SNR. The ED is the main used detection method in this thesis, and hence
a detailed analysis of the technique is provided in Section 2.3.
Cyclostationary detection
Cyclostationary detector is the most known approach in the literature that belongs to
the family of feature detection techniques. The cyclostationary detector employs the
cyclosationary features, like cyclic prefix, of the received signal in order to detect if the
primary user is active or idle. The main advantage of this detector compared to ED
is its robustness to noise variance uncertainty. However, it has two main drawbacks:
1) it requires knowledge of the cyclic frequencies from the signal that we are interested
to detect; and 2) it increases the computational complexity of the sensing unit. These
two characteristics make the use of the cyclostationary detector challenging in practical
systems.
Eigenvalue detection
Eigenvalue detector is based on the eigenvalue decomposition of the sample covariance
matrix of the received signal. Then, the eigenvalue properties are exploited in order to
design the proper test statistics for the detection of the signal of interest. There are
many eigenvalue detectors in the literature [10], [11], [12], [50], [51], [52], [53], [54], [55],
[56], [57]. However, the most known eigenvalue detectors are the AGM (arithmetic-
to-geometric mean), MME (maximum-to-minimum eigenvalue) and EME (energy with
minimum eigenvalue). Eigenvalue detectors do not require a priori information of the
transmitted signal and they perform better than the ED under the noise variance un-
certainties scenarios, as there is no need for noise variance estimation.
Other detection techniques
There are also other detection techniques in the literature such as the autocorrelation
sensing [58], [59] and the covariance sensing [60], [61]. Autocorrelation based detectors
take into account the difference between the signal and noise spectrum, where this
difference comes from the higher autocorrelation of the signal. On the other hand,
Covariance based detectors use the sample covariance matrix of the received signal and
compare it with the covariance matrix of the noise. This detector does not need any
knowledge about the transmitted signal, channel and noise power.
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Figure 2.1: Quiet spectrum sensing.
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Figure 2.2: Simultaneous spectrum sensing and data transmission.
2.1.1.2 Spectrum access techniques
The spectrum sensing paradigms discussed in the literature, according to the way that
the cognitive radio users can access the licensed spectrum, are divided into the following
two categories: i) quiet [13] and ii) active [14]. In quiet spectrum sensing, the SU devotes
τ units of time in order to sense the presence or absence of the PU user before it starts
the transmission. If the frequency band is detected idle, the SU employs the remaining
frame duration T − τ for data transmission. This strategy is depicted in Figure 2.1,
where each frame is divided into two parts: 1) the spectrum sensing period; and 2) the
data transmission period. The main advantage of this method is the hardware simplicity,
as the switch from the sensing to communication mode can be obtained by using a single
radio architecture [43]. However, this approach uses a quiet period for spectrum sensing
resulting in the reduction of SU’s throughput, as no data transmission takes place during
the sensing period.
To address this issue, the idea of simultaneous sensing and data transmission has been
proposed and the frame structure is presented in Figure 2.2. These works are distin-
guished into two main types: 1) techniques that apply the concept at the SU transmitter
side [18]-[21]; and 2) techniques that enable the cooperation between the SU transmitter
and an inactive SU [14], [19] or between the SU transmitter and the SU receiver via a
control channel [20]. These approaches are summarized as follows.
In the first category, the same CR device performs simultaneous sensing and communi-
cation, where the transmitter is equipped with both a sensing and transmit unit. The
critical issue of this method is the self-interference, created between the sensing and
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communication path because of the close proximity of the antennas. Therefore, the
functionality of this method is completely based on the ability to isolate the antennas
of the transmit and sensing unit and cancel the self-interference. In [15], an approach
was proposed based on the idea of spatial filtering for achieving a tolerable level of
isolation. However, a stronger isolation was required and was obtained by equipping
the transmitter with redundant antennas. In [16], the work of [17] was extended by
proposing a multi-antenna structure, which adaptively uses spatial resources regarding
the surrounding environment. However, this technique limits its applicability only to
SUs equipped with multiple antennas. Furthermore, in [17] a “listen-and-talk” proto-
col was proposed that enables simultaneous sensing and transmission by adopting the
ED as sensing scheme, where the threshold adaptively changes, in terms of the sec-
ondary transmitter activity. In [18] a two-phase concurrent sensing and transmission
scheme was proposed employing a suitable control power mechanism. Nevertheless, an
important drawback of these techniques is the requirement for extra dedicated hardware
(antennas) for sensing that increases the cost of the system. Moreover, as mentioned
earlier, these approaches introduce the phenomenon of self-interference, which degrades
the sensing performance, and hence, self-interference cancellation schemes have to be
adopted, which however, increase the power consumption of the system even more.
On the other hand, there are works which propose simultaneous sensing and transmission
using an inactive SU. In [14] a cognitive radio system was proposed, which performs
spectrum sensing through an inactive SU, while an active SU is transmitting. A similar
analysis is proposed in [19], where a cognitive base station transmits data to some SUs
using zero forcing, while some other SUs carry out spectrum sensing. However, again,
these approaches face challenges, such as the additional power consumption and waste
of resources by using an inactive SU or some other SUs for spectrum sensing.
In [20] and [62], a different concept was proposed, where the simultaneous spectrum
sensing and data transmission is obtained through the collaboration of the SU trans-
mitter and the SU receiver, which perform in different nodes. The SU transmitter is
responsible for the data transmission, while the SU receiver decodes the signal from
the secondary transmitter, removes it from the total received signal and carries out
spectrum sensing in the remaining signal. The two main advantages of this technique
compared to the approach at the transmitter’s side are that 1) it does not use extra
antennas for the spectrum sensing, hence, it can be easily implemented in the current
systems with no additional hardware change; and also 2) it does not face the problem of
self-interference that described earlier. Furthermore, this approach offers much better
detection performance than that of using inactive SUs, if we assume that the adopted
detection scheme is the ED. The reason is that the decoding and cancellation of the
SU transmitted signal is almost impossible by using the inactive SU, because the latter
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needs information about the channel, modulation and coding and etc., which are hardly
available in practice. However, the work of [20] and [62] are under the ideal assumption
of perfect signal decoding and Gaussian signaling, respectively.
2.2 Interference
By definition, interference is the undesired power contribution of other carriers in the
frequency band occupied by the wanted carrier [63]. Interference has been identified
as a threat for wireless and satellite communication systems and services, resulting
in throughput degradation and revenue loss to the terrestrial and satellite operators.
Therefore, a strategy for the proper management and detection of interference has to be
designed.
2.2.1 Spectrum sensing for interference detection
The interference detection can be obtained based on the common spectrum sensing tech-
niques discussed earlier, including matched filter detection [4], cyclostationary detection
[9] and energy detection [5] -[8]. As mentioned earlier, matched filter detection is an
optimal detection approach, however it requires a priori information of the interfering
signal, e.g., modulation, coding and etc., which is often not available in practice. Fur-
thermore, cyclostationary detection needs the knowledge of the cyclic frequencies of the
interfering signal, and increases the complexity, which make it difficult for practical im-
plementation. On the other hand, the ED does not require a priori knowledge of the
interfering signal and it is the most popular detector due to its simplicity, resulting in
low complexity algorithms, which constitutes a crucial factor for on-board processing.
The main drawback of the ED for the detection of interference is its sensitivity to the
noise variance and desired signal power uncertainties [25].
2.2.1.1 Interference detection with signal cancellation
To overcome this issue of the conventional energy detector, this thesis proposes detection
schemes based on the concept of “energy detector with signal cancellation” on the pilot
or data domain. There are similar works in the literature [16], [20], [64], [65], [66].
Nevertheless, [20] does not consider real constellation for the signal of interest and also
assumes perfect signal cancellation. Furthermore, [16] considers a system which knows
when the decoding is successful and only then it cancels the signal, while [64] and [65]
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Figure 2.3: Sources of intra-system interference.
assume that the remaining signal after the signal or interference cancellation follows a
Gaussian distribution.
2.2.2 Satellite interference
A suitable case for the detection of interference, examined in this thesis, is the satellite
interference. There is a large number of scenarios where interference can occur which
are described in Sections 2.2.2.1 and 2.2.2.2, focused on the uplink satellite interference.
The latter can be classified into two categories: 1) intra-system interference; and 2)
external interference [67].
2.2.2.1 Intra-system interference
The intra-system interference is produced over carriers transmitted by Earth stations
belonging to the same system [68]. Some potential sources of intra-system interference
in the satellite network are: co-channel interference, adjacent channel interference and
cross-poll interference [63] - [70] as they are depicted in Figure 2.3. This figure presents
three beams assuming that the Earth station (ES) 2 of beam 2 is the useful ES.
 Co-channel interference is generated due to imperfect isolation between differ-
ent beams. In Figure 2.3, the ES 2 transmits a signal which is received by the
antenna which defines the beam 2, in the main lobe with the maximum antenna
gain. Moreover, the ES 4 of beam 3 transmits a signal at the same frequency and
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polarization as the ES 2 and the signal is received by the side lobes of the antenna
defining the beam 2, with low but non-zero gain. Therefore the carrier of beam 3
appears as interference noise in the spectrum of the carrier of beam 2, producing
co-channel interference.
 Cross-poll interference is the result of the opposite polarization field of the
carriers. In Figure 2.3, if the ES 1 of beam 1 transmits at the same frequency
but opposite polarization as the carrier of the useful ES, cross-poll interference is
produced.
 Adjacent channel interference is produced due to the fact that part of the
power of the adjacent carrier at frequency fU2 is captured by the satellite tuned
to the carrier at frequency fU1. In Figure 2.3, we see that part of the power of the
signal transmitted by the ES 3 of beam 2, at the same polarization but different
frequency as the ES 2, is introduced as a result of imperfect filtering in the channel
occupied by the carrier of ES 2, generating this way adjacent channel interference.
2.2.2.2 External interference
The external interference is produced by carriers from Earth stations belonging to a
different system [68]. Some examples of potential external interference sources are:
adjacent system interference, in-line interference, terrestrial interference and intentional
interference.
 Adjacent system interference is generated by an ES into an adjacent satellite.
This type of interference is typically accidental, due to operator errors, poor inter-
system coordination or poor equipment setup. A scenario of adjacent system
interference is presented in Figure 2.4, where the interfering source is transmitting
towards the operational satellite.
 In-line interference [71], [72] is produced when an NGEO (non geostationary)
satellite passes through a line of sight path between an ES and the GEO (geosta-
tionary) satellite in the co-existence scenarios of GEO and NGEO networks. This
type of interference is shown in Figure 2.5.
 Terrestrial interference is produced due to the fact that some frequency bands
allocated to satellite communications are often also allocated to terrestrial com-
munications, particularly at C-band.
 Intentional interference is generated when an interfering signal is designed
to degrade the performance of the satellite system. The most known type of
intentional interference is the jamming.
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Figure 2.5: In-line interference.
From the above analysis, the uplink satellite interference can be also classified in terms
of the nature of the interference source into intentional interference (e.g., jamming)
and unintentional interference (e.g., co-channel, cross-poll, adjacent channel, adjacent
system, in-line and terrestrial interference). The satellite operators have estimated that
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90% of all interference events are due to unintentional interference, while intentional
interferences correspond to 10% of them [69] - [70].
Finally, the types of unintentional interference can be further classified according to
the service that the interfering signals belong (e.g., broadcasting satellite service (BSS),
fixed satellite service (FSS), VSAT). According to SES data [26], a VSAT interference
is the most critical and with the most important contribution to the number of inter-
ference events. Each VSAT terminal transmits a low power signal, however, there is a
large number of geographically distributed VSAT terminals, and hence, the aggregated
interference from many of them has an important impact on satellite communications.
2.2.2.3 On-ground based solution for satellite interference detection
The satellite acts as a transparent transponder and all the processing is performed on-
ground possibly combined with other functionalities. A possible solution is provided by
SIEMENS [73], by using the error vector magnitude [74], which enables detection of in-
terfering in-band spurious signals without deteriorating ongoing transmissions. Another
solution is provided by GLOWLINK [75], by using a two-steps method: i) a signal sep-
arator processes the received signal to form an estimate of the desired communication
signal and an estimate of the in-band signals; and ii) a performance improver processes
the received signal and the estimate of the one or more in-band signals to form an im-
proved estimate of the desired communication signal and an improved estimate of the
in-band signals. Finally, some other solutions are supported by KRATOS and include
Monics Net [76] for RF interference detection and SatGuard [77] for identifying VSAT
interference.
2.2.2.4 On-board based solution for satellite interference detection
On the other hand, the processing for the detection of the interference takes place on-
board the satellite. This choice brings several benefits compared to a ground-based
solution such as avoiding duplication of hardware at multiple ground stations and po-
tential downlink impairments. For the implementation of this method, as mentioned
earlier, this thesis proposes interference detection algorithms based on the concept of
“energy detector with signal cancellation” on the pilot or data domain.
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2.3 Basic Principles of Energy Detection
In this section, a general detection problem is presented and the basic principle of the
energy detector is shown.
Let us consider a cognitive radio system, where we want to detect if the PU is active or
idle in a specific frequency band. This detection problem can be formulated as follows:
H0 : y(n)=w(n), n = 0, 1, ..., N − 1 (2.1)
H1 : y(n)=x(n)+w(n), n = 0, 1, ..., N − 1 (2.2)
where y(n) denotes the received signal at the CR receiver at the nth time instant, x(n)
denotes the transmitted signal at the nth time instant and follows Gaussian distribution
with variance σ2x and w(n) denotes the additive white Gaussian noise (AWGN) at the
nth time instant with variance σ
2
w. Furthermore, H0 represents the hypothesis where
the PU is absent, while H1 corresponds to the hypothesis where the PU is present.
Based on this detection problem, a proper test statistic has to be used and compared
with a selected decision threshold ε. If the hypothesis H0 is satisfied the PU is idle,
while if the hypothesis H1 is satisfied, the PU is active. Therefore, the evaluation of
each detector depends on the probabilities of false alarm and detection. The probability
of false alarm happens when we decide H1 while H0 is true. On the other hand, the
probability of detection happens when we decide H1 and H1 is true.
The most popular approach that maximizes the probability of detection for a given
probability of false alarm is the Neyman-Pearson (NP) theorem [49]. A NP detector
decides H1 if thelikelihood ratio exceeds a threshold as follows:
L(y) =
p (x;H1)
p (x;H0) > ε. (2.3)
But, from the above assumptions for the distribution of signal and noise, the likelihood
ratio can be written as:
L(y) =
1
(2pi(σ2x+σ
2
w))
N
2
e
1
2(σ2x+σ2w)
N−1∑
n=0
y(n)2
1
(2pi(σ2w))
N
2
e
1
2(σ2w)
N−1∑
n=0
y(n)2
. (2.4)
Then, the log-likelihood ratio is expressed as:
l (y) =
N
2
ln
(
σ2w
σ2x + σ
2
w
)
+
1
2
σ2x
σ2x (σ
2
x + σ
2
w)
N−1∑
n=0
y (n)2 . (2.5)
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Therefore, we decide H1 if
T (y) =
N−1∑
n=0
y (n)2 > ε′. (2.6)
From (2.6), it is shown that the NP detector calculates the energy of the received signal
and compares it with a decision threshold. This detector is known as an energy detector.
2.4 Summary
This chapter presented the idea of cognitive communications and reviewed the existing
spectrum sensing and access techniques. Furthermore, an overview of interference de-
tection techniques through signal cancellation was provided. Subsequently, it described
the interference on satellite communications and concluded studying the basic principles
of the energy detector.
Chapter 3
Simultaneous Sensing and
Transmission for Cognitive
Radios with Imperfect Signal
Cancellation
This chapter presents a novel algorithm for simultaneous spectrum sensing and data
transmission through the cooperation of the secondary user transmitter with the sec-
ondary user receiver. In Section 3.2, the system model and the proposed method are
described. Section 3.3 derives the probabilities of false alarm and detection for BPSK
and QPSK SU modulated signals, while Section 3.4 provides the expression of prob-
ability of false alarm for any M-QAM SU modulated scheme. Numerical results are
illustrated in Section 3.5. Finally, Section 3.6 summarizes the chapter.
3.1 Introduction
As mentioned in Chapters 1 and 2, if the cognitive radios users access the spectrum
through the conventional “listen before talk” approach, the throughput of the sec-
ondary user reduces. In the literature review of Section 2.1.1.2, a detailed overview
of the existing spectrum access techniques was presented, discussing their advantages
and disadvantages. Then, it was shown that a promising solution to address this issue
is the simultaneous spectrum sensing and data transmission through the collaboration
of the secondary transmitter with the secondary receiver, where this method considers
signal cancellation. However, the imperfect signal cancellation under the scenario of real
constellations and not Gaussian signal is neglected in the literature.
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3.1.1 Chapter Contributions
In this context, the contributions of this chapter are three-fold:
 Unlike existing works that assume perfect signal cancellation, in this chapter, the
simultaneous sensing and transmission taking the imperfect signal cancellation into
account is investigated. Energy detection is then applied on the remaining signal
to detect the presence or absence of the primary user.
 Evaluation how the imperfect signal cancellation due to decoding errors affects the
sensing performance is carried out. In addition, the sensing performance parame-
ters i.e., probability of detection and probability of false alarm for BPSK, QPSK,
and general M-QAM SU signals are derived.
 It is shown that the remaining signal, and consequently its energy follows a trun-
cated distribution. Applying the concept of truncated distribution, the mean and
variance of a truncated central or non-central chi-squared variable are derived.
Further, in combination with central limit theorem, the distribution, mean and
variance of the sum of N truncated central or non-central chi-squared variables
are derived. This is used to model the distribution of the energy detection test
statistics. Finally, the approximated expressions are evaluated by numerical results
which verify the accuracy.
3.2 System model
3.2.1 Signal model
A cognitive radio system as shown in Figure 3.1 is considered, where the primary
user transmitter (PU-Tx) and the secondary user transmitter/receiver (SU-Tx/Rx) are
equipped with one antenna. The goal of this system is to detect if the PU is active
or idle following the concept of simultaneous spectrum sensing and data transmission
through the cooperation of the SU-Tx and the SU-Rx. Therefore, the detection problem
can be formulated as the following binary hypothesis test, which is a baseband symbol
sampled model:
H0 : y=hs+w, (3.1)
H1 : y=xp+hs+w, (3.2)
where h denotes the scalar flat fading channel from the SU-Tx to the SU-Rx, which is
assumed to be known at the secondary users as in [20], and it is also assumed to be
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Figure 3.1: System model.
real after the phase compensation with channel power γ, s = [s (1) · · · s (N)]T denotes
an N × 1 vector, which is the signal transmitted by the SU-Tx with power Ps and it
is a modulated signal, xp = [xp (1) · · ·xp (N)]T denotes an N × 1 vector, referred to as
the received (faded) signal from the PU-Tx, w = [w (1) · · ·w (N)]T denotes an N × 1
vector, which is the additive noise at the receiving antenna of the SU-Rx, modelled as
an independent and identically distributed (i.i.d.) complex Gaussian vector with zero
mean and covariance matrix given by E
{
wwH
}
= σ2wIN , where IN denotes an identity
matrix of size N , and y = [y (1) · · · y (N)]T denotes an N × 1 vector, referred to as the
total received signal at the SU-Rx.
As mentioned, this chapter assumes that the channel is known. However, in reality, the
channel should be estimated. Therefore, the channel estimation error is an important
factor which has to be taken into account in the analysis, constituting a valuable idea
for future studies. Nevertheless, in Section 3.5, preliminary results present how this
uncertainty affects the sensing performance of the proposed detector.
3.2.2 Method description
In a CR network, the goal of the SU-Tx is to access the spectrum when it is not occu-
pied by the PU and thus avoiding interference to the PU network (this is obtained by
Simultaneous Sensing and Transmission for Cognitive Radios with Imperfect Signal
Cancellation 26
Decoder
-
Energy 
Detector
'y
ˆhs
sˆ
y
0H 
1H 
Figure 3.2: Receiver structure of the proposed method for spectrum sensing and data
transmission at the same time.
considering a high target probability of detection). Therefore, in the beginning, namely
during the very first frame of cognitive data transmission, the SU-Tx divides the frame
in two time slots: 1) one sensing period (τ units of time); and 2) one data transmission
period (T units of time). If the PU is detected to be idle during the sensing period,
the SU-Tx changes mode and starts the data transmission to the SU-Rx. Then, in the
following frames the SU-Rx decodes the signal of the SU-Tx and removes it from the
total received signal. Subsequently, a detector is applied to the remaining signal for
spectrum sensing. At the end of the frame, if the SU detects a change in the state of
the PU (e.g. the PU starts the transmission after the sensing period), then the SU-Rx
informs the SU-Tx via a control channel and the latter stops the transmission in order
to avoid causing interference to the PU. Hence, in the next frame, the SU-Tx, again,
divides the frame in two time slots and the above process is repeated. However, at the
end of the frame, if the SU detects that the frequency band is idle (absence of the PU),
there is no need to devote a period for sensing during the next frame, and then, the idea
of simultaneous spectrum sensing and data transmission is applied improving the SU’s
throughput. The structure of the secondary receiver is depicted in Figure 3.2, while the
frame structure of this method is presented in Figure 3.3.
3.2.3 Proposed algorithm
The aforementioned methodology can be applied for any modulation scheme, but in
this step, for simplicity, we consider that the transmitted signal from the SU is BPSK
modulated and the noise is a real (not complex) Gaussian vector. Later, it will be shown
how the proposed algorithm can be applied for QPSK and any M-QAM modulated signal
with complex Gaussian noise. Hence, following these assumptions the detection problem
of (3.1)-(3.2) can be reformulated via the following procedure.
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Figure 3.3: Frame structure of the proposed simultaneous sensing and transmission
method.
1. After the initial stage of sensing, the SU-Rx tries to decode the signal transmitted
by the SU-Tx, using the BPSK demodulator, which is based on the Euclidean dis-
tance [45]. Note that given that the transmitted symbol is s =
√
Ps, the correctly
decoded signal is sˆ =
√
Ps, while the wrongly decoded signal is sˆ = −
√
Ps or more
generally
sˆ =
{
+s → correct decoding,
−s → wrong decoding.
(3.3)
2. Then, the decoded signal is removed from the total received signal and the new
hypothesis test is expressed as follows:
H0B =
{
H00B : y′ (n) = w (n) n = 0, 1, ..., N − 1,
H01B : y′ (n) = 2hs (n) + w (n) n = 0, 1, ..., N − 1,
(3.4)
H1B =
{
H10B : y′ (n) = xp(n) + w (n) n = 0, 1, ..., N − 1,
H11B : y′ (n) = xp(n) + 2hs (n) + w (n) n = 0, 1, ..., N − 1,
(3.5)
where the index B in the hypothesis test denotes the BPSK scenario, H00B and
H10B correspond to the hypothesis of correct decoding of the received signal, while
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the PU is idle and active, respectively, while H01B and H11B represent the wrong
decoding case, while the PU is idle and active, respectively. Now, it is clear
that without considering the decoding errors (hypotheses H01B and H11B ), the
new hypothesis test is the same as the one of quiet spectrum sensing, with the
difference that here, the whole duration of the frame is used for spectrum sensing
instead of a small quiet period.
3. The last step is the application of the ED in the remaining signal, examining
how the decoding errors affect the sensing performance. The ED is selected as
detection technique due to the fact that it does not require knowledge of the PU
characteristics (modulation type, pulse shaping, etc.), which are often unknown.
The ED is shown in (3.6)
T (y) = ‖y‖2 =
N−1∑
n=0
|y [n]|2 < ε→ H0B
> ε→ H1B
, (3.6)
where ε denotes a properly defined threshold, responsible for the decision about
the presence or absence of the PU.
3.3 Probability of False Alarm and Probability of Detec-
tion
The calculation of the detection threshold ε is independent from the transmitted pri-
mary signal and hence, the evaluation of our proposed detection scheme is obtained via
the derivation of the PFA. Therefore, in this section, the PFA is mainly derived, first for
BPSK and then for QPSK SU modulated signals. Furthermore, for the same SU modu-
lated signals, the PD under the assumption that the primary user is Gaussian-distributed
is derived.
3.3.1 Probability of false alarm for BPSK signals
In this subsection, the probability of false alarm for the BPSK case (PFAB ) is determined
by Theorem 3.1, which is subsequently proved.
Theorem 3.1: Consider a secondary user with one receive antenna, which collects a large
number of samples N . The SU-Rx decodes the received samples, removes them from
the total received signal and applies an ED in the remaining signal. Then, the PFAB is
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defined by
PFAB =
N∑
k=0
(
N
k
)
PkBP
k
eB
(1− PeB )N−k , (3.7)
where k denotes the number of wrong decoded bits, PeB = Q
(√
γPs
σ2w
)
is the probability
of bit error for BPSK [45] and PkB is the probability of false alarm for the case that k
bits are decoded wrongly, which can be approximated as follows:
PkB = Q
ε− µH0B√
VH0B
 , (3.8)
where µH0B and VH0B are the mean and variance of the test statistic T (y
′ |H0B ), re-
spectively.
Proof: The Binomial distribution [78] is used for the proof of the first part of Theorem 1,
due to the fact that considering independent experiments, the number of wrong decoded
bits is different in each of them, ranging from 0 to N with a corresponding probability.
For the second part, the probability of false alarm PkB of the ED of (3.6) is determined
by PkB (ε) = Pr (T (y
′) > ε|H0B ), where the derivation of the distribution of the test
statistic T (y′ |H0B ) is required.
Focusing on H00B , we can notice that the remaining signal, after the cancellation of the
correct decoded signal, consists only of noise. This vector includes the set of noise values,
which let the BPSK demodulator to decide correctly about the transmitted symbol.
Then, the cumulative distribution function (CDF) of the remaining signal under H00B
can be written as follows:
Fy (g |H00B ) = P {y ≤ g|H00B }
= P
{
y ≤ g|cB, s = +
√
Ps
}
P
(
s = +
√
Ps
)
+ P
{
y ≤ g|cB, s = −
√
Ps
}
P
(
s = −
√
Ps
)
=
1
2
P
{
w ≤ g|g ≥ −
√
Ps
}
+
1
2
P
{
w ≤ g|g ≤
√
Ps
}
, (3.9)
where the symbols are assumed to be of equal probability (P (s = +
√
Ps) = P (s =
−√Ps) = 1/2), cB denotes the correct decision event under the BPSK scenario and
Fy (g|H00B ) represents the CDF of y under H00B . As it can be seen, the CDF is related
to two cases: 1) correct decoding given that the transmitted symbol is s = +
√
Ps;
or 2) correct decoding given that the transmitted symbol is s = −√Ps. Then, the
distribution of noise for both scenarios is depicted in Figures 3.4 and 3.5. A very
interesting information which can be extracted by these two figures is that the received
signal is always decoded correctly in the region where −
√
γPs
σ2w
≤ w ≤ +
√
γPs
σ2w
, while it
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Figure 3.4: Distribution of noise under the hypothesis H00B and the correct decoding
of s =
√
Ps = 1.
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Figure 3.5: Distribution of noise under the hypothesis H00B and the wrong decoding
of s = −√Ps = −1.
is sometimes decoded correctly and some other wrongly in the region where w ≥
√
γPs
σ2w
or w ≤ −
√
γPs
σ2w
, based on the fact if the transmitted symbol is s =
√
Ps or s = −
√
Ps.
This analysis shows that the remaining noise under H00B follows a truncated normal
distribution [79]-[80] in the following intervals: 1) w ≤ −√Pt; 2) −
√
Pt ≤w ≤ +
√
Pt;
and 3) w ≥ +√Pt, where for the rest of this chapter, is is assumes that Pt = γPsσ2w .
Now, it becomes clear that we should determine what is the distribution of the sum
of N truncated central and/or non-central chi-squared random variables. However, the
closed form expression of this distribution is not mathematically tractable. Therefore, we
should examine if the distribution of the test statistic T (y′ |H0B ) can be approximated
by using the CLT [81].
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The test statistic T (y′ |H0B ) consists of variables under one of the following cases:
1) always correct decoding; 2) always wrong decoding; and 3) sometimes correct and
some other wrong decoding. The first two categories include a sequence of i.i.d random
variables and hence, assuming a large number of samples the CLT can be applied.
However, an independent but not identically distributed sequence is involved in the
third case. Nevertheless, even in this case, the CLT can be used since the Lyapunov’s
and Lindeberg’s conditions for non-identical variables [82] are satisfied. Thus, the mean
and variance of T (y′ |H0B ) are respectively given by µH0B = (N − k)µH00B + kµH01B
and VH0B = (N − k)VH00B + kVH01B , where µH00B , µH01B , VH00B and VH01B are the
mean and variance of the test statistic T (y′ |H00B ) and T (y′ |H01B ), respectively, with
y′ meaning only one sample. 
Hence, the derivation of the mean and variance for T (y′ |H00B ) and T (y′ |H01B ) is
required. However, the calculation of these parameters is obtained with the help of
the following three lemmas. Lemma 3.1 is valid for all truncated central chi-squared
variables, Lemma 3.2 is valid, only when the non-central chi-squared variable is truncated
to the interval [a, b] where 0 ≤ a ≤ b < ∞, while when b = ∞, Lemma 3.3 is used to
evaluate the truncated non-central chi-squared variable.
Lemma 3.1: The mean µ
[a,b]
c and variance V
[a,b]
c of a central chi-squared variable with
one degree of freedom, truncated to the interval [a, b] where 0 ≤ a ≤ b ≤ ∞, is given by
µ[a,b]c = 1 + 2
[
af
χ21
(a)− bfχ21 (b)
Fχ21 (b)− Fχ21 (a)
]
, (3.10)
V [a,b]c = 2− 4
[
afχ21 (a)− bfχ21 (b)
Fχ21 (b)− Fχ21 (a)
]2
+ 2
[
a2fχ21 (a) + afχ21 (a)− b2fχ21 (b)− bfχ21 (b)
Fχ21 (b)− Fχ21 (a)
]
,
(3.11)
where Fχ21 and fχ21 denote respectively the CDF and the probability density function
(PDF) of a central chi-squared variable with one degree of freedom.
Proof: Let F [a,b]
χ2
1T
and f [a,b]
χ2
1T
denote respectively the CDF and PDF of a central chi-squared
variable with one degree of freedom, truncated to the interval [a, b] where 0 ≤ a ≤ b ≤ ∞.
For the untracated case, i.e. a = 0 and b = ∞, we drop the superscript and note only
Fχ21 and fχ21 . Then, for x ∈ [a, b], F [a,b]χ2
1T
(x) =
F
χ21
(x)−F
χ21
(a)
F
χ21
(b)−F
χ21
(a) and f
[a,b]
χ2
1T
(x) =
f
χ21
(x)
F
χ21
(b)−F
χ21
(a) .
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According to [83], the moment generating function (MGF) for a truncated central chi-
squared random variable X ∼ χ21T is given as follows:
MX (t) =
[
Fχ21 (b (1− 2t))− Fχ21 (a (1− 2t))
Fχ21 (b)− Fχ21 (a)
]
(1− 2t)−1/2. (3.12)
Then, the MGF can be used to calculate the mean and variance of a truncated central
chi-squared variable with one degree of freedom as follows: µ
[a,b]
c = E {X |a ≤ X ≤ b} =
M ′X (t) |t=0 and V [a,b]c = V {X |a ≤ X ≤ b} = E
{
X2 |a ≤ X ≤ b}−(E {X |a ≤ X ≤ b})2,
where
E
{
X2 |a ≤ X ≤ b} = M ′′X (t) |t=0
= 3 + 4
[
afχ21 (a)− bfχ21 (b)
Fχ21 (b)− Fχ21 (a)
]
+ 2
[
a2fχ21 (a) + afχ21 (a)− b2fχ21 (b)− bfχ21 (b)
Fχ21 (b)− Fχ21 (a)
]
. (3.13)

Lemma 3.2: The mean µ
[a,b]
c and variance V
[a,b]
c of a non-central chi-squared variable
with one degree of freedom and non-centrality parameter λ, truncated to the interval
[a, b] where 0 ≤ a ≤ b <∞, is given by
µ[a,b]nc =
Fχ23,λ
(b)− Fχ23,λ (a) + λ
[
Fχ25,λ
(b)− Fχ25,λ (a)
]
Fχ21,λ
(b)− Fχ21,λ (a)
, (3.14)
V [a,b]nc =
3
[
Fχ25,λ
(b)− Fχ25,λ (a)
]
+ 6λ
[
Fχ27,λ
(b)− Fχ27,λ (a)
]
Fχ21,λ
(b)− Fχ21,λ (a)
+
λ2
[
Fχ29,λ
(b)− Fχ29,λ (a)
]
Fχ21,λ
(b)− Fχ21,λ (a)
−
(
µ[a,b]nc
)2
, (3.15)
where Fχ21,λ
denotes the CDF of a non-central chi-squared variable with one degree of
freedom and non-centrality parameter λ.
Proof: Let F [a,b]
χ2
1T,λ
denotes the CDF of a non-central chi-squared variable with one degree
of freedom, truncated to the interval [a, b] where 0 ≤ a ≤ b < ∞ and non-centrality
parameter λ. For the non-truncated case, i.e. a = 0 and b =∞, we drop the superscript
and note only Fχ21,λ
. Then, for y ∈ [a, b], F [a,b]
χ2
1T,λ
(y) =
F
χ2
1,λ
(y)−F
χ2
1,λ
(a)
F
χ2
1,λ
(b)−F
χ2
1,λ
(a) .
According to [84], the moments of the truncated non-central chi-squared distribution
can be calculated as follows
E
{
T i
}
=
h (i, p, λ)
h (0, p, λ)
, (3.16)
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where i ∈ {0, 1, 2, ...}, h (0, p, λ) = Fχ2p,λ (b)− Fχ2p,λ (a) and
h (i, p, λ) = 2i
i∑
k=0
(
i
k
)(
λ
2
)k Γ (p2 + i)
Γ
(p
2 + k
)h (0, p+ 2i+ 2k, λ) . (3.17)
Then, the mean and variance of a truncated non-central chi-squared variable Y with one
degree of freedom is derived as follows µ
[a,b]
nc = E {Y |a ≤ Y ≤ b} = E {Y |a ≤ Y ≤ b}
and V
[a,b]
nc = V {Y |a ≤ Y ≤ b} = E
{
Y 2 |a ≤ Y ≤ b}− (E {Y |a ≤ Y ≤ b})2. 
Lemma 3.3: The mean µ
[−∞,a]
nc inf and V
[−∞,a]
nc inf of a squared Gaussian variable, where
the Gaussian variable is truncated to the interval [a,∞] or [−∞, α], with mean µ and
variance σ2, is given by
µ
[−∞,a]
nc inf = µ
2 − 2µσ fx (d)
Fx (d)
+ σ2
(
1− d fx (d)
Fx (d)
)
, (3.18)
V
[−∞,a]
nc inf = µ
4 − 4µ3σ fx (d)
Fx (d)
+ 6µ2σ2
(
1− d fx (d)
Fx (d)
)
+ 4µσ3
(
−d2 fx (d)
Fx (d)
− 2 fx (d)
Fx (d)
)
+ σ4
(
−d3 fx (d)
Fx (d)
− 3d fx (d)
Fx (d)
+ 3
)
−
(
µ
[−∞,a]
nc inf
)2
, (3.19)
where d = a−µ and Fx, fx denote the CDF and DPF of a normally distributed variable
x.
Proof: Let x = µ+ w be a normally distributed random variable with mean µ and
variance σ2, truncated to the interval [−∞, a]. Then, the mean of the truncated variable
x2 is given by
µ
[−∞,a]
nc inf = E
{
x2 |x ≤ a} = E {x2 |x ≤ a} = E {|µ+ w|2 |µ+ w ≤ a} =
= µ2 + 2µE {w |w ≤ a− µ}+ E {w2 |w ≤ a− µ} , (3.20)
while the variance is given by
V
[−∞,a]
nc inf = V
{
x2 |x ≤ a} = E {x4 |x ≤ a}− (E {x2 |x ≤ a})2
= E
{
|µ+ w|4 |µ+ w ≤ a
}
−
(
E
{
|µ+ w|2 |µ+ w ≤ a
})2
= µ4 + 4µ3E {w |w ≤ a− µ}+ 6µ2E {w2 |w ≤ a− µ}
+ 4µE
{
w3 |w ≤ a− µ}+ E {w4 |w ≤ a− µ}− (µ[−∞,a]nc inf )2. (3.21)
Then, according to [85], the expression of E {um |u ≤ a}, for some fixed a is given by
E {um |u ≤ a} =
m∑
r=0
(
m
r
)
µm−rσrIr, (3.22)
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where
Ir = −dr−1 fx (d)
Fx (d)
+ (r − 1) Ir−2, (3.23)
with the following initial conditions: i) I0 = 1 and ii) I1 = − fx(d)Fx(d) . Therefore, us-
ing (3.22) and (3.23) and the fact that the noise has been assumed to be Gaussian
with zero mean, the first moments of the truncated distribution are derived as follows:
E
{
w0 |w ≤ a} = I0 = 1, E {w1 |w ≤ a} = σI1 = −σ fx(d)Fx(d) , E {w2 |w ≤ a} = σ2I2 =
σ2
(
1− d fx(d)Fx(d)
)
, E
{
w3 |w ≤ a} = σ3I3 = σ3 (−d2 fx(d)Fx(d) − 2 fx(d)Fx(d)) and E {w4 |w ≤ a} =
σ4I4 = σ
4
(
−d3 fx(d)Fx(d) − 3d
fx(d)
Fx(d)
+ 3
)
. Finally, using (3.20)-(3.23), the mean and variance
of (3.18) and (3.19) is proven, respectively. 
Then, with the results of Lemma 3.1, we can develop Theorem 3.2, which defines the
mean µH00B and variance VH00B , required for the calculation of µH0B and VH0B .
Theorem 3.2: Consider a secondary user with one receive antenna, which collects a
number of samples N . The SU-Rx decodes the samples, removes them from the total
received signal and applies the energy detector in the remaining signal. Then, the mean
and variance of T (y′ |H00B ) can be respectively defined as follows:
µH00B = µ
[0,Pt]
c P
[−
√
Pt,
√
Pt]
w + µ
[Pt,∞]
c P
[
√
Pt,∞]
w , (3.24)
V H00B = V
[0,Pt]
c P
[−
√
Pt,
√
Pt]
w + V
[Pt,∞]
c P
[
√
Pt,∞]
w +
(
µ[Pt,∞]c
)2(
1− P [
√
Pt,∞]
w
)
P
[
√
Pt,∞]
w
+
(
µ[0,Pt]c
)2(
1− P [−
√
Pt,
√
Pt]
w
)
P
[−
√
Pt,
√
Pt]
w − 2µ[0,Pt]c µ[Pt,∞]c P [
−√Pt,
√
Pt]
w P
[
√
Pt,∞]
w ,
(3.25)
where µ
[0,Pt]
c , V
[0,Pt]
c , µ
[Pt,∞]
c and V
[Pt,∞]
c are defined by Lemma 1, while P
[−
√
Pt,
√
Pt]
w and
P
[
√
Pt,∞]
w are expressed as follows: P
[−
√
Pt,
√
Pt]
w =
P(−
√
Pt≤w≤
√
Pt)
PcB
=
Fy(
√
Pt)−Fy(−
√
Pt)
PcB
and P
[
√
Pt,∞]
w =
P(w≥
√
Pt)
PcB
=
Fy(−
√
Pt)
PcB
, where Fy (·) is the CDF of a normally distributed
variable y and PcB is the probability of correct decision for BPSK [86].
Proof: The proof of (3.24) and (3.25) is described in Appendix A and B, respectively.

In a similar manner, following the results of Lemma 2 and 3, we develop Theorem 3.3,
which defines the mean µH01B and variance VH01B , required for the calculation of µH0B
and VH0B .
Theorem 3.3: Consider a secondary user with one receive antenna, which collects a
number of samples N . The SU-Rx decodes the samples, removes them from the total
received signal and applies the energy detector in the remaining signal. Then, the mean
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and variance of T (y′ |H01B ) can be respectively defined as follows:
µH01B = µ
[0,Pt]
nc P
[
√
Pt,3
√
Pt]
w + µ
[3
√
Pt,∞]
ncinf P
[3
√
Pt,∞]
w , (3.26)
V H01B =
V [0,Pt]nc P
[
√
Pt,3
√
Pt]
w + V
[3
√
Pt,∞]
ncinf P
[3
√
Pt,∞]
w +
(
µ
[3
√
Pt,∞]
ncinf
)2(
1− P [3
√
Pt,∞]
w
)
P
[3
√
Pt,∞]
w
+
(
µ[0,Pt]nc
)2(
1− P [
√
Pt,3
√
Pt]
w
)
P
[
√
Pt,3
√
Pt]
w − 2µ[0,Pt]nc µ[
3
√
Pt,∞]
ncinf P
[
√
Pt,3
√
Pt,]
w P
[3
√
Pt,∞]
w ,
(3.27)
where P
[
√
Pt,3
√
Pt]
w =
P(
√
Pt≤w≤3
√
Pt)
Pc B
=
Fx(3
√
Pt)−Fx(
√
Pt)
Pc B
, P
[3
√
Pt,∞]
w =
P(w≥3
√
Pt)
Pc B
=
Fx(−3
√
Pt)
Pc B
and µ
[0,Pt]
nc , V
[0,Pt]
nc , µ
[Pt,∞]
ncinf , V
[Pt,∞]
ncinf are defined by Lemma 2 and Lemma 3.
Proof: The proof of (3.26) and (3.27) is similar to that presented in Appendix A and B.

Therefore, all the parameters of (3.7) have been derived. However, as mentioned, the
required condition for the evaluation of the detector is the proper calculation of the
detection threshold ε, which is significantly complex through (3.7), particularly as N
increases. For this reason, an approximated expression for the probability of false alarm
is derived in this chapter as follows:
PFABapr = Q
ε−N (1− PeB )µH00B −NPeBµH01B√
N (1− PeB )V H00B +NPeBV H01B
 , (3.28)
where the index Bapr denotes approximation under the BPSK scenario. This equation
simplifies (3.7), based on the fact that for a large number of samples, the expected
number of correct and wrong decoded bits can be approximated with the help of the
probability of correct (1 − PeB ) and wrong bits PeB , respectively. Now, according to
(3.28) the computation of ε requires the inverse Q function which can be computed
directly in most of the mathematical software packages.
3.3.2 Probability of False Alarm for QPSK Signals
In this subsection, the PFA under the QPSK scenario is derived. Applying the algorithm
proposed in Section 3.2 under the QPSK scenario, the hypothesis test of (3.1) can be
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reformulated as follows:
H0Q :

H00Q : y (n) = R{w (n)}+ I {w (n)} ,
H01Q : y (n) = 2hR{s (n)}+R{w (n)}+ I {w (n)} ,
H02Q : y (n) = 2hI {s (n)}+R{w (n)}+ I {w (n)} ,
H03Q : y (n) = 2hR{s (n)}+ 2hI {s (n)}+R{w (n)}+ I {w (n)} ,
(3.29)
where n = 0, 1, ..., N −1, the index Q corresponds to the QPSK scenario, the hypothesis
H00Q represents the case that the received signal is decoded correctly, while the hypothe-
ses H01Q , H02Q and H03Q correspond to the wrong decoding case ans more specifically:
1) H01Q : the real part is decoded wrongly and the imaginary part is correctly decoded;
2) H02Q : the real part is correctly decoded and the imaginary part is wrongly decoded;
and 3) H03Q : both the real and imaginary part are wrongly decoded.
Based on Theorem 1, for the derivation of the probability of false alarm under the BPSK
scenario, the extension to QPSK case is straightforward and it is given as follows
PFAQ =
2N∑
k=0
(
2N
k
)
PkQP
k
eQ
(
1− PeQ
)2N−k
, (3.30)
where PkQ = PkB and PeQ is the probability of bit error for QPSK, same as for BPSK,
namely PeQ = PeB , while the factor 2 is due to the fact that a QPSK signal consists of
two orthogonal BPSK ones. Furthermore, the corresponding approximated PFAQapr is
given by
PFAQapr = Q
 ε−N
(
1− PeQ
)2
µH00Q −N
(
1− PeQ
)
PeQ
(
µH01Q + µH02Q
)
−NP 2eQµH03Q√
N
(
1− PeQ
)2
V H00Q +N
(
1− PeQ
)
PeQ
(
V H01Q + V H02Q
)
+NP 2eQV H03Q
 ,
(3.31)
where µH00Q = 2µH00B and VH00Q = 2VH00B because both the real and imaginary
part follow a truncated central chi-squared distribution, µH01Q = µH00B + µH01B and
VH01Q = VH00B + VH01B , because the real part follows a truncated non-central chi-
squared distribution, while the imaginary part follows a truncated central chi-squared
distribution, µH02Q = µH00B +µH01B and VH02Q = VH00B +VH01B , because the real part
follows a truncated central chi-squared distribution, while the imaginary part follows a
truncated non-central chi-squared distribution and finally, µH03Q = 2µH01B and VH03Q =
2VH01B , because both the real and imaginary part follow a truncated non-central chi-
squared distribution.
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3.3.3 Probability of detection
In this subsection, the probability of detection assuming that the primary signal fol-
lows a Gaussian distribution with zero mean and variance σ2PU is derived. This is a
valid assumption, e.g. with an OFDM (orthogonal frequency division multiplexing) sig-
nal, where independent data streams are used for the modulation of each carrier [87].
Furthermore, it is customary to assume that xp is Gaussian-distributed, because the
modulation and generally the symbols of the primary user are unknown [11]. Simi-
lar signal modeling is frequently used in cognitive radio literature, e.g. [46], [88], [89].
Therefore, under the scenario that the SU signal is BPSK modulated, the theoretical
expression for the PD is also given by (3.28) by substituting σ
2
w with σ
2
w + σ
2
PU in the
related parts. Specifically, the PD is given by
PDBapr = Q
ε−N (1− P ′eB)µH10B −NP ′eBµH11B√
N
(
1− P ′eB
)
V H10B +NP
′
eB
V H11B
 , (3.32)
where the mean µH10B , µH11B and variance VH10B , VH11B are defined by (3.24), (3.25),
(3.26) and (3.27), respectively, with the difference being that now, the probability of bit
error and the interval of interest are not anymore related to PeB = Q
(√
γPs
σ2w
)
and Pt =
γPs
σ2w+σ
2
PU
, but they are based on the following parameters: P ′eB = Q
(√
γPs
σ2w+σ
2
PU
)
, Pd =
γPs
σ2w+σ
2
PU
. Similarly, the PD under the scenario that the SU signal is QPSK modulated is
given by (3.31) by substituting again σ2w with σ
2
w + σ
2
PU in the related parts.
As mentioned, in this chapter, the PD under the assumption that the primary signal is
Gaussian-distributed is derived. Deriving the PD for the case that the primary signal
has different distribution is a valuable idea for future studies.
3.4 Probability of False Alarm for M-QAM
The previous section discussed the derivation of the PFA and PD under the BPSK and
QPSK scenarios. However, in this section, the work is generalized to higher modulation
schemes, and particularly, the PFA for M-QAM modulated signals is examined. The
derivation of the PD is straightforward as in Section 3.3. Furthermore, it should be
noted that here the focus is on the derivation of the approximated PFA, because as
mentioned earlier, the calculation of the detection threshold ε through the accurate PFA
is complicated, especially as N increases and the situation becomes more complex under
the M-QAM scenario due to the fact that under the wrong decoding case the estimated
symbol can be anyone of M − 1 possible symbols.
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The approximated probability of false alarm for the M-QAM case (PFAM−Qapr ) is defined
by
PFAM−Qapr = Q

ε−N
M∑
k=1
M∑
t=1
P (s = sk)P (sˆ = st |s = sk )µH0,k,t√
N
M∑
k=1
M∑
t=1
P (s = sk)P (sˆ = st |s = sk )VH0,k,t
 , (3.33)
where sk denotes the transmitted symbol, st denotes the estimated symbol, while µH0,k,t
and VH0,k,t represent, respectively, the mean and variance of the test statistic of (3.6)
under each case of correct or wrong decoding under H0 hypothesis, expressed as follows:
µH0,k,t = µR{sk}−R{st}√
Ps
+ µI{sk}−I{st}√
Ps
, (3.34)
VH0,k,t = VR{sk}−R{st}√
Ps
+ VI{sk}−I{st}√
Ps
, (3.35)
where µR{sk}−R{st}√
Ps
, µI{sk}−I{st}√
Ps
, VR{sk}−R{st}√
Ps
, VI{sk}−I{st}√
Ps
, are derived by Theorems 3.4
and 3.5.
For the case of correct decoding, namely when k = t, it is obvious that (3.34) and
(3.35) are expressed as follows: µH0,k,t = µ0 + µ0 and VH0,k,t = V0 + V0. Therefore, the
derivation of the mean and variance under the scenario of correct decoding for M-QAM
signals is required and it is given by Theorem 3.4.
Theorem 3.4: Consider a secondary user with one receive antenna, which collects a
number of samples N . The SU-Rx decodes the samples, removes them from the total
received signal and applies the energy detector in the remaining signal. Then, the mean
and variance of T (y′ |H0,k=t,t=k ) can be respectively defined as follows:
µH0,k=t,t=k = 2µ0 = E
{∣∣y′∣∣2|H 0,k=t,t=k} = 2E {R2 {y′} |0 ≤ R2 {w} ≤ Pt}P1
+ 2
2√
M
E
{R2 {y′} ∣∣R2 {w} ≥ Pt}P2, (3.36)
VH0,k=t,t=k = 2V0 = V
{∣∣y′∣∣2|H 0,k=t,t=k}
= 2V
{R2 {y′} |0 ≤ R2 {w} ≤ Pt }P1 + 2 2√
M
V
{R2 {y′} ∣∣R2 {w} ≥ Pt}P2
+ 2
(
E
{R2 {y′} |0 ≤ R2 {w} ≤ Pt})2P1P2 + 2 2√
M
(
E
{R2 {y′} ∣∣R2 {w} ≥ Pt})2P1P2
− 2 4√
M
E
{R2 {y′} |0 ≤ R2 {w} ≤ Pt} E {R2 {y′} ∣∣R2 {w} ≥ Pt}P1P2, (3.37)
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where H0,k=t,t=k represents the case of correct decoding for M-QAM signals under H0
hypothesis, M denotes the size of the constellation, PcM−Q corresponds to the probability
of correct symbol for M-QAM modulation [45] and P1, P2 are respectively obtained as
follows:
P1 = P
(−√Pt ≤ R{w} ≤ √Pt) [ P (−√Pt ≤ I {w} ≤ √Pt)+
+2P
(I {w} ≥ √Pt) /√M
]/
Pc M−Q,
P2 = P
(R{w} ≥ √Pt) [ P (−√Pt ≤ I {w} ≤ √Pt)+
+2P
(I {w} ≥ √Pt) /√M
]/
PcM−Q .
(3.38)
Proof: The proof of (3.36) is presented in Appendix C, while the proof of (3.37) is similar
to that of (3.36). 
Furthermore, the derivation of the mean and variance under the scenario of wrong
decoding for M-QAM signals is necessary and it is given by Theorem 3.5.
Theorem 3.5: Consider a secondary user with one receive antenna, which collects a
number of samples N . The SU-Rx decodes the samples, removes them from the total
received signal and applies the energy detector in the remaining signal. Then, the mean
and variance of T (y′ |H0,k6=t,t6=k ) are defined by (3.34) and (3.35), respectively, where
µR{sk}−R{st}√
Ps
= µ2l and VR{sk}−R{st}√
Ps
= V2l with l = 1 −
√
M
1 , ...,
√
M − 1. The same
range is also valid for µI{sk}−I{st}√
Ps
and VI{sk}−I{st}√
Ps
. More specifically the mean µ2l, for
the whole range, is derived as follows:
µ2r =
(
1 + 2r√
M
)
E
{
|R {y′}|2
∣∣∣0 ≤ ∣∣2r√Pt +R{w}∣∣2 ≤ Pt}P3
+ 2√
M
E
{
|R {y′}|2
∣∣∣∣∣2r√Pt +R{w}∣∣2 ≥ Pt}P4 r = 1−
√
M
2
, ...,−1,
(3.39)
µ2d = E
{∣∣∣2d√Pt +R{w}∣∣∣2 ∣∣∣∣0 ≤ ∣∣∣2d√Pt +R{w}∣∣∣2 ≤ Pt}P5 d = 1, ...,
√
M
2
− 1,
(3.40)
µ2f = E
{
|R {y′}|2
∣∣∣0 ≤ ∣∣2f√Pt +R{w}∣∣2 ≤ Pt}P6
+ 2√
M
E
{
|R {y′}|2
∣∣∣∣∣2f√Pt +R{w}∣∣2 ≥ Pt}P7 f =
√
M
2
,
(3.41)
µ2q =
(
2− 2q√
M
)
E
{
|R {y′}|2
∣∣∣0 ≤ ∣∣2q√Pt +R{w}∣∣2 ≤ Pt}P8
+ 2√
M
E
{
|R {y′}|2
∣∣∣∣∣2q√Pt +R{w}∣∣2 ≥ Pt}P9 q =
√
M
2
+ 1, ...,
√
M − 1,
(3.42)
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while the variance V2r is obtained as follows:
V2r =
(
1 + 2r√
M
)
V
{
|R {y′}|2
∣∣∣0 ≤ ∣∣2r√Pt +R{w}∣∣2 ≤ Pt }P3
+ 2√
M
V
{
|R {y′}|2
∣∣∣∣∣2r√Pt +R{w}∣∣2 ≥ Pt}P4
+
(
1 + 2r√
M
)(
E
{
|R {y′}|2
∣∣∣0 ≤ ∣∣2r√Pt +R{w}∣∣2 ≤ Pt})2P3P4
+ 2√
M
(
E
{
|R {y′}|2
∣∣∣∣∣2r√Pt +R{w}∣∣2 ≥ Pt})2P3P4
−2
(
1 + 2r√
M
)
2√
M
E
{
|R {y′}|2
∣∣∣0 ≤ ∣∣2r√Pt +R{w}∣∣2 ≤ Pt}
×E
{
|R {y′}|2
∣∣∣∣∣2r√Pt +R{w}∣∣2 ≥ Pt}P3P4
r = 1−
√
M
2
, ...,−1,
(3.43)
where the probabilities P3, P4, P5, P6, P7, P8 and P9 are given by
P3 = P
(−√Pt − 2r√Pt ≤ R{w} ≤ √Pt − 2r√Pt)/PwM−Q ,
P4 = P
(R{w} ≥ √Pt − 2r√Pt)/PwM−Q ,
P5 = P
(−√Pt − 2d√Pt ≤ R{w} ≤ √Pt − 2d√Pt)/PwM−Q/PwM−Q ,
P6 = P
(−√Pt − 2f√Pt ≤ R{w} ≤ √Pt − 2f√Pt)/PwM−Q ,
P7 = P
(R{w} ≥ √Pt − 2f√Pt)/PwM−Q ,
P8 = P
(−√Pt − 2q√Pt ≤ R{w} ≤ √Pt − 2q√Pt)/PwM−Q ,
P9 = P
(R{w} ≥ √Pt − 2q√Pt)/PwM−Q ,
(3.44)
while H0,k 6=t,t6=k represents the case of wrong decoding for M-QAM signals under H0
hypothesis and PwM−Q denotes the probability of wrong symbol detection for M-QAM
modulation [45]. Finally, it should be mentioned that the derivation of the variances
V2d, V2f and V2q can be defined following the same methodology as for (3.43).
Proof: The proof of Theorem 3.5 is presented in Appendix D. 
3.5 Numerical Results
In this section, simulation results are presented in order to 1) verify the derived expres-
sions of (3.28), (3.31) and (3.33) for the PFA; 2) compare our proposed system with
the conventional one in terms of the throughput; 3) evaluate the detection reliability of
the “energy detector with imperfect signal cancellation (EDISC)” for the case of perfect
channel estimation; and 4) examine the PD of our proposed method taking into account
the channel estimation error.
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Figure 3.6: Theoretical and empirical distributions of T (y|H0B ) with N = 2000,
Es = 10 dB and σ
2
w = 2 dB.
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3.5.1 Evaluation of the probability of false alarm
It should be mentioned that under the assumption of a large number of samples N and
the use of the CLT, the relationship between the PFA and the corresponding distribu-
tion of the test statistic is the following: T (y) ∼ N (µ, V ) => PFA = Q
(
ε−µ√
V
)
, where
N (µ, V ) denotes a Gaussian distribution with mean µ and variance V . Therefore, the
verification of the PFA under the BPSK (3.28), QPSK (3.31) and M-QAM (3.33) scenar-
ios can be obtained through the verification of the distribution of the test statistic under
the BPSK (T (y|H0B )), QPSK (T
(
y|H0Q
)
) and 16-QAM (T
(
y|H016−QAM
)
) scenarios.
The distribution of T (y|H0B ) is given by
T (y|H0B ) ∼ N
(
N (1− PeB )µH00B +NPeBµH01B , N (1− PeB )V H00B +NPeBV H01B
)
.
(3.45)
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With similar manner, the distribution of T
(
y|H0Q
)
and T
(
y|H016−QAM
)
can be derived.
Figures 3.6, 3.7 and 3.8 depict the histogram obtained from 10000 Monte-Carlo real-
izations of T (y|H0B ), T
(
y|H0Q
)
and T
(
y|H016−QAM
)
, respectively, where the num-
ber of measurement samples is set to N = 2000. In this figure, it is shown that the
CLT provides good approximation for the distribution of T (y|H0B ), T
(
y|H0Q
)
and
T
(
y|H016−QAM
)
, verifying with this way the Gaussian approximations of (3.28), (3.31)
and (3.33) for the PFA.
3.5.2 Performance analysis with respect to throughput
In this subsection, the proposed scheme is compared with te conventional one in terms
of the average achievable throughput. Following the same model as in [20], the same
approach for the evaluation of the throughput can be used, replacing the PFA and PD
under the case of perfect signal cancellation with the deriving expressions for the PFA
and PD under the case of imperfect signal cancellation. For conciseness, the readers can
be referred to [20] for the details of the throughput derivation. The frame duration is
T = 100 ms, the sampling frequency f = 6 MHz and for both cases, a target probability
of detection PD = 0.9 is assumed, while the secondary transmit and primary received
SNR are considered as SNRSU = 7 dB and SNRPU = −20 dB.
Figure 3.9 depicts the average achievable throughput versus the sensing time τ , where it
is obvious that the proposed cognitive radio systems exhibits higher average achievable
throughput than the conventional one despite the fact of considering imperfect signal
cancellation.
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Figure 3.8: Theoretical and empirical distributions of T
(
y|H016−QAM
)
with N =
2000, Es = 10 dB and σ
2
w = 2 dB.
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Figure 3.9: Average achievable throughput of the proposed and conventional cognitive
radio system versus the sensing time with secondary transmit SNR, SNRSU = 7dB,
received primary SNR, SNRPU = −20 dB and target detection probability PD = 0.9.
3.5.3 Performance analysis with respect to probability of detection
In this chapter, the PU is assumed being either absent or present for a long period as
in fixed networks, e.g. TV channels and backhaul networks. Therefore, in this section,
simulation results are presented to analyze the detection reliability of the EDISC for
the frame that the simultaneous spectrum sensing and data transmission takes place.
This scheme is compared with the “energy detector with perfect signal cancellation
(EDPSC)” as proposed in [20] and with the case that the SU-Rx informs the SU-Tx
about the status of the PU by using a CED as given by (5) in [25], where there is
no need for decoding, and hence signal cancellation. For simplicity, it is assumed that
the PU follows a Gaussian distribution with zero mean and variance σ2PU , while the
transmitted signal from the SU-TX is BPSK, QPSK, 16-QAM or 64-QAM modulated.
Furthermore, the channel is assumed to be of unit power, the probability of false alarm
is set to PFA = 0.1, while the received PU signal-to-interference plus noise ratio at the
SU-Rx (SINRPU =
σ2PU
Ps+σ2w
) varies from −25 to 5 dB. Here, it should be mentioned that
by saying interference, the presence of the SU-Tx is meant.
Figures 3.10, 3.11, 3.12 and 3.13 depict the PD as a function of the SINR of the PU
comparing the aforementioned three techniques: 1) CED; 2) EDPSC; and 3) EDISC.
The number of samples is set N = 100 and it is observed that the proposed detection
scheme provides significantly better detection performance than the CED for all the
cases. Furthermore, it is observed that the EDISC approaches the detection perfor-
mance of the EDPSC performing slightly worse, under the BPSK and QPSK scenario,
while it presents inferior performance for 16-QAM and 64-QAM compared to ones for
BPSK/QPSK, but still better. This can be explained by the fact that our technique
considers a more realistic scenario taking into account the decoding errors and the prob-
ability of correct decision deteriorates as higher order constellations (especially for low
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SINR values) are employed. Moreover, Figures 3.10 and 3.11 show that the performance
of the PD based on the calculated decision threshold related to the approximated PFA
(i.e. (3.28) and (3.31) for Figure 3.10 and Figure 3.11, respectively) is very close to the
PD based on the calculated decision threshold related to the more accurate PFA (i.e.
(3.7) and (3.30) for Figure 3.10 and Figure 3.11, respectively), validating the reliability
of (3.28) and (3.31), respectively.
Finally, from Figure 3.14 is observed that the difference in the detection performance
between the simulation and approximated results decreases as the number of samples
increases. The reason is that the theoretical approximated expression is based on the
CLT which requires a large number of samples for better reliability.
3.5.4 Performance analysis with respect to channel estimation error
In the following experiment, the performance of the EDISC with respect to the channel
uncertainty under the BPSK case is evaluated. The estimated channel hˆ can be modeled
as hˆ = h + , where the channel estimation error  follows a Gaussian distribution
with zero mean and variance σ2 [25], [90]. Therefore, in the simulations, the channel
estimation error varies in each realization.
Figure 3.15 depicts the PD as a function of the SINR of the PU for the BPSK case
considering imperfect channel estimation. This figure shows that the channel uncertainty
degrades the detection performance of the EDISC. Furthermore, it is shown that when
the channel estimation is more accurate σ2 = 0.002, the effect of the channel estimation
error reduces, but our detector, still, performs well for moderate channel uncertainty
σ2 = 0.02.
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Figure 3.10: PD versus the SINR of the PU, under the BPSK scenario, for N = 100,
Es = 10 dB and σ
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Figure 3.11: PD versus the SINR of the PU, under the QPSK scenario, for N = 100,
Es = 10 dB and σ
2
w = 2 dB.
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Figure 3.12: PD versus the SINR of the PU, under the 16-QAM scenario, for N = 100,
Es = 10 dB and σ
2
w = 2 dB.
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Figure 3.13: PD versus the SINR of the PU, under the 64-QAM scenario, for N = 100,
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3.6 Summary
In this chapter, the idea of simultaneous spectrum sensing and data transmission con-
sidering imperfect signal cancellation in the data domain was investigated. We analyzed
how the decoding errors affect the detection reliability of the system and derived the
analytical expressions for the probability of false alarm assuming digitally modulated
signals (i.e. BPSK, QPSK, M-QAM). Furthermore, a detailed analysis around the dis-
tribution of the sum of N truncated central or non-central chi-squared random variables
was presented. Finally, the numerical results showed that the detection performance
of our proposed scheme is considerably better than the conventional energy detector,
verifying in this way the accuracy of the proposed study.
Chapter 4
Energy Detector with Imperfect
Signal Cancellation for
Interference Detection On-board
the Satellite
This chapter discusses about the problem of interference on satellite communications
and proposes two novel algorithms to overcome reliably this issue. Section 4.2 presents
the system model and discusses about the conventional energy detector. Section 4.3
and Section 4.4 describe the algorithm of the energy detector with imperfect signal
cancellation in the pilot and data domain, respectively, and derive analytical closed-
form expressions for the probabilities of false alarm and detection. Numerical results
are presented in Section 4.5. Finally, Section 4.6 summarizes the chapter.
4.1 Introduction
Interference has been identified as a major threat for satellite communication systems
and services [21]. Interference has a financial impact on the satellite operators that can
run into several million dollars [22]. The situation is likely to become worse over the
next years as there are 1) a steady increase of satellites in orbit; 2) new deployment of
terrestrial and space systems; and 3) a constant increase in two-way communications to
support broadband/broadcast services. Therefore, interference management is a crucial
issue for the commercial satellite industry.
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As discussed with more details in Section 2.2, interference can be classified into two
categories: intra-system interference and external interference [63], [68]. Some potential
sources of intra-system interference in the satellite network are: co-channel interference,
adjacent channel interference and cross-pol interference [63] - [70]. On the other hand,
some examples of potential external interference sources are: adjacent system interfer-
ence, in-line interference, terrestrial interference and intentional interference [63] - [72].
The satellite interference can be also classified in terms of the nature of the interference
source into intentional interference and unintentional interference. Finally, the types
of unintentional interference can be further classified according to the service that the
interfering signals belong e.g., BSS, FSS, VSAT.
The proper handling of interference can be achieved through various steps: interference
monitoring; interference detection and isolation; interference classification; interference
localization; and interference mitigation [21]. This chapter focuses on the detection
of interference, particularly on-board interference detection by introducing a dedicated
spectrum monitoring unit within the satellite payload. The advantages of on-board
interference detection with respect to ground-based solutions are summarized as fol-
lows: 1) simplification of the ground based stations in multi-beam satellites by avoiding
equipment replication in multiple earth stations; 2) faster reaction time; and 3) avoid-
ance of the additional downlink noise and possible distortions related to the satellite
transponder. However, on-board implementation faces some technical challenges which
have to be taken into account, with the most important being the minimization of the
computational complexity and power consumption.
Almost all commercial communication satellites are transparent (bent pipe type) and
made of a sequence of basic building blocks. The received signal by the satellite is
amplified with a low noise amplifier (LNA), filtered to select the channel of interest,
converted in frequency, high power amplified, and sent back to the ground after some
clean-up filtering. Each building block is essentially a piece of expensive analog hard-
ware, designed and manufactured with huge care and extensively tested to verify its
specifications. However, there is an on-board revolution underway through the use of
powerful digital signal processors (DSPs). The motivation for digitalization is first to
improve payload’s flexibility to an extent that is just unthinkable in analog hardware. To
this end, for example, SES-12 and SES-14 satellites carry a DTP, which is the very first
step in the direction of a more advanced vision that is likely to materialize in the com-
ing years: the full payload digitalization [91]. In a fully digital payload, the promise is
that most of the analog blocks will be removed and replaced by the equivalent functions
implemented in a DSP. In this respect, as an example, SES-17 satellite refers to the next
generation fully digital payloads, which will allow extraordinary efficiency and unrivalled
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flexibility in bandwidth management capabilities. Various types of communication pay-
loads exist (for relevant survey, see e.g., [92]), however, this chapter focuses on DTP
[93], [94] and Hybrid DTP/Regenerative payload [63]. The payload of a regenerative
satellite enables demodulation, decoding, encoding and modulation on-board. On the
other hand, the DTP transponder is not regenerative but it is designed to allow digital
signal processing such as the conversion of an analog-to-digital (A/D) signal and further
processing on this digitized signal for flexible channelization and routing. Furthermore,
the DTP requires much less processing capacity compared to the regenerative payloads.
Finally, it is worth mentioning that generally the limitations of on-board processing is
the on-board power consumed by the DSP rather than the hardware itself.
In this chapter, two advanced satellite interference monitoring modules for the commu-
nication payload based on the aforementioned two types of transponders are proposed.
The interference detection module may be designed in terms of one of the common spec-
trum sensing techniques discussed in the literature [3], including matched filter detection
[4], cyclostationary detection [9] and energy detection [5] -[8]. From these detectors, the
ED is considered as our adopted detection technique of this chapter because it does
not require information about the interfering signal, and its practical implementation is
simple and cost effective. However, the main drawback of the ED for the detection of
interference is its sensitivity to the noise variance and desired signal power uncertainties
[25].
4.1.1 Chapter Contributions
To address this concern of the conventional energy detector, first, a new detection scheme
based on the energy detector with signal cancellation exploiting the pilot symbols of the
satellite communication standards is proposed. This proposed detector, first processes
the total received signal in order to keep only the samples related to the position of
the pilot symbols, subsequently removes the pilot symbols from this new received signal
and then applies an energy detector on the remaining signal to decide on the presence
or absence of interference. This detector does not require regenerative functionalities
(i.e. demodulation, decoding, etc.) on-board the satellite and hence, the proposed
interference detection unit could be part of the DSP of an on-board DTP technology, as
shown in Figure 4.1.
As mentioned earlier, the proposed detector is applied only on the samples related to the
position of the pilot symbols. However, the detection of weak interfering signal may re-
quire more samples than the number of pilots supported by the standards. Furthermore,
if the interference is intermittent during the frame, the samples related to the position
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Figure 4.1: Digital Transparent Processor satellite payload including an interference
detection module1.
of the pilot symbols may not be affected, and thus the previous method will not provide
a reliable detection of interference. To address this issue, a second more sophisticated
detection scheme based on the idea of two-stage detectors [27] - [28] is also proposed. In
the first stage, the energy detector with signal cancellation exploiting the pilot symbols
is performed. In the second stage, the energy detector with signal cancellation is again
used, where this time the processing is carried out on the data and not on the pilot
symbols, decoding the data part, reconstructing it, removing it from the total received
signal and applying again an ED on the remaining signal for interference detection. This
proposed two-stage detector increases the computational complexity and requires a de-
modulation/modulation process on-board the satellite, however, it can detect very weak
values of interference because it has the ability to process a large number of samples.
This detector requires regenerative functionalities on-board the satellite, thus it fits well
within a Hybrid DTP/Regenerative payload.
In this context, the contributions of the chapter are three-fold:
 The idea of detecting the uplink satellite interference by introducing a dedicated
spectrum monitoring unit within the satellite payload is investigated. Two ad-
vanced payload architectures for this purpose are considered, based on the digital
transparent processor (DTP) and Hybrid DTP/Regenerative payloads.
 Furthermore, two detectors for the detection of weak interfering signals are pro-
posed. Both detectors are based on the energy detector and signal cancellation.
The first detection scheme exploits the pilot symbols of the satellite standards,
while the second detection scheme employs a two-stage detector. The first stage
is again based on the pilot symbols, but the detector of the second stage processes
1where BPF: bandpass filter, LNA: low noise amplifier, D/C: down-conversion, LO: local oscillator,
IF: intermediate frequency, ADC: analog-to digital-converter, IMUX: input multiplexer, OMUX: output
multiplexer, DAC: digital-to-analog converter, U/C: up-conversion, and HPA: high power amplifier.
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the received signal in the data domain. Numerical results show that both detec-
tors provide better detection performance than the conventional energy detector,
particularly for weak interfering signals and in the presence of the noise and signal
power uncertainties.
 In addition, evaluation how the imperfect signal cancellation due to the channel
estimation error affects the sensing performance is carried out. Analytical closed-
form expressions for the probability of false alarm and probability of detection
are derived and the decision threshold with the aim to maximize the probability
of detection for a given false alarm rate is designed. It is worth mentioning that
although this chapter focuses on the detection of interference in satellite communi-
cations, the developed techniques can be straightforwardly applied in any wireless
communication system.
4.2 System Model
A common satellite interference scenario is considered, where the satellite, the desired
terminal and the interferer are equipped with one antenna. Then, a binary hypothesis
test can be used in order to represent the interference detection problem, as follows:
H0 : y=hs+w, (4.1)
H1 : y=hs+w+i, (4.2)
where y = [y (1) · · · y (N)]T , h, s = [s (1) · · · s (N)]T , w = [w (1) · · ·w (N)]T and i =
[i (1) · · · i (N)]T denote the total received signal, the uplink channel, the transmitted
signal by the desired terminal, the AWGN and the interfering signal, respectively. The
desired transmitted signal s is a modulated signal consisted of an amount of Np number
of pilot symbols sp, interleaved with an Nd number of data streams sd. Therefore,
N = Np + Nd, with N denoting the total number of samples. Furthermore, it holds
that, w ∼ CN (0, σ2wIN) and i ∼ CN (0, σ2i IN) with σ2w and σ2i denoting the variance of
the AWGN and Gaussian interference (it can be the aggregated signal of several VSAT
terminals), respectively. Similar signal models are frequently used in the literature [46],
[88], [89] for cases without knowledge of the symbols of the signal as is the case for the
interfering signal. It is worth mentioning that the most important factor in the design
of a detection scheme is the proper selection of the decision threshold, which is derived
in maximizing the PD for a specific PFA constraint.
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4.2.1 Probabilities of false alarm and detection of the conventional
energy detector
In this subsection, the CED is presented as a benchmark of the work. The CED computes
the energy of the received baseband signal, compares it with a properly selected threshold
and decides if the interference is present or not. Therefore, applying the energy detector
in the hypothesis test of (4.1) and (4.2) as follows:
T (y) = ‖y‖2 =
N∑
n=1
|y (n)|2 < γced → H0
> γced → H1
, (4.3)
where γced is the decision threshold under the conventional energy detector, it is shown
that the distribution of the test statistic T (y) follows a non-central Gaussian distribution
with 2N degrees of freedom for both hypotheses, H0 and H1, and the probability of false
alarm and probability of detection, in this case PFAced and PDced , can be expressed in
closed form as:
PFAced = QN
(
√
ρH0 ,
√
2γced
σ2w
)
, PDced = QN
(
√
ρH1 ,
√
2γced
σ2i + σ
2
w
)
, (4.4)
where the non-centrality parameter is given by ρH0 =
2|h|2Es
σ2w
under the hypothesis H0
and ρH1 =
2|h|2Es
σ2w+σ
2
i
for the hypothesis H1, respectively, and Es denotes the energy of the
desired transmitted signal.
The CED needs accurate information about the noise and signal power. However, ac-
curate estimation of these parameters, in practice, is not possible. Therefore, the corre-
sponding expressions for the case of noise variance and signal energy uncertainties are
given as follows:
PFAuced = QN
√2ηEs |h|2Es
ηwσ2w
,
√
2γuced
ηwσ2w
 , PDuced = QN
(
√
ρH1 ,
√
2γuced
σ2i + σ
2
w
)
,
(4.5)
where γuced is the decision threshold under the uncertainty scenario of the conventional
energy detector, while the uncertainty factor is defined as Bw = 10 log10 ηw and BEs =
10 log10 ηEs for the noise variance and signal energy, respectively, with Bw and BEs to
be expressed in dB.
It is noted that the proper decision threshold γced is designed in order to maximize the
probability of detection PDced for a given false alarm rate β. Then, the optimal value of
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the PDced is obtained by PFAced = β, because the PDced is an increasing function of the
PFAced . Similar methodology can be followed for the case with uncertainty (γuced).
Finally, it is mentioned that the conventional energy detector has low complexity and
constitutes a reliable solution for the detection of strong interfering signals. However,
as mentioned earlier, it faces difficulties in the detection of weak interferences.
4.3 Energy Detector with Imperfect Signal Cancellation
in the Pilot Domain
In this section, an algorithm for the detection of weak interfering signals on-board the
satellite exploiting the frame structure of the satellite standards is proposed. This de-
tector is well suited to the DTP payloads. These payloads allow the use of digital signal
processing techniques of the analog-to-digital converted signals, but the signals are still
not demodulated or modulated on-board. Furthermore, analytical expressions for the
probabilities of false alarm and detection of the developed technique are derived. Fi-
nally, the appropriate detection threshold is derived by maximizing the PD for a specific
constraint β on the PFA. This shows that in this case, the detection threshold can be
defined independently from the type of interference’s distribution.
4.3.1 Proposed algorithm for DTP satellite payloads
The proposed payload and interference detection scheme are presented in Figure 4.1 and
Figure 4.2, respectively, where after the use of analog input multiplexers each channel
is digitized by a high-speed analog-to-digital converter. Then, the output of each pro-
cessor is digitally filtered and subsequently, our proposed interference detection module
processes the signal based on the following algorithm. Finally, the information on the
presence or absence of interference is sent to the ground station through the Telemetry,
Tracking and Control (TT&C) link for further actions.
Algorithm 1: Energy detector with imperfect signal cancellation exploiting the pilot
symbols
1. After the initial stage of frame synchronization, the positions of the pilots in the
total received signal are known. Hence, the samples related to the position of the
pilot symbols can be extracted. Then, the binary hypothesis test of (4.1), (4.2) is
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Figure 4.2: Interference detection module based on the first proposed algorithm.
reformulated as follows:
H0p : yp=hsp+wp, (4.6)
H1p : yp=hsp+wp+ip, (4.7)
where yp = [yp (1) · · · yp (Np)]T , sp = [sp (1) · · · sp (Np)]T , wp = [wp (1) · · ·wp (Np)]T
and ip = [ip (1) · · · ip (Np)]T denote the received signal related to pilots’ position,
the pilot symbols, the AWGN related to pilots’ position and the interfering signal
related to pilots’ position, respectively. The pilots symbols have power Pp or en-
ergy Ep, while wp ∼ CN
(
0, σ2wpINp
)
and ip ∼ CN
(
0, σ2ipINp
)
with σ2wp = σ
2
w and
σ2ip = σ
2
i denoting the variance of the wp and ip, respectively.
2. Then, with the aid of the pilot symbols and the use of a least square estimator,
the channel can be estimated. The estimated channel hˆ (hˆ =
(
sHp sp
)−1
sHp yp) can
be modeled as:
hˆH0 = h+ εH0 ,
hˆH1 = h+ εH1 , (4.8)
where εH0 and εH1 denote the channel estimation error under the hypothesis H0
and H1, respectively. They are considered to follow a Gaussian distribution, as
it is shown in Appendix E, with zero mean and variance σ2εH0
=
σ2wp
Ep
and σ2εH1
=
σ2wp+σ
2
ip
Ep
, respectively.
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3. Furthermore, the original pilot symbols sp are removed from the received signal of
(4.6), (4.7) (yp − hˆsp) and the new hypothesis test can be written as:
H′0p : y′p=wp-εH0sp, (4.9)
H′1p : y′p=ip+wp-εH1sp. (4.10)
with covariance matrix RH′0p = σ
2
wpINp −
σ2wp
Ep
sps
H
p and RH′1p =
(
σ2wp + σ
2
ip
)
INp −
σ2wp+σ
2
ip
Ep
sps
H
p , respectively. The proof related to the covariance matrices is pre-
sented in Appendix F. Here, it should be noted that the remaining signal y′p
consists of correlated Gaussian variables, because as it can be seen, the covariance
matrix is not diagonal under both hypotheses.
4. Finally, an ED is applied in the remaining signal in order to detect the presence
or absence of the interference, as follows:
T
(
y′p
)
=
∥∥y′p∥∥2 = Np∑
n=1
∣∣y′p (n)∣∣2 < γp → H′0p
> γp → H′1p
, (4.11)
where γp denotes a properly defined threshold, responsible for the detection of
interference.

In the next two subsections, the probabilities of false alarm and detection are derived,
and the detection threshold is determined.
4.3.2 Probability of false alarm of the developed detector based on the
pilots symbols
As mentioned earlier, the proper selection of the detection threshold constitutes the most
important parameter for the design of any detection scheme. The determination of this
threshold is based on maximizing the probability of detection for a specific constraint on
the probability of false alarm. Therefore, the derivation of the theoretical expressions for
the probability of false alarm of the energy detector with signal cancellation exploiting
the pilot symbols, in this case PFAp , which is defined as PFAp = Pr
(
y′p > γp|H′0p
)
[49],
is provided in this subsection.
Theorem 4.1: Consider a telecommunication system (satellite, mobile phone, etc.) with
one receive antenna, which collects a number of samples N . The channel is assumed
quasi-static. The receiver, first extracts the received samples related to the position of
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the pilot symbols, then estimates the channel, subsequently removes the pilot symbols
from the new extracted received signal and finally applies an energy detector in the
remaining signal. Then, the PFAp is derived as follows:
PFAp =
Γ
(
Np − 1, γpσ2wp
)
Γ (Np − 1) . (4.12)
Proof: The computation of the PFAp is based on the knowledge of the test statistic’s
distribution under the hypothesis H′0p . Therefore, the distribution of the sum of Np
correlated chi-squared variables should be derived, because as mentioned earlier, the
remaining signal y′p consists of correlated Gaussian variables.
The distribution of the sum of Np chi-squared variables can be approximated by a
weighted chi-squared distribution with f degrees of freedom [95]. Therefore, the distri-
bution of the test statistic T
(
y′p|H′0p
)
can be modeled as:
T (y′p|H′0p) ∼ cH0′pχ
2
fH
0′p
, (4.13)
where
cH′0p =
V{T (y′p|H′0p)}
2E{T (y′p|H′0p)}
and fH′0p =
2E{T (yp|H′0p)}2
V{T (y′p|H′0p)}
. (4.14)
It is shown that the computation of the mean E{T (y′p|H′0p)} and variance V{T (y′p|H′0p)}
of the test statistic T
(
y′p|H′0p
)
is required. This derivation can be obtained by using
the MGF of a set of Np correlated chi-squared variables [96]. In this case, the MGF of
the test statistic T
(
y′p|H0
)
is given by
MT (y′p|H′0p )(s) =
Np∏
n=1
(
1− s
(
σ2wp −
σ2wp
Ep
λn
))−1
, (4.15)
where s in (4.15) referred to the Laplace transform and λn is the n-th eigenvalue of the
matrix sps
H
p of the covariance matrix RH′0p . Then, the mean and variance of the sum of
Np correlated chi-squared variables can be expressed as follows:
E{T (y′p|H′0p)} = M ′T (y′p|H′0p )(s)|s=0 =
Np∑
n=1
(
σ2wp −
σ2wp
Ep
λn
)
(4.16)
and
V{T (y′p|H′0p)} = M ′′T (y′p|H0)(s)|s=0 −
(
M ′T (y′p|H′0p )(s)|s=0
)2
=
Np∑
n=1
(
σ2wp −
σ2wp
Ep
λn
)2
,
(4.17)
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where M ′T (y′p|H′0p )
(s)|s=0 and M ′′T (y′p|H′0p )(s)|s=0 denote the first and second derivative of
(4.15) with respect to s, respectively.
The derivation of cH′0p and fH′0p is completed by substituting (4.16) and (4.17) to (4.14)
as follows:
cH′0p =
∑Np
n=1
(
σ2wp −
σ2wp
Ep
λn
)2
2
∑Np
n=1
(
σ2wp −
σ2wp
Ep
λn
) and fH′0p =
(∑Np
n=1
(
σ2wp −
σ2wp
Ep
λn
))2
2
∑Np
n=1
(
σ2wp −
σ2wp
Ep
λn
)2 . (4.18)
Therefore, all the parameters of (4.13) have been derived. Finally, because the PFAp
is defined as PFAp = Pr
(
y′p > γ|H′0p
)
, we can use (4.13) in order to obtain the CDF,
which is then employed to derive the closed form expression of the PFAp as follows:
PFAp =
Γ
fH′0p2 , γp
Np∑
n=1
(
σ2wp−
σ2wp
Ep
λn
)
Np∑
n=1
(
σ2wp−
σ2wp
Es
λn
)2

Γ
(
fH′0p
2
) , (4.19)
where Γ (·) is the gamma function, while Γ (·, ·) is the incomplete gamma function.
However, the pilot symbols sp constitute a fixed known sequence, which implies a rank
1 signal and hence, the largest eigenvalue is λ1 = s
H
p sp = Ep, while the rest are λ2 =
λ3 = ... = λNp = 0. Thus, (4.19) can be simplified into the expression given by (4.12).

It can be noticed from (4.12) that the PFAp depends on the noise variance related to the
pilots σ2wp . However, in practice, the noise variance is often unknown and it should be
estimated. For this reason, the probability of false alarm taking into account the noise
uncertainty, in this case PFAup , is expressed as follows:
PFAup =
Γ
(
Np − 1, γupηwpσ2wp
)
Γ (Np − 1) , (4.20)
where γup denotes the decision threshold for the scenario of noise uncertainty, while the
uncertainty factor is defined as Bp = 10 log10 ηwp , with Bp to be expressed in dB.
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4.3.3 Probability of detection of the developed detector based on the
pilots symbols
Here, the analytical expressions for the probability of detection of the energy detector
with signal cancellation exploiting the pilot symbols are provided. Therefore, following
the same approach as for PFAp and taking into account that PDp is defined as PDp =
Pr
(
y′p > γp|H′1p
)
, the PDp can be derived by substituting σ
2
wp with σ
2
wp + σ
2
ip
in the
related parts of (4.12) as follows:
PDp =
Γ
(
Np − 1, γpσ2wp+σ2ip
)
Γ (Np − 1) . (4.21)
The corresponding expression for the case of noise uncertainty, in this case PDup , is given
by
PDup =
Γ
(
Np − 1, γupσ2wp+σ2ip
)
Γ (Np − 1) . (4.22)
It is noted that the proper decision threshold γp is designed in order to maximize the
probability of detection PDp for a given false alarm constraint β. Therefore, this problem
can be formulated as follows:
max
(γp)
PDp (γp)
s.t PFAp ≤ β.
(4.23)
Considering the fact that PDp is an increasing function PFAp , the optimal value of the
probability of detection in (4.23) is obtained by PFAp = β. Therefore, in this case where
the PFAp is a function of the threshold γp, PFAp = f(γp) =
Γ
(
Np−1, γp
σ2wp
)
Γ(Np−1) , this threshold
can be easily derived as follows:
γp = f
−1(β). (4.24)
Here, it is shown that the derivation of the decision threshold γp is independent of
the interference’s distribution. Similar methodology can be followed to determine the
threshold γup for the case of noise variance uncertainty.
4.4 Two-Stage Energy Detector Including Imperfect Sig-
nal Cancellation in the Data Domain
In this section, a second algorithm for the detection of weak interfering signals on-board
the satellite based on the idea of two-stage detectors is proposed. Furthermore, analytical
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closed-form expressions for the probability of false alarm of this developed technique are
derived. Finally, we derive closed-form expressions for the probability of detection and
discuss the underlying mechanism to determine the detection threshold of each stage.
4.4.1 Proposed algorithm for Hybrid DTP/Regenerative satellite pay-
loads
The previous developed detector is performed only on the samples related to the position
of the pilot symbols. However, the detection of weak interfering signals may require more
samples than the number of pilots supported by the standards. This is particularly valid
for the return link, where the number of pilots are much more limited than the forward
link. Furthermore, as mentioned earlier, if the interference is intermittent during the
frame, the samples related to the position of the pilot symbols may not be affected, and
then, an alternative algorithm is required.
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To address this concern, in this subsection, a more sophisticated interference detection
scheme based on the idea of two-stage detectors is proposed. As it is shown in Figure
4.3, in the first stage, energy detection with signal cancellation exploiting the pilot
symbols, same as before, is performed. If the energy is above a certain threshold γp, the
interference is declared to be present. Otherwise, an energy detector with cancellation
of the reconstructed signal in the data domain is performed in the second stage. This
second detector is presented in Figure 4.4. If the decision metric in this stage exceeds a
certain threshold γd, the interference is declared to be present. Else, it is declared to be
absent. This second detector uses the increased number of samples in the data domain
to obtain a more accurate detection result.
Here, it is noted that the second-stage detector is used for detection of very low values
of interference and it may be applied only in the channels which the satellite operators
have characterized more suspicious for the appearance of interference or a higher level
of protection is necessary. Therefore, this detector is well suited to Hybrid DTP/regen-
erative payloads, where part of the signal in time or frequency is demodulated, decoded,
encoded and modulated on-board the satellite. Ultimately, digitalization also opens the
perspective of regenerative payloads, demodulating the signal on-board to improve the
link performances, and paves the way to higher layer on-board functionalities. In the
following, the two stages of energy detection with imperfect signal cancellation shall be
discussed.
Algorithm 2: Two-stage energy detector with imperfect signal cancellation.
1. In the first stage, we try to detect the presence or absence of the interference using
the energy detector with imperfect signal cancellation exploiting the pilot symbols
as described earlier in Section 4.3.
2. If the detector of the first stage does not sense the interference, we continue and
a final decision is taken after the second stage. In this second stage, we use the
estimated channel from the first stage, and we also process the received signal in
the data domain. Then, the binary hypothesis test of (4.1), (4.2) is reformulated
as follows:
H0d : yd=hsd+wd, (4.25)
H1d : yd=hsd+wd+id, (4.26)
with yd = [yd (1) · · · yd (Nd)]T , sd = [sd (1) · · · sd (Nd)]T , wd = [wd (1) · · ·wd (Nd)]T
and id = [id (1) · · · id (Nd)]T denote the received signal related to the modulated
symbols, the transmitted data signal by the desired terminal, the AWGN re-
lated to the data symbols and the interfering signal related to data symbols,
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respectively. The transmitted data signal has power Pd or energy Ed, while
wd ∼ CN
(
0, σ2wdINd
)
and id ∼ CN
(
0, σ2idINd
)
with σ2wd = σ
2
w and σ
2
id
= σ2i
denoting the variance of the wd and id, respectively.
3. Then, the received data signal is demodulated and decoded. Satellite standards,
like DVB-S2X, support Adaptive Coding and Modulation (ACM) technology [97]
which enables dynamic changes in the modulation and coding to ensure reliable link
availability, which further implies very small probability of bit error. Therefore,
assuming that the transmitted data streams are almost perfectly correctly decoded,
we can use them again in order to reconstruct the transmitted signal. Subsequently,
the reconstructed signal is removed from the received signal of (4.25), (4.26) and
the new hypothesis test can be written as:
H′0d : y′d=wd-εH0sd, (4.27)
H′1d : y′d=id+wd-εH1sd. (4.28)
4. Finally, an ED is applied in the remaining signal in order to detect the presence
or absence of the interference, as follows:
T
(
y′d
)
=
∥∥y′d∥∥2 = Nd∑
n=1
∣∣y′d (n)∣∣2 < γd → H′0d
> γd → H′1d
, (4.29)
where γd denotes a properly defined threshold, responsible for the detection of
interference.

It should be noted that for the practical implementation of both methods, a successful
frame synchronization and noise variance estimation is required. In the next two sub-
sections, the probabilities of false alarm and detection are derived, and the detection
threshold is determined.
4.4.2 Probability of false alarm of the developed two-stage detector
In the first stage, the energy detector with signal cancellation exploiting the pilot symbols
is used, whose probability of false alarm is given by (4.12). However, in the second stage,
an energy detector with cancellation of the reconstructed transmitted signal is employed.
The average probability of false alarm of the second detector, in this case PFAd , which
is defined as PFAd = Pr
(
y′d > γd|H′0d
)
, can be expressed by the following theorem.
Energy Detector with Imperfect Signal Cancellation for Interference Detection
On-board the Satellite 62
Theorem 4.2: Consider a a telecommunication system (satellite, mobile phone, etc.)
with one receive antenna, which collects a number of samples N . The channel is as-
sumed quasi-static. The receiver, first estimates the channel with the aid of the received
samples related to the position of the pilot symbols, then demodulates and decodes the
received samples related to the data symbols, subsequently reconstructs the original data
transmitted signal using the decoded signal and finally applies an energy detector in the
remaining signal. Then, the PFAd is derived as follows:
PFAd =
Γ(k)
pk
−
Γ(k)2ke
−b2
2 Φ2
(
1, k, 1; b
2
2 ,
a2b2
2a2+4p
)
(a2 + 2p)k
+
Γ(k)2ke
−b2
2
(a2 + 2p)k
m−1∑
n=0
b2n
n!2n
1F1
(
k;n+ 1;
a2b2
2a2 + 4p
)
, (4.30)
where a =
√
Ed
σ2wd
, b =
√
γd
σ2wd
, p = 12 , k =
1
2 , Φ2 is the Humbert function [98] of the
second kind and 1F1 denote the Kummer hypergeometric function [99].
Proof: In the case of energy detector with signal cancellation of the reconstructed trans-
mitted data signal, the test statistic under the hypothesis H′0d can be written as in (4.29)
or more analytically by
T
(
y′d|H′0d
)
=
∥∥y′d∥∥2 = Nd∑
n=1
|wd (n)− εH0sd (n)|2, (4.31)
where this can be viewed as the summation of non-central squared Gaussian random
variables. Therefore, the test statistic T
(
y′d|H′0d
)
follows a non-central chi-squared
distribution with Nd degrees of freedom and non-centrality parameter λ = εH02Ed or
T
(
y′d|H′0d
) ∼ χ2Nd (λ) . (4.32)
Then, the probability of false alarm, in this case PFAd can be be derived as follows:
PFAd = QNd/2
(√
ε2H0Ed
σ2wd
,
√
γd
σ2wd
)
, (4.33)
where Qu (a, b) denotes the generalized Marcum Q-function.
However, it can be seen that PFAd depends on the squared value of the channel estimation
error, which is a random variable. Therefore, the average probability of false alarm over
the channel estimation error should be derived.
As showed earlier, the channel estimation error εH0 follows a normal distribution with
zero mean and variance σ2εH0
, hence, the squared channel estimation error ε2H0 is central
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chi-squared distributed with one degree of freedom and the following PDF:
f
(
ε2H0
)
=
∫ ∞
0
1
21/2Γ (1/2)
(
ε2H0
)−1/2
e
−ε2H0
2 ε2H0 ≥ 0. (4.34)
Thus, the average PFAd can be obtained by averaging (4.33) over (4.34) as follows:
PFAd =
∫ ∞
0
1
21/2Γ (1/2)
(
ε2H0
)−1/2
QNd/2
(√
ε2H0Ed
σ2wd
,
√
γd
σ2wd
)
dε2H0 . (4.35)
Then, after some manipulations of the integral in (4.34) and the aid of [100] as we show
in Appendix G, the final form of PFAd can be written as in (4.30). 
The analytical expressions of the probabilities of false alarms of each stage have been
computed based on Theorems 4.1 and 4.2. In the two-stage detection scheme, a false
alarm occurs if, under H0, (i) T
(
y′p
)
> γp, or (ii) T (y
′
d) > γd given that T
(
y′p
) ≤ γp.
Therefore, the overall probability of false alarm of the two-stage detector is given by
PFA = Pr
(
y′p > γp|H′0p
)
+
(
1− Pr
(
y′p > γp|H′0p
))
Pr
(
y′d > γd|H′0d
)
= PFAp + (1− PFAp)PFAd . (4.36)
It can be noticed from (4.30) that the PFAd depends on the noise variance σ
2
wd
and the
energy of the transmitted modulated signal Ed. Therefore, for the more realistic scenario
of noise variance and signal energy uncertainties, the average probability of false alarm,
in this case PFAud , is given as follows:
PFAud =
Γ(k)
pk
−
Γ(k)2ke
−b2u
2 Φ2
(
1, k, 1; b
2
u
2 ,
a2ub
2
u
2a2u+4p
)
(a2u + 2p)
k
+
Γ(k)2ke
−b2u
2
(a2u + 2p)
k
m−1∑
n=0
b2nu
n!2n
1F1
(
k;n+ 1;
a2ub
2
u
2a2u + 4p
)
, (4.37)
where au =
√
ηEdEd
ηwdσ
2
wd
, bu =
√
γud
σ2wd
and γud denotes the decision threshold for the scenario
of uncertainty, while the uncertainty factor is defined as Bwd = 10 log10 ηwd and BEd =
10 log10 ηEd for the the noise variance and signal energy, respectively, with Bwd and BEd
to be expressed in dB.
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Finally, the overall probability of false alarm of the two-stage detector for the case of
variance and/or energy uncertainty is given by
PFAu = Pr
(
y′p > γup |H′0p
)
+
(
1− Pr
(
y′p > γup |H′0p
))
Pr
(
y′d > γud |H′0d
)
= PFAup + (1− PFAup )PFAud . (4.38)
4.4.3 Probability of detection of the developed two-stage detector
Here, the analytical expressions for the PD of the two-stage detector are provided. A
correct detection occurs if, under H1, 1) T
(
y′p
)
> γp; or 2) T (y
′
d) > γd given that
T
(
y′p
) ≤ γp. Hence, the overall probability of detection is given by
PD = Pr
(
y′p > γp|H′1p
)
+
(
1− Pr
(
y′p > γp|H′1p
))
Pr
(
y′d > γd|H′1d
)
= PDp + (1− PDp)PDd , (4.39)
where under the assumption that the interfering signal follows a Gaussian distribution
with zero mean and variance σ2ip , the PDp is expressed by (4.21), while the PDd is
derived by following similar methodology as for the case of PFAd and substituting σ
2
wd
with σ2wd + σ
2
id
in the related parts of (4.30).
The corresponding expression for the case of noise variance and signal energy uncertainty,
in this case PDu , is given by
PDu = Pr
(
y′p > γup |H′1p
)
+
(
1− Pr
(
y′p > γup |H′1p
))
Pr
(
y′d > γud |H′1d
)
= PDup + (1− PDup )PDud , (4.40)
where PDup is defined by (4.22) while PDud is computed similarly as in (4.37).
Now, the goal is to determine the proper decision thresholds γp and γd in order to
maximize the probability of detection PD for a given false alarm rate constraint β. It
can be noticed from (4.38) that if PFA ≤ β then
0 ≤ PFAp ≤ β and 0 ≤ PFAd ≤ β. (4.41)
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Therefore, this problem can be formulated as follows:
max
(γp,γd)
Pd (γp, γd)
s.t PFA(γp, γd) = β,
0 ≤ PFAp(γp) ≤ β
0 ≤ PFAd(γd) ≤ β.
(4.42)
It can be seen from (4.42) that when PFAd = 0 the two-stage detector scheme is sim-
plified to that of the first detector, namely the energy detector with signal cancellation
exploiting the pilot symbols. Furthermore, when PFAp = 0 only the second detector is
used, namely the energy detector with signal cancellation of the reconstructed signal.
However, for the general case that both detectors are used, the closed-form expression
of this optimization problem is not mathematically tractable due to the non-convexity
of the problem. Then, the selection of the proper pair of PFAp and PFAd for the de-
termination of γp and γd, respectively, can be obtained by two-dimensions line search
for each solution. Nevertheless, taking into account that the constraint PFA(γp, γd) = β
can be written as
PFA(γp, γd) = PFAp(γp) +
(
1− PFAp(γp)
)
PFAd(γd) = β =>
PFAp(γp) =
β − PFAd(γd)
1− PFAd(γd)
, (4.43)
the threshold γp with the help of (4.24) can be derived by γp = f
−1
(
β−PFAd (γd)
1−PFAd (γd)
)
. Then,
the above optimization problem can be simplified in the following one:
max
(γp,γd)
Pd (γp, γd)
s.t 0 ≤ PFAd(γd) ≤ β,
γp = f
−1
(
β − PFAd(γd)
1− PFAd(γd)
)
,
(4.44)
where the problem can be solved by one dimension line search which is much faster
than the two-dimensions search. Similar approach can be also followed for the case of
uncertainty.
4.5 Numerical Results
In this part, several numerical results are presented in order to 1) verify that the channel
estimation error can be modeled as Gaussian distributed; 2) verify the derived expres-
sions of (4.12) and (4.33) for the probability of false alarm; and 3) assess the different
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Parameter Value
Orbit GEO circular
Satellite height 35786 km
Satellite carrier frequency 14.25 GHz
VSAT EIRP 39.3 dBW
Uplink free space loss 206.59 dB
Total atmospheric attenuation (clear sky) 0.8 dB
Symbol rate 1 Msps
Table 4.1: Return link budget parameters for the uplink.
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Figure 4.5: Theoretical and empirical distributions of εH0 , with
Ep
σ2wp
= 6 dB.
detection schemes with respect to probability of detection and compare them with the
state of the art techniques such as the CED.
In all simulations, the channel is considered to be a scalar complex channel, stable for
a long period (i.e. at least for the whole frame). Furthermore, the desired transmitted
signal is QPSK modulated, while the noise is generated by independent identically dis-
tributed (i.i.d) complex Gaussian random variables with distribution CN (0, σ2w), where
σ2w = σ
2
wp = σ
2
wd
. As mentioned earlier, the reliability of the proposed detectors is based
on the ability to correctly set the threshold. Therefore, for simplicity reasons, in all
simulations, we assume that the interfering signal is generated by i.i.d complex Gaus-
sian random variables with distribution CN (0, σ2i ), where σ2i = σ2ip = σ2id . Finally, it is
mentioned that the interference can affect both the forward and return link, but here
the presented simulation results are based on the considered return link budget of Table
I, which is suitable for VSAT interference.
4.5.1 Evaluation of the channel estimation error
Here, simulation results are illustrated in order to verify that the channel estimation
error εH0 under the hypotheses H0 follows a Gaussian distribution with zero mean and
variance σ2εH0
=
σ2wp
Ep
.
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Figure 4.5 depicts the histogram of the simulated channel estimation error for the sce-
nario where the interference is absent, e.g. hypothesis H0. 20000 Monte-Carlo real-
izations are performed for the calculation of εH0 , while the number of pilots is set to
Np = 10 and Np = 75. These numbers are in the right range, according to DVB-RCS2
[101] for the return link, where the number of pilots for the linear modulation bursts
when the adopted modulation scheme is QPSK ranges from 12 to 77. It can be observed
that the simulated distribution through the histogram closely matches the theoretical
Gaussian distribution for the channel estimation error. Furthermore, it can be noticed
that when the number of pilots increases, the range of the values for the channel esti-
mation error decreases. This is explained by the fact that the variance of the channel
estimation error is proportionally inverse to the number of the pilots.
4.5.2 Evaluation of the probability of false alarm for both detectors
In this subsection, the theoretical expressions of (4.12) and (4.33) for the probability of
false alarm of both detection schemes are verified. The relationship between the PFAp
of (4.12) and the distribution of T (y′p|H′0p) of (4.13) is the following:
T (y′p|H′0p) ∼ cH0′pχ
2
fH
0′p
⇒ PFAp =
Γ
(
fH′0p
2 ,
2γp
cH′0p
)
Γ
(
fH′0p
2
) = Γ
(
Np − 1, γpσ2wp
)
Γ (Np − 1) . (4.45)
Therefore, a reliable method for the verification of (4.12) can be obtained through the
distribution of the test statistic of (4.13).
Similarly, we can verify the PFAd of (4.33) via the distribution of T (y
′
d|H′0d) of (4.32)
because their relationship is the following:
T
(
y′d|H′0d
) ∼ χ2Nd (λ)⇒ PFAd = QNd/2
(√
λ
σ2wd
,
√
γd
σ2wd
)
. (4.46)
Figures 4.6 and 4.7 present the histogram of T (y′p|H′0p) and T (y′d|H′0d), respectively.
20000 Monte-Carlo realizations are performed, the number of pilots is set to Np = 10
and Np = 75, while the number of QPSK symbols is set to Nd = 75. It can be noticed
that in both figures, the simulated distribution through the histogram aligns perfectly
with the theoretical distributions of (4.13) and (4.32), verifying with this way the derived
expressions for the probability of false alarm.
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Figure 4.6: Theoretical and empirical distributions of T (y′p|H′0p), with Epσ2wp = 6 dB.
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Figure 4.7: Theoretical and empirical distributions of T (y′d|H′0d), with Epσ2wp =
Ed
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= 6
dB.
CED Conventional energy detector
EDPSC Energy detector with perfect signal cancellation
EDISC with pilots Energy detector with imperfect signal cancellation exploit-
ing the pilot symbols
EDISC with data Energy detector with imperfect signal cancellation using
the data
EDISC with two-stage Two-stage energy detector with imperfect signal cancella-
tion
Table 4.2: Acronyms.
4.5.3 Performance analysis with respect to probability of detection
In this part, numerical results are illustrated in order to evaluate the interference de-
tection performance of the proposed detectors, as they are presented in Table 4.2. As
mentioned earlier, it is assumed that the interfering signal follows a Gaussian distri-
bution, while the desired transmitted signal is QPSK modulated. Furthermore, the
received interference-to-signal plus noise ratio varies from −25 to 5 dB, the channel is
assumed to be of unit power, while the probability of false alarm is set to PFA = 0.1.
Figures 4.8 and 4.9 depict the probability of detection as a function of the received
ISNR comparing the following detection schemes: 1) CED; 2) EDISC with pilots, 3)
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Figure 4.8: Probability of interference detection versus the ISNR for the QPSK com-
paring the EDISC with pilots, the EDPSC and the CED, where
Ep
σ2wp
= 6 dB.
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Figure 4.9: Probability of interference detection versus the ISNR for the QPSK sce-
nario comparing the EDISC with data, the EDPSC and the CED, where
Ep
σ2wp
= Edσ2wd
= 6
dB.
EDISC with data; and 4) EDPSC, for the case that the desired transmitted signal is
QPSK modulated. In Figure 4.8, the number of pilots is set Np = 10 and Np = 75,
while in Figure 4.9, the number of data symbols and pilots is set Nd = 10, Np = 10,
Nd = 75 and Np = 75, respectively. It is observed that in both figures, the EDISC
with pilots or data obtains significantly better interference detection performance than
the CED. Furthermore, it can be noticed that the proposed detection schemes perform
slightly worse than the case of perfect signal cancellation due to the effects of the channel
estimation error. However, it can be seen that when the number of pilots increases, the
interference detection performance of the EDISC with pilots or data performs closely to
EDPSC. As mentioned earlier, this can be justified by the fact that the variance of the
channel estimation error is inverse proportionally to the number of the pilots. Therefore,
a larger number of pilots has smaller effects in the interference detection performance.
Figure 4.10 displays the probability of detection as a function of the received ISNR
comparing the following detection schemes: 1) EDISC with two-stage; 2) EDISC with
pilots; and 3) EDISC with data for the case that the desired transmitted signal is QPSK
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Figure 4.10: Probability of interference detection versus the ISNR for the QPSK
scenario comparing the EDISC with two stage, the EDISC with pilots and the EDISC
with data, where
Ep
σ2wp
= Edσ2wd
= 6 dB.
modulated. In this figure, it can be seen that for an ISNR less than -5 dB (Figure 4.10a)
or -10 dB (Figure 4.10b), the two-stage interference detection scheme performs better
than either the EDISC with pilots or EDISC with data. Furthermore, Figure 4.10 shows
that the EDISC with data behaves similar to EDISC with pilots, but as mentioned
earlier its computational complexity is higher. On the other hand, the EDISC with
pilots is restricted to work with a limited number of pilots. Therefore, there is a trade-
off between computation complexity and interference detection performance in terms of
the use of EDISC with pilot symbols or data.
Figure 4.11 presents the probability of detection as a function of the received ISNR
comparing the following detection schemes: 1) EDISC with two-stage; 2) EDISC with
pilots; 3) EDISC with data; and 4) CED taking into account the noise variance and signal
energy uncertainties. In practice, the uncertainty factor in receiver is typically 1− 2 dB
[87]. Here, it is considered that Bp = Bwd = BEd = 1 dB, while the number of modulated
symbols and pilots is set Nd = 75 and Np = 75 for a fair comparison in Figure 4.11a,
while in Figure 4.11b, they are set to Nd = 460, Np = 56 and N = 516 representing
a more realistic waveform according to DVB-RCS2 standard. It is observed that in
both figures the interference detection performance decreases due to the uncertainty.
The latter may lead to the ISNR wall phenomenon [7], where beyond a certain ISNR
value the detectors cannot robustly detect the interference. Furthermore, it can be seen
that the proposed interference detection schemes under the more practical scenario of
uncertainty still perform considerably better than the CED with uncertainty, improving
the ISNR wall by more than 5 dB.
Finally, Figure 4.12 examines the interference detection reliability of the EDISC with
two-stage, the EDISC with pilots, the EDISC with data and the CED in terms of
the receiver operating characteristic (ROC) curves. The ROC curves are plotted for
Np = 75, Nd = 75 and ISNR=−12 dB, assuming that the desired transmitted signal is
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QPSK modulated. It is again observed that the proposed detection schemes perform
better than the CED and that the two-stage algorithm is the most reliable interference
detection scheme between them.
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Figure 4.11: Probability of interference detection versus the ISNR for the QPSK
scenario comparing the EDISC with two stage, the EDISC with pilots, the EDISC
with data and the CED taking into account 1 dB of noise variance and signal energy
uncertainties, where
Ep
σ2wp
= Edσ2wd
= 6 dB.
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Figure 4.12: ROC curves for the EDISC with two-stage, the EDISC with pilots, the
EDISC with data and the CED, where Np = 75, Nd = 75, ISNR=−12 dB, Epσ2wp =
Ed
σ2wd
= 6 dB.
4.6 Summary
In this chapter, the detection of interference in the satellite communication signals was
investigated and interference detection algorithms that can be implemented as a spec-
trum monitoring unit on-board a satellite were developed. Furthermore, two algorithms
for the detection of weak interfering signals were proposed, as the handling of the ag-
gregated low power VSAT interference is the most crucial for the commercial satellite
industry. The first algorithm is well suited to DTP satellite payloads, whereas the
second algorithm is well suited to Hybrid DTP/Regenerative satellite payloads. Both
algorithms are based on energy detection with imperfect signal cancellation exploiting
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the pilot or data symbols, respectively. Analysis how the imperfect signal cancella-
tion due to the channel estimation error affects the sensing reliability of both detection
schemes was carried and the theoretical expressions for the probabilities of false alarm
and probability of detection were derived. Numerical results demonstrated that both
detection schemes obtain better interference detection performance compared to conven-
tional energy detector (more than 5 dB gain is achieved by the proposed algorithms).
Finally, it was shown that the two-stage detector can achieve better performance than
the detector based on the pilots as it uses a larger number of samples, however, it is
more computationally complex.
Chapter 5
Lab Demonstration of
Interference Detection
While the developed algorithms have been evaluated using powerful simulations exten-
sively, the objective of this chapter is to go one step further and evaluate the performance
of the developed algorithms experimentally using SDR. An SDR is a communications
platform that uses software for fast prototyping of digital communications algorithms,
while allowing analog transmissions over a physical medium. In this thesis, the NI
USRP platforms have been utilized as the SDR. USRPs are computer-hosted software
radios which provide a powerful hardware platform for lab experiments. Due to their
simple programmability as well as inexpensiveness, they have been used extensively by
research labs and universities for radio technology experiments. They can perform as
radio transceivers and the required signal processing algorithms can be programmed
using generic programming languages including MATLAB, LabVIEW and C.
5.1 Universal Software Radio Peripheral
The USRPs [102], [103] are inexpensive programmable radio platforms which can be used
in a plethora of applications such as, spectrum monitoring, record and playback, com-
munications, cognitive radio, physical layer prototyping and wireless communications
teaching and research. The USRP consists of two main features: 1) the hardware; and
2) the software. The latest models of USRP offer larger bandwidth, more RF ports, and
a faster processor. For the used model of the USRP, the software is programmed by the
user, who defines the complete communication system and sets important parameters.
73
Lab Demonstration 74
 
Figure 5.1: NI USRP-2954R (courtesy of NI [104]).
 
Figure 5.2: Functional block diagram of NI USRP-2954R (courtesy of NI [105]).
5.1.1 USRP hardware
The NI USRP-2954R is used, which is considerable choice for wireless communications
designers in terms of cost and performance. This USRP, depicted in Figure 5.1, consists
of a 2x2 multiple input, multiple output (MIMO) RF transceiver with a LabVIEW
programmable DSP oriented Kintex-7 field programmable gate array (FPGA), proper for
high-rate and low-latency applications [104]. LabVIEW provides a friendly design flow
for wireless communications researchers, helping them to prototype faster and obtain
results on shorter time.
More details about the functionality of the NI USRP-2954R are presented in Figure
5.2. Signals transmitted by the NI USRP-2954R are upsampled, reconstructed, filtered,
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Parameter Value
Frequency range 10 MHz to 6 GHz
Maximum output power (Pout) 50 mW to 100 mW (17 dBm to 20 dBm)
Maximum input power (Pin -15 dBm
Maximum instantaneous real-time
bandwidth
160 MHz
Maximum I/Q sample rate 200 MS/s
Digital-to-analog converter 2 channels, 200 MS/s, 16 bit
Analog-to-digital converter 2 channels, 200 MS/s, 14 bit
Table 5.1: Hardware characteristics of NI-USRP-2954R [106].
upconverted and amplified before being transmitted. On the other hand, signals received
by the NI USRP-2954R are amplified, downconverted, filtered, digitized and decimated
before being passed to the host computer.
For the transmission, the host computer synthesizes the baseband in-phase (I) and
quadrature-phase (Q) signals and transmits the signals to the device over a standard
PCIe connection. The signal is mixed, filtered and interpolated to 200 MS/s by a dig-
ital up-converter (DUC). Then, the signal is converted to analog through a DAC and
a low-pass filter (LPF) is used to reduce the noise and the high frequency components
in the signal. The signal is upconverted by a mixer, while the phase-locked loop (PLL)
controls the voltage-controlled oscillators (VCO) so that the device clocks and LO can be
frequency-locked to a reference signal. Subsequently, the signal travels through either a
direct conversion path or a down conversion path, depending on the frequency. Finally,
the signal is amplified and transmitted through the antenna.
In the receiver’s side, the incoming signal is amplified through either an LNA or an
LNA-LPF combination, depending on the incoming frequency. Then, the signal travels
through either a direct conversion path or an up-conversion path, depending again on
the frequency, and the signal is amplified by a final driver amplifier. The PLL controls
the VCO so that the device clocks and LO can be frequency-locked to a reference signal.
Subsequently, the signal is downconverted to the baseband I and Q components by
the quadrature mixer and the LPF is used to reduce the noise and the high frequency
components in the signal. Then, the signal passes through the ADC, which digitizes the
I and Q data. Finally, the signal is mixed, filtered and decimated to a user’s specified
rate by a digital down-converter (DDC) and the down-converted samples are transported
to the host computer over a standard PCIe connection.
Furthermore, another interesting characteristic of the NI USRP-2954R is its hardware
characteristics, which are summarized in Table 5.1.
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Figure 5.3: Editor of LabVIEW Communications System Design Suite 2.0.
 
Figure 5.4: Example of a GUI automatically created through LabVIEW Communi-
cations System Design Suite 2.0.
5.1.2 USRP software
The software platform in order to program the USRPs is the LabVIEW Communications
System Design Suite 2.0 [107], [108]. It provides a friendly design environment closely
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Parameter Value
Modulation type QPSK
Sample rate 1M samples/second
Bandwidth 400KHz
TX to Emulator carrier frequency 10 MHz
Emulator to RX carrier frequency 10 MHz
RX carrier frequency 10 MHz
Over-sampling factor 4
Pulse-shaping filter root-raised cosine with 0.5 roll-off
Multi-tone preamble 320 samples
Data 500 symbols or 2000 data samples
Table 5.2: Experimental parameters for the transmission and reception in a single
input-single output (SISO) system.
integrated with NI SDR hardware for faster prototyping communications systems. Fur-
thermore, it enables users to program both the processor and FPGA. In this thesis,
the main part of the processing is done based on observations obtained by USRPs in
powerful computers since the implementation does not suffer from latency issues. The
environment for editing of LabVIEW Communication System Design Suite 2.0 is shown
in Figure 5.3.
Furthermore, Figure 5.4 shows an example of the graphical user interface (GUI) in
this integrated development environment (IDE). This comes basically for free since the
project created, automatically associates the I/O blocks on the developed model based
code to the already implemented I/O plots/bar/windows in a panel which can be further
improved by the user.
5.2 Building a Real Communication System with USRPs
In this section, a demonstrator of a realistic communication system with USRPs is built.
The demonstrator consists of one transmitter, one channel emulator and one receiver.
Furthermore, a Hub is used in order to enable the same computer to process more than
one USRPs simultaneously. A picture of this experimental set-up is depicted in Figure
5.5. Now, we will analyze it with more details starting by building up the transmitter,
then the channel emulator and we will conclude with the receiver. Table 5.2 shows a
summary of the parameters of this demonstrator. Here, it should be mentioned that the
selected carrier frequencies of the transmitter and receiver are set to 10 MHz in order
to decrease the mutual coupling between the transmission and reception links.
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5.2.1 Transmitter
The full transmitter is shown in the flowchart in Figure 5.6. It consists of two parts: 1)
the components generated by the host with the aid of LabVIEW; and 2) the components
which take place in the NI USRP-2954R. Starting on the left of Figure 5.6, a random
sequence of bits is generated. Then, these bits are mapped to QPSK constellation.
Next, the baseband signal is upsampled to our desired sample rate and then run the
data through the pulse-shaping filter. After the host has synthesized the I/Q signals,
they are ready to pass to the transmitted device. There, as mentioned earlier, the
digital up-converter mixes, interpolates and filters the signal, while the DAC converts it
to analog signal. Then, the signal is upconverted and finally, is amplified and transmitted
through the cables to the channel emulator.
5.2.1.1 Generating bits and mapping symbols
Producing the bits is a very simple task by using the LabVIEW function “MT Generate
Bits”. This function generates Galois pseudonoise bit sequences, where the selected
pattern is repeated by the node until the generation of the number of total bits that we
specify, as shown in Figure 5.7.
Once we have the bits, we are ready to map them to our modulation symbols. For this
lab demonstrator, QPSK is the chosen modulation scheme. The mapping is obtained by
TX1
TX1
CHANNEL
TRANSMITTER & 
RECEIVER
TX RX
HUB
 
Figure 5.5: Experimental set-up, where the SDR platform used for transmitter, chan-
nel emulator and receiver is the NI USRP-2954R.
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Figure 5.6: Flowchart showing the generation of a digitally modulated waveform and
the transmitted signal.
 
Figure 5.7: Bits generation in LabVIEW.
 
Figure 5.8: QPSK symbol mapper in LabVIEW.
using the LabVIEW function “MT Modulate QAM”. This function receives a sequence
of data bits and one of its operations is to map the bits to QAM symbols. This is
obtained by using a symbol table which is formed with the symbols in Gray encoded
order and the proper symbol is selected by indexing this array of symbols with the bits
to transmit. Figure 5.8 shows this QPSK symbol mapper.
5.2.1.2 Upsampling and Pulse-shaping filter
Then, we design a pulse-shaping filter for a given length, sample rate, symbol rate and
roll-off factor. The pulse-shaping filter is used to combat the intersymbol interference
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Figure 5.9: Design of root-raised cosine filter in LabVIEW.
(ISI) [45]. Nyquist has developed a criterion for choosing a filter that is guaranteed
to have zero ISI. One such filter is the root-raised cosine filter [45] with the following
impulse response g(t):
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.
The root-raised cosine filter coefficients are obtained by using the LabVIEW function
“MT Generate Filter Coefficients” as shown in Figure 5.9.
5.2.1.3 Transmitted waveform to the USRP
Subsequently, we generate the modulated complex baseband waveform, which should
be ready to pass to the transmitted device. This is achieved by the combination of the
 
Figure 5.10: Generation of the modulated complex baseband waveform.
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Figure 5.11: Transmitted waveform before passing to the USRP.
aforementioned blocks, as shown in Figure 5.10. Furthermore, Figure 5.11 illustrates the
transmitted waveform before passing to the device. In this figure, we can notice that
there are two distinct signals: 1) the signal related to frame synchronization; and 2) the
data.
Preamble
One of the most important functions of the receiver is the synchronization. As we
will discuss later in this chapter the synchronization issues have two aspects: 1) time;
and 2) frequency synchronization. One method to address the time synchronization is
to insert a known preamble at the beginning of a transmission. A proposed method
is the design of a multi-tone preamble, which offers robustness in frequency-selective
fading channels [109], [110], [111]. Therefore, this is the reason that we can see the two
different waveforms in Figure 5.11, one for the multi-tone preamble and another one for
the information data. At the receiver, the time synchronization is obtained by finding
the instant at which the cross-correlation of the known multi-tone preamble and the
received signal reaches in its peak.
5.2.1.4 Transmitted signal from the USRP
Finally, one important task is to open and configure the USRP and prepare it to process
the synthesized by the host I/Q signals, as shown in Figure 5.12. Then, the process
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of up-conversion, DAC and amplification is performed in the USRP and the signal is
transmitted through the cables to the channel emulator.
 
Figure 5.12: Configuration of the USRP and ready for transmission.
5.2.2 Channel emulator
The transmitted signal is sent to the channel emulator, which injects to the signal an
AWGN with a controlled power and then is sent to the receiver. The channel function-
alities are implemented in an FPGA which is integrated to the SDR platform. This
implementation has been done by the SIGCOM (Signal Processing and Communica-
tions) Research group from the University of Luxembourg, so here, we used it as a
built-in function.
5.2.3 Receiver
The functionality of the receiver is shown in Figure 5.13. It is the reverse process
of the transmitter with the additional pieces of synchronization. Again, the receiver
consists of two parts: 1) the components which take place in the NI USRP-2945R; and
2) the components generated by the host and the aid of LabVIEW. At the receiver, the
incoming signal is amplified by an LNA and downconverted to the baseband in-phase
and quadrature phase components. Then, the signal passes through the analog-to-digital
converter and transported to the host computer. In the host, the first thing the receiver
needs to do is the time synchronization in order to know where the waveform begins and
where to start the pulse shaping filter. Then, we downsample the signal and finally, we
attempt to recover the transmitted waveform and detect the symbols and bits.
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Figure 5.13: Flowchart showing the demodulation process of a digitally modulated
waveform.
 
Figure 5.14: Configuration of the USRP in preparation for reception.
5.2.3.1 Received signal from the USRP
We showed earlier how to configure the USRP and prepare it in order to transmit the
signal. Now, another important task is to enable the USRP to receive and process
the signal from the transmitter. This is obtained as shown in Figure 5.14. Then,
the incoming signal is amplified, downconverted and analog-to digital converted inside
the USRP, where finally, the samples are transported to the host computer for further
processing. This received signal at the host is presented in Figures 5.15 and 5.16 for two
different signal-to-noise ratio (SNR): 1) 30 dB; and 2) 8 dB, respectively. In both cases,
obviously, we can see that the beginning of the transmitted signal is different compared
to that of the received signal in Figure 5.11. Therefore, the time synchronization is
necessary.
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Figure 5.15: Received signal at the host with SNR=30 dB.
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Figure 5.16: Received signal at the host with SNR=8 dB.
5.2.3.2 Synchronization
Synchronization is a very important part in digital communications [45] as the receiver
needs to know where the waveform begins and where to start the pulse-shaping filter.
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If the receiver starts receiving somewhere in the middle of a transmission or if we do
not know which symbol was in the beginning of a transmission, we understand that the
proper recovery of the bits is almost impossible. There two important aspects related
to synchronization: 1) time; and 2) frequency synchronization.
To overcome the issue of time synchronization, a signal, known as preamble, can be
embedded at the beginning of a transmission [112], [113]. This signal should be differ-
ent from our data signals, otherwise we will get false matches. Therefore, we should
choose a very distinct signal, which has almost no correlation with any of our data sym-
bols and is known and just append that signal to the beginning of every transmission.
Then, a matched filter is used at the receiver, where the peak of its output will give a
good estimate about the position of our embedded synchronization symbol and thus the
beginning of our transmission [108].
As for the frequency synchronization, it is as important as the time synchronization
mentioned previously. Any frequency error will result in a phase rotation on the recov-
ered symbols. For the estimation of the frequency error, we can embed a specific symbol
at known places in our transmission. These symbols will have known phases, which can
be employed as references to compute the phase error of the recovered symbols. Then,
the frequency offset can be estimated by adding the phase error over the duration of the
transmission.
5.2.3.3 Matched filter and downsampling
As discussed earlier, the choice of the root-raised cosine filter at the transmitter satisfies
the Nyquist criterion and therefore guarantees ISI-free transmission. However, at the
receiver side, the best option is the use of a matched filter, which guarantees optimal
error performance at the receiver output, maximizing the signal-to-noise ratio [45]. The
matched filter coefficients are obtained by using again the LabVIEW function “MT
Generate Filter Coefficients” as shown in Figure 5.17. Next we downsample the signal
to arrive at what should be the transmitted symbols.
5.2.3.4 Phase synchronization and symbol decision
Finally we have come to the point where we can attempt to recover our transmitted
waveform. This is obtained by using the LabVIEW function “MT Demodulate QAM”
as shown in Function 5.18. This function needs as inputs: 1) the baseband oversampled
complex waveform after the time synchronization; 2) the QPSK system parameters,
namely a symbol table and a specific symbol rate; 3) the matched filter coefficients ;
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Figure 5.17: Design of matched filter coefficients in LabVIEW.
and 4) the synchronization parameters proper for the phase synchronization, namely
known symbols at known places in our transmission. After providing these inputs, the
function demodulates the QPSK modulated complex baseband waveform and returns
the time and phase aligned downsampled complex waveform and the demodulated bit
stream. Figures 5.19 and 5.20 present the constellation of our signal after the process of
matched filtering and time and phase synchronization for SNR=8 dB and SNR=30 dB,
respectively.
 
Figure 5.18: QPSK Demodulator.
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Figure 5.19: QPSK RX constellation for SNR=8dB with phase synchronization.
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Figure 5.20: QPSK RX constellation for SNR=30dB with phase synchronization.
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5.3 Building a Real Communication System for Interfer-
ence Detection using USRPs
In this section, we build a demonstrator of a real communication system for the detec-
tion of interference using USRPs. The demonstrator consists of one transmitter, one
interferer, one channel emulator and one receiver. A picture of this experimental set-up
is depicted in Figure 5.21. The NI USRP-2954R has two RF transmitters. Therefore,
as shown in Figure 5.21, the TX1 port is used for the generation of the desired signal,
while the TX2 port is used for the generation of the interference. Furthermore, the
desired signal is sent to the channel emulator, which injects to the signal AWGN noise
with a controlled power. With this controlled artificial noise, we can adjust the desired
SNR. Then, this signal and the interference added in their analog waveforms through
a connector and the resulting signal is sent to the RX port of the USRP for further
processing.
Most of the pieces in Figure 5.21 were described in the previous section, so here, we focus
on the design of the interference and the implementation of the developed algorithms
for its detection. The experimental parameters are same as in Table 5.2.
TX1
HUB
CHANNEL
TX2 RX
TRANSMITTER & 
RECEIVER
CONNECTOR
 
Figure 5.21: Experimental set-up for interference detection, where the SDR platform
used for transmitter, interferer, channel emulator and receiver is the NI USRP-2954R.
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5.3.1 Implementation for the calculation of the probability of false
alarm in real time
The goal of this thesis is to develop some novel algorithms for the detection of inter-
ference. As mentioned many times earlier, the most important factor for the design of
these detection algorithms is the proper derivation of the decision threshold, which is
independent from the distribution of the interfering signal. Therefore, for the calcula-
tion of the decision threshold we focus on the hypothesis H0, where the interference is
absent. Hence, in the beginning (until the derivation of the decision threshold), the TX2
port of Figure 5.21 does not generate interference and then, the adopted experimental
set-up is more similar with that in Figure 5.5.
Now, using this set-up, we implement the methodology for the derivation of the threshold
and the probability of false alarm of three algorithms. First, we start with the energy
detector with imperfect signal cancellation exploiting the pilot symbols, we continue with
the energy detector with imperfect signal cancellation taking into account the decoding
errors and we conclude with the conventional energy detector.
5.3.1.1 Probability of false alarm for the EDISC exploiting the pilot symbols
Once we acquire the time and phase aligned downsampled complex waveform, we know
the positions of the pilots in this received signal. Therefore, we extract the samples
related to the position of the pilot symbols. Then, we estimate the channel using a
least square estimator and remove the original pilots from the extracted received signal.
Finally, we apply an ED in the remaining signal. This methodology is described in the
block diagram of Figure 5.22.
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Figure 5.22: Flowchart showing the methodology for the calculation of the probability
of false alarm of the EDISC exploiting the pilots.
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Least Square Estimator
The least square estimator for the channel estimation is obtained in LabVIEW as shown
in Figure 5.23. This program requires two inputs: 1) the received pilot symbols which
we know once we have the time and phase aligned downsampled complex waveform; and
2) the known sequence of the original pilots. Then, this program returns the estimation
of the channel.
 
Figure 5.23: Least square estimator in LabVIEW.
Energy Calculation
The energy of a signal is obtained in LabVIEW as shown in Figure 5.24. This program
needs as input a sequence of samples, which in this case are the remaining samples after
the pilots cancellation and it returns the energy of this sequence.
 
Figure 5.24: Energy calculation in LabVIEW.
Regarding the block of the threshold derivation, two methods have been used: 1) deriva-
tion of the decision threshold based on the theoretical formula; and 2) derivation of the
decision threshold based on a more practical approach.
Lab Demonstration 91
Implementation for the derivation of the decision threshold based on the
theoretical formula
We showed in previous chapters that the probability of false alarm of the energy detector
with signal cancellation exploiting the pilot symbols, in this case PFAp , is given by
PFAp =
Γ
(
Np − 1, γpσ2wp
)
Γ (Np − 1) . (5.1)
The derivation of the threshold γp based on (5.1) requires the inverse incomplete gamma
function. However, the implementation of the latter in LabVIEW is very difficult. For
this reason, we derive an approximated formula for the PFAp using the central limit
theorem. Then, the approximated probability of false alarm of the energy detector with
signal cancellation exploiting the pilot symbols, in this case PFApapr , is given by
PFApapr = Q
(
γp − (Np − 1)σ2w√
(Np − 1)σ2wσ2w
)
, (5.2)
and the threshold is derived as follows:
γp = Q
−1
(
PFApapr
)√
(Np − 1)σ2wσ2w + (Np − 1)σ2w. (5.3)
Therefore, we have to implement one function in LabVIEW, which calculates the inverse
Q function. This is obtained as shown in Figure 5.25.
 
Figure 5.25: Inverse Q function in LabVIEW.
Furthermore, from (5.3), it is obvious that the threshold γp depends on the noise variance
σ2w, which is unknown in practice, and hence has to be estimated. As mentioned earlier,
after the frame synchronization, the original pilot symbols are removed from the received
samples related to the position of the pilot symbols and then, the hypothesis H0 is
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written as:
H′0p : y′p=wp-εH0sp. (5.4)
For a large number of pilots (Np > 100) the channel estimation is almost accurate, hence
the channel estimation error εH0 is negligible and the above hypothesis can be simplified
into the following one:
H′0p : y′p=wp. (5.5)
In this case, the log-likelihood function (LLF) under H′0p can be expressed as
ln p
(
y′p|H′0p , σ2w
)
= −Np
2
ln
(
2piσ2w
)− 1
2σ2w
Np∑
n=1
∣∣y′p (n)∣∣2. (5.6)
 
Figure 5.26: We devote a number of frames, where in each of them we calculate the
energy of the remaining signal after the pilot cancellation and save it in an array in
LabVIEW.
 
Figure 5.27: Averaged noise variance estimation and theoretical threshold calculation
in LabVIEW.
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Figure 5.28: Frame structure for the noise variance estimation.
 
Figure 5.29: Derivation of the practical threshold in LabVIEW by applying line
search, which selects the threshold which satisfies a given PFAp .
The maximum likelihood estimate (MLE) of σ2w under H′0p minimizes (5.6) and is given
by
σˆ2w =
1
Np
Np∑
n=1
∣∣y′p (n)∣∣2. (5.7)
Therefore, from (5.7) we can see that the estimation of the noise variance is obtained
by taking the summation of Np squared samples (remaining samples after the signal
cancellation) and then dividing by the number Np. However, in our lab set-up the noise
variance changes over the time, and hence in order to achieve a more reliable estimation
of the noise variance, we devote a number of frames Nf only for this purpose. Namely,
we estimate the noise variance in each frame and when the devoted period expires, we
derive the averaged estimated noise variance. Then, the latter and (5.3) are utilized for
the derivation of the decision threshold. This methodology is obtained in LabVIEW as
shown in Figures 5.26, 5.27. In the next frames, the TX2 port of Figure 5.21 starts to
transmit an interfering signal and then, we apply the EDISC exploiting the pilots and
use this derived threshold to detect the presence or absence of interference. The whole
process of the frame structure is presented in Figure 5.28 .
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Implementation for the derivation of the decision threshold based on a more
practical approach
Here, we derive the decision threshold based on a practical approach. This method can
be used in the case that the theoretical expression for the derivation of the decision
threshold is unknown.
In this method, same as before, we devote a number of frames Nf only for the derivation
of the decision threshold. In each frame, we calculate the energy of the remaining samples
after the signal cancellation and save it in a buffer. At the end of the devoted period, we
find the maximum and minimum value in the buffer and we apply line search in order
to determine the threshold γp, which guarantees a given PFAp . This methodology is
implemented in LabVIEW as shown in Figures 5.26, 5.29.
Probability of false alarm in real time
After the derivation of the decision threshold, we can calculate the probability of false
alarm in real time. In each frame where the energy of the remaining signal after the
pilots cancellation is higher than the decision threshold, we increase an initialized to
zero counter by one and then, we divide the new result by the current number of frame.
Therefore, in each frame we update the probability of false alarm and provide a visual-
ization of it in real time. This methodology is implemented in LabVIEW as shown in
Figure 5.30.
 
Figure 5.30: Calculation and visualization of the probability of false alarm in real
time.
5.3.1.2 Probability of false alarm for the EDISC taking into account the
decoding errors
In this algorithm, we estimate the channel by using again the pilot symbols, then we
decode the received signal and we remove the decoded signal from the total received
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signal. Finally, we apply an ED in the remaining signal. This methodology is described
in the block diagram of Figure 5.31. In this algorithm, we calculate the probability
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Figure 5.31: Flowchart showing the methodology for the calculation of the probability
of false alarm of the EDISC with decoding errors.
of false alarm and derive the threshold based on the practical approach that described
earlier. Therefore, the implementation in LabVIEW is similar as before, and the only
part that needs an explanation is how we demodulate the QPSK signal in LabVIEW,
which is shown in Figure 5.32.
 
Figure 5.32: QPSK demodulation in LabVIEW.
5.3.1.3 Probability of false alarm for the CED
In this algorithm, there is no need for signal cancellation, therefore we determine the
threshold immediately after the time synchronization (there is need to know the begin-
ning of the frame). Then, we apply an ED in the total received signal. This methodology
is described in the block diagram of Figure 5.33. In this algorithm, we calculate the prob-
ability of false alarm, derive the threshold based on the methodology of the practical
approach and implemented them in LabVIEW as before.
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Figure 5.33: Flowchart showing the methodology for the calculation of the probability
of false alarm of the CED.
5.3.2 Generation of interference and implementation for the calcula-
tion of the probability of detection in real time
After the derivation of the decision threshold, the TX2 port of Figure 5.21 starts to
generate interference. The block diagram of this experimental set-up for the EDISC
exploiting the pilot symbols is presented in 5.34.
In this thesis, we assume that the interference follows a Gaussian distribution and as
mentioned in Section 4.2, this adopted model can be considered as a valid one. It can
be the aggregated signal of several VSAT terminals and also, because the modulation
and symbols of the interference are unknown, it is customary in the literature to assume
this type of interference modeling.
5.3.2.1 Generating Gaussian interference
Producing a Gaussian interference is a simple task by using the LabVIEW function
“Gaussian White Noise”. This function takes two inputs: 1) the number of samples;
and 2) the standard deviation and then, it generates white Gaussian noise. Since the
standard deviation is the square root of the signal power, we divide by
√
2. Then, the
interfering signal is prepared in order to pass to the transmitted device. This process is
depicted in Figure 5.35.
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Figure 5.34: Flowchart of the complete interference detection system.
Figure 5.35: Generation of Gaussian interference, ready to pass to the transmitted
device.
5.3.2.2 Probability of detection in real time
As mentioned earlier, after the derivation of the decision threshold, we assume the ex-
perimental set-up of Figure 5.21, where the TX2 port transmits interference which is
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Figure 5.36: Calculation and visualization of the probability of detection in real time.
added to desired signal generated by the TX1 port. Then, we can apply the three afore-
mentioned algorithms and the calculation of the PD in real time is obtained following
the same methodology as for the case of the PFA.
In the beginning we focus on the EDISC exploiting the pilot symbols. Then, in each
frame where the energy of the remaining signal after the pilots cancellation is higher
than the decision threshold, we increase an initialized to zero counter by one and then,
we divide the new result by the current number of frame. Therefore, in each frame we
update the probability of detection and provide a visualization of it in real time. This
methodology is implemented in LabVIEW as shown in Figure 5.36. Similar methodology
and implementation performed for the EDISC with decoding errors and the CED.
5.4 Results
In this part, we present experimental results in order to 1) verify that the theoretical and
practical approaches for the derivation of the decision threshold can guarantee PFA =
0.1; 2) depict the probabilities of false alarm and detection in real time; and 3) present
the detection or not of interference through squared light emitting diodes (LEDs).
As mentioned earlier, the TX1 port of Figure 5.21 generates the desired transmitted
signal, which is QPSK modulated. In order to set a specific SNR, the desired signal
is sent to the channel emulator, which injects on it artificial AWGN noise. This SNR
is set to 8 dB. Then, the TX2 port of Figure 5.21 generates Gaussian interference and
these signals are added in their analog waveforms and sent to RX port of Figure 5.21
for further processing. For the evaluation of the algorithms, the number of pilots is set
to Np = 200, while the number of data symbols Nd = 200. Here, we have to mention
that the EDISC exploiting the pilots uses Np samples, while the EDISC with decoding
errors and the CED use Np + Nd samples. Furthermore, the probability of false alarm
is set to PFA = 0.1.
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5.4.1 Evaluation of the decision threshold and performance analysis
with respect to PFA and Pd
Figure 5.37 presents the first panel for the evaluation of the probabilities of false alarm
and detection of the aforementioned algorithms. Our first step is to run the program
and then, we devote a number of frames, in this case Nf = 6102, in order to estimate
the averaged noise variance and derive the decision threshold of the detectors. For the
EDISC exploiting the pilots we derive the threshold based on both the theoretical and
practical method. However, for the EDISC taking into account the decoding errors and
the CED we implement only the practical approach which is more accurate. As we see,
in Figure 5.38, when Nf = 6102 the thresholds have been found. Furthermore, it is
observed that the derived theoretical threshold is very close to the derived threshold
with the practical approach. After the derivation of the thresholds, we devote again a
new number of frames in order to calculate the probability of false alarm in real time.
Figure 5.39 shows that the derived thresholds can guarantee PFA = 0.1. Obtaining this
goal, we verify the reliability of the methods for the derivation of the decision thresholds.
Finally, we see that the theoretical formula for the PFA of the EDISC exploiting the
pilots can be applied in a practical system offering a reliable decision threshold.
After the calculation of the probability of false alarm, we continue with the calculation of
the probability of detection. In this step, we start to introduce interference by increasing
the standard deviation of interference from the horizontal slider and observing the effects
in the Figures of the probability of detection and interference-to-noise ratio (INR). From
Figure 5.40 is observed that the EDISC with pilots or decoding errors obtains much more
 
Figure 5.37: Panel for the visualization of the probabilities of false alarm and detec-
tion in real time.
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Figure 5.38: Thresholds found.
 
Figure 5.39: Visualization of the probability of false alarm of EDISC with pilots,
EDISC with decoding errors and CED for SNR ≈ 8 dB
reliable interference detection performance than the CED, particularly for low values of
interference INR ≈ −10 dB. Furthermore, we can notice that the EDISC with decoding
errors performs better than the EDISC with pilots. It is explained by the fact that the
EDISC with decoding errors has the ability to use the total number of symbols, while
the EDISC with pilots is limited only on the number of pilots. Moreover, in Figure 5.41
we can see that the EDISC with pilots or decoding errors obtain Pd ≈ 1 for INR ≈ −8
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Figure 5.40: Visualization of the probability of detection of EDISC with pilots, EDISC
with decoding errors and CED for INR ≈ −10 dB.
 
Figure 5.41: Visualization of the probability of detection of EDISC with pilots, EDISC
with decoding errors and CED for INR ≈ −8 dB.
dB, while the CED under the same scenario achieves Pd ≈ 0.27. Finally, Figure 5.42
presents that the CED succeeds to obtain Pd ≈ 1 when the INR ≈ 0 dB. Therefore, it
is obvious that our proposed algorithms can detect around 8 to 10 dB lower values of
interference compared to CED.
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Figure 5.42: Thresholds found.
5.4.2 Visualization panel for the hypothesis testing
Figure 5.43 presents the second panel for the detection of interference. Except the
probability of detection, another way to depict the detection of interference in real time
is through a flush in squared LEDs. As shown in this figure, there are two LEDs which
represent the case that the detection or not of interference is obtained using the CED
and EDISC with the pilots. Both LEDs are white in the beginning. The white color
corresponds in the absence of interference. In each frame the detectors try to detect the
presence or not of the interference and if the interference is present the LEDs flush or
change color and from white they become red. Therefore, the red color corresponds to
presence of interference. Now, in the case where the interference is absent, the LEDs
return to or keep the white color.
Figure 5.44 illustrates that when we change the standard deviation of interference from
the horizontal slider and introduce strong interference, namely INR ≈ 0 dB, both
LEDs are red. However, if we reduce the level of the interference to INR ≈ −8 dB, it
is observed that the LED of the CED is most of the time white, while the LED of the
EDISC with pilots is still red, as shown in Figure 5.45. Therefore, also from this panel
with the flush of the LEDs, we can notice that the EDISC with pilots performs much
better than the CED, especially for the detection of weak interference.
Finally, in this panel, we see that there is a graph which presents the estimated received
signal-to-noise ratio, which is for the whole duration of the program 8 dB.
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Figure 5.43: Interference detection through squared LEDs.
 
Figure 5.44: Interference detection through squared LEDs for INR ≈ 0 dB.
5.5 Summary
In this chapter, a realistic communication system for the detection of interference using
software defined radios, particularly USRPs, was built. We programmed the USRPs
using the LabVIEW Communications System Design Suite 2.0. software tool of Na-
tional Instruments and we explained with details how we implemented each piece of
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Figure 5.45: Interference detection through squared LEDs for INR ≈ −8 dB.
this detection system. A little more attention was given in the implementation of the
decision threshold, which is the most critical part in the design of a detector. Then,
the developed algorithms for the detection of interference were evaluated and compared
with the conventional energy detector. Finally, two panels were demonstrated. The first
one presented in real time the probabilities of false alarm and detection in relation to
the interference-to-noise ratio and the second panel showed how the interference can be
detected through squared LEDs, again in relation to interference-to-noise ratio. Finally,
both panels showed that the proposed and developed detectors perform significantly
better than the CED in the detection of weak interference, offering the capability of
detecting 8 to 10 dB lower values of interference.
Chapter 6
Conclusions and Open Issues
6.1 Conclusions
In this thesis, the idea of spectrum monitoring in wireless and satellite communications
was investigated, focusing on two main applications: 1) spectrum monitoring in a cogni-
tive radio system in order to allow the more efficient use of the radio frequency spectrum;
and 2) spectrum monitoring in satellite communications for interference detection.
In the first part, an algorithm for simultaneous spectrum sensing and data transmission
through the collaboration of the secondary transmitter with the secondary receiver was
provided. That algorithm considered energy detector with imperfect signal cancellation
taking into account the decoding errors. Then, the closed-form expressions for the
probability of false alarm were derived assuming digitally modulated signals (i.e. BPSK,
QPSK, M-QAM) in contrast to the widely used Gaussian signaling in the literature.
Performance analysis of the developed algorithm was carried out, which showed that the
detection performance of the proposed scheme obtained significantly better performance
than the conventional energy detector.
In the second part, the detection of interference on-board the satellite was discussed.
The introduction of a spectrum monitoring unit within the satellite transponder will
bring many benefits compared to the ground based solutions such the avoidance of
replication of monitoring equipments in multi-beam systems. Then, two algorithms for
the detection of interference on-board the satellite were proposed. Both algorithms were
based on the energy detector with imperfect signal cancellation exploiting the pilot or
data symbols of the standards and taking into account the channel estimation error.
The theoretical expressions for the probabilities of false alarm and detection and the
simulation results showed that both proposed detection schemes perform better than
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the conventional energy detector. Finally, it was shown that the two-stage detector can
achieve better performance than the detectors based on the pilots or data but we have
to pay the cost of increased computational complexity.
Finally, this thesis went one step further evaluating the proposed algorithms for the
detection of interference experimentally using USRPs, programmed by LabVIEW. Two
panels were demonstrated, where the first one presented the probabilities of false alarm
and detection in real time, while the second panel showed how the detection of inter-
ference is obtained through squared LEDs. This work validated the accuracy of the
theoretical and numerical analysis of this thesis.
6.2 Open Issues
In the following subsections, we present open research problems related to the topics
discussed in this thesis.
6.2.1 Cognitive Radio
Consideration of M-PSK Modulation and Channel Estimation Error
 This thesis derived the closed-form expressions for the probabilities of false alarm
and detection for M-QAM modulated signals. Therefore, a further analysis should
also include other modulation schemes such as M-PSK in order to provide a full
coverage of all possible scenarios. Furthermore, this thesis considered that the
channel is known. However, in reality, the channel should be estimated. Hence,
the channel estimation error is an important factor which has to be taken into
account in the analysis, constituting a valuable idea for future studies in order to
see how this uncertainty affects the sensing performance of the proposed detectors.
Consideration of non-Gaussian Primary Signal
 This thesis assumed that the primary signal or the interference follow a Gaussian
distribution. This model could be considered as a valid one for the performance
evaluation of the developed detectors. However, a valuable suggestion should be to
derive the probability of detection of the proposed detectors for the case that the
primary signal has distribution different from Gaussian and evaluate the affects (if
any) in the sensing performance.
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Dynamic Traffic Pattern
 Another idea that could be considered as future work is the adaptation of the
proposed scheme in a more dynamic traffic pattern, where we divide the PU traf-
fic into slots in accordance with SU’s sensing process, and then, we derive the
probability that PU changes its state in a stochastic slot.
6.2.2 Interference Detection
Synchronization errors
 This thesis considered that the synchronization is perfect in order to extract per-
fectly the received samples related to position of the pilot symbols. Therefore, a
valuable idea for further studies is the consideration of synchronization errors and
evaluation how this uncertainty will affect the sensing performance of the proposed
detectors.
Multiple Antennas
 This thesis studied single input - single output systems, hence the derivation of the
analytical expression for the probabilities of false alarm and detection in a multiple
antennas scenario is considered as good suggestion. Furthermore, we showed that
the proposed detector obtains better detection performance than the conventional
energy detector, however, the issue of noise variance uncertainty still remains. The
evaluation of the combination of signal cancellation with other detection schemes
such as eigenvalue detectors, more robust on the noise variance uncertainty should
be considered.
6.2.3 Lab
DVB-S2 signal, Digitally Modulated Interference and Rain Attenuation
 This thesis considered a simple QPSK signal and a multi-tone preamble for the
lab demonstration. However, a more realistic signal for satellite scenarios should
be considered e.g. desired signal with DVB-S2 structure. Furthermore, the effects
of a digitally modulated interference should be evaluated and as well as the rain
attenuation in the satellite channel should be modeled and taken into account.
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Oversampling Effect and Quantization Error
 When we receive a signal, we will use an ADC sampling rate with certain resolution
e.g. 16 bits. This will essentially define the dynamic range e.g. the ratio between
the weakest and the strongest signal that can be reliably represented in the digital
domain. However, may there is power imbalance between the commercial traffic
and the interference. Both of them have to be comfortably included within this
dynamic range. If not, we may have some problems: 1) commercial traffic too
close to the upper bound of the dynamic range which means that you will have
clipping and that you will not be able to reliably remove it; and 2) interference too
close to the lower bound which means that even with perfect signal cancellation,
the interference signal will be affected by the quantization noise. This is a discrete
noise much different than the Gaussian noise that we considered in this thesis,
so it has not been taken into account in our analysis and it might have serious
implication in the sensing process.
Furthermore, the demonstration of our proposed detectors in the lab took place in
the baseband domain. A valuable idea could be the use of these detectors on the
samples in the oversampling domain and then the evaluation of its effects in the
sensing performance.
Appendix A
Derivation of the mean µH00B
The derivation of the mean µH00B is based on the law of the total expectation [114],
because it is related to the mean given that the transmitted symbol is s[n] =
√
Ps and
the mean given that the transmitted symbol is s[n] = −√Ps, which can be written as
follows:
E
{
‖y‖2|H 00B
}
= E
{
N−1∑
n=0
|y [n]|2|H 00B
}
=
N−1∑
n=0
E
{
|y [n]|2|H 00B
}
=
N−1∑
n=0
E
{
|y [n]|2
∣∣∣s [n] = +√Ps , sˆ [n] = +√Ps}P (s [n] = +√Ps)P (sˆ [n] = +√Ps |cB )
+
N−1∑
n=0
E
{
|y [n]|2
∣∣∣s [n] = −√Ps, sˆ [n] = −√Ps}P (s [n] = −√Ps)P (sˆ [n] = −√Ps |cB ).
(A.1)
However, we assume that these symbols are transmitted equiprobably, hence, P (s [n] =√
Ps) = P
(
s [n] = −√Ps
)
= 1/2. Furthermore, as was mentioned in Section 3.3, the re-
ceived signal can be decoded correct under the following two cases: 1) when w[n] ≥ −√Pt
given that the transmitted symbol is s[n] =
√
Ps; or 2) when w[n] ≤
√
Pt given that the
transmitted symbol is s[n] = −√Ps. Therefore, the expression of (A.1) can be further
extended as follows:
E
{
‖y‖2|H 00
}
=
1
2
N−1∑
n=0
E
{
|y [n]|2 |w [n] ≥ −
√
Pt
}
P
(
w [n] ≥ −
√
Pt |cB
)
+
1
2
N−1∑
n=0
E
{
|y [n]|2 |w [n] ≤ +
√
Pt
}
P
(
w [n] ≤ +
√
Pt |cB
)
. (A.2)
But, as was mentioned again in Section 3.3, the remaining noise under H00B does not
follow any more a normal distribution, but a truncated normal distribution in the fol-
lowing intervals: 1) w[n] ≤ −√Pt; 2) −
√
Pt ≤ w[n] ≤
√
Pt; and 3) w[n] ≥
√
Pt. Thus,
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(A.2) can be further written as follows:
E
{
‖y‖2|H 00B
}
=
1
2
N−1∑
n=0
E
{
|y [n]|2
∣∣∣−√Pt ≤ w [n] ≤√Pt}P (−√Pt ≤ w [n] ≤√Pt |cB )
+
1
2
N−1∑
n=0
E
{
|y [n]|2 |w [n] ≥
√
Pt
}
P
(
w [n] ≥
√
Pt |cB
)
+
1
2
N−1∑
n=0
E
{
|y [n]|2
∣∣∣−√Pt ≤ w [n] ≤√Pt}P (−√Pt ≤ w [n] ≤√Pt |cB )
+
1
2
N−1∑
n=0
E
{
|y [n]|2 |w [n] ≤ −
√
Pt
}
P
(
w [n] ≤ −
√
Pt |cB
)
. (A.3)
However, because of symmetry, the above expression can be simplified into the following
one:
E
{
‖y‖2|H 00B
}
=
N−1∑
n=0
E
{
|y [n]|2
∣∣∣−√Pt ≤ w [n] ≤√Pt}P (−√Pt ≤ w [n] ≤√Pt |cB )
+
N−1∑
n=0
E
{
|y [n]|2 |w [n] ≥
√
Pt
}
P
(
w [n] ≥ +
√
Pt |cB
)
, (A.4)
where according to Baye’s Theorem [115]
P
(
−
√
Pt ≤ w [n] ≤
√
Pt ≤
√
Pt |cB
)
=
P
(−√Pt ≤ w [n] ≤ √Pt)
PcB
(A.5)
and
P
(
w [n] ≥ +
√
Pt |cB
)
=
P
(
w [n] ≥ √Pt
)
PcB
. (A.6)
Then, we are interested in finding the interval of |w[n]|2, thus, (A.4) is also written as
follows:
µH00B = E
{
‖y‖2 |H00B
}
=
N−1∑
n=0
E
{
|w [n]|2
∣∣∣0 ≤ |w [n]|2 ≤ Pt}P (−√Pt ≤ w [n] ≤ √Pt)
PcB
+
N−1∑
n=0
E
{
|w [n]|2
∣∣∣|w [n]|2 ≥ Pt}P (w [n] ≥ √Pt)
PcB
, (A.7)
Finally, according to Lemma 3.1, (A.7) takes its final shape which is given by (3.24).
Appendix B
Derivation of the variance VH00B
The derivation of the variance VH00B is based on the law of the total variance [114] and
Baye’s Theorem, because it is related to the variance given that the transmitted symbol
is s[n] =
√
Ps and the variance given that the transmitted symbol is s[n] = −
√
Ps, which
can be written as follows:
V
{
‖y‖2|H 00B
}
= V
{
N−1∑
n=0
|y [n]|2|H 00B
}
=
N−1∑
n=0
V
{
|y [n]|2|H 00B
}
=
N−1∑
n=0
V
{
|y [n]|2 ∣∣s+tr , s+est}P (s+est)P (s+est |cB )+ V {|y [n]|2 ∣∣s−tr , s−est}P (s−est)P (s−est |cB )
+
N−1∑
n=0
E
{
|y [n]|2 ∣∣s+tr, s+est}2 (1− P (s+tr)P (s+est |cB ))P (s+tr)P (s+est |cB )
+
N−1∑
n=0
E
{
|y [n]|2 ∣∣s−tr , s−est}2 (1− P (s−est)P (s−est |cB ))P (s−est)P (s−est |cB )
− 2
N−1∑
n=0
E
{
|y [n]|2 ∣∣s+tr , s+est}P (s+est)P (s+est |cB )E {|y [n]|2 ∣∣s−tr , s−est}P (s−est)P (s−est |cB ) ,
(B.1)
where s+tr =
(
s [n] = +
√
Ps
)
, s+est =
(
sˆ [n] = +
√
Ps
)
, s−tr =
(
s [n] = −√Ps
)
and s−est =(
sˆ [n] = −√Ps
)
. Then, following the same methodology as that for the derivation of the
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mean µH00B the expression of (B.1) is simplified to the following one:
V H00B = V
{
‖y‖2 |H00
}
=
N−1∑
n=0
V
{
|w [n]|2
∣∣∣0 ≤ |w [n]|2 ≤ Pt}P [−√Pt,√Pt]wn + N−1∑
n=0
V
{
|w [n]|2
|w [n]|2 ≥ Pt
}
P
[
√
Pt,∞]
wn +
N−1∑
n=0
E
{
|w [n]|2
∣∣∣0 ≤ |w [n]|2 ≤ Pt}2(1− P [−√Pt,√Pt]wn )P [−√Pt,√Pt]wn
+
N−1∑
n=0
E
{
|w [n]|2
∣∣∣|w [n]|2 ≥ Pt}2(1− P [√Pt,∞]wn )P [√Pt,∞]wn
− 2
N−1∑
n=0
E
{
|w [n]|2
∣∣∣0 ≤ |w [n]|2 ≤ Pt}P [√Pt,∞]wn E {|w [n]|2 ∣∣∣|w [n]|2 ≥ Pt}P [√Pt,∞]wn . (B.2)
Finally, according to Lemma 3.1 (B.2) takes its final shape which is given by (3.25).
Appendix C
Derivation of the mean µH00M−Q
The derivation of µH0,k=t,t=k under any M-QAM scenario is obtained considering the
example of 64-QAM modulation. The constellation of 64-QAM is depicted in Figure
C.1, where the red symbols represent the inner-constellation symbols, the black symbols
represent the outer-constellation symbols, while the blue symbols correspond to the
outermost-constellation symbols.
 For the inner-constellation symbols, the received signal is decoded correctly ac-
cording to the following constraints C1, C2:
C1 : −
√
Pt ≤ R{w} ≤
√
Pt
C2 : −
√
Pt ≤ I {w} ≤
√
Pt
, (C.1)
with the probability of that to happen to be:
P
(−√Pt ≤ R{w} ≤ +√Pt) = Fx (√Pt)− Fx (−√Pt)
and
P
(−√Pt ≤ I {w} ≤ +√Pt) = Fx (√Pt)− Fx (−√Pt) . (C.2)
 For the outer-constellation symbols, the received signal is decoded correctly ac-
cording to the following constraints C1, C2:
C1 : −
√
Pt ≤ R{w} ≤ +
√
Pt
C2 : I {w} ≥ −
√
Pt
horizontal up,
C1 : −
√
Pt ≤ R{w} ≤ +
√
Pt
C2 : I {w} ≤ +
√
Pt
horizontal down,
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I
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s22
s29 s30
s57 s64
Figure C.1: Constellation for 64-QAM modulation.
C1 : R{w} ≥ −
√
Pt
C2 : −
√
Pt ≤ I {w} ≤ +
√
Pt
vertical right,
C1 : R{w} ≤ +
√
Pt
C2 : −
√
Pt ≤ I {w} < +
√
Pt
vertical left, (C.3)
with the probability of each sub-category to happen to be:
P
(
−
√
Pt ≤ R{w} ≤ +
√
Pt
)
= P
(
−
√
Pt ≤ I {w} ≤ +
√
Pt
)
= Fx
(√
Pt
)
− Fx
(
−
√
Pt
)
(C.4)
and
P
(
R{w} ≤ +
√
Pt
)
= P
(
I {w} ≤ +
√
Pt
)
= P
(
R{w} ≥ −
√
Pt
)
= P
(
I {w} ≥ −
√
Pt
)
= Fx
(√
Pt
)
. (C.5)
Therefore, because the probability of each of the above sub-categories is equal, all
these symbols are considered under the name of outer-constellation symbols.
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 For the outermost-constellation symbols the received signal is decoded correctly
according to the following constraints C1, C2:
C1 : R{w} ≥ −
√
Pt
C2 : I {w} ≥ −
√
Pt
right up,
C1 : R{w} ≥ −
√
Pt
C2 : I {w} ≤ +
√
Pt
right down,
C1 : R{w} ≤ +
√
Pt
C2 : I {w} ≥ −
√
Pt
left up,
C1 : R{w} ≤ +
√
Pt
C2 : I {w} ≤ +
√
Pt
left down, (C.6)
with the probability of each sub-category to happen to be:
P
(R{w} ≥ −√Pt) = P (R{w} ≤ √Pt) = Fx (√Pt)
and
P
(I {w} ≥ −√Pt) = P (I {w} ≤ √Pt) = Fx (√Pt) . (C.7)
Therefore, because the probability of each of the above sub-categories is equal, all
these symbols are considered under the name of outermost-constellation symbols.
Note that the intervals of interest for 64-QAM are the same as for the case of BPSK, with
the difference that now the imaginary part has to be further considered. Therefore, we
can generalize by saying that the intervals of interest for any M-QAM modulation scheme
are the following for the real part: 1) R{w[n]} ≤ −√Pt; 2) −
√
Pt ≤ R{w[n]} ≤
√
Pt;
and 3) R{w[n]} ≥ √Pt. The same intervals are valid for the imaginary part. Because
of symmetry, we will work only with the real part, considering it twice. Then, taking
into account all the possible transmitted symbols, the mean value for any M-QAM
modulation scheme can be expressed as follows:
E
{
‖y‖2|H 00
}
=
t=
√
M
2∑
t=
√
M
2
k=
√
M
2∑
k=
√
M
2
N−1∑
n=0
E
{
|y [n]|2
∣∣∣s [n] = (2t− 1)√Ps + j (2k − 1)√Ps ,
, sˆ [n] = (2t− 1)
√
Ps + j (2k − 1)
√
Ps
}
P
(
s [n] = (2t− 1)
√
Ps + j (2k − 1)
√
Ps
)
×
× P
(
sˆ [n] = (2t− 1)
√
Ps + j (2k − 1)
√
Ps |cM−Q
)
(C.8)
where cM−Q represents the correct decision for M-QAM.
Based on the constraints of (C.1)-(C.7) and following the same methodology as in Ap-
pendix A, (C.8) can be further determined by (C.9),
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E
{
|y′|2|H 0,k=t,t=k
}
= 2E
{
R2 {y′}
∣∣∣−√Pt ≤ R{w} ≤√Pt}Pint︸ ︷︷ ︸
A
+ 2E
{
R2 {y′}
∣∣∣−√Pt ≤ R{w} ≤√Pt}Pext1︸ ︷︷ ︸
B
+ 2
2√
M
E
{
R2 {y′}
∣∣∣R{w} ≥√Pt}Pext2︸ ︷︷ ︸
C
+ 2
4√
M
E
{
R2 {y′}
∣∣∣R{w} ≥√Pt}Pext3︸ ︷︷ ︸
D
, (C.9)
where the factor 2 expresses the symmetry between the real and imaginary part, Pint =
P(−
√
Pt≤R{w}≤
√
Pt) P(−
√
Pt≤I{w}≤
√
Pt)
PcM−Q
, Pext1 =
P(−
√
Pt≤R{w}≤
√
Pt)P(I{w}≥
√
Pt)
PcM−Q
, and
Pext2 =
P(R{w}≥
√
Pt)P(I{w}≥
√
Pt)
PcM−Q
. The first item of (C.9), defined as A, is valid for
all the transmitted symbols of (C.8), the second and third item, defined as B and C,
respectively, are valid for all the symbols except the inter-constellation symbols and for
this reason are weighted by the factor 2√
M
, while the fourth item, defined as D, is only
valid for the outermost-constellation symbols and that’s why is weighted by the factor
4
M . Based on this analysis, the proof of (3.36) is obtained.
Appendix D
Derivation of the mean µwM−Q
The derivation of the mean for the wrong decoding is much more complicated than the
correct decoding case. As showed earlier, there are three possible hypotheses regarding
the wrong decoding when the transmitted signal from SU-Tx is QPSK modulated. This
number of hypotheses greatly increases for higher modulation schemes and the gener-
alization to any M-QAM scheme is not so easy but can be obtained with the following
procedure.
Let’s assume that the transmitted symbol of interest is the symbol s29 =
√
Ps + j
√
Ps
of Figure C.1. Then, the received signal is decoded wrongly according to the following
constraints for the real part of noise:
C1 : −6
√
Pt +R{w[n]} ≥ −
√
Pt
C2 : −
√
Pt ≤ −4
√
Pt +R{w[n]} ≤ +
√
Pt
C3 : −
√
Pt ≤ −2
√
Pt +R{w[n]} ≤ +
√
Pt
C4 : −
√
Pt ≤ +2
√
Pt +R{w[n]} ≤ +
√
Pt
C5 : −
√
Pt ≤ +4
√
Pt +R{w[n]} ≤ +
√
Pt
C6 : −
√
Pt ≤ +6
√
Pt +R{w[n]} ≤ +
√
Pt
C7 : +8
√
Pt +R{w[n]} ≤ +
√
Pt
. (D.1)
First, it is shown why the constraint C3 takes this shape.
 The constraint C3 for the real part of the noise is valid when we decide wrongly
that the transmitted symbols is the symbol s30 or any another symbol in the same
column with s30 (Figure C.1), instead of the symbol s29. Therefore, the condition
which guarantees that the estimated symbol is sˆ[n] = s30 = 3
√
Ps + j
√
Ps is given
as follows:
2
√
Pt ≤
√
Pt +R{w[n]} ≤ 4
√
Pt =>
√
Pt ≤ +R{w[n]} ≤ 3
√
Pt. (D.2)
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 Following the steps of the proposed algorithm in Section 3.2, we have to remove
the estimated symbol from the received signal and focused on the real part, it is
shown show that
R (y[n]) = R{s29}+R{w[n]} −R{s30}
=
√
Pt +R{w[n]} − 3
√
Pt = −2
√
Pt +R{w[n]} . (D.3)
 Because the ED is applied in the remaining signal, namely in the signal of (D.3),
there is interest for the constraints of this quantity. Therefore, adding the factor
−2√Pt in (D.2), the constraint C3 is proved.
Going back to the constraints of (D.1), it can be noticed that the intervals of interest
are the same as before for the real part, which are also, due to symmetry, valid for the
imaginary part. Furthermore, it can be seen that the constraints have different mean
value, range from -6 to +8 for the transmitted symbol s29. Therefore, following again
the law of total expectations the mean value of the test statistic under the scenario of
wrong decoding when the transmitted signal from SU-Tx is M-QAM modulated can be
expressed as follows:
µw M−Q = E
{
‖y‖2 |wrong
}
=
N−1∑
n=0
E
{
|y [n]|2 |wrong
}
=
=
N−1∑
n=0
M∑
k=1
M∑
t=1,t6=k
E
{
|y [n]|2 |s [n] = sk, sˆ [n] = st
}
P (s [n] = sk)P (sˆ [n] = st |wM−Q ) ,
(D.4)
where wM−Q represents the decision for M-QAM and P (s [n] = sk) = 1M . Let’s see how
(D.4) works for k=29 and t=30, namely for the case that the transmitted symbols is the
symbol s29 and the estimated symbol is the symbol s30 of Figure C.1.
E
{
‖y‖2
}
=
1
M
N−1∑
n=0
E
{
|y [n]|2 |s [n] = s29, sˆ [n] = s30
}
P (sˆ [n] = s30 |wM−Q ) =
=
1
M
N−1∑
n=0
E
{
R
{
|y [n]|2
}
|R {s [n]} = R{s29} ,R{sˆ [n]} = R{s30}
}
×
× P (R{sˆ [n]} = R{s30} |wM−Q ) + imaginary part. (D.5)
As have mentioned many times so far, because of symmetry we focus only on the real
part and we assume that the imaginary part follows the same behaviour. Therefore,
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(D.5) can be further written as follows:
E
{
‖R{y}‖2
}
=
1
M
N−1∑
n=0
E
{∣∣∣−2√Pt +R{w [n]}∣∣∣2 ∣∣∣−√Pt ≤ −2√Pt +R{w [n]} ≤√Pt}×
× P
(√
Pt ≤ R{w [n]} ≤ 3
√
Pt
)
P
(−√Pt ≤ I {w [n]} ≤ √Pt)
Pw M−Q
, (D.6)
where Pw M−Q represents the probability of correct decision for M-QAM.
If now we examine how (D.4) behaves for k=29 and t=22, we will see that the final result
is like in (D.6), with the only difference being the last probability for the imaginary part:
E
{
‖R{y}‖2
}
=
1
M
N−1∑
n=0
E
{∣∣∣−2√Pt +R{w [n]}∣∣∣2 ∣∣∣−√Pt ≤ −2√Pt +R{w [n]} ≤√Pt}×
× P
(√
Pt ≤ R{w [n]} ≤ 3
√
Pt
)
P
(√
Pt ≤ I {w [n]} ≤ 3
√
Pt
)
Pw M−Q
. (D.7)
Therefore, it can be noticed that the symbols which are in the same column with that of
s30 can be expressed with the same equation except the last probability for the imaginary
part. Taking into account all these symbols (the symbols in the circle of Figure C.1)
and taking out the common factor, the final expression is the following (k=29 and t=6,
14, 22, 30, 38, 46, 54, 62):
E
{
‖R{y}‖2
}
=
1
M
N−1∑
n=0
E
{∣∣∣−2√Pt +R{w [n]}∣∣∣2 ∣∣∣−√Pt ≤ −2√Pt +R{w [n]} ≤√Pt}×
× P
(√
Pt ≤ R{w [n]} ≤ 3
√
Pt
)
Pw M−Q
, (D.8)
because the summation of the different probabilities for the imaginary part is equal to
one.
However, if we examine how (D.4) behaves for k=29 and t=2 (s2), namely for a symbol
in a different column than that of s30, we see that the result is given as follows:
E
{
‖R{y}‖2
}
=
1
M
N−1∑
n=0
E
{∣∣∣6√Pt +R{w [n]}∣∣∣2 ∣∣∣−√Pt ≤ 6√Pt +R{w [n]} ≤√Pt}×
× P
(−7√Pt ≤ R{w [n]} ≤ −5√Pt)P (I {w [n]} ≥ 5√Pt)
Pw M−Q
. (D.9)
As before, considering all the symbols which are in the same column with the symbol
s2, (D.9) can be simplified in (D.10) as follows:
E
{
‖R{y}‖2
}
=
1
M
N−1∑
n=0
E
{∣∣∣6√Pt +R{w [n]}∣∣∣2 ∣∣∣−√Pt ≤ 6√Pt +R{w [n]} ≤√Pt}×
× P
(−7√Pt ≤ R{w [n]} ≤ −5√Pt)
Pw M−Q
. (D.10)
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Hence, it can noticed that under the case that the transmitted symbols is the symbol
s29, each column of the constellation gives different result (different mean value). The
same happens if we consider the other transmitted symbols. Thus, the goal is to find
how many transmitted symbols satisfy (D.8), how many satisfy (D.10) and etc. and this
can be answered ny noticing the constellation of Figure C.1. Then, with some simple
process the mean of (3.39) is proved. Similar methodology is followed for the derivation
of (3.40), (3.41), (3.42) and (3.43).
Appendix E
Distribution of the channel
estimation error
First, the channel estimation under the hypothesis H0 is derived. With the use of a least
square estimator, it can be written that
hˆ =
(
sHp sp
)−1
sHp yp. (E.1)
By substituting (4.6) to (E.1), it can be shown that
hˆ =
(
sHp sp
)−1
sHp hsp +
(
sHp sp
)−1
sHp wp
= h+
(
sHp sp
)−1
sHp wp
= h+ εH0 ,
(E.2)
where εH0 =
(
sHp sp
)−1
sHp wp. Then, it is easy to show that the mean of the channel
estimation error is zero, because E {εH0} =
(
sHp sp
)−1
sHp E {wp} = 0.
Furthermore, the covariance matrix of εH0 is computed as follows:
E
{
εH0ε
∗
H0
}
= E
{(
sHp sp
)−1
sHp wp
[(
sHp sp
)−1
sHp wp
]H}
= σ2wp
{(
sHp sp
)−1
sHp sp
(
sHp sp
)−1}
= σ2wp
(
sHp sp
)−1
=
σ2wp
Ep
. (E.3)
Therefore, the channel estimation error can be considered Gaussian distributed: εH0 ∼
N
(
0,
σ2wp
Ep
)
. Similar methodology can be followed for the computation of the channel
estimation error under the hypothesis H1: εH1 ∼ N
(
0,
σ2wp+σ
2
ip
Ep
)
.
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Appendix F
Covariance matrix of (4.9) and
(4.10)
First, the derivation of the covariance matrix of (4.9) is presented, which is given as
follows:
E
{
y′py
′
p
H |H′0p
}
= E
{
(wp − εH0sp)
(
wHp − ε∗H0sHp
)}
= E
{
wpw
H
p
}− E{wpsHp εHH0}− E{εH0spwHp }+ E{εH0spsHp εHH0} ,
(F.1)
where
A = E
{
wpw
H
p
}
= σ2wpINp , (F.2)
B = E
{
wps
H
p ε
∗
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}
= E
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wpε
∗
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p
}
= E
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wp
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}
= E
{
wpw
H
p sp
(
sHp sp
)−1
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}
= σ2wp
(
sHp sp
)−1
sps
H
p , (F.3)
C = E
{
εH0spw
H
p
}
= E
{
spεH0w
H
p
}
= E
{
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(
sHp s
)−1
sHp ww
H
p
}
= σ2wp
(
sHp sp
)−1
sps
H
p , (F.4)
and
D = E
{
εH0sp
(
ε∗H0s
H
p
)}
= spE
{
εH0ε
∗
H0
}
sHp = σ
2
wp
(
sHp sp
)−1
sps
H
p . (F.5)
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Therefore, the covariance matrix of y′p under the hypothesis H′0p is given by
E
{
y′py
′
p
H |H′0p
}
= A+B + C +D = σ2wpINp − σ2wp
(
sHp sp
)−1
sps
H
p
= σ2wpINp −
σ2wp
Ep
sps
H
p . (F.6)
Then, it can be noticed that this covariance matrix is not a diagonal matrix, which
implies that elements of the vector y′p under the hypothesis H0p are correlated.
Similar methodology can be followed for the derivation of the covariance matrix of (4.10).
Appendix G
Derivation of PFA in (4.30)
With the help of [100], eq. (13)], any integral of the following form can be solved:
F (k,m, a, b, p) =
∫ ∞
0
xk−1Qm
(
a
√
x, b
)
e−pxdx. (G.1)
Therefore, (4.35) can be translated to (G.1) as follows:
PFAd = ζ
∫ ∞
0
xk−1Qm
(
a
√
x, b
)
e−pxdx, (G.2)
where x = ε2H0 , ζ =
1
21/2Γ(1/2)
, k = 12 , m =
Nd
2 , a =
√
Ed
σ2wd
, b =
√
γd
σ2wd
and p = 12 . Then,
the average probability of false alarm can be written as in (4.30).
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