We develop a method for spatio-spectral localization of harmonic data on a sphere and use it to interpret recent high-resolution global estimates of the gravity and topography of Venus in the context of geodynamical models. Our approach applies equally to the simple spatial windowing of harmonic data and to variable-length-scale analyses, which are analogous to a wavelet transform in the Cartesian domain. Using the variable-length-scale approach, we calculate the localized RMS amplitudes of gravity and topography, as well as the spectral admittance between the two fields, as functions of position and wavelength. The observed admittances over 10 per cent of the surface of Venus (highland plateaus and tessera regions) are consistent with isostatic compensation of topography by variations in crustal thickness, while admittances over the remaining 90 per cent of the surface (rises, plains and lowlands) indicate that longwavelength topography is dominantly the result of vertical convective tractions at the base of the lithosphere. The global average crustal thickness is less than 30 km, but can reach values as large as 40 km beneath tesserae and highland plateaus. We also note that an Earth-like radial viscosity structure cannot be rejected by the gravity and topography data and that, without a mechanical model of the lithosphere, admittance values cannot constrain the thickness of the thermal boundary layer of Venus. Modelling the lithosphere as a thin elastic plate indicates that at the time of formation of relief in highland plateaus and tesserae, the effective elastic plate thickness, K , was less than 20 km. Estimates of T, at highland rises are consistently less than 30 km. Our inability to find regions with T, > 30 km is inconsistent with predictions made by a class of catastrophic resurfacing models.
INTRODUCTION
The terrestrial planets lose their internal heat, acquired during planet formation and produced by radioactive decay, through subsolidus mantle convection (e.g. Schubert, Turcotte & Oxburgh 1969; OConnell & Hager 1980; Sleep & Langan 1981; Basaltic Volcanism Study Project 1981) . Our understanding of the dynamics of mantle convection and its resulting surface manifestations has relied heavily on the analysis of gravitational and topographic data (e.g. Kaula 1968; McKenzie 1977a) . For Earth, the surface manifestations of mantle convection (e.g. mountain building and rifting) are dominated by plate tectonics and the formation and evolution of continents (e.g. Wilson 1965; McKenzie 1967; Jordan 1978; Burchfiel 1983) . When viewed globally, long-wavelength geoid anomalies on Earth reflect principally the effects of subduction processes and lower-mantle structure (Crough & Jurdy 1980; Hager 1984; Hager et al. 1985) . At shorter wavelengths, the thermal structure of the lithosphere, crustal thickness variations, glacial unloading and upwelling of hot mantle have important signatures (e.g. Walcott 1972; Parsons & Richter 1980; Sleep 1990; Simons 1995) .
Although Venus and Earth are similar in size, density and bulk composition (e.g. Phillips & Malin 1983) , radar images of the surface of Venus obtained by the recent Magellan mission show no evidence for global plate tectonics (Solomon et al. , 1992 . Thus, the surface manifestations of mantle convection are quite different on the two planets, a result plausibly attributed to the high temperatures and extreme
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dryness of the Venus surface (McKenzie 1977b Phillips & Malin 1983 Phillips et al. 1991; Kaula 1990 Kaula , 1995 . The composition of surface rocks, as determined at a handful of Venera and Vega landing sites, is nonetheless broadly similar to that of oceanic basalts (Surkov et al. 1983 (Surkov et al. , 1984 (Surkov et al. , 1986 (Surkov et al. , 1987 . For Earth-like abundances of the heat-producing elements U, Th and K, simple scaling of terrestrial heat loss to Venus predicts an average heat loss of about 70 mW m-' (Solomon & Head 1982) . Somewhat lower values (50-55 mW m-2) for the average heat flux have been obtained from thermal models and the assumption of chondritic heat production (Phillips & Malin 1983) . We must ask how Venus, with no evidence for plate tectonics, loses its heat. Of particular interest is our ability, or lack thereof, to estimate the average thickness of the surficial thermal boundary layer (TBL) of Venus. Turcotte (1993) has proposed that the TBL is 300 km thick on Venus on the basis of high geoid-to-topography ratios (GTRs) (e.g. Smrekar , a large effective thickness of the elastic lithosphere, and the suggestion that the lithosphere has conductively cooled for about the last 500 Myr. This last suggestion was motivated by the distribution and generally well-preserved states of impact craters on Venus, consistent with the view that most of the surface of Venus has been unmodified by significant volcanism or deformation for approximately half-a-billion years Schaber et al. 1992; Strom, Schaber & Dawson 1994) . Turcotte (1993) interpreted the crater characteristics as evidence for episodic plate tectonics, whereby the global lithosphere cools conductively for several hundred million years, thickens to a value beyond that expected by marginal stability analysis, and then founders in a planet-wide event of short duration (catastrophic overturn). In proposing a similar model, Parmentier & Hess (1992) drew attention to the depleted mantle layer that should develop after partial melt extraction in a system lacking a mechanism for wholesale lithospheric recycling. In their model, the bottom of the lithosphere is negatively buoyant and would periodically delaminate. If the assumption that scaling of global heat loss from the Earth is valid, a 300-km-thick TBL does not permit sufficient heat flux, so there is a need for episodes of greater-than-average heat flux (e.g. Turcotte 1993 ). In contrast, Solomon (1993) proposed that the surface of Venus has experienced a monotonic but geologically rapid decline in tectonic activity due to secular cooling and the strongly non-linear dependence of crustal rheology on temperature and differential stress. Without a catastrophic resurfacing event, this model requires a thinner lithosphere at present to satisfy the predicted average heat loss. Thus, an important question is whether an analysis of surface tectonics and geophysical observations can distinguish between a 300-km-thick TBL and one several times thinner.
We address the questions of topographic support and TBL thickness by means of gravity and topography data obtained during the Magellan mission (Ford & Pettengill 1992; Konopliv & Sjogren 1994 . In this study we consider both the geoid and free-air gravity representations of the gravity data. Gravity and topography are typically related through an admittance function, defined as the variation in gravity (or geoid) divided by the variation in topography, with its sign and amplitude able to vary as a function of position and wavelength.
Before the Magellan mission (Saunders et al. 1990; Saunders & Pettengill 1991) , tracking data from the Pioneer Venus Orbiter (PVO) indicated that the geoid height and topography of Venus are highly correlated on a planetary scale (Sjogren et al. 1983; Kiefer et al. 1986 ), but global analyses carried out with these data were limited to spherical harmonic degree 18 and less, and only global averages of the admittance were obtained. Several studies made use of line-of-sight (LOS) accelerations of the PVO spacecraft over limited geographic areas on Venus to demonstrate that geoid height and topography correlate on shorter scales than could be represented with the global spherical harmonic fields then available, but such studies were restricted to a few selected regions (e.g. Herrick, Bills & Hall 1989; Smrekar & Phillips 1991; Grimm & Phillips 1991 . More recently, with global coverage of the gravity field at generally improved resolution, most investigators have used spherical harmonic representations (e.g. Simons, Hager & Solomon 1994; Grimm 1994; Phillips 1994; McKenzie 1994; Schubert, Moore & Sandwell 1994; Smrekar 1994) , although some have also employed regional gravity fields derived directly from the LOS tracking data (e.g. Phillips 1994; Smrekar 1994) .
Many analyses and interpretations of the gravity and topography of Venus depend strongly on the assumptions made during field manipulation. Both purely spatial and purely spectral techniques have been employed. While the spectral analysis of these global data sets is both tractable and physically meaningful, the spatial juxtaposition of distinct geological provinces and geodynamic processes suggests that spectra and their transfer functions should vary with position. As with Fourier series for Cartesian geometry, however, spherical harmonic functions are not spatially compact and are therefore not well suited to regional analysis. The spatial non-stationarity intrinsic to geophysical observations thus motivates us to consider new spectral methods. In particular, we seek techniques to estimate the frequency content of a signal as a function of position, generically termed localization methods.
Non-stationary spectrum-estimation techniques are not new. Wavelets and other multiresolution methods are now common for time-series analysis and image processing (e.g. Daubechies 1992) . Localization techniques exist for analysing both 1-and 2-D data, but available techniques are designed for a Cartesian domain (however, see Schroder & Sweldens 1995). We introduce here a technique for spatio-spectral localization of data on a sphere. In the spirit of Cartesian wavelet transforms, our goal is to estimate non-stationary frequency spectra. Because this approach is new, the development of the method is given in detail along with a synthetic example. The multiresolution approach distinguishes features which have large amplitudes but are limited in spatial extent from those which are truly long-wavelength and cyclic in character, that is we make the crucial distinction between a characteristic length-scale and a characteristic wavelength. This distinction is epitomized by the delta function, which has a characteristic length-scale of zero but incorporates the entire spectral domain.
Our localization method relies on spatial windowing of a data field using smooth windows with characteristic lengthscales that can be functions of the harmonic degree being considered. This spatial windowing can be viewed either as spectral convolution of the window with the data or as a projection of the data onto a set of basis functions formed as products of a single spherical harmonic and the window. In addition, the spectral-domain perspective illuminates potential spatial and spectral aliasing problems that arise if one were to choose arbitrary spatial or spectral windows when analysing the medium to long wavelengths characteristic of global data sets and models. In particular, this approach exposes the limits to which we can simultaneously analyse both the spatial and the spectral behaviour of the gravity and topography given the finite spectral resolution of spherical harmonic fields.
On the basis of an early harmonic model of the global gravity field, and a technique related to that developed here, it has been shown that crustal thickness variations can explain the observed geoid and topography over only a small portion of the surface of Venus, while fields for the remainder of the planet are consistent with a model in which variations in gravity and topography result primarily from convectioninduced vertical tractions at the base of the lithosphere Simons et al. 1994) . In this paper, we use our localization method to broaden and refine these conclusions.
Specifically, we calculate the localized root-mean-squared (RMS) amplitudes of the geoid and topography of Venus as functions of position and wavelength, as well as the spectral admittance between the two fields. Many regions on Venus have very high admittance values, a result cited by others as evidence for the lack of an Earth-like increase with depth of mantle viscosity (e.g. Kiefer et al. 1986; Kiefer & Hager 1991a; Phillips 1990; Smrekar & Phillips 1991) . On the basis of previous mantle-flow models, however, we argue that such a conclusion cannot be rigorously made. The high admittance values have also been invoked as support for a 300-km-thick thermal boundary layer on Venus, over twice the thickness of the thermal boundary layer in Earth's oceanic regions. We argue instead that, because of the sensitivity of the gravity field to the distribution of density anomalies and viscosity variations, admittance values alone cannot be used as constraints on the thermal boundary layer structure of Venus, that there is no reason based on this evidence to favour a TBL thickness of 300 km over a more Earth-like 50-150 km, and that estimates of T, are in fact consistent with a TBL less than 150 km thick.
Our results force us to address the issue of the evolution of the style of surface deformation on Venus over the past halfbillion years. As in Simons et al. (1994) , we argue that the admittance values in regions that are well described by a static compensation model, that is the highland plateaus and tesserae, represent fossils of a now extinct regime. The failure of static models for the remaining 90 per cent of the surface implies that admittance analyses that rely on spatially derived GTRs (e.g. Smrekar Grimm & Phillips 1991 Kucinskas & Turcotte 1994; Schubert et al. 1994; Moore & Schubert 19951 , that is for which a single apparent depth of topographic compensation (ADC) over a finite band of wavelengths is assumed, either in the processing or in the interpretation, may give misleading results when applied to regions with inherently dynamic signatures. The method used here identifies those few regions where a single ADC does explain the observations well. However, a single ADC can be inferred only after completion of the full spectral analysis and should not provide the assumption on which the processing or the interpretation of gravity and topography data is based (Simons et al. 1994; McKenzie 1994) .
A BRIEF GUIDE TO VENUS SURFACE TECTONICS
The surface of Venus includes a wide range of geological structures. The global hypsometric profile is unimodal, unlike the bimodal distribution for Earth (Pettengill et (I!. 1980) , reflecting the lack of an ocean/continent dichotomy. On the basis of elevation (Fig. l) , the surface can be divided into highlands, lowlands and plains . Highlands are generally further subdivided into plateaus and rises, depending on their long-wavelength topographic cross-sections.
The largest of the highland terrains is Aphrodite Terra, which straddles the equator for half the circumference of the planet. Western Aphrodite Terra consists of Ovda and Thetis Regiones, steep-flanked highland plateaus approximately 3 km above the planetary mean radius and characterized by pervasive, dominantly compressive deformational features (Solomon et al. , 1992 . In contrast, eastern Aphrodite Terra encompasses a broad rise, Atla Regio, topped by rift valleys and large volcanoes, with little evidence for compressional deformation (Solomon et al. , 1992 Senske, Schaber & Stofan 1992) . Beta and Eistla Regiones (Fig. 1) are each similarly characterized by a topographic rise, large volcanoes and rifting (McGill et al. 1981; Solomon et al. , 1992 Senske et al. 1992; . Frequently associated with regions of rifting and extension are chains of coronae, circular to ellipsoidal features consisting of an annulus of deformed terrain and often an elevated interior (Pronin & Stofan 1990; Squyres et al. 1992a) . O n the basis of their geometry and the common occurrence of interior volcanic deposits, coronae generally have been held to be surficial expressions of cylindrical mantle upwelling, but the details of corona formation and evolution are not known (e.g. Ishtar Terra (Fig. l) , which encompasses several mountain belts and blocks of highly deformed terrain, is the second largest compressionally deformed highland (Barsukov et al. 1986; Basilevsky 1986; Pronin 1986; Solomon et al. , 1992 Kaula et al. 1992) . Western Ishtar Terra consists of the Lakshmi Planum plateau, approximately 2000 km in dimension and 3 to 4 km in elevation, covered by volcanic plains. The plateau is surrounded by a ring of mountains which reach a maximum elevation of 11 km at Maxwell Montes (Fig. 1) . Ishtar Terra has been variously attributed to local mantle upwelling, local mantle downwelling, or a distant source of stress (e.g. Pronin 1986; Bindschadler & Parmentier 1990; Bindschadler, Schubert & Kaula 1990 Grimm & Phillips 1991 . In addition to Aphrodite and Ishtar Terrae, there are many smaller highland plateaus. Among these are Alpha and Tellus Regiones (Fig. l) , which are steep-sided, complexly deformed terranes, or tesserae, with lateral dimensions of about 1000 km Solomon et al. 1992; Bindschadler et al. 1992a; Hansen & Willis 1996) .
Plains and lowlands, the lowest of which are Atalanta and Lavinia Planitiae (Fig. l) , lie between the highland terrains and make up most of the surface of Venus. Ridge belts, compressional features with hundreds of metres of relief and dimensions of up to several thousand kilometres in length and hundreds of kilometres in width, are frequently associated with the lowest regions of the planet (Zuber 1990 Zuber & Parmentier 1990 Solomon et al. 1992; Squyres et al. 1992b) . The plains are generally interpreted to be covered by volcanic flow deposits on the basis of a variety of volcanic landforms (e.g. Head et al. 1991 Head et al. , 1992 Guest et al. 1992 ). Tectonics and rnantle dynamics of Venus 27 function, P,. The PI spectrum is inconsistent with a single ADC, although there is a suggestion in Fig. 3 that an ADC of about 30 km fits the data for harmonic degree 12 40. Beyond l~8 0 , PI approaches zero, presumably an artefact of the damping applied during the construction of the harmonic gravity model. We can construct a residual, or zero-correlation, geoid by removing a synthetic field derived by multiplying each degree of the topography by P, at that degree. The fi, spectrum shows some physically unrealistic fluctuation from degree to degree. While we could attempt to fit a smooth curve to this spectrum, our conclusions would be unaffected by this smoothing. From the residual map (Fig. 4) , we see that tesserae and highland plateaus correlate strongly with those regions predicted (using P , ) to be overcompensated (that is regions associated with positive geoid anomalies in the original field and with negative geoid anomalies in the residual field). Specifically, the admittance calculated in this way predicts topography which is overcompensated in Ishtar Terra and western Aphrodite Terra and undercompensated at many highland rises, plains and lowlands (Fig. 4) . The misfit of the large-scale features stems from the spatial combination of different modes of compensation at long wavelengths. While the residual anomaly is, by definition, uncorrelated with topography when viewed spectrally in a global sense, we see a high correlation when viewed locally (Fig. 4) . This apparent contradiction arises because topography and the residual geoid are positively correlated for half the planet and negatively correlated for the other half. The residual anomaly is striking because of the correlation of the residual anomaly with the tectonic regionalization. Since the global admittance predicts topography that is overcompensated in tesserae and plateaus and undercompensated at highland rises, plains and lowlands, we conclude that the geoid signal from the latter regions dominates the total global signal.
In order to progress beyond the purely spectral or purely spatial approaches, we must localize the geoid and topography data in the two domains simultaneously. Historically, investigations of geoid-topography relations on Venus employed GTRs, spatial estimates of the covariance of geoid height and surface elevation over a finite region (e.g. Smrekar Kucinskas & Turcotte 1994; Schubert et al. 1994; Moore & Schubert 1995; Moresi & Parsons 1995) . GTRs have been calculated using two different approaches. In the first, the LOS data are combined with the topographic data to determine the best single ADC. The ADC By combining topographic information with geological maps of highland plateaus and tesserae we may define a simple global tectonic regionalization. Harmonic topography more elevated than 0.5 km above the planetary mean radius is divided, on the basis of the global geological maps of Price & Suppe (1995) and Price et ul. (1996) , into highland plateaus and tesserae or highland volcanic rises (indicated by dark and light shading, respectively, on all subsequent global maps). Regions at lower elevations may be grouped together as plains and lowlands. While this regionalization is overly simplified with respect to geological structures, we shall see that it is adequate for the treatment of localized admittances.
GLOBAL G E O I D , TOPOGRAPHY A N D ADMITTANCE O F VENUS
We make use of a spherical harmonic model of the geoid, or equivalently the gravity field, of Venus that includes LOS tracking data from both the Magellan and Pioneer Venus missions and has a maximum degree and order of 120 (Konopliv & Sjogren 1996) . The spatial rendition of this geoid model is shown in Fig. 2 . This solution includes data obtained during tracking of the Magellan spacecraft in a nearly circular orbit with an apoapsis of about 550 km and a periapsis of about 180 km (Konopliv & Sjogren 1994) . The spherical harmonic expansion of the topography is taken from values gridded every 0.25" in latitude and longitude (Ford & Pettengill 1992) and is complete to degree and order 360 (Rappaport & Plaut 1994) .
The close association of highlands and geoid highs is remarkable, and leads to the hypothesis that the geoid arises from either isostatic (e.g. Haxby & Turcotte 1978) or dynamic (e.g. Richards & Hager 1984 ) compensation of topography. Here, isostatic compensation refers to the balancing of topographic loads with density variations at depth. These variations can be either at discrete interfaces, such as the crust-mantle boundary, or volumetrically distributed, such as contributions from the thermal and chemical structure of the interior. In contrast, dynamic compensation refers to surface topography supported by stresses from mantle flow.
We begin our analysis of topographic compensation on Venus with a purely spectral approach. In Fig. 3 we show RMS amplitude versus spherical harmonic degree for both geoid and topography. We also show the degree correlation between the two fields, as well as the least-squares estimate of the degree-dependent global geoid/topography admittance is then converted to a GTR estimate (e.g. Smrekar & Phillips 199 1). This approach relies on the premise that topography may be treated as if locally compensated at one depth and that the transfer function between the geoid and the topography is independent of wavelength over the band considered. If incorrect, as suggested by the analysis of the previous section, these premises can lead to erroneous conclusions. However, despite these shortcomings, Smrekar & Phillips (1991) were able to classify the highlands into two groups depending on the value of their GTRs, a distinction that still remains (Fig. 4) 1995) . Given the red spectra of the original fields, the estimated GTR is then dominated by the longest wavelengths passed. In addition, spectral bandpassing followed by spatial localization can result in spatial aliasing (Sandwell & Renkin 1988) . Finally, since the gravity data are currently available only as a finite set of spherical harmonic coefficients, there is an undesirable arbitrariness involved when such data are used in a purely spatial sense, as when calculating a GTR (for example choosing how many points to use and deciding which wavelength band to consider). The admittance, while similar to the GTR, is in the wavenumber domain and can therefore vary with wavelength. The approach taken here is first to localize in space, then in frequency, while only considering wavelengths less than the scale of spatial localization. Although some long-wavelength bias still exists due to the spatial windowing of data having red spectra, this bias is considerably less than with the GTR technique, and is overt. Furthermore, as long as comparisons are made with models that have had the same windowing applied to them, we are not seriously affected by this bias. Windowing the models in the same manner as the data is also important because we are seeking horizontal variations in model parameters and we normally interpret the data by means of forward models that vary with depth but not horizontal position. While windowing has a minimal effect on forward models of Airy compensation (local compensation by variations in the depth to an interface separating materials of different density), it has a strong effect on regional compensation models (with finite T,).
SPATIO-SPECTRAL LOCALIZATION O N A SPHERE
We develop a localization procedure for the spherical domain in the context of localizing data at either fixed or variable length-scales. The latter application involves spatial multiplication of the data with a window whose length-scale is proportional to the wavelength being considered. The windowed field is transformed into the spectral domain as a convolution, using spherical harmonics, in order to take full advantage of known harmonic coupling relations. The localized data can be used to estimate the position-and wavelength-dependent correlation and transfer function between two global fields. The localization transform proposed here is fully invertible by spatial averaging of the localized data.
The localization transform
Following the normalization and phase conventions of Edmonds ( 
such that (4) Each spherical harmonic X,(Q) is fully normalized such that
where the integration is over the entire spherical surface, the asterisk denotes complex conjugation, and, unless other- Furthermore, we have not specified the character of the window; the development applies to both multiresolution windows, such as those used here, and spatially complex geographical windows (such as an ocean-continent function).
For comparison with the wavelet approach, we rewrite eq. (9) as the inner product of the data with the localized basis or equivalently, and we have assumed that W(Q) is real-valued. Care must be taken to ensure that Xlm(Q) has zero mean so that we measure the first moment of our signal without bias from the zeroth moment (e.g. Chui 1992; Daubechies 1992) . In addition, to maintain consistency across degrees, we require that W(Q) have a mean amplitude of 1, i.e. that
Alternatively, for analysis with a fixed length-scale window, one could require that W(Q) have a maximum amplitude of 1, analogous to classical windowing and the short-time window Fourier transform. The implementation of these constraints is addressed later.
Returning to the form used in eq. (9), and using eqs ( 1 ) and (7), we write where eq. (16) If a window (for example the continent-ocean function, a spherical cap or a degree-dependent window) is expanded into spherical harmonics, it is straightforward to calculate the coefficients of the windowed field.
For any window, we need to define a reconstruction algorithm that maps the localized coefficients back to the original field, or equivalently to coefficients of the original field. As demonstrated in Appendix A, we accomplish this by averaging over all possible positions and rotations of the window, which can be written as where R represents the three Euler angles (a, p, y ) and dR = da sin p dp dy. For axisymmetric windows, we can eliminate the a rotation and the reconstruction becomes
We now address the limitation imposed by starting with a spectrally truncated data set on our ability to analyse a windowed field spectrally. Let Lobs be the highest harmonic degree for which an observed field has significant spectral power. If the window can be expressed in terms of a finite number of coefficients with a maximum degree Lwi, then from the triangle inequality (eq. 16) we find that the degree 1 coefficients of the windowed field receive contributions from data coefficients with lI I 1 + I, . We must ensure that we do not localize at an I that is sufficiently large such that we are sensitive to data with 1, > lobs. Labelling the critical 1, as Lnyq and recognizing that 1, never exceeds Lwin, we find which can be regarded as a spherical equivalent of the sampling theorem for localized functions, and is illustrated in Fig. 5 . Recognizing that increasing spatial localization increases Lwi,, we must consider eq. ( 2 5 ) when designing windows. We emphasize that a truncated harmonic representation of a data field can never be localized at the highest available degree-a manifestation of the sampling theorem. To attempt to localize at 1 > lnyq involves convolving window coefficients with zerovalued data coefficients, and is therefore the same as convolving the data with a truncated window expansion. However, we can increase the maximum spectral resolution of the localized field, L,,,, by decreasing our spatial resolution. The definition of L,,, is obviously valid both for scalable windows and for arbitrary windows such as a continent-ocean function or another geographic window. We cannot generate information, only move it around. If the spherical harmonic representation of a global data field can be regarded as having full spectral resolution, then the convolution perspective emphasizes that localization produces spatial resolution at the expense of spectral resolution. Since the basis functions are neither orthogonal nor linearly independent, the spectral estimate at a given spatial location is correlated to the estimate at a neighbouring point. Similarly, the spectral estimate at a given degree is correlated to the estimate at a neighbouring degree.
Localized field statistics
The linear transfer function between two fields A(R) and B(R) (e.g. gravity and topography) can be written as
Typically, we want to estimate F. Classically, F is restricted to be isotropic, that is it depends on A, the separation distance between R and R', and further, A and B are assumed to be stationary, so that F is independent of position. These assumptions result in
In contrast, here we permit F(A) to vary spatially using the representations of A and B localized at Ro, and we assume the relationship
s, .
where r is the spatially localized version of B.
localized fields can be written as
In Appendix B we show that the cross-covariance of two where yIm is a harmonic coefficient of r.
Using eq. (29), we define, respectively, the RMS amplitude of Y, and the correlation, transfer function (admittance) and error on the admittance between Y and r as and (33) In subsequent sections, we make use of these localized estimates, the global average of the local estimates, indicated by an overbar (e.g. si), and the non-localized or global estimates, indicated by a hat (e.g. sl). Our analysis does not include a discussion of the uncertainties in the derived statistical estimates or in the original gravity and topography data. Only the formal error in the transfer function between two localized fields is presented here. While this is the error typically presented for two fields with independent harmonic coefficients free of errors, our localized coefficients both are correlated and themselves contain errors, so our error for the transfer function is an underestimate.
Window design
We use a window that is generically defined to be smooth and to scale with wavelength. Here we consider only isotropic windows (that is that depend only on Q) centred at the pole (Q = 0). This restriction can be generalized to other locations by a simple rotation of the coordinate system. Noting that pole-centred isotropic windows only have mz = 0 terms, and using eq. (18) we find that m1 = m, and eq. (21) becomes We use eqs (29) and (34) under the restrictions that
( 3 8 ) where we have limited consideration of $ l m to I > Lwin, which as will be shown later is desirable for other reasons.
We desire a window that minimizes Lwin, the maximum degree needed for accurate representation of the window. This choice reduces potential spectral bias problems incurred from the convolutions intrinsic to the localization transform. Furthermore, the gravity data sets considered here impose severe Nyquist restrictions, which are ameliorated by using the most spectrally compact or spatially smooth window possible. In addition, from a practical perspective, minimizing Lwin reduces computation time significantly.
We use a scalable window based on a spherical cap, defined as [where , I = 2 n R / , , h~T ] , that fit in the window. The spherical analogue to a Cartesian boxcar, a cap has many wellknown disadvantages. However, the window we use has only the first LWj, coefficients of the harmonic expansion of the cap window, where Lwin is the nearest integer less than or equal to I,. This choice of Lwin corresponds to keeping the coefficients within the first lobe of the spectrum of a spherical cap. At
Tectonics and mantle dynamics qf Venus 31 1 = L,,,. LW,, 2 L,,,/f,, and using eq. (25) we find I This is written as an approximation since Lwin and L,,, must be integer-valued.
We must also guarantee that our basis function should have zero mean, i.e. X,,(R) dR = 0 , or more explicitly for a pole-centred window, To satisfy this relation, it is sufficient (and possibly more restrictive than necessary) to require w ,~= , ,~ = 0. We accomplish this by imposing I,<1. From eq. (40) we find that for Lobs = 70 and f , = I, L,,, = 35, and for Lobs = 120 and fs = 2, L,,, = 80. Obviously, f , = 1 provides higher spatial resolution than with &=2. However, when analysing data with noise, it is desirable to minimize potential bias by using f , > 1, thereby localizing at length-scales longer than the wavelength under consideration.
Examples of windows and their spectra are shown in Fig. 6 .
In addition, examples of W(B, Lwin), E;, and X,, are shown for I = 12 and f , = 1 in Fig. 7 . As previously mentioned, whereas the spectrum of a spherical cap has multiple side lobes, our windows incorporate only coefficients within the first central lobe. As the windows become tighter spatially, the central lobe widens and, in the limit of a delta function, gives a flat spectrum, that is perfect spatial resolution with no spectral resolution.
From Fig. 7 we see that a subset of the X,,(R)s are nearly zero-valued. This behaviour arises because our windows are pole-centred, and for a given 1, E;,(R) has decreasing power near the pole with increasing m. We use this fact to reduce computation by modifying eq. (36) to where we have neglected all X,,(R)s having a maximum amplitude relative to the maximum amplitude of Xfo(R) less than a specified threshold, here chosen to be 0.01. An increase in f , will result in an increase in M,,,.
The harmonic expansions of the windows are derived in the standard fashion, where In order to have a mean amplitude of 1, woo must equal f i , and the remaining window coefficients are rescaled accordingly. We write the complete expression for the window coefficients as
and As is evident from Fig. 6 , these windows have sidelobes in the spatial domain with amplitudes less than 5 per cent of the peak amplitude. Windows with better statistical properties surely exist, but the windows we have chosen satisfy our requirement of spectral compactness (crucial for maximizing L,,,) and provide a simple trade-off between spectral and spatial resolution.
As an aid to understanding the formalism developed above, we apply the spherical localization technique to a simple synthetic example. Consider a field constructed with a spherical cap at each pole plus an equatorial annulus (Fig. 8) . Each cap has an angular extent equivalent to the zero-crossing of P,,~o(cos 0) closest to the pole, and the annulus has a width equivalent to the distance between the two zero-crossings of P,,,,(cos 0) nearest to the equator. The RMS amplitude spectrum, S,, also given in Fig. 8 , is even when considered globally, that is all the odd harmonics have zero amplitude.
Since the field is axisymmetric, we need only consider S,(fl, 4) on a latitudinal profile (e.g. 4 = 0). The resulting spectrograms for f , = 1 and f , = 2 are shown in Fig. 9 . With f , = 1 we have better spatial resolution; the region of non-zero S, is more restricted to the region near each pole and the equator than with ji = 2. However, while the spectral peak at I = 12 is clear in both spectrograms, it is more pronounced with f , = 2 . Furthermore, with fi = 2 we resolve a second spectral lobe (centred at I = 28). Conversely, at high degree, with f , = 1, we can discriminate between the edges and the centre of the caps and the annulus. We also find that at middle and high degrees, the annulus and the caps have the same S , despite their different latitudinal extent, a result that illustrates our sensitivity to the shape of the anomaly or, in other words, to the difference between 2-D and 3-D length-scales. In practice, we generally use f , = 2, which has proven to be an acceptable compromise for giving resolution in both domains.
To demonstrate the effect of exceeding the Nyquist constraint from eq. (25), consider the spectrogram for the same field as in Fig. 8 , but where we have included coefficients only up to and including I = 16, which corresponds to L,,, = 8 for f, = 1 (Fig. 10) . At the bottom of Fig. (10) the per cent error relative to the L,,, = 75 expansion (with Lnyq = 37) is shown. We see that the error rapidly increases when we exceed 1=8, but is zero-valued for 15 8.
Caveats
The method presented here has room for improvement. In particular, our choice of windows, while not arbitrary, lacks a robust justification. As a beginning, we are satisfied with reasonable control over the spatial localization (despite the obvious sidelobes) and the spectral compactness that is so crucial for the maximization of Lnyq. Future work should consider tailoring the windows for the data type being considered. In particular, there is the potential for bias in our method stemming from the analysis of data with red spectra. While we note this bias, we are not able to quantify it given the simplicity of our window construction. As mentioned above, cited errors in the admittance spectra are minimum estimates. When considering the geoid on Venus, we attempt to include the expected spatial variation in the strength of the geoid in our discussion of Lnyq, but we d o not attempt to include errors from each harmonic coefficient. From the wavelet perspective, we have constructed a set of localized basis functions, X,,(Q), as the product of spatial windows and spherical harmonics. It may be desirable to formulate a localization method that constructs these basis functions directly. Indeed, as was noted previously, many of the X,,(R)s do not contribute to the final result, suggesting the existence of a more efficient formulation. The choice of basis will become more important in the future as the resolution of global data sets increases and computational concerns become more of a factor.
Despite these cautions, this localization method can provide new insights into the structure of global geophysical fields. The method draws its strength from its simplicity and the similarities to conventional windowing techniques. An important outcome of this methodology is the existence of a localization Nyquist degree, L,,,. In order to quantify Lnyq, we have used spatial windows with compact spectral representations. Indeed, for the standard fixed-length-scale regional analyses common in most global geophysical studies, the issue of the finite spectral resolution of most global data sets is frequently overlooked or ignored.
LOCAL GEOID, TOPOGRAPHY A N D ADMITTANCE OF VENUS
We now use the localized representations of the geoid and topography and calculate the RMS amplitude anomaly S, for each field and the admittance F , between the two fields using eqs (30)-(33), with a scaling parameter f , = 2. These choices imply, for Lobs = 120, that Lnyq = 2L0,,/3 = 80 (from eq. 40) or that we can at best calculate the admittance down to wavelengths of about 500 km. Our analysis produces localized spectra for all positions. We present these spectra as global maps for fixed 1 and as spectra for a set of fixed geographic locations. The global maps are presented as ASl, that is deviations of Sl about TI, the global average value at degree 1.
Thus, AS1 has negative as well as positive values. We apply this 1-dependent shift to establish a useful baseline on which to compare results at different 1; otherwise, the red spectra characteristic of geoid and topography would dominate the figures. A purely harmonic input field would appear in the ASl maps as having little or no spatial variation at the frequency of the input data, and an isolated discontinuity in the input data would result in power at all degrees, centred at the position of the discontinuity.
Maps of ASl using f , = 2 for topography and geoid are shown in Figs 11 and 12. At 1 I 8 the topography is dominated by Ishtar and Western Aphrodite Terrae. At higher I, the volcanic rises become significant, although the plateaus and tessera regions continue to have large topographic contributions, with a clear signature of Maxwell Montes at all 1. A very different picture appears from the estimates of AS, for the geoid. The map of AS4 is dominated by eastern Aphrodite Terra. At higher 1, the maps are dominated by the volcanic rises, and all the plateaus and tesserae have very low values of ASl. Maxwell Montes is an exception to this observation, but it is also the region with the greatest topographic signal.
The clear distinction between the highland plateaus and the highland rises is further illuminated by the relationship of the geoid/topography admittance to tectonic regionalization (Fig. 13) . While the admittance is positive at all i and all positions, the admittances for the plateaus and tesserae are consistently lower than for the rises (see also Smrekar & Phillips 1991; Simons et al. 1994) .
To gain a more regional perspective, we consider here admittance spectra at different locations. While this can be done with either geoid or free-air gravity, we use the latter in order to reduce potential biases induced by windowing data with red spectra (McKenzie 1994) . While the conclusions are not altered by this choice, it facilitates comparisons with other recent analyses.
Before considering individual gravity/topography spectra, we note that the gravity field is not equally reliable at all points on the globe. Considerable variation in field quality exists due to variations in data coverage and spacecraft viewing geometry. We quantify the local resolution of the gravity field by looking at the signal-to-noise behaviour of the gravity field at each location of interest. We obtained estimates of the noise spectra from A. Konopliv (personal communication, 1996) for the 18 selected areas addressed here (Fig. 14) . The noise spectra are shown in Figs 15 and 16 together with the S, spectrum for each site. Since we can calculate S, only out to a maximum 1 of 80, we have extrapolated the S, curves with a quadratic extrapolation. The curvature present in many of the SI spectra is the only justification for a quadratic, as opposed to a linear, extrapolation. We use the position-dependent Lobsr defined to be the harmonic degree at which the S , spectrum crosses the error spectrum, to calculate a position-dependent Lny,. In the discussion of the admittance spectra, we clearly indicate where the estimates of L,,, depend on extrapolation of S,, as these are the least reliable. Furthermore, we note that the error spectra have not been calculated using a windowing operation that can be easily related to our localization. Therefore, given these difficulties, we use our estimates of Lnyq (when less than 80) only as guides. Future analyses will need to include a more rigorous treatment of the error structure of the gravity data.
The observed gravity/topography admittance estimates are shown in Figs 17 and 18. For reference, we compare these estimates with those predicted from models which include elastic support, that is models in which the topography is that of a top-loaded plate of elastic thickness T, and crustal thickness D. We apply the model gravity/topography transfer function to the global topography coefficients to predict a set of global gravity coefficients. The two sets of coefficients are subjected to the same spatio-spectral localization as the data in order to generate the reference curves for each location. The reference models are for D = 2 0 and 40km and T,= 10 and 30 km. These curves demonstrate the trade-off between D and z. The difference in the curves as a function of region underscores the need to apply the same localization to both the data and the models. While we could also have included reference curves for models of convection, such dynamic models are non-unique. We note here only that while static compensation models at shallow depths produce relatively flat geoid/topography spectra, dynamic models typically produce red geoid/topography admittance spectra and flat gravity/ topography spectra (e.g. Kiefer et al. 1986; Kiefer & Hager 1991a; McKenzie 1994; Simons 1995) .
As found with the geoid/topography admittances, the high- we find D w 2 0 k m and T,z20km, although the F , spectra are not well behaved. In all cases, one must keep in mind the size of the feature in question. For instance, the admittance spectrum at Alpha departs at low I from the model prediction at wavelengths much larger than Alpha itself. For Ovda (#3), F , is more complex than can be accounted for by our simple model. On the basis of these six areas, we conclude that the F , spectra for the highland plateaus and tesserae are generally consistent with D I 40 km and T, 2 20 km, in agreement with previous analyses (Simons et al. 1994; Grimm 1994) . These estimates are also consistent with the estimate for T, of 11-18 km found beneath the Freyja Montes foredeep from a flexural analysis of topographic profiles (Solomon & Head 1990 ). The gravity/topography admittances for the highland rises, lowlands and plains (Fig. 18) are, in contrast, not only much larger than for the plateaus and tesserae, but frequently maintain a constant value between 40 and 60 mGal km-' for I 6 40 (Fig. 18) . Beyond 1 N 40, the F , spectra frequently exhibit an increase in spectral slope, with a behaviour consistent with elastic support of the topography. Both the admittance magnitude at long wavelengths and the change in spectral character at wavelengths of z 1000 km are consistent with estimates found by McKenzie (1994) for many of the same regions. For most of the regions our estimate of Lnyq corresponds reasonably well with the degree at which the F , spectrum begins trending to zero or where there is increased variation from degree to degree. Imdr Regio (#12) is the best example of close correspondence between L,,,,, and such a change in the F , spectrum. At Bell Regio (#lo) the field is well resolved up to the maximum L,,, of 80, suggesting that the harmonic model has not reached its maximum potential resolution in this region. For Niobe Planitia, the F, spectrum shows no change in behaviour for Lnyq < I < 80, suggesting that we have underestimated Lnyq, probably because of the quadratic extrapolation of the S, spectrum (Fig. 16) . In all cases where Table 1 . The characteristic horizontal dimensions listed are very approximate and do not account for the non-circularity of a given feature. In addition, this dimension represents the entire region and not the numerous geological structures within the region. For the highland plateaus and large tessera terrains, the admittances at high harmonic degree are consistent with a single ADC. The ADC value of 40 km for Ishtar Terra (i.e. Lakshmi Planum) implied by our admittances at 12 20 agrees with previous estimates by Simons et al. (1994) and Hansen & Phillips (1995) . The ADC values for Western Aphrodite Terra (25-30 km) implied by admittances at 12 30 are substantially lower than previous long-wavelength ADC estimates of 70 and 230 km for western and eastern Aphrodite, respectively (Herrick et al. 1989) . For Thetis Regio, Grimm (1994) found evidence for both crustal and dynamic modes of topographic compensation. Our results agree with this conclusion, in that the region of tesserae within Thetis can be modelled as crustally compensated, whereas the remaining portion of Thetis, primarily to the south and including Artemis Chasma, is plausibly dynamically supported. For Atla Regio. our estimate of T, is two-thirds of the 45 f 3 km estimate of Phillips (1994) but the same as the 30 f 5 km estimate of Smrekar (1994) . For Bell Regio, our estimate is the same as the 30 5 km short-wavelength estimate of Smrekar (1994) . However, the 50 f 5 long-wavelength estimate found in the same study presumably reflects the flattening of the admittance spectrum at longer wavelength, a feature we do not find consistent with elastic support.
The pitfalls of using a spatial GTR estimate are illustrated by the study of Beta Regio by Moore & Schubert (1995) , who determined a GTR of 40 m km-' (30 per cent larger than our estimate of 30 m km-' at long wavelengths; see Fig. 13 ). Moore & Schubert (1995) concluded from a second-order analysis (fitting a parabola instead of a straight line) that the thickness of the thermal lithosphere is approximately 300 km and that models of thermal isostasy (Pratt compensation) require an 800-1000 K temperature anomaly at the base of the lithosphere. From the admittance curve for Beta Regio, we see that a single compensation depth does not fit &he data. Furthermore, such a large temperature anomaly would be associated with large dynamic stresses, which are ignored in their GTR interpretation. Finally, an 800-1000 K temperature anomaly is excessively large relative to the basalt solidus temperature (e.g. Turcotte & Schubert 1982, p. 144) . Similar difficulties arise in the use of the GTR over coronae and rifts (Schubert et al. 1994) . Here, as in most GTR studies (e.g. Sandwell & MacKenzie 1989; Kucinskas & Turcotte 1994) , the statement is made that the GTR (using the geoid) is, to first order, independent of wavelength in the band 600 km to 4000 km. While this assumption is true for a static compensation model, it is not true for the data. In contrast to the geoid-based GTRs, the gravity/topography admittances frequently appear to be nearly constant at long wavelengths, although the magnitude is much greater than predicted by any reasonable static compensation model.
Tectonics und mantle dynamics of Venus
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INTERPRETATION OF THE LOCAL ADMITTANCE
We address the relationship between mantle flow and surface deformation following the reasoning of Simons et al. (1994) . Three types of geological provinces are important in this discussion: the highland plateaus and tesserae, the highland Harmonic Degree, I
rises, and the plains and lowlands. As described above, the pervasive compressional features and elevated topography of most highland plateaus and tesserae support the hypothesis that the crust in these areas has thickened in response to horizontal shortening. The admittances in these areas are consistent with static compensation of relief by variations in the thickness of a low-density crust. While it has been proposed that these regions represent the surface expression of active crustal shortening and mantle downwelling (Bindschadler & Parmentier 1990 Zuber 1990; Bindschadler & Head 1991; Kiefer & Hager 1991b; Lenardic, Kaula & Bindschadler 1991; Bindschadler et al. 1992a : Bindschadler, Schubert & Kaula 1992b , the admittance values require no dynamic component of compensation.
In contrast, on the basis of large admittance values and evidence for extensive volcanism, it is generally accepted that the highland rises Beta, Atla, Bell, Eistla, Imdr and Themis Regiones presently overlie sites of mantle upwelling (McGill et al. 1981; Phillips & Malin 1983; Kiefer & Hager 1991a; Smrekar & Phillips 1991; Simons et al. 1994; Smrekar 1994; Stofan et al. 1995; Smrekar & Parmentier 1996) . The high topography of the rises results principally from a combination of vertical tractions on the base of the lithosphere and crustal thickening by volcanism and magmatic intrusion. The plains and lowlands, like the highland rises, have high admittance values that are not well modelled as static compensation at a single depth. Deformation in these regions subsequent to plains emplacement has been limited and has been concentrated at the ridge belts and wrinkle ridges (Solomon et a/. 1992) .
A model in which the crust presently acts only as a passive tracer, such that most long-wavelength topography is the result of the vertical tractions associated with mantle convection, can fit the observed geoid and topography over the rises, plains and lowlands. In this model, highland rises overlie sites of mantle upwelling, and lowlands overlie sites of mantle downwelling. In such a model, the ridge belts in the lowlands are the expression of limited lithospheric strain induced by mantle downwelling (e.g. Zuber & Parmentier 1990) . However, a model without substantial crustal deformation cannot explain the large-scale compressional features seen in highland plateaus and the pervasive deformation recorded in the tesserae. Thus, this model can be viable only if such regions formed during a now extinct phase of tectonic deformation (Simons et al. 1994) .
The opposing hypothesis states that highland plateaus and tesserae terrains are related to present mantle-flow patterns and that lowlands are regions of incipient or fully developed downgoing mantle flow, which eventually mature to states resembling western Aphrodite Terra or Ishtar Terra ( The conclusion that the surface manifestation of convection on Venus has dramatically changed in the past is supported by observations of the density and preservation states of impact craters on the surface of Venus, which indicate an average surface age of about 500 Ma and a low fraction of craters modified by volcanic flows or deformation Schaber et al. 1992; Strom et al. 1994) . Furthermore, the tesserae have a higher density of impact craters larger than 16 km in diameter than d o the plains, and only one-sixth of the large impact craters in the tesserae have been significantly deformed (Ivanov & Basilevsky 1993) . Stratigraphic relationships between plains and tessera units consistently indicate that emplacement of plains material occurred after most tessera deformation (Basilevsky & Head 1995) . In support of these cratering and stratigraphic observations, new laboratory measurements indicate that the strength of crustal rocks under dry, Venus-like conditions is much greater than previously recognized (Mackwell et al. 1995) , implying that the large topographic relief and steep slopes found in the crustal plateaus and mountain belts can be maintained over longer time periods than previously assumed on the basis of the high surface temperature and the estimated strength of crustal rocks on Earth. Consistent with these new measurements of creep strength are Earth-like estimates of T, seen in this study as well as in other studies (e.g. Johnson & Sandwell 1994) .
MANTLE VISCOSITY A N D LITHOSPHERE THICKNESS
High values of admittance from earlier global and regional analyses formed the basis for the inferences that Venus lacks an upper-mantle low-viscosity zone and that convective motions in the mantle couple strongly to the oLerlying lithosphere (Kiefer et al. 1986; Kiefer & Hager 1991a,b; Phillips 1990 : Smrekar & Phillips 1991 . Static compensation models, such as Airy or Pratt models, do not reproduce the observed longwavelength F , spectra, because they do not account for d) namic stresses induced by mantle flow. Given the inference that the geoid and topography over approximately 90 per cent of Venus are dominated by the effect of vertical convective tractions on the base of the lithosphere, the two fields yield an approximate map of vertical mantle flow in the Venusian mantle. We would like to use the admittance estimates to constrain the thermal boundary-layer thickness, an important constraint on heatflow and thermal-evolution models, as well as the a\,erage radial viscosity structure of Venus. In particular. we would like to test for the existence of an Earth-like low-viscosiry zone (LVZ), whether it be a sublithospheric low-viscosity asthenosphere, or a thicker low-viscosity region that spans the full depth extent of the upper mantle (that is above the primary mineralogical phase changes that mark the mantle transition zone on Earth). The issue of a LVZ on Venus has been debated because of its presumed controlling effect on the surface manifestation of convective tractions, either in the form of plate-like behaviour or as large-magnitude horizontal lithospheric strain (e.g. Phillips 1990; Kiefer 1993) .
Unfortunately, we can foresee difficulties in our ability to constrain quantitatively the dynamics from geoid and topography data alone. Previous analytic mantle-flow models have shown the non-linear sensitivity of the geoid and topography to the distribution of viscosity and buoyancy forces (e.g. Richards & Hager 1984; Ricard, Fleitout & Froidevaux 1984; Revenaugh & Parsons 1987) . Several studies have also applied numerical models of mantle convection to the analysis of gravity and topography on Venus (e.g. Smrekar Kiefer & Hager 1991a McKenzie 1994 : Moresi & Parsons 1995 Simons 1995; Solomatov & Moresi 1996; Smrekar & Parmentier 1996) . The models span a wide range of assumptions regarding the degree of internal heating, the flow geometry (Cartestian or cylindrical axisymmetric), the rheological law (depth-dependent, temperature-dependent, or both) and the effective depth and horizontal extent of the calculation domain. For each study, the success of a given model has usually been determined either by spatial comparisons of observed and model-derived profiles of geoid and topography (for instance, over Beta Regio) or with GTR estimates. On the basis of such measures of fit, all of these models have been reasonably successful, despite the fact that the estimated thickness of the TBL ranged from 70 to 500 km. This variability is the manifestation of the inherent inability to constrain TBL thickness with geoid and topography data.
In areas over which long-wavelength topography and gravity are dominantly the result of convective tractions and thus where T, values probably represent recent thermal conditions, we obtain T, = 10 to 30 km. A similar range was found from topographic profiles outboard of a number of coronae (Johnson & Sandwell 1994) . Correcting for the elrects of inelastic yielding (McNutt 1984 ), Johnson & Sandwell (1994 obtained estimates of the mechanical plate thickness, T,, of about 40 km. For a linear thermal gradient, a temperature of 750°C at a depth T,, a surface at 500°C and a temperature at the base of the TBL of 1250'C, the TBL thickness is then about 120 km. A 120-km TBL thickness is within a factor of two of that estimated by scaling terrestrial heat flow to Venus (Solomon & Head 1982; Phillips & Malin 1983) , under the assumptions that both planets have equal heat production per mass and a similar radial distribution of heat-producing elements, and that heat loss at present occurs solely by steadystate conduction through the lithosphere. Given the estimates of T,, and the realization that single GTR or admittance values d o not constrain TBL thickness, a 45-to 150-km-thick TBL cannot be rejected on the basis of current geophysical understanding. A 300-km-thick TBL is neither required nor favoured by gravity and topography data, estimates of T, or comparisons of convection models with observations.
Analyses discussing the presence of a LVZ on Venus have relied extensively on numerical models scaled to a 600-to 700-km-deep convecting layer with unit aspect ratio flow, corresponding to a maximum wavelength of about 1300 km or 12 30 (e.g. Ceuleneer et al. 1988; Robinson & Parsons 1988; Smrekar & Phillips 1991) . These numerical models, originally developed to address the low admittances associated with many oceanic features, can produce arbitrarily low admittances if a LVZ is present (Ceuleneer et al. 1988; Robinson & Parsons 1988) . The high values seen at many locations on Venus have therefore been interpreted to be inconsistent with the presence of a LVZ (Phillips 1990; Smrekar & Phillips 1991 ). However, McKenzie (1994 has shown that if one corrects for constructional volcanism when calculating the observed admittances in the terrestrial ocean basins, then the observed admittances do not show any reduction associated with the presence of the LVZ. Furthermore, on the basis of the Sl maps, the 1300-km length-scales characteristic of the numerical models are much smaller than those associated with the gravity and topography signatures of Atla and Beta. Kiefer & Hager (1991a) conducted numerical experiments scaled for convection in a 2800-km-deep layer and found that an upper mantle extending to 700km depth with a viscosity an order of magnitude less than in the lower mantle could fit the geoid and topography data over Beta and Atla. For their particular model (cylindrical geometry with unit aspect ratio), they found that models with both a low-viscosity upper mantle and an even lower-viscosity asthenosphere underpredicted both the geoid and the topography. In contrast, numerical models conducted in a 2-D polar annulus scaled for whole-mantle convection generated geoid and topography with characteristic amplitudes of 100-200 m and 2-4 km, respectively, and showed no strong modulation by the presence of a low-viscosity region in the upper mantle (Simons 1995) . We conclude, therefore, that we do not have sufficient information to determine whether or not there is a LVZ on Venus.
DISCUSSION AND CONCLUSIONS
We have attempted to construct a bridge between the purely spatial and purely spectral approaches to analysing harmonic renditions of globally defined data. This bridge comes in the form of a spatio-spectral localization operator and provides quantitative limits on our ability to determine simultaneously variations in the spatial and spectral domains-limits that are particularly important to determine when manipulating data with finite global spectral resolution.
We have used our localization approach to study the different modes of topographic compensation at length-scales greater than 500 km on Venus, and thereby to constrain the extent to which convective processes within the planet manifest themselves at the surface. Geoid and topography on Venus are not only positively correlated at all wavelengths when viewed globally, as observed in previous studies, but also when viewed locally. Compensation of relief in the highland plateaus and tesserae, which occupy about 10 per cent of the surface, can be simply explained as the result of Airy isostasy with crustal thicknesses generally not exceeding approximately 40 km. On the basis of impact crater densities and stratigraphic relations, most of the pervasive deformation recorded in the highland plateaus and tesserae must be as old as 500 Ma. More generally, we infer that the present crust of Venus does not thicken or thin significantly in response to convective tractions (Simons et al. 1994) .
Local admittances at the shorter wavelengths considered here, as well as in global degree-by-degree analysis (Fig. 3) , are consistent with an average planetary crustal thickness of no more than about 30 km. In agreement with this estimate is the continued decrease in elevation commonly seen outboard of the contacts of plains with highland plateaus and tesserae, implying that the crustal thickness beneath these plains is less than beneath these adjacent highlands and tessera blocks. While we cannot exclude the possibility of long-wavelength increases in crustal thickness beneath plains and lowlands distant from highland plateaus and tesserae, such variations must be sufficiently small as not to influence the admittance spectra for plains and lowlands obtained from the presently available gravity field.
In contrast to highland plateaus and tesserae, longwavelength topographic variations in the rises, plains and lowlands are compensated principally by vertical tractions at the base of the lithosphere. If this model of topographic compensation is correct, then the long-wavelength geoid and topography not associated with the highland plateaus and tesserae yield an approximate map of the vertical convective motions in the upper mantle of Venus (see also Herrick & Phillips 1992). For example, consider the residual geoid shown in Fig. 19 , where we have removed a model prediction using D = 40 km and T, = 30 km, which accounts for the component of the geoid that we believe to be statically compensated. This residual geoid is then the minimum field that we associate with convective tractions.
When judging the success of a given compensation model, the peak spatial geoid anomaly should not be the sole criterion, since two different models may yield the same peak anomaly but have very different spectral contents. However, we can ask what portion of the total spatial gravity field is predicted by a given compensation model. From Fig. 19 we see that the static compensation model explains most of the geoid associated with Ovda Regio and the smaller tesserae. Over Ishtar Terra, we reduce the maximum anomaly from over 100m to just over 30 m. Interestingly, there remains a geoid high at Ishtar that is spatially connected to the high associated with Eistla Regio. Hansen & Phillips (1995) also found that two modes of compensation are present at Ishtar Terra; they favoured a model with a thickened crustal layer overlying a thickened residuum layer, both of which are the result of recent mantle downwelling. From our earlier arguments, however, tesserae and plateaus are probably the fossils remnants of an earlier history of high crustal strain. Within the context of our dynamic compensation model, this viewpoint simply implies mantle upwelling may be occurring beneath Ishtar Terra, that is beneath a region that includes a pre-existing highland plateau. Pressure-release partial melting in such an upwelling zone could account for the presence of relatively undisturbed lava plains (Lakshmi Planum) in the centre of an otherwise highly deformed region.
While it is tempting to apply admittance estimates to infer the TBL thickness and mantle viscosity structure of Venus, such efforts are doomed to fail without a prior model of the interior density structure of the planet, because of the inherent non-linearities involved in the forward problem. In contrast to Venus, the structure of the geoid on Earth is complex. Most of the topography is supported by variations in crustal density and thickness, while the long-wavelength geoid is dominated globally by convective processes, with geoid highs associated with both mantle upwellings and mantle downwellings (e.g. Richards & Hager 1988) . Dynamic models of the flowinduced geoid resulting from density perturbations derived from seismology or other geophysical inferences (e.g. Hager 1984; Hager et al. 1985) can match the observed geoid and constrain the radial viscosity structure of the Earth, an experiment that is not possible to conduct for Venus. We are faced with the conundrum that the relationship between the geoid and the planform of convection appears to be simpler on Venus than on Earth, yet we are able to say more about interior structure for Earth than for Venus because of at least a limited understanding of density anomalies in the Earth's interior.
The primary differences between the two planets are the lack of active plate tectonics on Venus at present (e.g. Solomon et al. 1992 ) and the strongly time-dependent history of deformation indicated by the inference from gravity/topography relationships and other considerations that the tesserae and highland plateaus are the surface manifestation of an earlier history of high surface strains. What might account for the profoundly different tectonic styles of Venus and Earth? One hypothesis is that the presence of water may control the surface expression of convection. Since water is a prime factor in weakening lithospheric-scale faults on Earth (e.g. Hickman 1991), the presently anhydrous lithosphere of Venus (e.g. Grinspoon 1993 ) may prevent the formation of weak plate-boundary faults (McKenzie 1977b; Kaula 1995) , thereby inhibiting the development of Earth-like plate tectonics. The need for weak plate margins is illustrated by numerical models of mantle convection that attempt to mimic plate behaviour (that is largescale horizontal movement with strain concentrated in narrow regions) by incorporating either highly non-linear rheologies or a priori zones of weakness in the lithosphere (e.g. King, Gable & Weinstein 1992; Kiefer 1993; Zhong & Gurnis 1995) . If the abundance of water on Venus is related to the surface temperature, then the strong temporal changes in tectonic style on Venus may imply a coupling between atmospheric evolution and the surface manifestation of mantle convection, whereby a more hydrous lithosphere on Venus in the past would have had a lower creep strength (e.g. Mackwell et al. 1995) and may have promoted a more horizontally mobile style of tectonics. Whether such earlier styles could be viewed as products of some form of plate tectonics or another process is presently unknown. 
A P P E N D I X A: T H E INVERSE T R A N S F O R M
A reconstruction algorithm that maps the localized coefficients back to the original field, or, equivalently, to coefficients of the original field, can be accomplished by averaging over all possible positions and rotations of the window. We write the coefficients of the repositioned window as 
To show that this reconstruction algorithm is successful, we write eq. (A4) explicitly as Noting that (Varshalovich et al. 1988) jR D!,,,,(R) which is true by inspection given the definition of wfm and the requirement that W(R) have an average amplitude of 1. For isotropic windows, we can eliminate the c1 rotation, and the reconstruction formula can be simplified to
A P P E N D I X B: T H E COVARIANCE F U N C T I O N
We develop an expression for the localized cross-covariance function following the formalism of Kaula (1966 Kaula ( , 1967 in which a spherical cap window is used. Here we consider the case of an arbitrary window. We introduce a second field B(R) with its corresponding localized field r(R). Adopting a reference frame centred at R and using A and z to represent, respectively, colatitude and longitude in this reference frame, we define the cross-covariance K(A) as
where the integration over t accounts for all points a fixed distance A away from a given point A@). We write eq. ( B I ) as a degree variance, oiB(/), by expanding K(A) in terms of Legendre polynomials, P I , giving ciB(1) = 7 1 P,(cos A)K(A) sin A d A ,
where Pf = Pfo. Rewriting this explicitly gives
x lK B(A, t) dr dR sin A dA . which, combined with our definition of the localized field from eq. (9), simplifies to
We have shown how to calculate the localized covariance for two windowed fields. With a simple rotation, this method can be used to determine the localized covariance, cr~r(Q, /), as a function of l for any point on the sphere. Below, we consider the spherical harmonic expansion of the localized covariance, a}m·(l), which produces a compact representation of the covariance fields in the form of a set of harmonic coefficients for localization at each I. Unlike the global !-dependent estimate of the covariance, rJ8 0 ( 1)/ fo represents an estimate of the globally averaged covariance that is less spatially biased to regions of locally high variance. This spatial bias has been previously noted in admittance/coherence studies of regions encompassing several geological terranes (Forsyth 1985) . While less spatially biased, the spatially averaged localized spectrum is spectrally biased, relative to the periodogram estimate, by the aforementioned convolution operations intrinsic to the transform.
We write the covariance as 
As was seen with the windowed field estimate, the covariance estimate at degree l is sensitive to data with degree less than l + Lwin (equal to 1.51 when using J, = 2). Similarly, from the third 3-j coefficient in eq. (Bl2), we find that the covariance expansion at degree l has a maximum degree of 2Lwin (equal to l when using j, = 2), providing a measure of the minimum length-scale over which the covariance function will vary. Note that this scale is a function only of the maximum degree of the window expansion. If the window were a constant over the whole sphere, then it would have only the single I'= 0, m' = 0 term and, as expected, the covariance would not vary over the sphere. The above derivation is useful for understanding the structure of the covariance estimates. However, for computational purposes we invoke the definition of the localized field from eq. (B9) to calculate the localized coefficients for a given geographic location, and we use these coefficients to calculate the covariances at that point. This procedure is repeated for the set of desired points (for example a grid or a great circle).
