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We present an uncertainty model for geometric transformations based on polygonal
uncertainty regions and transformation polytopes. The main contribution of this paper is
a systematic approach for the computation of regions of interest for features by using the
uncertainty model for affine and projective transformations. The focus is on the solution
of transformation problems for geometric primitives, especially lines, so that regions of
interest can be computed for corresponding geometric features in distinct images.
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1. Introduction
Quantization, geometric distortion and noise in digital image acquisition invariably lead to uncertainty about the
occurrence, location and shape of image features, as computed by feature-detection algorithms. All possible sources of
uncertainty propagate through the computations of feature transformations and affect the accuracy of the output result.
Coping with feature uncertainty is one of the major challenges in computer vision applications that want to establish
correspondences between features in distinct images, and that want to derive geometric relations between features, or
that involve geometric reasoning.
A good mathematical model for feature uncertainty can greatly improve the performance of a correspondence or
geometric reasoning algorithm. Small and accurate regions of interest (RoIs) for each feature help to find correspondences
more quickly and reliably. Computing RoIs becomes therefore an essential part of real-time image and video processing.
Uncertainty of transformation arises in a natural way when determining correspondences. A popular concept of
computing geometric transformations is robust estimation [4], with techniques such as RANSAC. RANSAC estimates the
transformationmodel based on a limited set of point correspondences. The error in themeasurement of the features position
is modeled by a Gaussian distribution. The uncertainty is introduced by the computation of a distance threshold, which is
chosen such that there is x% probability that a point is an inlier according to the estimatedmodel. RANSAC is a robustmethod
as it can cope with (a large portion of) outliers, i.e. points that do not comply with the estimated model.
Several approaches have been used to model geometric uncertainty. Kanatani was one of the first to use statistical
inference in a systematic manner to solve uncertainty problems in geometry [5,6]. Förstner has worked out several simple-
to-use tools that are based on statistical inference, and which can be used to represent, analyze and propagate uncertainty
through geometric reasoning chains [2]. This work has been further extended to other specific problems [8,7]. Criminisi
proposed a method to analyze the propagation of uncertainty on the measured input quantities and the error on the
transformation to the computed output results [1].
The approach presented in this paper is not based on statistical inference, but on the use of uncertainty regions. That is,
instead of estimating a pdf for a feature, we construct an uncertainty region in which the feature is likely to occur. Roughly,
∗ Corresponding author. Tel.: +32 9 248 88 26; fax: +32 9 243 87 77.
E-mail addresses: kristof.teelen@hogent.be (K. Teelen), peter.veelaert@hogent.be (P. Veelaert).
0166-218X/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2009.02.002
3458 K. Teelen, P. Veelaert / Discrete Applied Mathematics 157 (2009) 3457–3472
an uncertainty region is a region which indicates where a pdf is above a certain threshold. Instead of using uncertainty
ellipses, we use uncertainty polytopes, which provide more flexibility. Using uncertainty polytopes often results in simple
computations, and gives the possibility to proceed further in the geometric reasoning chain. In many applications it is
more important to have a reliable RoI for a feature, without the exact knowledge of a pdf. One of the practical results of
our approach is that in many cases an uncertainty region is not at all like an ellipsoid, but takes a form that is easier to
approximate by a polytope. Consequently, our approach is widely applicable as it can not only cope with RoIs with a wide
variety in shape, but can also be directly extended from affine transformations [9] to 2D projective transformations, as we
show in this work, and perspective transformations.
The uncertainty problems described in this work either lead to linear or non-linear, i.e. quadratic, cases. Although
algorithms are known to exist for the solution of quadratic programming problems, they are not useful for most image
processing applications, due to their complexity. On the other hand, there exist efficient geometric techniques to solve
linear programming problems [3]. In our approach, the focus is therefore on simple methods for the solution of a system
of linear equations or inequalities. We will consider solving linear systems as a special case of linear programming, and we
also refer to it as such in the remainder of this work.
2. Regions of interest
The goal of this paper is to present mathematical techniques that can be used to compute RoIs for geometrical features.
We will consider two interesting cases, which serve as prototype problems.
Known camera parameters. Suppose that an image can be mapped upon a second image by a well-known transformation.
This may occur for example, when two pictures are taken of the same scene but from two different camera positions, for
which all the extrinsic and intrinsic camera parameters are well-known. Suppose that the position of a line in the first
image cannot be determined very precisely, but that we can define a bounded set of line parameters, describing its possible
positions and angles. What are the possible line parameters in the second image? Or in other words, can we determine a RoI
for the line in the second image? In previous work this question has already been discussed for points [10–13,9,14]. In this
work, we will extend the analysis for line features presented in [9].
Unknowncamera parameters. Supposewehave two finite sets of features in twodistinct but related image frames. Assume
that the features of one frame can be projected upon the features of the second frame by a transformation map, but that the
transformationmap cannot be precisely determined. Furthermore, also the exact position of the features cannot be resolved
due to errors introduced by the digitization process or by the feature detector. Since the camera parameters are unknown,
finding RoIs for features in the second image usually involves several steps [10–13,9,14].
(1) Estimate the position of a large set of geometric features in both images (points, lines, circles, ...).
(2) Determine a small set S of features in the first image for which amore or less reliable correspondence can be foundwith
a feature in the second image.
(3) From S and its correspondences, compute an uncertainty polytope for the set of possible transformations.
(4) Use this uncertainty polytope to compute RoIs for all the other features not in S. The size and shape of the uncertainty
polytope determine the variation of the size and the shape of the RoIs across the image.
(5) Use the RoIs to find more reliable correspondences.
In most cases, several iterations of the above process are required to establish all the correspondences between features in
two images. It is often easier and less time-consuming to compute a first estimate for the transformation based on a few,
prominent, features in the image. In a next step, the uncertainty transformation is used to compute RoIs for a larger set of,
perhaps less prominent, features in the image. If correspondences indeed occur in the RoIs, the first estimate proves to be a
valid transformation model and its polytope can then be iteratively refined while more correspondences are being found.
Although both of the above cases occur in practice, we shall see that the second case is the most challenging from a
mathematical viewpoint.
3. Overview of transformation uncertainty problems
In this section, wewill introduce themathematical notation used to discuss the transformation problems in greater detail
in later sections. The features are geometric primitives, with a focus on points and lines. We will assume from now on that
the features, both points and lines, are in general position. Special configurations, such as e.g. collinear points or concurrent
lines, will be illustrated, but not discussed in detail.
The position or transformation parameters are given either by a single specific point, or by an uncertainty region or
polytope in the parameter space. S denotes specific parameters, whileU indicates uncertainty regions or polytopes. A convex
bounded polygon of a certain size and shapemodels the uncertainty about the exact location of a feature in the image, which
is due to e.g. errors introduced by the digitization process, noise or the feature detector.
The transformations are either projective transformations or, in this section, affine transformations T , represented as
T =
[a b e
c d f
0 0 1
]
. (1)
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Fig. 1. The images denote the meaningful situations that occur when computing point correspondences. In each frame is indicated which transformation
problems can be solved for point features using linear programming or not.
Affine uncertainty transformations can then be represented as a polytope in 6 dimensions, one for each parameter of the
affine transformation T . By sufficiently constraining the parameters, a convex bounded polyhedron or polytope is obtained
in the parameter space. Some constraints may be known beforehand, e.g. if the expected translation is a maximum 100
pixels, then−100 ≤ e, f ≤ 100.
To denote the transformation problems, we use three letters to specify a map from X to Z by the transformation Y ,
i.e. Y : X → Z . For example, U : S → U denotes a transformation from a feature on a specific location, by a transformation
uncertainty polytope into an uncertainty polygon. Fig. 1 gives an overview of transformation problems for point features.
Furthermore, we use a questionmark to define a problem inwhich a feature or region is unknown and should be determined
from the other data. For example, U : S → U? means that a single feature and a transformation uncertainty polytope are
given, and that the uncertainty region into which the feature is mapped must be determined.
The cases S : S → U , S : U → S, U : S → S are always meaningless. For example, it is impossible to map a single point
by a single transformation onto an uncertainty region, which excludes S : S → U . Some problems may not have a solution
in general. For example, given two arbitrary polygons in the plane, only when these two polygons are carefully chosen, will
the problem S? : U → U have a solution. Likewise, we exclude U : S?→ U and U : U → S?.
The situations U : S → U and U : U → S are dual to each other. U : S → U leads to the construction of uncertainty
polytopes for transformations (U? : S → U) or uncertainty polygons for image features (U : S → U?), while for problems
that fall under U : U → S it is easier to derive such polytopes or polygons for inverse transformations. The situation
U : U → U is the most general, but invariably leads to non-linear programming problems, as we will illustrate for point
features in the following section.
To determine RoIs for features in a second image, several types of problemmust be solved. For example, to solve the RoI
problem for unknown camera parameters, we must solve U? : S → U as well as U : S → U?. To compute the RoIs with
known camera parameters, it suffices to solve S : U → U?. We will discuss these cases in greater detail in the following
sections for point and line features.
3.1. Affine combinations of points and transformations
The solution of uncertainty problems is based on affine combinations. The following two properties are simple, but
essential.
Proposition 1. An affine transformation of an affine combination of points is equal to the affine combination of the transformed
points, i.e. T (α1p1 + α2p2) = α1T (p1) + α2T (p2), provided α1 + α2 = 1. Similarly, an affine transformation of a convex
combination of points (with 0 ≤ αi ≤ 1) is equal to the convex combination of the transformed points.
Proof. For two points p1 = (x1, y1) and p2 = (x2, y2), and the affine combination p = α1p1+α2p2, the affine transformation
T of the form (1) yields
x′ = α1(ax1 + by1 + e)+ α2(ax2 + by2 + e)
y′ = α1(cx1 + dy1 + f )+ α2(cx2 + dy2 + f ).
Because α1 + α2 = 1, this can be rewritten as
x′ = a(α1x1 + α2x2)+ b(α1y1 + α2y2)+ e
y′ = c(α1x1 + α2x2)+ d(α1y1 + α2y2)+ f .
It follows that α1T (p1)+α2T (p2) = T (α1p1+α2p2). As the convex combination is an affine combination with non-negative
coefficients (0 ≤ αi ≤ 1), the convex combination of points is preserved by an affine transformation. 
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Fig. 2. Figure (a) shows a projection of a transformation uncertainty polytope onto the ab parameter plane. The projection of the inverse transformation
polytope upon the ab parameter plane is shown in figure (b).
Note that in the proof of Proposition 1 it is essential that the combination of points is affine, that is, subject to the condition
α1 + α2 = 1.
Proposition 2. The application of affine transformations to a point p is a linear operation, i.e. (α1T1 + α2T2)(p) = α1T1(p) +
α2T2(p).
A point p = (x, y) is mapped to a point p′ = (x′, y′) with a linear combination α1T1(p) + α2T2(p), where T1, (a1, . . . , f1)
and T2, (a2, . . . , f2) are transformations of the form (1). By writing down the equations and collecting the terms in x and y, we see
that p′ = (α1T1 + α2T2)(p), which concludes this short sketch of the proof of Proposition 2. Since Proposition 2 holds for linear
combinations, it also holds for affine and convex combinations.
3.2. Transformation polytope duality
Since U : U → U is unmanageable as a linear problem, when introducing uncertainty polytopes for affine
transformations, a choice must be made. Both U : S → U and U : U → S are possible simplifications, where the derived
problems can be solved by linear programming. Unfortunately, we cannot convert a transformation polytope that has been
found for U? : S → U into a polytope for U? : U → S.
The inverse of an affine transformation is also an affine transformation. When the affine transformation T is represented
as in (1) then the inverse transformation T−1 is given by
T−1 =

d
−bc + ad
−b
−bc + ad
−de+ bf
−bc + ad
−c
−bc + ad
a
−bc + ad
ce− af
−bc + ad
0 0 1
 . (2)
Suppose we have a transformation polytope of affine transformations, what is the shape of the set of inverse
transformations? It is not a polytope, and not even a convex set, as shown by the following example.
We choose a line segment tT1 + (1 − t)T2, 0 ≤ t ≤ 1, of transformations as transformation polytope. A projection of
the calculated set of inverse transformations upon the parameter plane ab is visualized in Fig. 2. The projection is convex
as a function, but it is not convex as a curve, which means that also the curve formed by the set of transformations is not
convex. Even if we restrict the transformations to scaling and translation, the set of inverse transformations is not convex.
Counterexamples can easily be found for those cases. Only if we restrict the transformations to translations only, the inverse
transformations form a polytope.
This means that we must either model uncertainty for problems of the form U : S → U or for problems of the form
U : U → S. The situation U : S → U is the most natural when considering RoIs, i.e. we want to find out where a specific
feature in the first image can be found in a second image.
4. Regions of interest for point features
4.1. Unknown camera parameters
The procedure for solving the RoI problem for unknown camera parameters requires solving both the U? : S → U and
U : S → U? problems. First, we determine the uncertainty of the transformation map by solving U? : S → U . Then the
RoIs can be computed by using the uncertainty of the map. In turn, U? : S → U and U : S → U? involve S? : S → S and
S : S → S? as subproblems. Therefore, we first discuss how to solve these problems. Next, a brief overview is given of the
other point transformation problems, which have been solved in previous work [10–14]. In particular, we show that the RoI
problem has been solved for point features.
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Fig. 3. The uncertainty regions in the source (Ui) and image (U ′i ) plane are shown in figure (a). The uncertainty polytope for the transformation from
the uncertainty regions Ui into the uncertainty regions U ′i can be computed. Figure (b) shows the projection of this transformation polytope on the ab
parameter plane.
Both S : S → S? and S : S? → S are trivial problems, which are solved by simply applying the forward and inverse
transformation as given by (1) and (2). Also the problem S? : S → S is easy to solve for points. A closed formula for the
transformation mapping three points (x1, y1), . . . , (x3, y3) upon three points (x′1, y
′
1), . . . , (x
′
3, y
′
3) can easily be derived.
Such a transformation exists provided the points are not collinear, i.e. the points must be in general position.
To solve U? : S → U , we must find a transformation polytope mapping point sets into uncertainty regions. It is
easy to show that the polytope is the convex hull of the transformations that map source points onto the vertices of the
uncertainty polygons in the image plane. Let p1, p2, p3 be three points in the source plane and let qi1, q
j
2, q
k
3 be the vertices of
the corresponding uncertainty polygons in the image plane. Let Tijk be the transformation mapping three points p1, p2, p3
onto three vertices qi1, q
j
2, q
k
3. Then, because of Proposition 2, the transformation uncertainty polytope is the convex hull of
all transformations Tijk.
Given the transformation polytope and a set of other feature points in the source plane, we can determine the RoIs as
uncertainty polygons in the second image frame. This follows directly from Proposition 2.When a source point p is projected
onto the points ql in the image plane with the vertices T v of the transformation polytope, the uncertainty polygons are
obtained as the convex hull of the points ql. We try to find a corresponding feature for p in the second image plane, in a
search space limited to only the RoI described by the uncertainty polygon.
4.2. Known camera parameters
The solution for known camera parameters is even simpler, and is based on Proposition 1. It suffices to solve S : U → U?.
When pi denotes the vertices of the uncertainty polygon in the source plane, the uncertainty region in the image plane
is the convex hull of the points T (pi). This follows from Proposition 1. Also the inverse problem S : U?→ U can be solved.
Simply apply the inverse transformation to the vertices qi of the uncertainty polygon in the imageplane. Then theuncertainty
region in the source plane is the convex hull of the points T−1(qi).
4.3. The most general problem
The most general problem, when the point locations in both the source and destination image, and the transformation
are uncertain, requires the solution of U : U → U where one of the sets is unknown. This invariably leads to non-linear
programming problems.
Let U1,U2,U3 and U ′1,U
′
2,U
′
3 be convex regions in respectively the source and the image plane. Then the set of affine
transformations that map at least one point of Ui into U ′i is not convex, as can be illustrated by a simple example. Fig. 3
shows the points U2,U3,U ′1,U
′
3 and the line segments U1 and U
′
2 as uncertainty polygons. The projection of several affine
transformations in the uncertainty polytope onto the ab parameter plane is shown in Fig. 3. This figure clearly shows that
the projected polytope is not convex, which means that the transformation uncertainty polytope is also not convex.
5. Regions of interest for lines
If the equation of a line is written as px+ qy+ r = 0, then can we represent this line by a parameter point l = (p, q, r)
in R3. Any point on the ray γ (p, q, r) = (γ p, γ q, γ r), with γ a number not zero, represents the same line. An uncertainty
region for line parameters is a cone C minus the origin, where C contains rays of the form γ (p, q, r). To define a convex
polyhedral cone C , it is sufficient to define a set D of rays γ (p, q, r) such that the minimal cone that contains D and the
origin is equal to C .
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For a non-singular affine transformation T represented by (1), line parameters are transformed by a linear transformationp′q′
r ′
 = [ d −c 0−b a 0
bf − de ce− af ad− bc
][p
q
r
]
= R
[p
q
r
]
(3)
where thematrix R is the transpose of the inverse of T , multipliedwith the determinant of T , or the transpose of the adjugate
of T .
In principle, since line parameters are transformed by a simple linear transformation R, one could introduce uncertainty
polytopes for the entries rij of thematrix R. In this way, we can proceed by solving problems that are similar to the problems
listed in Fig. 1, but with point coordinates replaced by line parameters. The drawback of this approach is that it becomes
difficult to combine the RoIs derived for points with the RoIs derived for lines. The first involve uncertainty polytopes for
transformations T , while the latter involve polytopes for R, and T and R are related in a non-linear way. Therefore, we will
try to derive RoIs for lines from the uncertainty polytopes for the affine transformations T .
The transformed line parameters (p′, q′, r ′) are given by
(dp− cq,−bp+ aq, bfp− dep+ ceq− afq+ adr − bcr). (4)
For a given column vector v of line parameters, we shall denote the set of all nonzero scalar multiples of the transformed
line parameters (4) as T 〈v〉.
Both S : S? → S and S : S → S? for line features are easy to solve by applying either R or its inverse. Next, we look at
S? : S → S for n points and m lines with n + m = 3, with n,m ≥ 0. When three lines and their transformed images are
given, this problem can easily be reduced to the problem where three points and their images are given, provided the lines
are in general position, i.e. no three lines are concurrent. It suffices to find the affine transformation which maps the three
intersection points of the three lines on the image intersection points of the transformed lines.
Amore interesting situation occurswhen the affine transformation is specified by n points (xi, yi) andm lines y = xpj+qj,
with n+m = 3, n,m ≥ 0, and their images. At first sight, (3) leads to non-linear equations for the transformation parameters
a, . . . , f . However, a linear equation can be found by selecting two arbitrary points on the line,writing down the transformed
coordinates of the points, and substituting them into the equation of the transformed line.
For example, the line p1x + q1y + r1 = 0 contains the points (0,−r1/q1) and (−r1/p1, 0). The images of both points
under T as in (1) are the points (−br1/q1+e,−dr1/q1+ f ) and (−ar1/p1+e,−cr1/p1+ f ). If we substitute the transformed
points into the equation of the transformed line, p′1x′ + q′1y′ + r ′1 = 0, we find
(−br1/q1 + e)p′1 + (−dr1/q1 + f )q′1 + r ′1 = 0,
(−ar1/p1 + e)p′1 + (−cr1/p1 + f )q′1 + r ′1 = 0
(5)
which are linear equations in the unknowns a, . . . , f . Noteworthy in the above derivation is that the exact location of the
image points is not specified, only the requirement that the image points must lie on the image line is used. This is one of
the reasons of using lines as features.
5.1. Line transformations with known camera parameters
Let v1, v2 be the parameter vectors of two lines. For any linear combination of line parameters we have R(α1v1+α2v2) =
α1Rv1 + α2Rv2. This has an immediate consequence, similar to Proposition 1.
Proposition 3. Let T be an affine transformation. The transformation of a convex combination of line parameters (for which
α1 + α2 = 1, and 0 ≤ α1, α2 ≤ 1) is equal to the convex combination of the transformed line parameters. That is,
T 〈α1v1 + α2v2〉 = α1T 〈v1〉 + α2T 〈v2〉.
According to Proposition 3, a convex polyhedral cone C that defines an uncertainty region for the line parameters is
transformed by T into a cone C ′. To find the cone C ′ it is sufficient to transform the vertices of a polytope P that generates
C . Likewise, given C ′ one can find C , by applying T−1. Because this solves S : U → U? as well as S : U?→ U , we can solve
the RoI problem, with known camera parameters, almost as easily for lines as for points.
5.2. Line transformations with unknown camera parameters
The RoI problem for lines with unknown camera parameters, requires the solution of both U? : S → U and U : S → U?,
where S is a set of lines, and U represents a set of uncertainty regions. The major difficulty is that an uncertainty polytope
for the transformation parameters of T does not correspond to a polytope for the elements rij of the matrix R as defined in
(3). Thus, although R transforms line parameters in a linear way, an affine combination of affine transformations α1T1+α2T2
does not correspond to an affine combination α1R1 + α2R2 of transformations which transform line parameters into line
parameters. Consequently, for line parameters there is no equivalent of Proposition 2.
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Fig. 4. Conflict graph for line parameters after affine transformation.
As a result the situation for line uncertainty is more complex than for point uncertainty. We shall look at this problem in
two different ways. First, we will look at some important special cases, where there still is an equivalent for Proposition 2
and the transformed line parameters do form a polytope. Second, we shall look at the general, and more difficult general
case of the RoI problem for lines.
5.3. Constrained transformations
In general, the transformed line vector (p′, q′, r ′) of form (4) is not a linear expression in the transformation parameters
a, . . . , f unless some of the coefficients are either vanishing or fixed. The conflict graph in Fig. 4 is constructed by connecting
two parameters by an edge when they should not occur together as free parameters in the expressions of (4).
The maximal independent sets of this graph are: {a, b, e} and {c, d, f }. Other independent sets are: {e, f }, {d, f }, . . ..
Each independent set leads to a special case for which the line parameter vector (4) becomes a linear function of the
transformation parameters a, . . . , f of the affine transformation T . To illustrate the occurrence of linearity, we consider
affine transformations of the form
Tabe =
[a b e
0 1 0
0 0 1
]
, Tcdf =
[1 0 0
c d f
0 0 1
]
, Taaef =
[a 0 e
0 a f
0 0 1
]
. (6)
The most interesting case consists of transformations of the form Taaef , which involve uniform scaling and translation. In
this case the image of the line vector (p, q, r) is (ap, aq,−aep − afq + a2r). Since, any multiple of a line vector represents
the same line, we can eliminate a, to obtain the image vector
(p, q,−ep− fq+ ar), (7)
which is an affine function of a, e, f .
Proposition 4. Let T1, T2 be affine transformations that are either of the form Tabe, Tcdf , or Taaef (both transformations must be of
the same form). Let v be a column vector of line parameters. Then the transformed line parameters of an affine combination
of transformations are equal to the affine combination of the transformed line parameters. That is, (α1T1 + α2T2)〈v〉 =
α1(T1〈v〉)+ α2(T2〈v〉), with α1 + α2 = 1.
Proposition 4 remains valid for convex combinations with α1, α2 ≥ 0. For those cases where Proposition 4 holds, we can
solve both U? : S → U and U : S → U?.
Fig. 5 illustrates the solution for the transformation problem U? : S → U , where the transformations are restricted to
uniform scaling and translations, i.e. of the form Taaef . For a given set of line vectors vi, and a given set of convex polyhedral
uncertainty cones C ′i for the image of each line, we must compute an uncertainty transformation polytope P . For each cone
C ′i , let v
′
ij be a finite set of line parameters such that C
′
i is the smallest cone that contains the line parameters v
′
ij and the
origin. To solve the problem U? : S → U , we rely on the solution, i.e. a transformation Tij with parameters (aij, eij, fij), of the
problem S? : S → S for each subset of three correspondence pairs (vi, v′ij). The convex hull of all the transformations Tij in
the transformation parameter space is an uncertainty polytope Pi. The uncertainty polytope P for the transformations that
map each line into its own uncertainty cone is the intersection of the uncertainty polytopes Pi.
To solve the problem U : S → U?, an uncertainty polytope P for the transformations T and a line vector v must be
given. We compute Ti〈v〉 for each vertex Ti of the polytope P . The uncertainty cone for the transformed image of the line
v is the smallest cone that contains all the points Ti〈v〉 and the origin. Note that when the affine transformations are of
the form Taaef , then all the lines in the cone must have the same slope as the line v. This is illustrated in Fig. 6. One of the
advantages of deriving the uncertainty polytope for the transformation parameters in this manner is that these parameters
are also applicable in point feature transformations. As indicated in Fig. 6, the mapping of points according to the same
transformation polytope P results in bounded n-polygons as RoIs.
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Fig. 5. U? : S → U: The lines in (a) have parameter vectors vi and are being mapped to the uncertainty regions indicated in (b) (which is a translated and
scaled version of image (a)). These regions can be defined by a finite set of line parameters v′ij . The polyhedral cones C
′
i for each of these uncertainty regions
are shown in (c) in the parameter space pqr . (d) shows the polytope that contains all transformations Tij from vi to v′ij in C
′
i in the parameter space aef .
Fig. 6. U : S → U?: The lines in (b) correspond to all projections of the line with vector v, indicated in (a), according to the vertices of the polytope in
Fig. 5(d). The outer bounds limit the RoI in which to search for the actual corresponding line for v. The points indicated in (a) are mapped to the RoIs in (b)
by the vertices of the polytope of Fig. 5(d).
5.4. Unconstrained transformations
What is the result of applying an affine combination of affine transformations to a vector of line parameters when then
there are no special conditions imposed upon the transformations?
Proposition 5. Let T1, T2 be two affine transformations, and let T = tT1+(1−t)T2, with 0 ≤ t ≤ 1, denote the transformations
in their convex span. Let α, β be the parameters of the line y = αx+ β . Then the parameters α′, β ′ of the transformed line lie on
a common conic, for 0 ≤ t ≤ 1.
Proof. The proof follows by explicit calculation. Although the general case does not represent real difficulties, to limit the
size of the expressions, we illustrate the computation here for affine transformations that involve only translations and
scaling. Let
T1 =
[a1 0 e1
0 d1 f1
0 0 1
]
, T2 =
[a2 0 e2
0 d2 f2
0 0 1
]
(8)
be two affine transformations, where we assume that a1 6= a2, and d1 6= d2. Let (α,−1, β) be the parameter vector of the
lineαx−y+β = 0. Then, the parameters of the line transformed by T = tT1+(1−t)T2 are polynomials in t , i.e., (p′, q′, r ′) =
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Fig. 7. The range of the parameters (α′, β ′) of the transformed line y = α′x+β ′ (a), and the estimated convex hull of the transformed line parameters (b).
(p′(t), q′(t), r ′(t)), for which explicit expressions can be found by using (3). The equation p′(t)x + q′(t)y + r ′(t) = 0, can
be rewritten as y = (−p′(t)/q′(t))x− r ′(t)/q(t). If we let
α′ = −p′(t)/q′(t)
β ′ = −r ′(t)/q′(t) (9)
it follows that the parameter points (α′, β ′) lie on a rational curve parameterized by t .
An implicit equation of the curve can be found by eliminating t from (9). A straightforward calculation shows that the
result is a quadratic equation of the form τ00 + τ10α′ + τ01β ′ + τ11α′β ′ + τ20α′2 + τ02β ′2 = 0, with coefficients
τ00 = α2(a2d1 − a1d2)(−d2f1 + d1f2)
τ01 = −α2(d1 − d2)(a2d1 − a1d2)
τ10 = −α(a2d1 − a1d2)(β(a1d2 − a2d1)+ α(d1e2 − d2e1)+ a2f1 − a1f2)
τ11 = α(a1 − a2)(a2d1 − a1d2)
τ20 = −α(a2d1 − a1d2)(a2e1 − a1e2)
τ02 = 0.
(10)
The case a1 = a2, d1 = d2 also leads to a conic, but produces a different result when t is eliminated. 
Fig. 7(a) shows the result of transforming the line y = x/3 − 5/4, with parameter vector v = (1/3,−1,−5/4) by a
convex set of transformations T . The transformations T belong to the convex span of the affine transformations T =∑i γiTi
with coefficients: (a, b, c, d, e, f ) = γ1(2, 2, 4, 4, 3, 1) + γ2(2, 3, 4, 4, 3, 4) + γ3(1, 3, 3, 2, 4, 4) + γ4(3, 2, 2, 4, 2, 4) +
γ5(1, 3, 4, 2, 4, 1), with γ1 + γ2 + γ3 + γ4 + γ5 = 1 and 0 ≤ γ1, γ2, γ3, γ4, γ5 ≤ 1. Fig. 7(a) shows the range of the
parameters (α′, β ′) of the transformed line y = α′x + β ′. The conic sections correspond to parameters transformed by
convex spans of the form γiTi + γjTj, 1 ≤ i < j ≤ 5. Thus they correspond to transformations that lie along an edge of the
boundary of the convex set of transformations.
5.5. Unconstrained transformations in practice
Although Proposition 5 shows that the RoI problem for lines is considerably more difficult in the general case, it gives
some hints about how we can proceed in practice. In real applications, the problems U : S → U? and U? : S → U can be
approached in several ways.
Approximation by intermediate vertices for computing parameter sets. First, it is straightforward to obtain a
parameterized form of the transformed line parameters, (α′, β ′) = (−p′(t)/q′(t),−r ′(t)/q′(t)), along one of the edges
of the convex uncertainty sets. By choosing one or more intermediate points on the conic sections, and then taking the
convex hull, one can obtain a good approximation of the uncertainty set of the transformed lines. Fig. 7(b) shows the result
when we take the convex hull of the transformed line parameters Ti〈v〉, as well as ((Ti + Tj)/2)〈v〉. This approach produces
a good approximation, although the resulting set is not necessarily an enclosing set for the transformed line parameters, as
illustrated in Fig. 7(b).
Enclosing approximations for computing parameter sets. For the problem U : S → U?, one can in fact obtain an
enclosing convex set for the line parameters as follows. Consider the line parameters on a conic section (p′, q′, r ′)T =
(tTi + (1 − t)Tj)(p, q, r)T , 0 ≤ t ≤ 1. For example, Fig. 8(a) shows a conic section of the transformed line parameters
of the line y = x/3 − 5/4, by transformations of the form tT1 + (1 − t)T2, with (a1, . . . , f1) = (1, 3, 3, 2, 4, 4), and
(a2, . . . , f2) = (3, 2, 2, 4, 2, 4). The parametric representation of this conic section is:
α′(t) = 20+ 2t
22− 10t , β
′(t) = −6+ 51t − 159t
2
22− 10t . (11)
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Fig. 8. Figure (a) shows the conic section of the transformed line parameters and a quadrangle which corresponds to all lines that pass through both
vertical segments shown in figure (b). When one of the vertical segments moves closer to the ‘bottleneck’ (as in figure (d)), the quadrangle encloses the
conic section more tightly (c).
The set of transformed lines covers a region in the xy-plane. Fig. 8(b) shows the lines
y = 20+ 2t
22− 10t x+
−6+ 51t − 159t2
22− 10t , (12)
for different values of t , 0 ≤ t ≤ 1. Let x1 be a fixed value for x. Then by taking partial derivatives, we can easily find the
minimum and maximum values y1,low, y1,high of the function 20+2t22−10t x1 + −6+51t−159t
2
22−10t over the interval t ∈ [0, 1]. Clearly,
any transformed line must pass through the vertical segment (x1, y1,low), (x1, y1,high). Similarly, we can choose a second
segment (x2, y2,low), (x2, y2,high), and any transformed line has to pass through both segments. The set of line parameters
of all lines that pass through the two vertical line segments can easily be determined. Fig. 8(a) shows a quadrangle which
corresponds to all lines that pass through both vertical segments, shown in Fig. 8(b). By the way it has been constructed, this
quadrangle will always be a convex set that encloses the conic section of transformed line parameters. The approximation
can even be improved. If we move x1 closer to the bottleneck through which all the lines pass, as shown in Fig. 8(d), then
the corresponding quadrangle will enclose the conic section more tightly, as shown in Fig. 8(c).
It is clear how we can proceed when the transformations belong to a convex span of more than two transformations
T1, . . . , Tn. It suffices to compute an enclosing quadrangle for each edge tTi+ (1− t)Tj, and to take the convex hull of all the
quadrangles.
Approximation by intermediate vertices for computing transformation sets. The techniques illustrated in Figs. 7 and 8
considered approximations to solve U : S → U?. Here we consider the problem U? : S → U . Suppose we have three
lines A1, A2, A3 and three uncertainty polygons R1, R2, R3 in the line parameter space. For the problem U? : S → U , we are
looking for the transformations T that map each line Am onto a line whose parameters lie in the uncertainty polygon Rm.
According to Proposition 5, convex combinations of transformations yield conic sections for the transformed parameters.
Similarly, a set of transformationsW such that a line Am is mapped upon a convex combination of line parameters cannot
be a simple convex combination of transformations. Therefore, we resort to an approximation for the setW . Proposition 5
gives more insight into the properties of this approximation.
Let A1, A2, A3 be the three lines, and let Bi1, B
j
2, B
k
3 be the lines that correspond to the vertices of the line uncertainty
polygons R1, R2, R3. Let Tijk be the affine transformation mapping the three lines A1, A2, A3 onto the three lines Bi1, B
j
2, B
k
3, for
one particular choice of the three vertices, one from each polygon. For example, if each uncertainty region is a triangle, there
will be 27 transformations Tijk. Let W˜ be the convex hull of the transformations Tijk. In general, the polytope W˜ will not be
the same as the setW . However, if we compute for each line Am the line parameters as transformed by the transformations
in W˜ , by one of the methods explained above, we can compare these parameter regions with the given regions Rm. If the
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Fig. 9. Figure (a) shows the parameters of three lines and three uncertainty regions. Figure (b) shows the parameter sets when the lines are transformed
by the polytope W˜ .
Fig. 10. Example: image (a) shows the lines that are being mapped to the indicated uncertainty regions indicated in image (b).
transformed regions are close to Rm, then W˜ will be a good approximation forW . Fig. 9(a) shows the parameters of three
lines and three uncertainty regions. Fig. 9(b) shows the parameter sets when the lines are transformed by the polytope W˜ .
Since the transformed parameters lie close to the given regions Rm, the transformation set W˜ is a good approximation forW .
6. Application examples for affine transformations
Several image processing applications can benefit from the uncertainty transformations to compute RoIs. The
computation of a solution for the problems U : S → U? and U? : S → U for point features was demonstrated for
image registration [13], as well as for the comparison of line drawings [11]. Confidence measures can be defined to develop
a notice about the likelihood of correspondences between points in two distinct images [14].
Higher order geometric primitives, such as lines, sometimes offer considerable advantages over point features. Line
features are often more reliable and stable than point features. Lines detected in edge images can be significant as object
features for e.g. buildings or roads. Lines can often be positionedmore accurately, which leads to less uncertainty and smaller
RoIs. A first application of line transformations was presented in [13], which involved only horizontal and vertical lines. In
this paper, we present a more general method to obtain RoIs for line features.
In the example presented in Fig. 10, the camera parameters are unknown. Solving the problem U? : S → U requires
the computation of an uncertainty transformation polytope, based on information of a limited number of lines. These can
be extracted by looking for remarkable and easy segmentable objects in the image. To compute a transformation of the
form Taaef , the three corresponding lines on the traffic sign in both images provide sufficient information to constrain the
transformation polytope P . Some uncertainty on the transformation is allowed by defining a cone C ′i of line parameters that
corresponds to a band of parallel lines around the lines in the second image. For transformations of the form Taaef , all v′i in
C ′i must have the same slope as the line vi in the first image.
Once the problem U? : S → U is solved and the polytope is computed, we can compute RoIs in the second image for
line features, corresponding to other, perhaps less distinct lines, in the first image. To solve U : S → U?, the other lines
parameters are mapped by all transformations Ri, for which the parameters are obtained as the vertices of the polytope
P . The lines indicated in Fig. 11(a) are then mapped to multiple lines, as indicated in the Fig. 11(b), one for each vertex of
P . The uncertainty region for each line in the first image is the convex hull of these mapped lines, i.e. the region between
the two outermost lines. This example shows that the RoI for one line is considerably reduced, as line features must only
be searched for in the corresponding uncertainty region. Also note that the shape and size of the RoIs will vary across the
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Fig. 11. Example: image (a) shows the lines that are being mapped to the computed uncertainty regions indicated in image (b) by the vertices of the
transformation polytope.
image. If the actual correspondences are found in the RoIs, the initial estimate of the transformation is confirmed and can
be further refined. Through an iterative process, we can refine the computed transformation and obtain a large set of robust
correspondences.
Fig. 12(a) shows an image sequence, takenwith a camera in a vehicle turning slightly to the rightwhile advancing forward
on a road towards a building. Here we predict the RoIs for the geometric features in a future frame, based on the information
of previous frames. As the building is relatively distant in the images, the lines that compose the building are expected to
be affinely transformed in the subsequent images. Even more, we can restrict the transformation to the form Taaef , as we do
not expect skew or rotation about the optical axis.
In each of the images, we look for the line segments that constitute the upper and right side of the front wall of the
building. These two line segments and a third connecting the endpoints of the former two are shown in Fig. 12(b) for each
consecutive image. The parameters of the third line are indicated in Fig. 12(c) for each consecutive frame. These figures
show clearly that the lines in the first image (at t1) are related to their corresponding lines in each of the subsequent images
(at ti) by an affine transformation Tt1ti of the form Taaef , which can then be used to predict the location of these and other
lines in future frames. The results are indicated in Fig. 12(d), and show that the transformations are located on a (more or
less) straight line segment starting from the identity transform Tt1t1 to Tt1t11 . Thus, when the subsequent camera positions
in the world can be described by a specific trajectory, the transformation of a geometric feature from the first to one of
the intermediate frames can be described by a convex combination of the identity transformation and the transformation
computed for the last frame, i.e. tTt1t1 + (1 − t)Tt1t11 . Even more, it should possible to predict the RoIs for the geometric
features in each next frame by extrapolation of the previous transformations, while the vehicle continues driving along the
same trajectory. In applications as tracking, the performance of the algorithm could significantly increase by an accurate
indication of the location of features in future frames of a sequence, based on the previous transformations.
7. A broader application field for transformations and features
An affine transformation computed for three line correspondence pairs, chosen on a distant plane parallel with the
imaging plane in the 3D scene, cannot be used when computing RoIs for lines on objects in planes at a different depth
or at a different angle with respect to the cameras imaging plane, as illustrated in Fig. 12(e) and (f) for the lighting poles left
and right of the road. The perspective effects clearly come into play. This shortcoming is one of the main reasons to not only
look at affine transformations, but broaden our theory towards projective transformations, and perspective transformations.
Much of what has been said before, can be extended directly to projective transformations.
7.1. 2D projective transformation
A projective transformation H in 2 dimensions is a invertible mapping from points in the projective plane P2 to points in
P2 [4].H is a linear transformation, represented by a non-singular homogeneous 3×3matrixH , on a vector of homogeneous
coordinates, p′ = Hp: x′y′
w′
 = [a b cd e f
g h i
][ x
y
w
]
. (13)
The projective transformation is a generalization of the affine transformation. A point p is given by homogeneous coordinates
in the projective plane P2, and can be represented by a line through the origin in the xyw-parameter space.
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Fig. 12. Example: the lines that make up the upper and right border of the building in the image sequence (a) are plotted for each frame ti in (b). The
parameters (−p/q,−r/q) for the diagonal line are shown in image (c). Image (d) shows the solutions Tt1 ti for the transformation problem S? : S → S from
the lines in the first image of the sequence to the lines in each of the consecutive images. The line segments in the first image (e) are mapped to the lines
indicates in the last image (f) with transformation Tt1 t11 .
The projective transformation models the transformation between points on the same world plane in two different
perspective camera images. The main difference between a projective and an affine transformation are the parameters g
and h, which are non-zero for a projectivity and account for its non-linear effects. Because of these effects, a projective
transformation can model vanishing points, area scaling varies with the position, and the orientation of a transformed line
depends on the orientation and the position of the original line.
Fig. 13 shows two images of the sequence, both showing the road, which can be considered as one ground plane in the
3D world. In this example, the projective transformation will allow us to say more on the mapping of geometric features, as
e.g. the lines that make up the road markings, to the same road plane in different images. As an example, we indicate the
feature pairs related by the projective transformation in Fig. 13.
7.2. Point transformation problems
To compute RoIs for projective point transformations of the form (13), we can restate Propositions 1 and 2 for projective
transformations and prove them along the same lines as given for the affine transformation. We illustrate how both
propositions can be used to solve transformation problems for projective transformations where the point locations are
written in homogeneous coordinates.
As for the affine transformation, to compute RoIs, we must solve both the U? : S → U and the U : S → U? problems,
with S? : S → S as a subproblem, i.e. wemust first compute the transformationmatrixH . Only the ratio of the 9 parameters
of H is important, i.e. H is defined up to scale, so that H has 8 degrees of freedom. Hartley and Zisserman [4] describe several
methods to compute the transformation matrix H , starting from a set of point correspondences of size at least 4. As each
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Fig. 13. On the first (a) and last (b) frame of the sequence, corresponding point pairs are indicated (). These are used to compute the transformation
matrix H by solving S? : S → S, which is then used to compute a specific location for the other indicated points and lines (S : S → S?).
Fig. 14. The transformation uncertainty polytope is computed for the correspondences between 4 points in Fig. 13(a) and the square uncertainty regions
shown in image (a). Image (a) shows the solution of U : S → U? for the two other indicated points in Fig. 13(a). Image (b) shows the lines that are obtained
by mapping the line that is the left border of the road by a projective transformation according to the convex combination of 2 transformations on one
facet of the transformation uncertainty polytope.
correspondence pair gives 2 linear equations, we obtain a closed solution for H by solving the system for 4 correspondence
pairs in general position, i.e. in neither of both images 3 collinear points occur. If the system is overdetermined, i.e. when
more then 4 point pairs are given, then we compute a least squares solution for a non-exact mapping from the points in the
first plane to those in the second plane.
When we define a polygonal uncertainty region in the second image for each feature point in the first image, we can
compute a transformation polytope in the 9-dimensional transformation space. The polytope is computed as the convex hull
of all transformations that map the points to the vertices of the uncertainty polygons. The vertices Hi of that polytope can
then be used to compute a RoI for other points in the image. An example is shown in Fig. 14(a): a projective transformation
polytope is first computed for 4 point-region correspondence pairs, and then the RoIs for 2 other points are obtained as a
solution for U : S → U?.
7.2.1. Line transformation problems
If the projective transformation H is non-singular and of the form (13), the line parameters l = (p, q, r) are transformed
to l′ = (p′, q′, r ′) as
l′ = H−Tl, (14)
with H−T the transpose of the inverse of H . The linear transformation S = |H|H−T maps the line parameters (p, q, r) to
(p′, q′, r ′) = (−fhp+ eip+ fgq− diq− egr + dhr, chp− bip− cgq+ aiq+ bgr − ahr,
−cep+ bfp+ cdq− afq− bdr + aer). (15)
Proposition 3 can also be restated for projective transformations, i.e. H〈α1v1 + α2v2〉 = α1H〈v1〉 + α2H〈v2〉.
Every feature correspondence pair gives 2 constraints on the transformation H , so the correspondence of m point pairs
and n line pairs, with m + n = 4, is sufficient to solve the problem S? : S → S to obtain H . However care must be taken
to select a non-degenerate configuration of 4 feature correspondences. One can choose 4 non-concurrent lines or 4 non-
collinear points. The cases wherem+ n = 3+ 1 or 1+ 3 are geometrically equivalent to the case with either 4 line-pairs,
i.e. the 3 lines defined by connecting the 3 points and 1 line, and 4 point-pairs, as the 3 lines define 3 intersection points.
However, one cannot combine 2 point and 2 line correspondences, because this configuration is geometrically equivalent
to a configuration with 5 lines of which 4 are concurrent, or 5 points of which 4 collinear, as a quick sketch will show.
To solve the RoI problem, we must take care of the problems U? : S → U and the U : S → U? for lines. Unfortunately,
the transformed line parameters do not form a polytope in the general case as the parameters equations are not linear
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Fig. 15. Conflict graph for the parameters in the non-linear expressions of (15).
expressions, a situation also encountered for affine transformations. However, there exist some special cases in which
the equations in (15) can be linearized, by the vanishing or fixing of some parameters. We construct the conflict graph
in Fig. 15 by connecting every two parameter vertices by an edge when these should not occur together as free parameters
in the expressions of (15). We notice that the conflict graph for the projective transformation parameters in Fig. 15 is a
generalization of the one for the affine transformation parameters in Fig. 4.
Each independent set of parameters in the conflict graph corresponds to the parameters of amore constrained projective
transformation H , for which the line parameters (15) are obtained from linearized expressions in the transformation
parameters a, . . . , i. Some examples for these transformations and the vector with the linearized expressions for the
transformed line parameters are[a b c
0 1 0
0 0 1
]
→ (p,−bp+ aq,−cp+ ar),
[1 0 0
d e f
0 0 1
]
→ (ep− dq, q,−fq+ er),
[a 0 c
0 a f
0 0 i
]
→ (aip, aiq,−acp− afq+ a2r)→ (ip, iq,−cp− fq+ ar). (16)
It is clear that the cases Tabe, Tcdf and Taaef (6) are special cases of the results obtained here for the projective transformations.
Also, a closer look at the conflict graphs shows that the graph in Fig. 4 is a subgraph of the conflict graph for the projective
transformation in Fig. 15.
These special cases are interesting in themselves, but for the projective transformation, it is more interesting to solve
the general case for U : S → U problems, as lines will seldom be parallel in a projective plane in different images of the
same world scene. Here, we will not consider into detail which kind of RoIs can be expected when mapping a line by a
general projective transformation. However, we will illustrate by an example in Fig. 14(b) that the analysis thereof may
proceed along the same lines as explained in Section 5.4. Fig. 14(b) shows the projected lines for the left side of the road.
The parameters of the projected lines are computed by a convex combination of two transformations, which are vertices on
the same facet of a projective uncertainty transformation polytope, i.e. tH1 + (1− t)H2. The results shown in Fig. 14(b) are
obtained with the vertices of the polytope computed for the example of Fig. 14 (a). It is clear that the transformed lines form
a bow tie shaped RoI in which the actual corresponding line can be found.
8. Concluding remarks
In this paper, we derive a solution for the computation of RoIs for geometric features in the case where the camera
parameters are either known or unknown. We discuss an uncertainty model for geometric transformations, based on
polygonal uncertainty regions and transformation polytopes. The uncertainty model can be used to solve different
transformation problems, leading to either linear or non-linear programming problems. A solution for each of these
problems is required in the computation of a set of feature correspondences, and the refinement of the transformation
of these features
In previous work, we have already shown that the concept of uncertainty regions and transformations is indeed useful
in several image processing algorithms concerning point features. That work is now extended to transformation problems
for line features. Although we cannot represent the uncertainty of an affine transformation by a convex polytope in the
general case, there exist some meaningful and important cases in which the transformation problems for line parameters
can be solved using linear programming techniques. For the general case, we show how the parameters of a transformed
line are mapped onto a conic. The map of a line by the unconstrained transformation can in practice be approximated by a
bow tie shaped RoI, by taking the convex hull of the conic segment of transformed line parameters. The uncertainty regions
obtained as a solution for the uncertainty transformation problems in some practical applications indeed prove to be useful
as regions of interest for the detection of line features in distinct images. In this work we have shown that the solution for
transformation problems derived for the affine transformation can be directly extended to projective transformations.
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These practical applications also show that an interesting path to take is the extension of our methods to more general
transformation and higher order geometric primitives as features. Many man-made structures are composed of straight
delineated objects, but not all, considering cars and round traffic signs as an example. Therefore, the transformation of
higher-order geometric primitives, such as circles and parabolic curves, and their uncertainty is an interesting opportunity in
futurework. In this work, we have shown how to extend ourmethods so that they also apply formore general, i.e. projective
transformations. The obtained results show that the theoretic concepts derived for the affine transformations can be
considered as a special case of those obtained for the projective transformation. A few examples illustrate the applicability of
ourmethods in practical image processing applications, but also show future opportunities for computing RoIs for geometric
features mapped by a perspective transformation, and the uncertainty thereof.
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