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Im Rahmen dieser Arbeit wurde der Stand der Wissenschaft aufgearbeitet. Anhand der
Analyse konnte festgestellt werden, dass Windleistungsprognosen auf Basis unterschiedlicher
Modellkategorien basieren. Ein in über zehn Jahren wenig bis gar nicht veröffentlichtes Thema
ist der Einfluss der Datenanalyse insbesondere des Data Minings auf die Prognose. Im Laufe der
Bearbeitung des Themas und durch die Erkenntnisse der Literaturrecherche wurde der Fokus
auf die Datenanalyse gerichtet. Als Innovation wurden die Daten auf ihre unterschiedliche
statistischen Eigenschaften untersucht und diese miteinander kombiniert. Als geeignete
Methoden haben sich die multiple Korrelationskoeffizienten- (MKK), die bedingte Entropie-
Analyse und die Verwendung des linearen, nichtlinearen Informationsmaßes herausgestellt.
Nicht geeignet sind die Methoden Hauptkomponentenanalyse (HKA) und Faktorenanalyse.
Die Verwendung des MKK sowie des linearen, nichtlinearen Informationsmaßes wurde in
keiner recherchierten Quelle verwendet. Mit Hilfe des Box-Jenkins-Verfahrens wurde das
ARX Modell (autoregressives Modell mit exogenen Größen) als geeignetes Prognosemodell
identifiziert und getestet. Nur durch die Verwendung eines RN (rückgekoppelte neuronale
Netze) konnte deren Güte verbessert werden. Für die eingesetzten neuronale Netze wurden
Experimente durchgeführt, wie Verfahrensweisen zur weiteren Verbesserung führen können.
Abschließend wurde die Metaprognose in innovativer Form eingesetzt und konnte zusätzliche
Gütesteigerungen erzielen. Weiterhin wurde eine Kennzahl eingeführt, um den Güteanteil
der Datenanalyse und des Prognosemodells in der Prognose zu messen. Dieser zeigt, dass
die Datenanalyse ca. 80% Güteanteil an der Prognose besitzt. Die Prognosemethodik wurde
erfolgreich an zwei Photovoltaik-Anlagen getestet. Neben der Datenanalyse wurde der Einfluss
der Datenstruktur auf die Prognosequalität bewertet. Ein verlustfreies Speicherformat für
Integration historischer Klimaprognosen ist unabdingbar, damit qualitativ performante
Prognosemodelle trainiert werden können. Schließlich wurden die Erkenntnisse dieser Arbeit
in einen Prototypen MaProSy integriert, mit Hilfe dessen produktive Prognosen umgesetzt
werden können.
Summary
This work processes the latest state of the science. Based on the analysis, it was found that
wind power forecasts are based on a wide range of model categories. A topic, which has
been heavily neglected over the past ten years, is the impact of data analysis, in particular
of data mining, on the prognosis. In the course of working on the topic and the findings
of the literature research, the focus was set on data analysis. As an innovation, the data
were examined concerning their different statistical characteristics and were combined with
each other. Suitable methods have been found to be the multiple correlation coefficient
(MKK), the conditional entropy analysis, and the use of the linear, nonlinear information
measure. Not suitable are the methods Principal Component Analysis and Factor Analysis.
The use of the MKK as well as the linear, nonlinear information measure was not used in
any researched source. The Box-Jenkins method was used to identify and test the ARX
model (autoregressive model with exogenous parameters) as a suitable predictive model.
Only by using an RN (feedback neural networks) their quality could be improved. For the
neural networks used, experiments were carried out on how procedures can lead to further
improvement. Finally, the metaprognosis was used in an innovative way which resulted in
an additional increases in quality. Furthermore, an indicator was introduced to measure the
ratio of quality of the data analysis and the forecasting model on the forecast. This shows
that the data analysis has a share of about 80 % in the forecast. The forecasting methodology
was successfully tested on two photovoltaic systems. In addition to the data analysis, this
work evaluates the influence of the data structure on the forecast quality. An indispensable
requirement to implement high-performance forecasting models is the lossless storage format
for the integration of historical climate forecasts. Finally, the findings of this work were
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Seit den neunziger Jahren vollzieht sich im gesellschaftlichen Umweltbewusstsein der natio-
nalen und internationalen Politik ein Umdenkprozess. Ein Aspekt ist die Umgestaltung der
Energieversorgung hin zu einer auf erneuerbaren Energien basierenden Versorgung. Diese Auf-
gaben werden unter anderem in den 20-20-20 Zielen der Europäischen Union (EU) festgehalten
und durch Gesetze wie das erneuerbare Energie Gesetz (EEG) [5] der Bundesrepublik Deutsch-
land (BRD) gefördert. Die erneuerbaren Energien (EE) hatten 2014 in ihrer Gesamtheit mit
87, 0 GW mehr installierte Erzeugungsleistung als der größte konventionelle Energieträger
Erdgas mit 28, 4 GW, vgl. [95, S. 37]. Die EE erzeugten mit 161 TWh mehr Energie als der
Beitrag des konventionellen Erzeugers Braunkohle mit 156 TWh. Die Windenergie nimmt mit
ihrer installierten Kapazität von 35, 7 GW die zweite Position der EE Kraftwerkskapazitäten
hinter solarer Strahlungsenergie mit 38, 1 GW ein. Mit einer Gesamtproduktion von 56 TWh
ist sie der größte EE Stromproduzent.
Abbildung 1.1: Visualisierung Statistiken für das Jahr 2014, [95, 41]
Das Szenario 2011 A der Leitstudie des BMU (Bundesamt für Umwelt, Naturschutz und
Reaktorsicherheit) [145, S. 12-13] geht davon aus, dass perspektivisch im Jahr 2050 ca. 150 GW
an Wind- und solarer Strahlungsenergie im deutschen Stromnetz installiert werden. Damit
würde im Jahr 2050 über 50 % der installierten Kraftwerksbruttoleistung aus fluktuierenden
Energieträgern bestehen. Andere Zukunftsszenarien [72, 189] gehen von einer 100 %’igen
Stromversorgung durch EE im Jahr 2050 aus. Die Bundesregierung Deutschlands hat sich als
konzeptionelles Ziel eine Bruttostromerzeugung von 80 % EE gesetzt, vgl. [42, S. 14].
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1.1 Motivation
In allen Szenarien werden Wind- und solare Strahlungsenergie eine immer größere Rolle im
Energieversorgungssystem einnehmen. Da sie klimaabhängige, fluktuierende Energiequellen
sind, stellen sie den Netzbetrieb vor neue Herausforderungen. Dieser Wandel der elektrischen
Energieversorgung ist gekennzeichnet durch den Erhalt des Erzeuger-Last-Gleichgewichts.
Das bedeutet, dass unter Berücksichtigung der Verluste im Stromübertragungsnetz der
produzierte Strom den aktuellen Verbrauch deckt. Dieses Vorgehen ist aufgrund fehlender
großer elektrischer Speichertechnologien notwendig. Durch die Zunahme der fluktuierenden
Stromerzeugung nimmt die Anzahl der Systemstörungen zu, wenn Klimaänderungen und
somit das Energiedargebot fehlerhaft prognostiziert wurden. In so einem Fall liegt eine
Störung nach § 13 Abs. 1 EnWG (Energiewirtschaftsgesetzt) vor, so dass der Netzbetreiber
steuernd in das Energiesystem eingreifen muss. Das EnWG Gesetz ist besonders relevant
für die erneuerbare Energieeinspeisung. Gemäß § 2 Satz 2 des EE Gesetzes (EEG) haben
erneuerbare Energien einen Einspeisevorrang. In der Praxis bedeutet das, dass alle EE Anlagen
in das Energienetz einspeisen können, ohne vorher die genaue Einspeisung anzumelden.
Die konventionellen Kraftwerke dürfen das nur für angemeldete Fahrpläne, die am Vortag
dem Netzbetreiber mitzuteilen sind. Mit den aktuell hohen installierten und wachsenden
Leistungskapazitäten der EE nehmen die netzkritischen Situationen immer mehr zu. So
wurden in einigen Netzabschnitten in Deutschland Zuwachsraten der Situationen nach §
13 Abs. 1 EnWG von mehr als 1.000 % oder Störungen von bis zu 1.727, 20 h im Jahr
2012 ermittelt, vgl. Monitoringbericht 2012 [65, S. 55-60]. Im Jahr 2013 nahm die
Anzahl der Maßnahmen insgesamt zu, vgl. Monitoringbericht 2014 [95, S. 72-79]. Dem
gegenüber werden Windleistungsprognosefehler von unter 5 % NRMSE (die normalisierte
Wurzel des mittleren quadratischen Fehlers) für Gesamtdeutschland angegeben, vgl. [81,
S. 25]. Das Verhalten lässt sich mit der Betrachtung der absolut installierten Menge von
Windenergieleistung und deren Zuwachsraten begründen. Sie verursacht trotz sinkender
relativer Fehlerzahlen größere absolute Fehler.
Mit der kontinuierlichen Zunahme der EE im Stromversorgungssystem verringert sich die
installierte Leistung konventioneller Kraftwerke zunehmend, die regelnd gegenüber den
fluktuierenden EE eingesetzt werden kann. Die anderen EE Kraftwerke können mit ihren
installierten Leistungen nicht im gleichen Maße zugebaut werden, weil Ausbaupotentiale
beschränkt sind oder sie in Konkurrenz zu anderen Ressourcen stehen, z.B. Biomasse mit
Nahrungsanbau. Derzeit wird geplant, insgesamt 5.224 GW an konventioneller Kraftwerks-
leistung zurückzubauen, vgl. [95, S. 43]. Die Netzentwicklungsplanszenarien [73, S. 43] gehen
in Abstimmung mit der Bundesnetzagentur von einer Leistungsreduzierung der installierten,
konventionellen Kraftwerke von 107 GW in 2014 auf einen Bereich von 82 GW bis 85 GW
für das Jahr 2024 aus. Gleichzeitig wird eine Jahresmaximallast von 84 GW angenommen.
Weiterblickende Szenarien reduzieren die gesicherte Kraftwerksleistung soweit, dass diese
durch Wind- und solare Strahlungsenergie nicht mehr ausgeglichen werden kann, vgl. mit
erwarteten Stromerzeugungsmengen Abbildung 1.2.
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Abbildung 1.2: Szenario 2011 A der Leitstude des BMU [145, S. 12]
Neben dem Zuwachs der installierten Leistungen wirkt sich auch der Standort der Wind-
kraftanlagen auf die Netzstabilität aus. Konventionelle Kraftwerke wurden in der Nähe von
Lastzentren errichtet, um Übertragungsnetzverluste möglichst klein zu halten. Windparks
werden standortoptimiert und unter Berücksichtigung von lokalen und regionalen Regularien
errichtet. Ein optimierter Standort für Windkraftanlagen zeichnet sich durch möglichst häufig
hohe Windgeschwindigkeiten aus, die über das Jahr verteilt sind. Die Regularien bestimmen
die Mindestabstände zu Wohnraum und umwelttechnischen Auflagen. Dadurch wird die Er-
zeugung von den Lastzentren immer weiter entfernt. Dem entsprechend müssen immer größere
dezentrale EE Einspeisungen zu den Lastzentren transportiert werden. Dieser Sachverhalt
und das immer kleiner werdende Verhältnis zwischen gesicherter und fluktuierender Energie-
erzeugung machen lokale Prognosen notwendig, die die Einspeisepunkte des Energienetzes
berücksichtigen können. Damit ist das Ausnutzen von Ausgleichseffekten obsolet, in denen
Regionen aggregiert betrachtet werden, vgl. [117].
Diese Arbeit konzentriert sich auf die lokale Windleistungsprognose. Dazu werden neben
Messdaten der Leistungseinspeisung, Klimaprognosedaten des Deutschen Wetterdienstes
(DWD) verwendet. Die Klimaprognosen stellen neben der Windgeschwindigkeit weitere
Klimaparameter zur Verfügung. Damit bilden sie multivariate Datensätze, bei deren Analysen
unter anderem Data Mining Verfahren zum Einsatz kommen werden. Der wissenschaftliche
Beitrag der Arbeit zeigt sich in der Betrachtung der Windleistungsprognose als Data-Mining-
Aufgabe, der Kombination unterschiedlicher statistischer Eigenschaften sowie der Einführung
einer Kenngröße zur Bewertung des Güteanteils zwischen Datenanalyse und Prognose. Im
Rahmen dieser Arbeit wurden die Arbeiten [20, 21, 19, 22, 18, 16] und [17] veröffentlicht.
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Folgend wird im Abschnitt 1.2 der Stand der Wissenschaft und Technik und im Abschnitt 1.3
die Ziele dieser Arbeit erläutert. Anschließend werden die notwendigen Grundlagen im Kapitel
2 vorgestellt und die Anforderungen eines Windleistungsprognosesystems im Kapitel 2.3.3
ermittelt. Unter Berücksichtigung der Anforderungen wird die Modellierung im Kapitel 3 und
die Softwareumsetzung im Kapitel 4 erläutert. Abschließend werden empirische Ergebnisse
im Kapitel 5 inklusive deren Analysen vorgestellt und mit der Zusammenfassung im Kapitel
6 beendet.
1.2 Überblick über aktuelle wissenschaftliche Arbeiten
Zunächst werden die wissenschaftlichen Arbeiten der Literaturrecherche analysiert. Abschlie-
ßend wird ein Überblick über kommerziell verfügbare Windleistungsprognosesysteme gegeben.
Die Prognosesysteme werden in Anlehnung an [79] in drei Kategorien unterteilt:
• Systemmodell: Entspricht allen auf physikalischen Gesetzen beruhenden Berechnungs-
parametrierten Methomethoden,
• Signalmodell: Entspricht allen mit deterministischen oder statistischen Kennwerten
parametrierten Methoden und
• Hybrid: Entspricht allen Kombinationen aus Systemmodell und Signalmodell
Berechnungsmethoden.
Weiterhin werden die Methoden entsprechend [136] ihrer zeitlichen Prognose- oder Horizont-
länge untergliedert:
• Ultra-Kurzzeit: Entspricht Prognosehorizonten von 0 h bis zu einem Bereich von 4 h
bis 6 h,
• Kurzzeit: Entspricht Prognosehorizonten in einem Bereich von 48 h bis 72 h und
• Mittelzeit: Entspricht Prognosehorizonten bis zu 7 d.
Entgegen der mathematisch üblichen Definition reeller Fehlerangaben in Bezug zum Ist-
Wert wird in der Windleistungsprognose der relative Fehler häufig in Bezug zur installierten
Leistung angegeben, vgl. 3.1. Einige Arbeiten geben relative Fehler in Bezug zur mittleren
erzeugten Leistung über den gemessenen Zeitraum an. Diese Angabe ist nicht konstant und
ändert sich in Abhängigkeit des gemessenen Zeitraums. Für die Vergleichbarkeit mit anderen
Arbeiten werden in dieser Arbeit alle relativen Fehlermaße in Bezug zur installierten Leistung
des jeweiligen Windparks angegeben. Sie entsprechen den vorgeschlagenen Definitionen in
[128]. In den wissenschaftlichen Arbeiten werden häufig folgende Fehlermaße verwendet:
• MRE: Mittlere relative Fehler,
• NMAE: Normalisierte mittlere absolute Fehler,
• MAPE: Mittlere absolute prozentuale Fehler,
• NMSE: Normalisiert mittlere quadratische Fehler und
• NRMSE: Die Wurzel des normalisierten mittleren quadratischen Fehlers.
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Das Ergebnis der Literaturrecherche wurde grafisch in den Abbildungen 1.3 und 1.4 ausgewer-
tet und basiert auf den Analysen in Tabellen B.2 und B.3 im Anhang B. Zuerst werden die
Arbeiten zur Windleistungsprognose hinsichtlich des Erscheinungsjahres und der eingesetzten
Prognosemethodik in Abbildung 1.3 ausgewertet. Die Prognosemethodik wird unterschieden
in:
• Signalmodelle:
– Künstliche neuronale Netze (KNN),
– Autoregressive Modelle der gleitenden Mittel inklusive Modifikationen (ARMAiM),
– Fuzzy Modelle,
– Neuro-Fuzzy Modelle,
• Systemmodelle basierend auf physikalischen Gesetzmäßigkeiten und
• Hybrid-Modelle.
Abbildung 1.3: Grafische Auswertung der eingesetzten Methoden zur Windleistungsprognose
Die Arbeiten zur Windleistungsprognose und eigenständigen Windgeschwindigkeitsprogno-
se werden in Abbildung 1.4 ausgewertet. Diese fasst die Klassen KNN, ARMAiM, Fuzzy
und Neuro-Fuzzy Modelle zu Signalmodellen zusammen, weil sie auf einem stochastischen
Prozessverhalten basieren und mit Hilfe statistischer Kennwerte parametriert werden kön-
nen. Zusätzlich wird in Systemmodell und Hybrid-Modell unterschieden. Weiterhin wird die
Datenbasis der Arbeiten untersucht, auf denen die Prognose beruht. Hier wird zwischen Mes-
sungen und Klimamodellen unterschieden. Die Windgeschwindigkeitsprognose wurde neben
der Windleistungsprognose untersucht, weil sie mit der dritten Potenz die wichtigste exogene
Einflussgröße der umgesetzten Windleistung ist, vgl. Formel (1.1). Die Rechercheergebnisse
lassen sich nur bedingt miteinander vergleichen. Ursache ist das Fehlen eines einheitlichen
Vergleichsmaßes. Madsen et.al. hat ein Protokoll zur Standardisierung der Fehleranalyse in
[128] vorgeschlagen. Dieses hat sich jedoch nicht als einheitlicher Standard durchgesetzt. Es
berücksichtigt unter anderem die Fehlerdefinitionen der zuvor genannten Fehlermaße.
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Abbildung 1.4: Auswertung der Arbeiten zur Windleistungs- und Windgeschwindigkeitspro-
gnose
Folgend wird die Gleichung zur Berechnung der Windleistung [43, S. 45] vorgestellt. Diese und
andere referenzierte Gleichungen wurden zum Zweck einer einheitlichen Syntax angepasst.
Pel = cp · 12 · ρ · v
3 · Arot (1.1)
Pel ist die elektrische Leistung, cp der Leistungsbeiwert, ρ die Luftdichte, v die Windgeschwin-
digkeit und Arot die vom Rotor durchzogene Kreisfläche. Auf die Eigenschaften der Gleichung
wird in Abschnitt 2.1 näher eingegangen.
Neben der eignen wurden weitere Literaturrecherchen in [78, 2012], [57, 2012], [193, 2011],
[209, 2011], [81, 2011], [120, 2009], [136, 2009], [59, 2008], [115, 2008], [197, 2008], [79,
2003] und [112, 2003] veröffentlicht. In der Gesamtbetrachtung der Abbildung 1.4 wurden die
Signalmodelle mit 59 Arbeiten am häufigsten untersucht. Bei der Betrachtung direkter Wind-
leistungsprognoseansätze 1.3 ändert sich das Mehrheitsverhältnis zu Gunsten der hybriden
Modelle mit 43 Arbeiten zu 36 Signalmodell-Ansätzen. Mit vier Arbeiten wurden die reine
Systemmodelle am wenigsten untersucht. Die Analyse zeigt, dass rein stochastische Methoden
im Ultra-Kurzzeitbereich eingesetzt werden. In den größeren Zeitbereichen dominieren vor
allem die hybriden Modelle.
Zusammenfassend wird festgestellt, dass in der groben Struktur die Windleistungsprognose
verschiedene Eingangsdatenquellen, bestehend aus SCADA-Systemen (Supervisory Control
and Data Acquisition), nationalen bzw. kommerziellen Wetterdiensten und orographischen
Daten, hat. Orographische Daten sind Bestandteil der Parametrierung der Klimamodelle.
Diese werden u.a. durch das Bundesamt für Kartographie bereitgestellt. Die recherchierten
Modelle prognostizieren entweder die Windleistung oder die Windgeschwindigkeit. Im letz-
teren Fall muss die Leistung über ein nachgelagertes Modell berechnet werden. Das erfolgt
häufig durch die Anwendung der Gleichung (1.1) und der hinterlegten bzw. ermittelten
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Leistungsbeiwertkurve der Windturbine oder eines Windparks.
Der Modellierungsprozess wird entsprechend Abbildung 1.5 unabhängig von Modellklassen
für die Windleistungsprognose verallgemeinert. Jedes Modell ˆf(x) abstrahiert die Zusammen-
hänge eines Windparks f(x) und abhängige Einflussgrößen x1..n werden bestimmt. Je nach
Möglichkeit werden für das operative Modell die Einflussgrößen durch Prognosewerte ˆx1..m
einer oder mehrerer Klimaprognosen ergänzt oder ersetzt. Durch Auswertung der Residuen
e werden die Modellparameter geschätzt. Es ist nicht möglich die Einflussgrößen bei allen
Windparks zu messen. Daher stellt die Verwendung von Klimaprognosedaten den Regelfall
dar. Diese Daten werden aus Wettermodellen gewonnen.
Abbildung 1.5: Allgemeine Prognoseprozessbildung
Von 115 Arbeiten beschäftigen sich fünf mit Data Mining Ansätzen, vgl. [203, 210, 82,
109, 110]. Überwiegend werden die Ansätze verwendet, um gemeinschaftliche Klassen für
die musterbasierte Prognose [38] zu bilden. In einer Arbeit [110] wird Data Mining in
der Form eingesetzt, dass relevante Eingangsgrößen aus der Datenbasis der NWP-Modelle
(numerische Wetterprognose) verwendet werden. Unter Data Mining wird das Extrahieren
von Informationen aus großen Datenbasen verstanden, vgl. [68, S. 3-4], [92, S. 1] und [101,
S. XV]. NWP-Modelle abstrahieren die Prozesse der Atmosphäre, vgl. [146] und [114, S.
8-10], durch ein Referenzmodell, welches auf den dynamischen Vorgängen physikalischer und
chemischer Gesetzmäßigkeiten basiert, vgl. [107]. Dabei werden auf ein Gitternetzmodell die
komplexen Prozesse des Gasgemisches der Atmosphäre übertragen. Auf Grund der Größe
und der Dynamik der Atmosphäre unterliegen die NWP-Modelle Einschränkungen in ihrer
Abbildungsgenauigkeit, vgl. Abbildung 1.6. Die dargestellten NWP sind das COSMO-DE
und COSMO-EU Modell des DWD. Ihre Auflösung inkl. der flächenmäßigen Modellgröße
wurden skizziert. Für das COSMO-DE beträgt sie ca. 2, 8 km und für das COSMO-EU ca.
7 km. Die kleinste Abtastzeit der verfügbaren Daten ist der Stundenmittelwert. Weiterhin
wird deutlich, dass Effekte der Konvektion oder andere mesoskalige Prozesse, z.B. örtliche
Windturbulenzen, unzureichend abgebildet werden. Aus dem Grund wurde frühzeitig eine
statistische Nachbearbeitung, MOS (Model Output Statistic) genannt, der Modellergebnisse
eingeführt, um Gitternetzvariablen auf in einem lokalen, geographischen Punkt zu korrigieren,
vgl. [83].
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Abbildung 1.6: Erfassungsbereich und Ausdehnung der NWP Modelle des DWD [146] für die
verwendeten Parameter mit Einflussbereich einiger physikalischer Phänomene
Alle hybriden Modelle können den MOS-Prozessen zugeordnet werden. Sowohl die MOS als
auch die stochastischen Prozesse verwenden folgende Prognosemodelle:
• Parametrische stationäre Prozesse (PSP) [39, 195],
• Künstliche Neuronale Netze (KNN) [106],
• Support Vector Machines (SVM) [90] und
• Fuzzy Modelle [133].
PSP und KNN werden in der Literatur am häufigsten verwendet. In einigen Arbeiten werden
neben den reinen Modellen auch kombinierte Modelle wie z.B. adaptive-network-based fuzzy
inference system (ANFIS) [131] verwendet. In Kapitel 2 werden die für diese Arbeit relevanten
Prognosemodelle näher vorgestellt.
In den recherchierten Arbeiten werden verschiedene Strategien zur Minimierung der Pro-
gnosefehler angewendet. Ein methodischer Ansatz kombiniert verschiedene Prognosemodelle,
vgl. [70, 130, 169], aber auch die Eingangsdaten verschiedener Wettermodelle, vgl. [115, 142].
Die Kombination wird als Metaprognose bezeichnet. In diesem Fall werden die unterschiedli-
chen Klimaprognosen als berechnete Varianten des Klimas behandelt. Durch entsprechende
Gewichtung können Fehler eines Modells durch andere ausgeglichen werden. Eine andere
Methode modelliert die Prognose für ein Gebiet, vgl. [74, 75, 113, 36]. Dadurch gleichen sich
lokale Fehler aus und minimieren den Gesamtfehler des Gebietes. Der Ausgleich erfolgt durch
die Bestimmung des mittleren Summenverhaltens aller Windparks. Somit löschen sich Fehler
einzelner Anlagen im Mittel aus. Der Nachteil ist jedoch, dass sie nicht die zugrundeliegende
Energienetzarchitektur berücksichtigt, sondern indem sie das Energienetz als eine zusammen-
hängende Fläche anstatt als Übertragungsnetz betrachtet. Somit ist die Leistungsprognose
nicht für den Einspeisepunkt im Energienetz angepasst, sondern wird abstrahiert zugeteilt.
8
1 Einleitung
Das könnte zur Folge haben, dass die Lastmengen fehlerhaft in einer Leistungsflussrechnung
aufgeteilt werden und somit einen anderen Netzzustand darstellen.
Die Auswertung der Recherche zeigt, dass insbesondere für Folgetagsprozesse die Prognosen
basierend auf Klimaprognosen unerlässlich sind. Gemäß der getroffenen Klassifizierung fallen
alle diese Ansätze in die Klasse der hybriden Methoden. Gleichzeitig zeigen diese Prognosean-
sätze die besten Ergebnisse. Weitere Leistungssteigerungen wurden durch die Flächenmodelle
erreicht. In den letzten Jahren wurde das Thema der probabilistischen Methoden vermehrt
aufgegriffen. Dadurch konnten Prognosefehler besser berücksichtig werden, in dem die Werte-
bereiche mit ihren Eintrittswahrscheinlichkeiten identifiziert werden. Die stärksten Ansätze
dieser Methodik verwenden die Ensemble Prognosemethode.
Gegenüber dem recherchierten Stand der Wissenschaft wird diese Arbeit auf fünf neue Aspekte
eingehen:
• Keine Literaturquelle beschäftigt sich mit dem Thema der Datenanalyse in der Form,
dass sie eingesetzt wird, um aus den Klimaprognosen der Wetterdienste relevante
Datensätze zu identifizieren. Die ermittelten Arbeiten, die sich mit dem Thema des
Data Mining beschäftigen, identifizieren mit den eingesetzten Methoden keine Eingangs-
datenbelegung von Prognosemodellen.
• Keine Literaturquelle beschäftigt sich mit der Frage, welche Datenanalysemethoden für
die Prognosemodellbildung geeignet sind oder nicht.
• Es wurde in den Literaturquellen Hybridmodelle basierend aus der Kombination un-
terschiedlicher Klimaprognosesysteme oder Prognosesysteme vorgestellt. Keine Arbeit
beschäftigte sich mit der Kombination von Datenanalysemethoden, um auf Basis derer
Kombination Metaprognosen zu erstellen.
• Kein Literaturquelle prüfte ihre entwickelten Ansätze hinsichtlich der Übertragbar-
keit auf andere Prognoseaufgaben, wie z.B. die Prognose der Leistungserzeugung von
Photovoltaikanlagen.
Die aufgelisteten Punkte werden im Rahmen dieser Arbeit untersucht und Lösungsvorschläge
präsentiert.
Verschiedenste Arbeiten geben einen Überblick über den aktuellen Stand der Wissenschaft,
vgl. [79, 81, 136]. Diese informieren jedoch unzureichend über die Leistungsfähigkeit der
vorgestellten Systeme. Zu diesem Zweck wurde anhand öffentlich verfügbarer Informationen
eine Liste kommerzieller Windleistungsprognosesysteme erstellt, vgl. Tabelle 1.1. Anhand
der angegebenen Fehlermaße wird ersichtlich, dass eine Vergleichbarkeit nur unzureichend
möglich ist.
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1.3 Ziele der Arbeit
Der Abschnitt 1.2 gab einen Überblick über die aktuellen Forschungen sowie angewandten
Windleistungsprognosen. Anhand der Historie kann eine kontinuierliche Reduzierung der
angegebenen Prognosefehler verzeichnet werden. Diese Angaben stehen im Widerspruch zu
dem verzeichneten Anstieg der Netzbetreibereingriffe auf Übertragungs- und Verteilnetzebene,
vgl. [65, 172]. Zu der genannten Reduzierung haben Untersuchungen diverser Prognosealgo-
rithmen sowie die Ausnutzung von regionalen Ausgleichseffekten beigetragen. Dennoch ist in
dem Monitoringbericht ein Anstieg der netzkritischen Situationen in 2012 und ein Verharren
auf diesem Niveau zu verzeichnen, vgl. [65, 95].
Die recherchierten Arbeiten lassen eine Reihe von Fragen unbeantwortet. Es werden häufig
entweder klimatische Messgrößen oder Prognosewerte aus NWP Modellen bzw. beides ver-
wendet. Die Auswahl und Aufbereitung der geeigneten Parameter werden selten thematisch
behandelt. Weiterführende Untersuchungen des Abstrahierungsfehlers der Wettermodelle in
Bezug zur Windleistungsprognose werden unzureichend veröffentlicht. Die Wettermodelle für
die Windleistungsprognose können als große zustandsbeschreibende Datenbanken betrachtet
und mittels Data Mining Verfahren analysiert werden. Derzeit existieren wenige Data Mining
Arbeiten im Zusammenhang mit dem Thema Windleistungsprognose, vgl. [82, 109, 155, 190].
Diese werden hauptsächlich eingesetzt, um die erforschten Ansätze zu analysieren und zu
gruppieren. Anhand dieser offenen Punkte werden folgende Fragen gestellt, die in dieser
Arbeit untersucht werden sollen:
1. Welche Methoden des Data Mining sind geeignet?
2. Welche Modellklassen eignen sich für diese Arbeit?
3. Mit welchen Mitteln kann eine optimale Prognose erreicht werden?
4. Inwiefern beeinflussen Fehler der vorgelagerten Klimaprognose die Windleistungspro-
gnose?
5. Kann die zu entwickelnde Methodik auf andere Prognoseaufgaben übertragen werden?
6. Wie ordnet sich die Arbeit in den bestehenden Stand der Wissenschaft ein?
1. Welche Methoden des Data Mining sind geeignet?
Bisher wurden in wissenschaftlichen Arbeiten Data Mining Verfahren für die Wissensextrak-
tion der Methoden verwendet. Data Mining Verfahren eignen sich besonders zur effizienten
Analyse großer Datensätze, wie z.B. den Klimaprognoseergebnissen. Weiterhin beinhalten
sie das Potential Methoden zu automatisieren. Geeignete Verfahren sind zu identifizieren
und einzusetzen. Ziel ist es, die Methoden gezielt zu untersuchen und ihren Beitrag zur
Verbesserung der Windleistungsprognose, zu prüfen.
2. Welche Modellklassen eignen sich für diese Arbeit?
Für Prognosen stehen eine Vielzahl unterschiedlicher Modellklassen, wie lineare und nicht-
lineare stochastische Signalmodelle oder Systemmodelle, zur Auswahl. Für diese Arbeit
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stehen Leistungsmessungen verschiedener Windparks und Klimaprognosen des DWD zur
Verfügung. Unter Berücksichtigung dieser Informationen sowie zugänglicher Windkraftanla-
geninformationen ist eine geeignete Modellklasse zu wählen und gezielt geeignete Methoden
zu untersuchen.
3. Mit welchen Mitteln kann eine optimale Prognose erreicht werden?
Klassische Modellbildungsverfahren nutzen diverse Berechnungsmethoden, um optimale
Parameter für die Prognosemethode zu identifizieren. Nach dem Stand der Wissenschaft
werden unter anderem Metaprognosen eingesetzt. Dabei werden Prognosen verschiedener
Anbieter miteinander durch Folgemodelle verknüpft. Es ist zu untersuchen welche weiteren
Möglichkeiten zur Verfügung stehen die optimale Prognosemethode zu identifizieren.
4. Inwiefern beeinflussen Fehler der vorgelagerten Klimaprognose die Windleis-
tungsprognose?
Für Prognosen bis zu 48 h und mehr werden unter anderem exogene klimatische Größen wie
die Windgeschwindigkeit benötigt. Diese Größen werden in NWP-Modellen berechnet und
bilden ein abstrahiertes Modell der klimatischen Prozesse der Atmosphäre nach. Aufgrund
der Abstraktionen können Fehler entstehen und somit die Aussagefähigkeit des Modells
geschwächt werden. Daher ist es notwendig, als nachgelagertes Prognosesystem die Fehler des
vorgelagerten Systems zu analysieren und wenn möglich im Folgeprozess zu korrigieren.
5. Kann die zu entwickelnde Methodik auf andere Prognoseaufgaben übertragen
werden?
In der Energiewirtschaft gibt es noch andere Prozesse die von multiplen, exogenen Grö-
ßen beeinflusst werden. Ein Beispiel ist die Prognose der Photovoltaikeinspeisung oder das
Lastverhalten von Industriekomplexen. Die hier zu entwickelnden Methoden beschreiben ein
algorithmisches Vorgehen. Dieses soll exemplarisch, anhand zur Verfügung stehender Daten-
sätze geprüft werden, damit eine empirische Aussage über weitere Verwendungsmöglichkeiten
getroffen werden kann.
6. Wie ordnet sich die Arbeit in den bestehenden Stand der Wissenschaft ein?




Das Kapitel ist folgendermaßen strukturiert. Zuerst werden die physikalischen Zusammen-
hänge in Abschnitt 2.1 vorgestellt. Darauf aufbauend wird kompakt die numerische Wet-
terprognose in Abschnitt 2.2 erklärt. Anschließend werden in Abschnitt 2.3 die relevanten
Grundlagen der Modellbildung eingeführt. Das Kapitel wird mit einer Anforderungsanalyse
2.3.3 abgeschlossen.
2.1 Physikalische Zusammenhänge
Die für die Windleistungsprognose grundlegenden Zusammenhänge lassen sich anhand der
Formel für die Leistungsentnahme Pel darstellen. Diese wurde zum besseren Verständnis der
Literaturrecherche in Abschnitt als Gleichung (1.1) eingeführt und hier nochmals aufgeführt:
Pel = cp · 12 · ρ · v
3 · Arot (2.1)
Pel ist die elektrische Leistung, cp der Leistungsbeiwert, ρ die Luftdichte, v die Windgeschwin-
digkeit und Arot die vom Rotor durchzogene Kreisfläche. Für die folgenden Betrachtungen
werden die Abhängigkeiten der Luftdichte berücksichtigt. Sie ist abhängig von der Lufttem-
peratur T , dem Luftdruck p und der Luftfeuchtigkeit φ, vgl. [3, S. 35 ff.]. Weiterhin ist der
Leistungsbeiwert abhängig von der Windgeschwindigkeit und kann nach den Untersuchun-
gen von Betz ein Maximum von 59 % erreichen. Die Windgeschwindigkeit hängt in ihrer
Ausprägung von der Höhe über dem Erdboden ab, vgl. Grenzschichten [43, S. 160 ff.]. Als
Grenzschicht wird die planetare Schicht der Atmosphäre bezeichnet. Sie ist unterteilt in meh-
rere Teilschichten, die die Reibungsverhältnisse zwischen Erdoberfläche und unbeeinflusster
Atmosphäre berücksichtigt. Vereinfacht drückt sie aus, dass die Windgeschwindigkeiten von
der freien Atmosphäre hin zur Erdoberfläche abnehmen und an der Erdoberfläche null m/s
beträgt. Ein Umfassendes Zahlenbeispiel wird durch eine Sensitivitätsanalyse in Abhschnitt
3.3.1 gegeben und ist in Abbildung 3.9 visualisiert.
Die klimatischen Größen der Windleistung (v, ρ, T, p und φ) werden durch Wetterstationen
gemessen oder durch NWP Modelle prognostiziert. Das NWP stellt mit seiner Funktion




Abbildung 2.1: Grafische Darstellung der physikalischen Zusammenhänge
2.2 Numerische Wetterprognosemodelle
Numerische Wetterprognosemodelle werden seit 1950 eingesetzt, vgl. [107].Aufgrund der zu
berücksichtigenden atmosphärischen Zusammenhänge müssen für längerfristige Klimaprogno-
sen immer größere Gebiete betrachtet werden, vgl. [24]. Die Abhängigkeiten werden unter
anderem durch globale Hoch- und Tiefdruckgebiete beschrieben. Diese sind nicht stationär
und beeinflussen durch ihre globale Bewegung das Wetter in Deutschland. Auf Grund ihrer
Größe kann ihr Verhalten nur in globalen Modellen berücksichtigt werden. Für kürzere
Prognosezeiträume ist die Bewegung nicht so stark und daher reichen kleinere Flächenmodelle
für die Betrachtung aus. Folgende Flächenmodelle sind entsprechenden Prognosehorizonten
zugeordnet:
• Eintagesprognose für Deutschland: Abbildung ganz Europas,
• Zwei- bis Viertagesprognose für Deutschland: Abbildung vom Nordpol bis Äquator und
von den amerikanischen großen Seen bis Mittelasien und
• Fünf- bis Siebentagesprognose für Deutschland: Abbildung des globalen Wetters.
Dem Top Down Ansatz entsprechend werden die kleineren Modelle mit den Ergebnisdaten
der übergeordneten Modelle als Randparameter ausgeführt. Beim DWD wurde die zeitliche
Staffelung der Prognoseläufe entsprechend Abbildung 2.2 organisiert.
Zur Bestimmung der Abbildungsfähigkeit der Wettermodelle ist es notwendig, deren Abhän-
gigkeit von Messdaten zu berücksichtigen. Wettermodelle werden durch stationäre Messungen,
Ballonmessungen sowie Satellitenmessungen mit Ausgangsdaten befüllt, vgl. [23, 107, 24]. Die
stationären Messungen sowie die Ballonmessungen können mehrere Klimaparameter direkt
messen, z.B. Windgeschwindigkeit, Windrichtung oder Druck. Satelliten messen die direkte
Strahlung im:
• Sichtbaren Spektrum,
• Infrarot Spektrum und
• Spektrum für Wasserdampfabsorption.
Aus diesen Messungen können neben Bildern, Vertikalprofile für Windgeschwindigkeit, Luft-
temperatur und Luftfeuchtigkeit berechnet werden. Weitere Berechnungsgrößen sind unter
anderem horizontale Windfelder, Oberflächentemperaturen, Niederschlagsindex.
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Abbildung 2.2: Schematische Skizze der Produktionszyklen der COSMO-DE (braun) und
COSMO-EU (blau) Modelle: Darstellung der Produktionsläufe durch dunkle
Felder; Quelle: DWD
Aufgrund der Messtechniken kommt es zu Einschränkungen in der Genauigkeit. So nehmen
stationäre Messungen und Ballonmessungen punktuelle Beobachtungen auf. Satelliten hinge-
gen können großflächige Messungen durchführen, die durch die Auflösung der Messtechnik
eingeschränkt sind. Laut [107] wird eine Auflösung für den infraroten Bereich von vier bis
acht Kilometer angegeben. Aufgrund dieser Mittelung können lokale Effekte schon bei der
Messung nicht durch die Wettermodelle berücksichtigt werden. Die Wettermodelle unterliegen
aufgrund ihrer Auflösung ebenso Einschränkungen in ihrer Abbildbarkeit. Dadurch ist die
Größe der Raster bedingt, welche mit Längen von mehr als 20 Kilometern für Globalwetter-
modelle bis zu wenigen 100 Metern für Regionalmodelle, lokale Effekte nur bedingt abbilden
können. Weitere Fehlerquellen sind Modellfehler, z.B. durch Runden der Naturkonstanten
oder Berechnungsfehler, durch Runden der Berechnungsergebnisse, vgl. [23]. Die aufgezählten
Fehlerquellen beeinflussen die Prognosequalität der Windleistungsprognose und müssen daher
im Prozess, wenn möglich, berücksichtigt werden.
Für diese Arbeit werden Prognosedaten der Wettermodelle COSMO-EU und COSMO-DE
des Deutschen Wetterdienstes (DWD) verwendet. Das COSMO-DE hatte im Zeitraum der
Bearbeitung eine Auflösung von 2, 8 km mit einem Prognosehorizont von bis zu 21 h und
das COSMO-EU 7, 0 km mit bis zu 78 h. Beide Modelle werden alle drei Stunden versetzt
gestartet, entsprechend der Skizze in Abbildung 2.2. Das EU-Modell hat dabei nicht gleichlange
Prognosehorizonte. Alle 12 h wird eine 78 h Prognose, alle 6 h eine 48 h und alle 3 h eine 24 h
Prognose durchgeführt. Historische Prognosedaten werden für die Validierungsrechnungen




Der Modellbildungsprozess für Regelungen und Prognosen wird in seinen prinzipiellen Kom-
ponenten durch Box-Jenkins in [33, S. 16-18] definiert. Dieser besteht aus den in Abbildung
2.3 dargestellten iterativen vier Teilprozessen:
1. Dem Postulat der Modellklasse,
2. Der Modellidentifikation,
3. Der Parameterschätzung und
4. Der Validierung.
Abbildung 2.3: Modellbildungsprozess nach Box-Jenkins in [33, S. 17]
Zuerst wird auf Basis von theoretischen Betrachtungen und Erfahrungswissen eine Modell-
klasse ausgewählt. Zweitens wird mit Hilfe von Datenanalyseverfahren ein geeignetes Modell
identifiziert. Vorgegeben durch die Methode werden anschließend die abhängigen Parameter
geschätzt. Im Validierungsschritt wird über die Eignung des Modells befunden. Wird ein
Modell als nicht geeignet befunden, muss ein neues Modell bestimmt werden. Entsprechend
sind die nachfolgenden Abschnitte gegliedert. Folgend wird ein grober Überblick über die
möglichen Modellklassen gegeben. Die Parameterschätzverfahren sind abhängig von dem
berücksichtigten Modell und werden daher nicht in den Grundlagen aufgeführt. Die Aus-
wahl der eingesetzten Validierungsmethoden werden im Kontext der Arbeit in Abschnitt
Evaluierung 3.1 berücksichtigt.
Für die Untersuchungen in dieser Arbeit sind zwei allgemeine Modellklassen relevant: die
Systemmodelle und die stochastischen Signalmodelle. Sie werden in Abbildung 2.4 syste-
matisiert. Die Auswahl, welche Modelle als relevant betrachtet werden oder nicht, basiert
auf den Rechercheergebnissen in Abschnitt 1.2. Aufgrund der Vielfalt an Modellen erhebt




Abbildung 2.4: Ausschnitt relevanter Modellklassen
Systemmodelle drücken die Zusammenhänge eines Prozesses über physikalische oder auch
chemische Gesetzmäßigkeiten aus und können mit Hilfe von mathematischen Funktionen
beschrieben werden. Daher werden diese Modelle zu meist iterativ berechnet und können von
einem gemessenen Ausgangspunkt theoretisch beliebig weit in die Zukunft berechnet werden.
Unter Berücksichtigung von zunehmenden Unsicherheiten und abnehmender Prognosequalität
werden die Prognosen nach einem bestimmten Prognosehorizont abgebrochen, wenn die
Prognosequalität nicht mehr verwertbar ist. Iterativ bedeutet in diesem Kontext, dass
Prognoseergebnisse eines Horizonts auf den Ergebnissen des Vorgängers basieren. Ihre Güte
richtet sich nach der Genauigkeit und Vollständigkeit der berücksichtigten Funktionalitäten.
Eine rekursive Berechnung findet in der Regel nicht statt.
Stochastische Modelle abstrahieren beobachtete Prozesse auf einen Satz bekannter Funktionen
und passen diese an den beobachteten Prozess an. Für den Auswahl- sowie den Anpassungs-
prozess werden gemessene Prozessdaten benötigt. Sie lassen sich in die Unterkategorien
linear und nichtlinear unterteilen. In Abbildung 2.4 sind einige konkrete Beispiele dafür
aufgelistet.
2.3.1 Lineare stochastische Signalmodelle
Diese Modellkategorie, vgl. [195, 171, 108, 39], beschreibt den inneren linearen Zusammenhang
zwischen Signalen. In der Regressionsanalyse wird durch die Messwerte x eine Gerade gelegt,
die mittels der Parameter a0 und a1 angepasst wird. Für den Prognoseprozess wird der
Folgewert der letzten Messung auf der Geraden geschätzt. Nichtlinearitäten werden durch die
Identifizierung geeigneter Transformationsfunktionen berücksichtigt. Kann keine geeignete
Funktion identifiziert werden, können Nichtlinearitäten nicht abgebildet werden. Formen der
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stochastischen Signalmodelle sind unter anderem, vgl. [38, S. 11-12]:
AR: xˆ (k) =
p∑
i=1
(αi ∗ x (k − i)) +  (k) , (2.2)
MA: xˆ (k) =  (k) +
q∑
i=1
(βi ∗  (k − i)) , (2.3)
ARX: xˆ (k) =
p∑
i=1
(αi ∗ x (k − i)) +  (k) +
b∑
i=1
(γi ∗ u (k − i)) , (2.4)
ARMA: xˆ (k) =
p∑
i=1
(αi ∗ x (k − i)) +  (k) +
q∑
i=1
(βi ∗  (k − i)) und (2.5)




αi ∗ ∇dx (k − i)
)
+  (k) +
q∑
i=1
(βi ∗  (k − i)) . (2.6)
ARIMA steht für AR Auto-Regression, I integriert und MA gleitendes Mittel. ARX bedeu-
tet Auto-Regression mit exogenen Größen. Der Schätzwert wird durch xˆ beschrieben, der
Messwert durch x, α als AR-Parameter und γ als X-Parameter der exogenen Größen. Das
Prozessrauschen wird durch  gekennzeichnet. Es wird auch weißes Rauschen genannt und
ist normal verteilt. Die MA Parameter werden durch β bestimmt, die exogenen Messgrößen
durch u, deren AR-Parameter durch α und den Integrationsparameter durch ∇. p, q, b und d
sind die Ordnungen der jeweiligen Modellbestandteile. Die Parameter der Modelle werden in
der Regel mit der „Methode der kleinsten Quadrate“ bestimmt, vgl. [171, S. 503] bzw. [125,
S. 204].
2.3.2 Nichtlineare stochastische Signalmodelle
Nichtlineare stochastische Signalmodelle können zum einen durch die linearen Signalmodelle
beschrieben werden. Dazu ist es erforderlich, dass das nichtlineare Übertragungsverhalten
zwischen den Eingangs- und den Ausgangsdaten identifiziert werden kann. Anschließend
werden mit Hilfe der nichtlinearen Funktion die Eingangsdaten transformiert. Zuletzt wird
ein lineares stochastisches Signalmodell auf die transformierten Daten angewandt. Die Be-
stimmung der Nichtlinearität ist nicht immer gegeben. Zum anderen können nichtlineare
Modelle wie die Künstliche Neuronale Netze (KNN) oder Fuzzy Modelle verwendet werden.
Laut Literaturrecherche im Abschnitt 1.2 spielen Fuzzy Modelle eine untergeordnete Rolle.
Fuzzy Modelle beschreiben mit linguistischen Variablen ein unscharfes Regelwerk und können
somit nichtlineare Zusammenhänge erfassen.
Mit den KNN wird versucht das Arbeitsprinzip des biologischen Nervensystems nachzubilden
[45, 106, 12]. In diesem haben Nervenzellen ein oder mehrere Eingänge und einen Ausgang.
Eingehende Informationen werden verarbeitet und deren Ergebnis weitergeleitet. Dementspre-
chend sind die Neuronen der KNN aufgebaut. Sie können eine beliebige Anzahl von Eingängen
haben, transformieren die summierten Eingangswerte mit Hilfe einer Übertragungsfunkti-
on und leiten das Ergebnis weiter. Die Neuronen können beliebig miteinander verbunden
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werden. In der beschriebenen Arbeitsweise wird gezeigt, dass die KNN den statistischen
Zusammenhang erlernen. Im Ergebnis erhält man eine Näherungsfunktion. In Bezug auf die
nichtlinearen stochastischen Signalmodelle bedeutet es, dass entweder das Gesamtverhalten
des entsprechenden Modells mit Hilfe eines KNN angenähert werden kann oder das die
jeweiligen Einzelkomponenten eines jeweiligen Modells entsprechend durch KNN abgebildet
werden.
KNN unterscheidet man nach [12, S. 151ff] in total verbundene KNN und in hierarchische
KNN, vgl. Abbildung 2.5. In dem total verbundenen KNN sind alle Neuronen untereinander,
sowie mit sich selbst verbunden. Hier gibt es keine klar definierten Ein- und Ausgänge.
Vielmehr können sie beliebig gesetzt werden. Die hierarchischen KNN unterscheiden sich in
nicht rekursive KNN, rekursive KNN und KNN mit einer latenten Hemmung.
Abbildung 2.5: Übersicht der KNN Architekturen
Hierarchische KNN besitzen einen definierten Informationsfluss von der Eingangsschicht zur
Ausgangsschicht, vgl. Abbildung 2.6. Die Eingangsschicht (Input Layer IL) verknüpft die
Eingangsdaten, die Ausgangsschicht (Output Layer OL) gibt die Ergebnisdaten aus. Die
dazwischenliegenden werden versteckte Schichten (Hidden Layer HL) genannt. Nicht rekursive
KNN werden auch als Feed Forward (FF) bezeichnet. Sie verarbeiten die Information streng
vorwärts gerichtet. Rekursive Netze (RN) können den Ausgang eines Neurons an sich selbst
oder auf vorgelagerte Schichten zurückführen. Dabei verwenden sie ein Zeitverzögerungsglied
der Ordnung n ∈ ℵ. Diese ist im Modellierungsprozess zu ermitteln. Es können äußere,
d.h. vom Ausgang zum Eingang, oder innere Rückkopplungen, d.h. Neuronenausgang zum
-eingang, eingesetzt werden. In latent hemmenden Netzen sind die Neuronen einer Schicht
untereinander verbunden.
Die Funktion für die Transformation wird auch Aktivierungsfunktion oder Transferfunktion
genannt. Als Transferfunktionen können die unterschiedlichsten Funktionen eingesetzt werden.
Deren Auswahl richtet sich nach dem Prozess, der nachgebildet werden soll. Relevante
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Abbildung 2.6: Vernetzungsprinzip eines Feed Foreward Netzes
Funktionen sind [64]:
die Linearfunktion: f (x) = x, (2.7)
die Sigmoidfunktion: f (x) = 11 + e−x , (2.8)
die hyperbolische Tangens Funktion: f (x) = e
2x − 1
e2x + 1 und (2.9)
die hyperbolische Tangens Sigmoidfunktion: f (x) = 21 + e−2x − 1. (2.10)
Anhand der Abbildung 2.6 und zuvor aufgeführten Übertragungsfunktionen wird folgend
Berechnung an einem Neuron dargestellt. Es wird das erste Neuron in der versteckten Schicht
beschrieben. Es gilt das allgemeine Übertragungsverhalten des Eingang x11 zum Ausgang
y11:
y11 = f (x11) . (2.11)
Der Eingang x11 ist die Summe aus den Einzelprodukten eines jeweiligen Ausgängen der











Durch unterschiedliche Trainingsmethoden werden die Übertragungsgewichte w bestimmt
und somit die allgemeine Gleichung an ein bestimmtes Problem angepasst.
KNN sind mit einem Trainingsdatensatz anzulernen. Für das Training gibt es zwei Vorge-
hensweisen: überwachtes und nicht überwachtes Lernen. Das nicht überwachte Lernen wird
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nicht weiter betrachtet. Die Trainingsalgorithmen des überwachten Lernens basieren auf
Gaus-Newton- oder auf Evolutionsverfahren. Folgend werden zwei ausgewählte Verfahren
kurz vorgestellt:
• Resilient Propagation (PROP): Der PROP-Algorithmus ist eine Erweiterung des Gradi-
entenverfahrens, in dem er die Vorzeichenänderung überwacht und wie in [161, S. 587]
beschrieben die Gewichtsänderung anpasst wird.
• Levenberg-Marquardt (LM): Der LM-Algorithmus basiert auf der Minimierung des




JT (x) J (x)
]−1




JT (x) J (x) + µI
]−1
JT (x) e (x) (2.15)
[89, S. 990] erweitert. J ist die Jacobi Matrix und I die Identitätsmatrix. µ wird in
Abhängigkeit des Quadratischen Fehlers angepasst.
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KNN sind auf Grund ihrer Modularen Komponenten stark flexibel in der Modellierung und
lassen so eine Vielzahl von Varianten zu. Für die Modellierung gibt es folgende, einschränkende
Regeln:
• Das Existenztheorem von Kolmogorov [152, S. 42] besagt, dass jede kontinuier-
liche Funktion mit n Variablen durch die Summation von linearen und nichtlinearen
Funktionen berechnet werden kann. Jede kontinuierliche Funktion mit n Variablen kann
durch ein dreischichtiges Perzeptronnetz mit n(2n+ 1) Neuronen beschrieben werden.
• Nach Aussage von Lapedes und Farber [152, S. 42-43] kann jeder reell wertige
Datensatz mit nicht mehr als zwei versteckten Schichten berechnet werden. Dabei wird
die Genauigkeit durch die Anzahl der Neuronen je Schicht kontrolliert.
2.3.3 Anforderungsanalyse
Entsprechend der Forschungsfragen im Abschnitt 1.3 ist eine Prognose für die lokale Windleis-
tungseinspeisung zu entwickeln. Für die Bearbeitung stehen drei Modellklassen zur Verfügung:
System-, stochastische oder hybride Modelle, vgl. Abschnitt 1.2. In Tabelle 2.1 werden die
Vor- und Nachteile zwischen System- und stochastischen Modellen gegenübergestellt. Die
Hybridmodelle versuchen die Stärken der anderen Modelle zu verbinden.
Tabelle 2.1: Eigenschaftstabelle zwischen System- und stochastischen Modellen
Systemmodelle
Pro Contra
- Keine historischen Daten notwendig - Genaue Kenntnis über funktionale Vorgän-
ge
- Beschriebenes systematisches Verhalten - Funktionen müssen mathematisch be-
schreibbar sein




- Genaue Kenntnis der Prozesse ist nicht
notwendig
- Historische Datenbasis zum Anlernen not-
wendig
- Definierte Prozessgleichungen - Datenbasis muss Verhalten möglichst gut
abbilden
- Parametrierung erfordert z.T. Experten-
kenntnisse
Für eine Modellierung eines Systemmodells liegen nicht ausreichende Informationen vor. Zu
diesem Zweck müssten alle Informationen eines Windparks zur Verfügung stehen, wie z.B.
Regelalgorithmen für das Ansteuern der Windkraftanlagen im Wind. Das so erhaltene Modell
ist speziell auf einen Windpark ausgelegt und muss für jeden neuen Windpark zu großen
Teilen neu ermittelt werden. Aus diesem Grund werden in der Betrachtung die stochastischen
Signalmodelle in dieser Arbeit berücksichtigt.
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Die Literaturanalyse im Abschnitt 1.2 zeigt, dass bisherige Arbeiten zur Prognose längerer
Zeiträume Klimaprognosen verwenden. Die Einbindung von Klimaprognosen ist zu berück-
sichtigen. Weiterhin wird aus Abschnitt 2.2 deutlich, dass NWP aufgrund des Aufbaus, sowie
der Messwerterhebung vielfältige Fehlerquellen beinhalten. Die Fehler der vorgelagerten
Klimaprognose sind zu analysieren und in der Windleistungsprognose zu berücksichtigen. Des
Weiteren sind verfügbare Messdaten von umliegenden Wetterstationen zu berücksichtigen.
Die Messungen können einen stärkeren funktionalen Zusammenhang zur Windleistungs-
einspeisung haben als die Klimaprognosewerte, wenn der Fehler des NWP diesen zu sehr
schwächt. Diesen Zusammenhang gilt es zu prüfen.
Aufgrund der Vorüberlegungen werden rein funktionale Modelle ausgeschlossen. Es können
jedoch dynamische technische Parameter, wie z.B. der Leistungsbeiwert anhand von Wind-
kraftanlagentyp und Windgeschwindigkeit, berechnet werden. Es ist zu untersuchen ob diese
einen Beitrag für die stochastischen Signalmodelle liefern können oder nicht.
Durch die Berücksichtigung von Klimaprognosen und berechneter technischer Parameter
stehen viele mögliche exogene Einflussgrößen für die Prognoseprozesse zur Verfügung. Ent-
sprechend sind Data Mining Verfahren zu untersuchen, geeignete auszuwählen und in die
Prognose zu integrieren. Die Data Mining Analysen sind wenn notwendig zu automatisieren.
Anhand Gleichung (1.1) ist ersichtlich, dass die Windleistungserzeugung einen nichtlinearen
Zusammenhang gegenüber seinen exogenen Einflussgrößen hat. Bei Verwendung exogener
Größen ist dieses Übertragungsverhalten durch die Prognose abzubilden.
Gemäß der Vergleichbarkeit sind Fehlermaße entsprechend der Vorschläge in [128] einzusetzen.
Diese sind mit einem Validierungskonzept zu verknüpfen welches die Modellansätze entspre-




Dieses Kapitel stellt die Modellierung der Prognosemethodik im Sinne der Arbeitsmethodik
nach Box-Jenkins, vgl. Abbildung2.3. Der Aufbau des Kapitels ist wie folgt strukturiert. Im
ersten Abschnitt 3.1 werden die Evaluierungskriterien erläutert, das Postulat eines Prognose-
Hilfsmodells vorgestellt sowie notwendige Analysekriterien eingeführt. Der zweite Abschnitt
3.3 erklärt die experimentellen Randbedingungen der gesamten restlichen Arbeit. Der dritte
Abschnitt 3.3 behandelt das Thema der Datenanalyse. Gemäß Box-Jenkins wird sie für
die Modellidentifizierung benötigt. Dazu werden die Analysemethoden aus Abschnitt 3.1
verwendet. Abschließend wird im vierten Abschnitt 3.4 das Thema der Prognosemodellierung
behandelt. Dieses stellt unterschiedliche Prognosemodelle vor und bewertet diese anhand der
Evaluierungskriterien aus Abschnitt 3.1. In diesem Kapitel werden insgesamt 26 Experimente
durchgeführt. Im Anhang A befindet sich eine Übersicht der durchgeführten Experimente.
3.1 Deklarationen für die Validierung
3.1.1 Evaluierungskriterien
Für die Evaluierung werden folgende, von Madsen [128] eingeführte Fehlermaße verwendet.
Ihre Gleichungen werden in Tabelle 3.1 präsentiert:
• NMAE: den normalisierten mittleren absoluten Fehler und
• NRMSE: die normalisierte Wurzel des mittleren quadratischen Fehlers.
Die von Madsen vorgeschlagenen Definitionen werden der mathematischen gegenübergestellt.
Die mathematischen Definitionen finden üblicherweise ihre Anwendung in der Energiewirt-
schaft. Wichtigster Unterschied in beiden Definitionen ist die verwendete Normierungsgröße.
In der mathematischen Definition wird die Normierung immer zum gemessenen Istwert
durchgeführt und in den meisten recherchierten Arbeiten zur Windleistungsprognose wird die
installierte Leistung verwendet. Andere Arbeiten verwenden den mittleren Leistungswert eines
bestimmten Zeitraums. Diese Arbeit verwendet als Referenz die installierte Leistung. Dadurch
wird die mathematische Unstetigkeit bei einer Messung von 0 Watt in der Einspeiseleistung
vermieden.
Windparks werden nicht direkt miteinander verglichen. Sie unterliegen lokalen Gegebenheiten,
wie z.B. der Orographie. Daher werden Prognosen individuell aber nicht vergleichend mit un-
terschiedlichen Windparks durchgeführt. Um Verbesserungen der methodischen Modellierung
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Tabelle 3.1: Eingesetzte Fehlermaßdefinitionen, entsprechend [128]
Mathematische Definition Fehlermaß Angewandte Definition
1/N ∑Ni=1 ∣∣∣Pi,ist − Pˆi∣∣∣/Pi,ist NMAE 1/N ∑Ni=1 ∣∣∣Pi,ist − Pˆi∣∣∣/Pel,inst√
1/N ∑Ni=1 (Pi,ist − Pˆi)2/Pi,ist NRMSE √1/N ∑Ni=1 (Pi,ist − Pˆi)2/Pel,inst
messen zu können, wird die Verbesserung Imprefγ (k) nach [128] bzw. [78] verwendet:
Imprefγ (k) =
γref (k)− γ (k)
γref (k) . (3.1)
γref (k) sind die Fehlerwerte der Referenzmethode und γ (k) die Fehlerwerte der zu evaluie-
renden Methode.
3.1.2 Hilfsmodell
Im Abschnitt 3.3 werden mit Hilfe von Datenanalysemethoden sowohl charakteristische
Eigenschaften als auch relevante Eingangsdaten für die Prognose bestimmt. Damit die so
identifizierten Datensätze interpretiert werden können, werden sie mit Hilfe eines ARX-
Modells (2.4) der 1. Ordnung prognostiziert. Hierbei handelt es sich um ein sehr einfaches
Modell. Für das eingesetzte ARX-Modell werden ausschließlich die Parameter der 1. Ordnung
gesetzt und beinhalten daneben keinen zusätzlichen Modellierungsaufwand. Für die Arbeit
wird die Hypothese aufgestellt, dass mit Hilfe eines Vergleichs der Prognoseergebnisse mit dem
ARX(1) und den zu untersuchenden Methoden der Güteanteil zwischen Datenanalyse und
ausgewählter Prognosemethode bestimmt werden kann. Die Wahl fiel auf ein ARX(1)-Modell,
vgl. Abbildung 3.1, weil es die Möglichkeit bietet exogene Größen zu berücksichtigen. Die
Auswertung erfolgt im Abschnitt 3.4.6. Ein Modellierungsprozess linearer stochastischer
Modelle wird im Abschnitt 3.4.2 durchgeführt.
Abbildung 3.1: Blockschaltbild ARX(1) für Validierungszwecke mit unspezifizierten Eingän-
gen
Weiterhin soll entsprechend Box-Jenkins die Eignung der Modelle untersucht werden. Zu
diesem Zweck wird der Fehler analysiert. Dieser kann jedoch nicht ermitteln ob man eine
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optimale Prognose erreicht hat. Den Ansatz für die Untersuchung gibt das Komponentenmodell
[171, S. 9-12]. Es besagt, dass ein Signal aus vier Komponenten besteht:
• Dem Trend xT (t),
• Der Konjunkturkomponente xK(t),
• Der Saisonkomponente xS(t) und
• Dem Rest (t).
Diese können entweder additiv oder multiplikativ miteinander verknüpft sein:
Additives Signalmodell: y(t) = xT (t) + xK(t) + xS(t) + (t) und (3.2)
Multiplikatives Signalmodell: y(t) = xT (t) · xK(t) · xS(t) · (t). (3.3)
Durch logarithmische Transformation lässt sich das multiplikative Modell auf ein additives
zurückführen. Für die Prüfung wird angenommen, dass die Residuen einer optimalen Prognose
ausschließlich aus der Restkomponente bestehen. Diese entspricht im Idealfall dem weißen
Rauschen. Gemäß Box-Jenkins können mehrere Verfahren neben dem stark empfohlenen
Sichttest eingesetzt werden, vgl. [33, S. 312-326]. Zum einen kann die Autokorrelationsfunktion
zur Bestimmung eingesetzt werden. Diese setzt voraus, dass die Residuen normal verteilt sind,
vgl. [165]. Das kann nicht gewährleistet werden. Zum anderen bietet sich der verteilungsunab-
hängige Periodogrammtest an. Bei ihm wird geprüft ob die Leistungsdichtespektren über den
Frequenzbereich gleichverteilt sind. Für die Untersuchungen wird ein Unsicherheitskriterium
von 5% angenommen. In der Arbeit wird für jeden Prognosehorizont ein Modell trainiert.
Aus diesem Grund werden die Periodogramme für jeden Horizont berechnet und als Kurven-
schar in der Farbe Gelb dargestellt, Beispiel in Abbildung 3.2 gegeben. Die Kurven mit der
minimalen und maximalen Abweichung werden durch die Farben grün und rot dargestellt.
Abbildung 3.2: Erklärungsbeispeil eines Periodogrammtests aus dem Experiment EXP SP1.4
im Kapitel 5
Die geforderte Sichtanalyse nach Box-Jenkins erfolgt durch die Analyse der gemittelten
Fehler je Prognosehorizont und einem Boxplot. Der Boxplot, vgl. Abbildung 3.3, setzt sich aus
dem Median, der Box die durch das untere 25% Quantil und das obere 75% Quantil eingefasst
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ist, den zugehörigen Whiskern und den Ausreisern zusammen. Die Whisker berechnen sich
durch die 1, 5-fache Distanz zwischen Median und dem jeweiligen Quantil. Alle außerhalb
liegenden Werte werden als Ausreiser gekennzeichnet. Zusätzlich wird in den Analysen die
positive und negative Standardabweichung abgebildet. Weiterhin wird das arithmetische Mittel
ausgegeben, damit die Lage auf Zentralität geprüft werden kann. Für jeden Prognosehorizont
wird ebenso ein Boxplot erstellt.
Abbildung 3.3: Schematischer Aufbau des Boxplots
3.1.3 Analysemethodik
Für die Interpretation der Ergebnisse in den folgenden Abschnitten werden nachstehende
Analysemethoden und Kenngrößen definiert. Die Korrelationsanalyse vergleicht geordnete
Mengen miteinander und ist eine grundlegende Methode um Daten im stochastischen Model-
lierungsprozess zu analysieren, vgl. [39, 108, 139, 184, 195]. In dieser Arbeit sind die Mengen
Messungen oder Prognosen von Leistungs- und Klimagrößen geordnet nach der Zeit. Durch




i=1 (xi − x¯) (yi − y¯)√∑n
i=1 (xi − x¯)
∑n
i=1 (yi − y¯)
. (3.4)
Der Koeffizient ist definiert für den Wertebereich −1 ≤ r ≤ 1. Für den Wert von +1
besteht ein direkter linearer Zusammenhang, für −1 ein umgekehrt linearer. Kein linearer
Zusammenhang besteht bei einem Wert von 0. Spezialisierte Formen sind unter anderem:
• Der partielle Korrelationskoeffizient,
• Der multiple (oder multivariate) Korrelationskoeffizient,
• Die Autokorrelationsfunktion und
• Die Kreuzkorrelationsfunktion.
Die Korrelationsfunktionen analysieren den dynamischen mittleren linearen Zusammenhang
mit Hilfe einer Verschiebefunktion und die Korrelationskoeffizienten den statischen Zusam-
menhang. Durch die Autokorrelationsfunktion werden Aussagen zur Periodizität und durch
die Kreuzkorrelationsfunktion Aussagen über die Reaktionsverzögerungen getroffen. Letz-
tere vergleicht eine Zielgröße mit exogenen Größen, z.B. Windleistungseinspeisung mit der
Windgeschwindigkeit. Für periodische Aussagen könnten auch andere Analysemethoden
eingesetzt werden, wie z.B. Leistungsdichtespektren oder Wavelet Analysen. Das ist jedoch




Der partielle Korrelationskoeffizient beschreibt den funktionellen Zusammenhang zwischen
zwei Größen unter dem Ausschluss des Zusammenhangs weiterer Größen. Folgendes Beispiel
beschreibt den partiellen Korrelationskoeffizient rxy.z zwischen den Größen x und y unter
Ausschluss des Einflusses von z, vgl. [165, S. 107]:
rxy.z =





Der multiple Korrelationskoeffizient betrachtet den Gesamtzusammenhang zwischen einer
Zielgröße und mehreren Vergleichsgrößen. Folgendes Beispiel beschreibt den Gesamtzusam-
menhang rx.yz der Zielgröße x zu den Größen y und z, vgl. [165, S. 108]:
rx.yz =
√√√√r2xy + r2xz − 2rxyrxzryz]
1− r2yz
. (3.6)
Die Funktionen der Autokorrelation und der Kreuzkorrelation verschieben die Zeitvektoren
der Messwerte gegeneinander und untersuchen sie auf ihren funktionalen Zusammenhang.
Dadurch können Zeitabhängigkeiten ermittelt werden. Die Autokorrelation ermittelt die
inneren funktionalen Zeitzusammenhänge und die Kreuzkorrelation zwischen zwei Größen.
3.2 Experimentelle Randbedingungen
Die Datenanalyse soll Eigenschaften des Prognoseziels der Windleistungseinspeisung untersu-
chen. Weiterhin sind Abhängigkeiten innerhalb der Messungen und zu exogenen Größen zu
identifizieren. Für die Untersuchungen stehen die Daten von vier WPs zur Verfügung:
• WP 1: ist südlich von der Stadt Erfurt gelegen und hat Daten im Trainingszeitraum von
„03.11.2009 01:00“ bis „31.03.2010 22:00“ und im Validierungszeitraum von „01.04.2010
01:00“ bis „01.07.2010 01:00“,
• WP 2: ist westlich von der Stadt Erfurt gelegen und hat Daten im Trainingszeitraum von
„01.08.2009 01:00“ bis „27.11.2009 22:00“ und im Validierungszeitraum von „28.11.2009
01:00“ bis „31.05.2010 22:00“,
• WP 3: ist in Brandenburg gelegen und hat Daten im Trainingszeitraum von „01.07.2014“
bis „31.01.2015“ und im Validierungszeitraum von „01.01.2015“ bis „31.05.2015“ und
• WP4: ist ein Offshore Windpark in der Ostsee und hat Daten im Trainingszeitraum von
„31.12.2012 23:00“ bis „31.10.2013 23:00“ und im Validierungszeitraum von „01.11.2013
01:00“ bis „01.05.2013 23:00“.
Damit eine Durchmischung von Trainingsdaten und Validierungsdaten unterbunden wird,
erfolgt eine strenge Trennung zwischen den Zeiträumen. Diese Vorgabe bewirkt, dass unter-
schiedliche Jahreszeiten in den jeweiligen Datenmengen abgebildet werden. Der Einfluss auf
die Prognosegüte wird im Kapitel 5 berücksichtigt.
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Für die Windparks WP 1 und WP 2 wurden die historischen Klimaprognosen über die
PAMORE Schnittstelle des DWD heruntergeladen. Der DWD speichert seine Prognosemodelle
für die zurückliegenden ein bis ca. eineinhalb Jahre. Die Abfragen je Windpark dauerten ca.
zehn Monate. Die Prognosen sind in Einzeldateien im GRIB1 bzw. GRIB2 Format abgelegt.
Die PAMORE-Abfragen entladen aus den Dateien ein 10x10 Punkteraster einer Schicht mit
den Klimagrößen:
• Die vektorielle Windgeschwindigkeit v¯,
• Die Bodenrauhigkeit z0,
• Die Lufttemperatur T und
• Den Luftdruck p.
WP 3 und WP 4 verwendet die Klimagrößen aus Online-Prognosen des DWD, die aus dem
im Abschnitt 4.2 beschriebenen Klimadatenarchiv geladen werden. Nach Erstellung der Wet-
terprognose werden ausgewählte Ergebnisse bereitgestellt. Somit kann unter realitätsnahen
operativen Bedingungen die Prognose berechnet werden. Alle Daten wurden auf ein einstün-
diges Abtastintervall vereinheitlicht, weil die bezogenen Daten des DWD dieser Auflösung
entsprechen. Prognosen mit Abtastzeiten unter einer Stunde werden nicht berechnet. Für die
Experimente des Modellierungskapitels 3 wird der WP 1 verwendet. WP 2 bis WP 4 werden
in den Validierungsrechnungen des Kapitels 5 verwendet.
3.3 Datenanalyseprozess
3.3.1 Analyse Prognoseziel
Das Prognoseziel dieser Arbeit ist die Windleistungseinspeisung. Die Autokorrelationsver-
läufe des WP 1 zeigt Abbildung 3.5. Innerhalb der ersten Stunden ist ein starker linearer
Zusammenhang zu erkennen, der stark abfällt und statistisch signifikant bleibt. Die partielle
Autokorrelationsfunktion zeigt nur für die erste Stunde einen starken linearen Zusammenhang.
Danach fällt die Korrelation mehrheitlich unter die Signifikanzschranke des 5 % Konfidenz-
bands und einige schwache statistische Zusammenhänge sind in den Stunden drei, vier, sieben
und acht zu erkennen. Aufgrund des Verlaufs können auf Basis der Messungen keine Day
Ahead Prognosemodelle mit ausreichender Güte erstellt werden, welches durch das Beispiel
der Persistenz-Methode, [144], verdeutlicht wird, vgl. Abbildungen 3.4 und 3.6:
xˆt+k = xt. (3.7)
xˆt+k ist gleich dem Prognosewert und xt der Messwert. Dementsprechend wird in der Im-
plementierung der letzte Messwert auf den zu prognostizierenden Horizont projiziert. Trotz
ihrer Einfachheit wurde sie unter genannter Quelle [144] eingeführt und war eine der ersten
wissenschaftlichen Arbeiten zum Thema der Windleistungsprognose.
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Abbildung 3.4: Blockschaltbild der Persistenz-Methode
Der Fehler in Abbildung 3.7 nimmt schnell von < 0, 05 NRMSE in der ersten Prognosestunde
auf > 0, 10 NRMSE ab der zehnten Stunde zu. Die maximale Einzelabweichung beträgt
0, 618 NMAE. Für diesen Prognosehorizont sind zusätzliche Größen notwendig, die den feh-
lenden funktionalen Zusammenhang erklären. In Frage kommen die klimatischen abhängigen
Größen der Energieertragsformel (1.1): die Windgeschwindigkeit v und die Luftdichte ρ in
Abhängigkeit der Lufttemperatur T , des Luftdrucks p und der Luftfeuchtigkeit ϕ.
(a) Autokorrelationsfunktion (b) Partielle Autokorrelationsfunktion
Abbildung 3.5: Visualisierung Korrelationsanalyse der WP1 Einspeisung mit 5 % Konfidenz-
band
Abbildung 3.6: Beispiel einer Persistenz-Methode, Gl. (3.7), für eine drei-Stunden-Prognose
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Abbildung 3.7: Auswertung Persitenzmethode WP1 (Fehlermaße: NRMSE - blau und NMAE
- grün) der Prognose in Abbildung 3.6
3.3.2 Sensitivitätsanalyse exogener Klimagrößen
Die Persistenz-Prognose zeigt, dass mit einer auf dem Messsignal beruhenden Prognose keine
hohe Güte erreicht werden kann. Neben dem Messsignal können weitere exogene Größen
entsprechend der Windenergieertragsformel Gl. (1.1) verwendet werden. Der Korrelations-
koeffizient einzelner Größen zur Windenergieeinspeisung zeigt hohe Werte mit 0, 81 für die
Windgeschwindigkeit, die mit der dritten Potenz in den Energieertrag einfließt, vgl. Tabelle
3.2. Die anderen untersuchten Klimagrößen wie Lufttemperatur und Luftdruck haben einen
linearen Zusammenhang von 0, 33 bzw. −0, 24.






Mittels einer Sensitivitätsanalyse wurde der Einfluss der einzelnen Klimagrößen untersucht.
Dazu werden die Parameter Lufttemperatur, Luftdichte und Luftdruck über die gemessenen
Extrema variiert und der theoretische Windertrag gemäß Gl. (1.1) berechnet. Dazu wird die











Ergänzende Parameter sind der Dampfdruck pd, die Gaskonstante für trockene Luft Rl und
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die Gaskonstante für Wasserdampf Rd. Die Formel wurde für die Berechnungen angepasst
und basiert auf der Zustandsgleichung für ideale Gase, gemäß [107, Gl. 2.8, S. 49], und
der Erweiterung dessen Erweiterung um die Feuchteabhängigkeit. Für die Analyse wurden
alle Parameter bis auf einen fixiert und dieser über den Wertebereich der in Deutschland
gemessenen Extremwerte berechnet, vgl. Berechnungsprinzip in Abbildung 3.8. Der Leis-
tungsbeiwert cp aus Gl. (1.1) wird in Abhängigkeit der Windgeschwindigkeit v und den
Technologieparametern berechnet.
Der maximale Leistungbeiwert cp wurde durch Betz berechnet und beträgt 0,593, vgl. [43, S.
45]. Für jeweilige Windkraftanlagen wird dieser für Normaldruck in Form von Tabellenwerten
für unterschiedliche Windgeschwindigkeiten angegeben. Für die Berechnungen werden die
Leistungsbeiwerte anhand der zur Verfügung stehenden Tabellenwerte berechnet. Dazu werden
die Werte für beliebige Windgeschwindigkeiten linear interpoliert.
Abbildung 3.8: Blockschaltbild zur Berechnung der Leistungsentnahme anhand der physikali-
schen Zusammenhänge
Folgend befinden sich die ermittelten Sensitivitäten:
• Lufttemperatur: eine Temperaturerhöhung um 1 K reduziert die Leistung um 0, 36 %,
• Luftdruck: eine Druckerhöhung um 100 Pa erhöht die Leistung um 0, 10 % und
• Luftfeuchtigkeit: eine Erhöhung um 1, 0 % erhöht die Leistung um 0, 0023 %.
Die Einflüsse sind gegenläufig, je nach Situation können sich die Effekte verstärken oder
abschwächen. Die Luftfeuchtigkeit kann theoretisch einen maximalen Einfluss von 0, 2 %
auf den Energieertrag erreichen. Damit wird sie in den weiteren Betrachtungen nicht mehr
verwendet, weil ihr Einfluss zu gering ist. Dazu wird die Luftfeuchte konstant gesetzt. Der
Einfluss der anderen Größen ist aufgrund des Schwankungsbereichs deutlich größer, vgl.
Abbildung 3.9. Zum Beispiel kann die Veränderung der Lufttemperatur eine Leistungsände-
rung von 13 % verursachen, wenn alle anderen Einflussgrößen gleichbleiben. Der nichtlineare
Einfluss der Lufttemperatur und des Luftdrucks sind nicht vernachlässigbar und werden
daher in den weiteren Untersuchungen eingebunden. Damit ihr Verhalten berücksichtigt wird,
werden für die weiteren statistischen Untersuchungen die Luftdichte Gl. (3.8), die synthetische
Einspeiseleistung Gl. (1.1),der Massestrom:
m˙ = ρAv, (3.9)
der Dichtestrom DSt
DSt = ρv, (3.10)
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Abbildung 3.9: Luftdichtesensibilität mit der Anwendung der Normparameter einer WKA
3.3.3 Multivariate Untersuchungen
Mittels der bivariaten korrelativen Analysen können Aussagen getroffen werden, die in einem
direkten Zusammenhang zueinanderstehen. Multivariate Untersuchungen erlauben es, den
Zusammenhang zwischen einer oder mehrere Zielgrößen zu einer Menge von Einflussgrößen
zu messen. Für die Untersuchungen können unter anderem die Hauptkomponentenanalyse
(HKA) oder der multiple Korrelationskoeffizient eingesetzt werden.
Hauptkomponentenanalyse
Die HKA vergleicht die Gesamtvarianz aller Eingangsgrößen mit den beschreibenden Einzel-
varianzen der Hauptkomponenten. Die Hauptkomponenten (HK) werden durch eine Linear-
kombination aller untersuchten Größen gebildet. Durch Minimieren der Hauptkomponenten
wird versucht die Gesamtvarianz im ausreichenden Maß abzubilden. Beim Einsatz dieser
Methode ist die Bildungsvorschrift der Varianz σ2 zu berücksichtigen. Sie ist die mittlere





(xi − µ)2 , (3.12)
mit µ als Mittelwert und xi als Messwerte.
33
3.3 Datenanalyseprozess
Ihre Zusammenhänge werden durch das Histogramm in Abbildung 3.10 schematisch dar-
gestellt. Aufgrund der Berechnung verliert die Varianz die Analysefähigkeit des zeitlichen
Zusammenhangs einer Messwertzeitreihe. Dieser Aspekt muss in zeitabhängigen Prozessen
berücksichtigt werden und kann bei Vernachlässigung zu Scheinzusammenhängen führen.
Zum Beispiel haben nicht gleiche Verteilungsfunktionen die gleichen Varianzen und sugge-
rieren somit eine Scheinabhängigkeit. Diese Zusammenhänge können unter anderem durch
statistische Tests, wie z.B. den Kolmogoroff-Smirnoff Test [165, S. 472], überprüft werden.
Dieser vergleicht den Abstand beider Verteilungsfunktionen und trifft so eine Grundaussage
über die statistische Gleichheit.
Abbildung 3.10: Eigenschaften der Varianz
Die Analyse des Gesamtdatensatzes zeigt, dass der Leistungsbeiwert cp und die Windrichtung
alpha den größten Einfluss auf die Varianz der Einzelkomponenten haben. Durch Auswerten
der HK-Koeffizienten der drei stärksten Hauptkomponenten können die Parameter numerisch
bestimmt werden. Für das Beispiel werden alle Parameter selektiert, die 70 % des maximalen
HK-Koeffizienten entsprechen. Die Ergebnisse für die Horizonte 0, die nullte Prognosestunde,
und 1 sind in Tabelle 3.3 dargestellt. Es werden folgende Abkürzungen verwendet:
• „FD“: für die Klimaprognosedaten, „MD“ für die Messdaten,
• „CPID“: für die Koordinatenpunktidentifizierung,
• „cp“: für den Leistungsbeiwert nach Betz und
• „alpha“: für die Windrichtung.
Für die Modellierung des Horizonts „0“ werden nicht die aktuellen Messwerte, sondern die
eine Stunde zurückliegenden Messwerte verwendet, gekennzeichnet durch „hist.“. Für die
Untersuchung wurde jeder Prognosehorizont individuell untersucht. Die Ergebnisse bleiben
gleich, unabhängig welcher Horizont betrachtet wird. Die grafische Auswertung erfolgt in
Abbildung 3.11. Sie zeigt, dass sich die HK-Koeffizienten zu Gruppen ähnlicher räumlicher
Ausrichtung bündeln lassen, um die Varianz zu beschreiben. Ihre Vektoren der Linearkom-
bination verteilen sich im Raum und folgen einer gekrümmten Ebene. Es gibt keine klar
trennbaren Untermengen, die für eine Klassenbildung herangezogen werden könnten.
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Abbildung 3.11: HKA für WP 1: Die 3D-Grafik (oben) zeigt die HK-Koeffizienten (blau) der
Linearkombination als Vektoren und die projektierten Ausgangsdaten (rot)
als Streudiagramm. Die Pareto-Darstellung zeigt die Varianzen (Boxen)
der Hauptkomponenten und die kumulierte Varianz (Kurve).
Für die identifizierten Parameter in Tabelle 3.3 wurde der Korrelationskoeffizient R gegenüber
der Einspeiseleistung berechnet. Entgegen der Varianz verändern sich die linear funktionalen
Zusammenhänge für jeden Prognosehorizont, vgl. Abbildung 3.11. Ihre Werte bewegen sich
zwischen +30 % und −30 %. Der somit ermittelte schwache Zusammenhang reicht nicht aus,
um robuste Prognosen zu erstellen.
Tabelle 3.3: Analyse der einflussreichsten Parameter in den drei stärksten Hauptkomponenten
für die Horizonte 0 und 1, Parameter beschrieben auf S. 30
Nr. Horizont 0 R 0 Horizont 1 R 1
1 cp FD CPID1 0.2741 cp FD CPID1 0.2736
2 cp FD CPID2 0.2719 cp FD CPID2 0.2855
3 cp FD CPID3 0.2067 cp FD CPID3 0.2364
4 cp FD CPID4 0.2381 cp FD CPID4 0.2218
5 cp FD CPID5 0.2218 cp FD CPID5 0.2227
6 cp FD CPID7 0.1099 cp FD CPID7 0.0665
7 cp FD CPID8 0.0821 cp FD CPID8 0.0420
8 alpha MD hist. 0.2294 alpha MD 0.2152
9 alpha FD CPID2 −0.2264 alpha FD CPID2 −0.2190
10 alpha FD CPID3 −0.2389 alpha FD CPID3 −0.2259
35
3.3 Datenanalyseprozess
Nr. Horizont 0 R 0 Horizont 1 R 1
11 alpha FD CPID4 −0.2593 alpha FD CPID4 −0.2449
12 alpha FD CPID5 −0.2570 alpha FD CPID5 −0.2547
13 alpha FD CPID6 −0.2572 alpha FD CPID6 −0.2432
14 alpha FD CPID7 −0.2498 alpha FD CPID7 −0.2442
15 alpha FD CPID8 −0.2279 alpha FD CPID8 −0.2052
16 cp MD hist. −0.0671 cp MD −0.0515
Allgemein werden die Ergebnisse der HKA verwendet, um Klassen zu bilden. Dieser Ansatz
wurde unter anderem in den Arbeiten [177, 61, 29, 114] verfolgt, um richtungsabhängige
Prognosen zu bilden. Die für WP 1 vorliegenden Daten reichen nicht aus, um in einem
stochastischen Signalmodell alle möglichen windrichtungsabhängigen Klassen ausreichend zu
besetzen. Die Untersuchung der Abhängigkeiten von Windrichtungen auf die Ertragskurve
wurde in Abbildung 3.12 visualisiert. Aufgrund fehlender Daten konnten keine vollständigen
Ertragskurven für den vollständigen Arbeitsbereich der WKAs berechnet werden. Deshalb
sind die Windrichtungsabhängigkeit und der Leistungsbeiwert indirekt berücksichtigt, indem
sie den Datenanalysealgorithmen weiterhin zur Verfügung gestellt, aber keine expliziten
richtungsabhängigen Klassen gebildet werden.
Abbildung 3.12: Windrichtungsabhängige Ertragskurven der WKAs des WP 1 (Die rechte
Legende beschreibt die Windrichtung in [◦])
Wie gezeigt, kann die HKA in diesem Anwendungsfall die exogenen Größen nicht wirkungsvoll
auf eine relevante Auswahl von Eingangsgrößen reduzieren. In der Literatur wird der Scree-
Horn Test als eine Methode zur Parameterverringerung in der HKA und Faktoranalyse
verwendet, vgl. [162, S. 97 ff.]. Dieser betrachtet visuell die absteigend sortierten Eigenwerte
und identifiziert einen charakteristischen Knick im Kurvenverlauf. Alle Werte, die sich vor dem
Knick befinden, werden als relevante Größen berücksichtigt. Dieser Test ist jedoch subjektiv,
weil er von der Interpretation des Betrachters abhängig ist. Horn, vgl. [96], entwickelte die
so genannte Parallelanalyse als objektiven Algorithmus. Dieser vergleicht die Eigenwerte
gegenüber den Eigenwerten einer Zufallsmenge gleicher Dimension. Alle Eigenwerte der
Messung, die über denen der Zufallsgröße liegen, werden als relevante Parameter verwendet.
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Untersuchungen mit WP 1 zeigten, dass ebenfalls immer die gleichen Parameter selektiert
werden. Im Unterschied zur vorangegangenen Untersuchung variiert allerdings die Reihenfolge
und die Anzahl der selektierten Parameter, vgl. Tabelle 3.4. Auffällig ist, dass hier alle
Messgrößen der nahegelegenen Messstation des WP 1 verwendet werden, die eine größere
Distanz als die umliegenden Gitterpunkte des NWPs haben. Auf Grund dieser Auswahl
kommt es für die niedrigen Prognosehorizonte zu sehr hohen Korrelationswerten. Diese
nehmen jedoch mit zunehmendem Horizont und Abfall der Autokorrelation, vgl. Abbildung
3.5, stark ab.
Tabelle 3.4: Scree-Horn Test für die Horizonte 0,1,12 und 24,
vgl. Abkürzungsverzeichnis S. VIII-IX
Nr. Horizont 0 R 0 Horizont 1 R 1 Horizont 12 R 12 Horizont 24 R 24
1 P MD hist. 0.90 P MD 0.90 P MD 0.51 P MD 0.23
2 p MD hist. −0.28 p MD −0.28 p MD −0.21 p MD −0.11
3 T MD hist. 0.40 T MD 0.38 T MD 0.33 T MD 0.26
4 v MD hist. 0.80 v MD 0.78 v MD 0.51 v MD 0.29
5 vn MD hist. 0.80 alpha MD 0.22 alpha MD 0.19 rho MD −0.26
6 alpha MD
hist.
0.23 rho MD −0.43 rho MD −0.36 alpha MD 0.18
7 rho MD hist. −0.45 vn MD 0.78 vn MD 0.51 vn MD 0.29
8 cp MD hist. −0.06 cp MD −0.05 cp MD 0.04 cp MD 0.06
9 V˙ MD hist. 0.80 V˙ MD 0.77 V˙ MD 0.51 V˙ MD 0.29
10 Ekin MD
hist.
0.80 Ekin MD 0.76 Ekin MD 0.47 Ekin MD 0.21
11 p FD CPID1 −0.26 p FD CPID1 −0.27
12 p FD CPID1 −0.26
Multiple Korrelationskoeffizient
Als eine weitere Methode vergleicht der multiple Korrelationskoeffizient (MKK) den linearen
funktionalen Zusammenhang einer Zielgröße zu einer Vielzahl von exogenen Größen, vgl. Gl.
(3.6). In seiner Funktionsweise werden additiv bivariate Zusammenhänge zusammengefügt und
Beziehungen zwischen den exogenen Größen untereinander entfernt. Vorteil dieser Methode ist,
dass sie den linearen funktionalen Zusammenhang einer Zielgröße, hier Windleistung, zu einer
Menge exogener Größen bewertet. Dadurch wird der zeitliche Zusammenhang der Größen
untereinander nicht aufgelöst. Nachteil der Methode ist der lineare funktionale Zusammenhang.
Rein nichtlineare Zusammenhänge können mit Hilfe des MKK nicht identifiziert werden.
Ein weiterer Nachteil ist, dass immer nur der Gesamtzusammenhang zu allen exogenen
Größen berechnet wird. Um eine Menge exogener Größen bewerten zu können, muss in
einem kombinatorischen Ansatz die optimale Teilmenge gefunden werden, die die Zielgröße
hinreichend gut beschreibt. Der kombinatorische Aufwand kann reduziert werden, indem
zuerst der Verlauf des MKK über alle zur Verfügung stehenden exogenen Größen mit
absteigendem korrelativem Zusammenhang berechnet wird. Anschließend wird der Beitrag zum
Gesamtzusammenhang ausgewertet. Positive Auswahlkriterien sind starke und sprunghafte
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Steigerungen. Negative Auswahlkriterien sind Stagnation, minimale oder negative Zuwächse,
vgl. Abbildung 3.13. Der erste Bearbeitungsschritt für WP 1 wird in Tabelle 3.5 vorgestellt.
In dieser werden die MKK mit absteigenden Korrelationskoeffizienten berechnet.
Abbildung 3.13: Arbeitsprinzip Größenauswahl MKK
Tabelle 3.5: Analyse multipler und normaler Korrelationskoeffizient für die Horizonte 1,12
und 24, vgl. Abkürzungsverzeichnis S. VIII-IX
Nr. Horizont 1 MKK
1
R 1 Horizont 12 MKK
12
R 12 Horizont 24 MKK
24
R 24
1 P MD 0.90 0.90 Ekin,max FD
CPID8





0.91 0.83 Ekin FD
CPID6





0.91 0.82 Ekin FD
CPID8





0.91 0.82 Ekin FD
CPID7





0.91 0.81 Ekin,max FD
CPID7





0.91 0.81 vmax FD
CPID5





0.91 0.80 vn,max FD
CPID5





0.92 0.80 Ekin,max FD
CPID4





0.92 0.80 Ekin FD
CPID2





0.92 0.79 vmax FD
CPID6





Die Ergebnisse aus Tabelle 3.5 zeigen einen Zuwachs des Gesamtzusammenhangs. Der
komplette Verlauf ist in Abbildung 3.14 dargestellt. Anhand der Kurvenverläufe wird deutlich,
dass der Gesamtzusammenhang unter Einbezug aller Parameter signifikant gesteigert werden
kann. Die Tabellenwerte und die Kurvenverläufe zeigen, dass zwei exogene Größen mit gleich
starken Korrelationskoeffizienten keinen Mehrwert zur Steigerung des MKK haben können.
Abbildung 3.14: Darstellung der kompletten Beispielrechnung MKK aus Tabelle 3.5 für die
Horizonte s1, 12 und 24
Mehrere Methoden können eingesetzt werden, um die relevante Teilmenge für die Prognose
zu identifizieren. Die schnellste Variante die Gradientenoptimierung wertet die Gradienten
aus und selektiert die Parameter mit dem stärksten Gradienten. Eine weitere Methode
verwendet die Permutation zur Ermittlung der Parameter. Durch das iterative Testen wird
sichergestellt das Optimum der zur Verfügung stehenden Daten zu finden. Sie wird folgend
Anstiegsoptimierung genannt. Nachteil dieser Vorgehensweise ist der hohe Rechenaufwand.
Im folgenden Beispiel wurde die erste Methode eingesetzt. Sie reduziert die Parameter von
ursprünglich 138 auf sechs für Horizont 1 mit einem MKK von 0.9143, sieben für Horizont 12
mit einem MKK von 0.8416 und drei für Horizont 24 mit einem MKK von 0.8442, vgl. Tabelle
3.6. In Abbildung 3.15 wird das Ergebnis der Permutation dargestellt. Für dieses Beispiel
wurde der Algorithmus so eingestellt, dass immer zehn Parameter auszuwählen sind.
Tabelle 3.6: Analyse multipler und normaler Korrelationskoeffizient nach Optimierung für
die Horizonte 1,12 und 24, vgl. Abkürzungsverzeichnis S. VIII-IX
Nr. Horizont 1 MKK
1
R 1 Horizont 12 MKK
12
R 12 Horizont 24 MKK
24
R 24
1 P MD 0.90 0.90 Ekin,max FD
CPID8





0.91 0.83 Ekin FD
CPID6





0.91 0.80 Ekin FD
CPID7
0.82 0.79 y FD CPID7 0.84 0.45
4 vn,max FD
CPID5





Nr. Horizont 1 MKK
1
R 1 Horizont 12 MKK
12
















Abbildung 3.15: Darstellung der optimierten MKK mittels Permutation für die Horizonte s1,
12 und 24
Der höhere algorithmische Aufwand wird durch eine signifikante Verbesserung der funktionalen
Zusammenhänge gerechtfertigt. Mit zunehmendem Horizont nimmt die Verbesserung der
maximalen Anstiegsoptimierung gegenüber der Gradientenoptimierung zu, vgl. Abbildung
3.16. An der maximalen Stelle wird eine Verbesserung für das Beispiel WP 1 von über 4%
und im Mittel ca. 2% erreicht. Der Anstieg im Zusammenhang ab Horizont 25 resultiert aus
den verwendeten Klimamodellen. Im betrachteten Zeitraum weist das COSMO-EU Modell
eine höhere Güte auf als das COSMO-DE Modell. Es konnten keine parallelen Datensätze




Abbildung 3.16: Vergleich der maximalen Gradienten- und Anstiegsoptimierung über alle
Prognosehorizonte
Experimentelle Untersuchungen
Vier Experimente (EXP) zur Auswertung der Analyseergebnisse werden nachfolgend beschrie-
ben. Alle verwenden sie das ARX (1)-Modell entsprechend Abschnitt 3.1. Das ARX-Modell
wird eingesetzt, um reproduzierbare Ergebnisse zu berechnen. Je Prognosehorizont eines EXP
wird ein Modell trainiert und prognostiziert.
EXP 1: Experiment 1 untersucht die Leistungsfähigkeit des bivariaten Korrelationskoeffizi-
enten. Es werden die stärksten Größen als Eingangsdaten verwendet.
EXP 2: Experiment 2 verwendet die Eingangsdaten die durch die Hauptkomponentenanalyse
identifiziert werden.
EXP 3: Experiment 3 verwendet den multiplen Korrelationskoeffizienten. Für die Auswahl
der Eingangsdaten wird die beschriebene Gradientenoptimierung eingesetzt.
EXP 4: Experiment 4 verwendet den multiplen Korrelationskoeffizienten mit einer Per-
mutation zur Ermittlung des maximalen funktional linearen Zusammenhangs durch eine
Anstiegsoptimierung.
Zur Veranschaulichung des Modellaufbaus wird in folgender Abbildung 3.17 das Modell des
EXP 3 für den ersten Prognosehorizont H 1 visualisiert. Die Eingangsdatenbelegung wurde
in Tabelle 3.6 aufgeführt und der Prozess der Identifizierung zuvor erklärt. Jeder einzelne
Prognosehorizont erhält mittels der erklärten Methoden eine jeweilige individuelle Belegung
der Modelleingänge. So werden für eine 24-Stundenprognose 24 individuelle Modelle für ein
Experiment erstellt, trainiert und berechnet.
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Abbildung 3.17: Modellaufbau für Horizont 1 des Experiments EXP3 auf Basis der Analyse-
ergebnisse in Tabelle 3.6
Vergleichend ist in nachfolgender Abbildung 3.18 der Modellaufbau des EXP 4 für den ersten
Prognosehorizont H 1 visualisiert. Als exogene Größen wurden durch den beschriebenen
Algorithmus neben prognostizierten Klimagrößen bzw. Berechnungsgrößen, wie z.B. der
kinetischen Energie auch Messgrößen identifiziert. Die prognostizierten Werte können zum
Prognosehorizont k verwendet werden. Die Messwerte der exogenen Berechnungsgrößen haben
den gleichen Zeitpunkt k − 1 wie die Leistungsmesswerte.
Abbildung 3.18: Modellaufbau für Horizont 1 des Experiments EXP4
Die Ergebnisse werden in Abbildung 3.19 dargestellt. Die Experimente EXP 2 und EXP
3 haben mit einem durchschnittlichen NRMSE von 9, 8% und 10, 6% am schlechtesten
abgeschnitten. Sie sind daher ungeeignet und werden im weiteren Verlauf der Arbeit nicht
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eingesetzt. EXP 1 ist das zweitbeste Modell mit einem durchschnittlichen NRMSE von 6, 53%
und EXP 4 das beste mit 6, 25% NRMSE.
Abbildung 3.19: NRMSE Analyse der EXP 1 bis EXP 4
Die detaillierte Abbildung 3.20 zeigt, dass EXP 1 ein besseres Fehlerverhalten für einige
Horizonte hat. Insgesamt hat EXP 4 eine Verbesserung, Imp gemäß Gleichung (3.1), von
3, 1% gegenüber EXP 1. Die Verbesserung ist über weite Horizonte kontinuierlich, daher ist
die MMK Methode von den hier vorgestellten zu favorisieren. Der Korrelationskoeffizient
vergleicht immer zwei Zeitreihen miteinander und kann daher nicht den Gesamtzusammenhang
beurteilen. Die Verringerung des Fehlers ab Horizont 22 H ist auf die unterschiedlichen
Wettermodelle zurückzuführen.
Abbildung 3.20: Detailvergleich EXP 1 mit EXP 4
Die Validierungsanalyse mittels Boxplot und Periodogrammtest in Abbildung 3.21 zeigt
gleichfalls ein besseres Verhalten von EXP 4. Die maximalen Ausreiser und die Whisker sind
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stärker in EXP 1 ausgeprägt. Der Periodogrammtest zeigt für die minimalen Abweichungen
vom weißen Rauschen, dass EXP 1 die geringste Abweichung hat. Aber die maximale
Abweichung und der überwiegende Teil der anderen Horizonte (gelb) zeigen eine stärkere
Abweichung vom weißen Rauschen auf als bei EXP 4.
Abbildung 3.21: Validierung EXP 1 mit EXP 4 mit Boxplot und Periodogrammanalyse
3.3.4 Untersuchungen zum Datenmanagement
In dem gesamten Abschnitt 3.3.3 und folgenden wurden individuelle Datenanalysen für den
jeweiligen Prognosehorizont aufgestellt. Die individuellen Analysen bedingen eine verlustfreie
Datenspeicherung (VDS) aller relevanten Daten. Dieses Datenmanagement wird in etablierten
Systemen, z.B. zur Lastprognose, nicht eingesetzt. Stattdessen wird ein offenes Zeitreihenma-
nagement (OZM) eingesetzt, vgl. [38, 71, 88, 86, 196]. Das OZM speichert auf einer endlosen
Zeitreihe für jeden Zeitstempel einen vorhandenen Wert ab. Dementsprechend werden auch die
Ergebnisse einer Prognose je Zeitstempel abgespeichert. Somit überschreiben überlappende
Prognoseläufe ältere Prognosewerte. Im VDS werden die Prognosen einzeln abgespeichert
und können horziontscharf für die Analysen ausgewertet werden, siehe Abbildung 3.22.
Überlegungen zufolge ist ein OZM ausreichend, wenn kein oder ein geringfügiges systematisches
Fehlerverhalten der Prognosehorizonte und ihrer Eingangsdaten vorhanden ist. Im Falle einer
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Abbildung 3.22: Vergleich Speichersystematik zwischen VDS und OZM
signifikanten Existenz kann dieser durch einen auf einem OZM aufgesetzt Prognoseprozess
nicht ermittelt und berücksichtigt werden. In der Praxis wird die Wahl meist durch die
zugrundeliegende Datenstruktur vorgegeben. Folgendes Beispiel soll dies veranschaulichen.
Ein vorgelagerter Prognoseprozess stellt alle drei Stunden eine neue 24 Stundenprognose
bereit. Ab der 10. bis zur 20. Stunde prognostiziert dieser mit einem negativen Bias. Das
OZM speichert alle drei Stunden die aktuelle Prognose auf eine Zeitreihe. Dadurch ist es
dem Validierungsprozess nicht möglich den Bias zu berücksichtigen und verbleibt somit nicht
korrigiert in der Prognose. Das VDS kann die Standardabweichung berücksichtigen und
diesen Fehler in der Prognose berücksichtigen.
In der Literatur [24, 23] wird der Fortschritt der NWP-Modelle beschrieben. Allerdings erläu-
tern sie auch die möglichen Fehlerquellen, vgl. 2.2. Durch diese dürfen systematische Fehler
nicht ausgeschlossen und müssen entsprechend geprüft werden. Weiterhin zeigen autokorrela-
tive Untersuchungen in Abschnitt 3.3.1, dass sich der Korrelationsgehalt des Messsignals nach
wenigen Prognosestunden verliert und mit zunehmendem Prognosehorizont einen schwachen
Einfluss auf das Prognoseziel hat. Somit ist ein Prognosesystem weitestgehend abhängig von
der Prognosequalität der verwendeten NWP-Daten. Das wird durch die Verwendung des
multiplen Korrelationskoeffizienten in Tabelle 3.6 belegt. Hier wird für jeden Horizont ein
individueller Zusammenhang aus den zur Verfügung stehenden Parametern ermittelt und
es zeigt sich, dass die Messwerte schon nach wenigen Horizonten keinen relevanten Einfluss
ausüben.
Vier Experimente sollen den Einfluss des Datenmanagementsystems auf die Prognose unter-
suchen. Sie verwenden wie die vorangegangen EXP das ARX-Modell nach Gleichung (2.4),
welches die selektierten Eingangsdaten der Datenanalyse verwendet. Als Datenanalysemethode
wird ein MKK nach Gleichung (3.6) mit einer Anstiegsoptimierung verwendet.
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EXP 4: Das Experiment verwendet die VDS und dient als Referenzmodell für die folgenden
Experimente. Es wurde im Abschnitt 3.3.3 eingesetzt und Abbildung 3.18 dargestellt. Im
Prinzip ist der Modellaufbau für die EXP 5 bis EXP 7 ist identisch. Die Werte der Zeitreihen
sind unterschiedlich, wie folgend erklärt wird. Es führt individuelle Datenanalysen aus und
verwendet ein individuelles Prognosemodell für jeden Prognosehorizont. Abbildung 3.23
verdeutlicht grafisch das Prinzip. Um den Prognosehorizont t0−k zu berechnen, werden die
historischen Prognosen t0+k−p und t0+k−2∗p verwendet. Der Zeitpunkt wird mit t beschrieben,
der Zeitpunkt zur Ausführung einer Prognose mit t0, der Prognosehorizont mit k ∈ N und
der Produktionszyklus vorgelagerter Prognosen mit p ∈ N.
Abbildung 3.23: Datenzusammenhänge EXP 4 für ein VDS System
EXP 5: In dieser Berechnung wird für die Datenanalyse ein OZM Datensatz erzeugt und
eine Analyse für alle Horizonte durchgeführt. Das Analyseergebnis wird auf die Prognose
angewendet mit einem VDS analog zu EXP 4. Mit diesem Experiment soll der Einfluss der Da-
tenanalyse ermittelt werden. Die angewandte Datenanalyse entspricht einem Vorgehensmodell
für eine Lastprognose von Privatkunden eines Energieversorgers.
EXP 6: Alle Daten werden in ein OZM transformiert, analysiert und prognostiziert. Bei diesem
Vorgang, dargestellt in Abbildung 3.24, werden immer noch die gleichen relativen Datensätze
(gelbe Markierungen) zum Training und für die Prognose eingesetzt. In diesem Experiment
wird erwartet, dass die Prognoseergebnisse für den nicht überschriebenen Zeitbereich identisch
mit EXP 4 sind. In dem hier verwendeten Datensatz sind das die ersten drei Stunden.
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Abbildung 3.24: EXP6 - Darstellung Transformierung VDS zu OZM mit festhalten der
Trainingsdatenpunkte
EXP 7: Dieses Experiment stellt ein komplettes OZM dar. Im EXP 6 werden die relativen
Datenpunkte aus einem VDS Ansatz verwendet. In einem reinem OZM Ansatz wird der
ganze zur Verfügung stehende Zeitraum verwendet, sofern keine Muster für eine feinere
Klassifizierung erkennbar sind. Hier wird der gesamte Trainingszeitraum zum Training der
Prognose eingesetzt, vgl. Abbildung 3.25 gegenüber 3.24. Weiterhin sind die Datenanaly-
seergebnisse von EXP 5 und EXP 7 identisch, weil die identischen OZM Datenbasen zur
Verfügung standen.
Abbildung 3.25: EXP 7 - OZM Prognose mit ununterbrochenen Trainingszeitraum
Für die Auswertung wird der NRMSE aus Tabelle 3.1 und die Verbesserung Imp nach
Gleichung (3.1) mit diesem eingesetzt. Der Vergleich wird immer mit EXP 4 durchgeführt.
Positive Werte von Imp zeigen eine Verbesserung und negative eine Verschlechterung an. Die
Analysen zeigen insgesamt eine Verschlechterung gegenüber EXP 4, vgl. Tabelle 3.7. Am
47
3.3 Datenanalyseprozess
besten hat sich EXP 6 verhalten mit −15, 66% und am schlechtesten EXP 5 mit −39, 16%.
In den folgenden Abbildungen 3.26 bis 3.28 werden die Fehlerberechnungen individuell für
jeden Horizont (H) dargestellt. Die Abbildungen sind zweigeteilt. Die obere Grafik zeigt den
NRMSE Verlauf und die untere die Verbesserung. Blau ist immer die Referenz EXP 4 und
rot das jeweilige Vergleichsmodell.
Tabelle 3.7: Mittlere Verbesserung von EXP 4 gegenüber EXP 5 - 7
Imp EXP 5 EXP 6 EXP 7
EXP 4 −39, 16% −15, 66% −30, 28%
EXP 5: Es zeigt sich eine Verschlechterung von −13, 74% bei Horizont 21 bis −142, 90%
bei Horizont 22. Auffällig sind die starken Fehlerentwicklungen am Beginn und Ende der
Horizonte. Diese Bereiche markieren Änderungen in den Datensätzen. Horizont 0 bildet
den Ist-Zustand des Systems ab. Damit das Modell nicht die Leistungsmessung für den
nullten Prognosehorizont verwendet, werden diesem in der Datenanalyse die Messwerte zum
Zeitpunkt t0 verweigert. Würden die Messwerte anliegen, wäre der Prognosefehler 0%, weil
die Analysealgorithmen die Leistung als stärksten funktionalen Zusammenhang aufschalten.
Des Weiteren entnimmt der Horizontbereich 22 bis 24 die Daten aus einem anderen COSMO
Modell. Das Ergebnis zeigt, dass die Zusammensetzung der Ausgangsdatenbasis mit einer
OZM Analyse schlechter prognostiziert werden kann als mit einer VDS Analyse. VDS
ermöglicht es individuell auf Horizontspezifika einzugehen. Der Bereich von Horizont 1 bis 21
ist besser an das Prognoseziel angepasst. Hier beträgt die Verbesserung −23, 95% und das
Betragsmaximum reduziert sich auf −31, 76%. In dem Bereich verhält sich EXP 5 besser als
EXP 7. Somit haben die VDS Systemanteile im Prognoseschritt einen positiven Einfluss auf
das Prognoseergebnis, weil die Datenanalyse identisch mit EXP 7 ist.
Abbildung 3.26: Horizont scharfe Auswertung zwischen EXP 4 und EXP 5
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EXP 6: Die Verbesserung variiert von 2, 25% bei Horizont 8 bis −42, 77% bei Horizont 12.
Der Fehler verhält sich wie eine Sägezahnschwingung. Das Verhalten deutet auf einen stark
systematischen Fehler hin. Details zu diesem Fehlerverhalten werden nach Auswertung der
Datenmodelle berücksichtigt. Die Übereinstimmung der Horizonte 0 bis 2 entspricht den
Erwartungen der Versuchsplanung.
Abbildung 3.27: Horizont scharfe Auswertung zwischen EXP 4 und EXP 6
EXP 7: Die Verbesserung zeigt eine kontinuierliche Verschlechterung von −19, 08% bei
Horizont 21 bis −44, 53% bei Horizont 6. Der Fehlerverlauf über die Horizonte ist insgesamt
glatter als bei den anderen Experimenten. Gegenüber EXP 7 treten keine Ausreißer mehr
auf. Zum einen stehen mehr Trainingsdaten für die Prognose zur Verfügung. Die Quantität
mittelt Extrema im Training aus den Datensätzen. Zum anderen kann es durch den OZM
Datensatz für die Prognose im Vergleich zum VDS in EXP 7 zu Fehlerauslöschungseffekten
kommen. Insgesamt verhält sich der OZM Ansatz für diese Experimente am schlechtesten,
wenn bei EXP 7 die Ausreißer nicht berücksichtigt werden.
Die Ergebnisse zeigen, dass sich die Prognosen schlechter verhalten, je mehr sie einem OZM
Ansatz entsprechen. Das lässt vermuten, dass systematische Fehler in den vorgelagerten
Klimaprognosen vorhanden sind, die durch den OZM Ansatz nicht berücksichtigt werden
können. Mit Hilfe der Validierungsmethodik werden die neuen Experimente auf ihre Fehler
und gegen weißes Rauschen getestet. Für den Periodogrammtest wird EXP 4 als Referenz
verwendet. EXP 7 zeigt gegenüber EXP 4, vgl. Abbildung 3.29 mit 3.21, eine stärkere Streuung
der Fehler im Boxplot. Das Periodogramm entfernt sich weiter vom weißen Rauschen als EXP
4. Entsprechend der Ergebnisse existiert in beiden Experimenten eine bleibende funktionale
Restinformation. Die eigentlichen Prognosemodelle sind für diese Berechnung noch nicht




Abbildung 3.28: Horizont scharfe Auswertung zwischen EXP 4 und EXP 7
Abbildung 3.29: Validierung EXP 7 mit Boxplot und Periodogramm gegen EXP 4
EXP 6 zeigt in Abbildung 3.27 eine ausgeprägte Sägezahnschwingung. Im Unterschied zu
EXP 7 wurde hier die Datenanalyse mit einem OZM und die Prognose mit einem VDS
Ansatz berechnet. Der Vergleich der Boxplots in Abbildungen 3.30 und 3.21 zeigt eine stärkere
Streuung der extremen Fehler in EXP 6 gegenüber EXP 4. Ebenso haben die Periodogramme
einen größeren Abstand zum weißen Rauschen als in EXP 4. EXP 7 hat einen noch größeren




Abbildung 3.30: Validierung EXP 6 mit Boxplot und Periodogramm gegen EXP 4
Das ausgeprägte Fehlerverhalten in EXP 6 ist bedingt durch die lokalen Werte der Klimapro-
gnosen. Für WP 1 wurde der Fehler der NWP Prognosen auf die Messwerte einer Klimastation
untersucht. Dazu wurden die zwei nächst gelegenen NWP Gitterpunkte in Stationsnähe ausge-
wertet. Dazu wurden alle Prognoseläufe übereinandergelegt und horizontabhängig untersucht.
Dabei wird erkenntlich, dass die Luftgeschwindigkeit und die Lufttemperatur Ursache des
Fehlerverhaltens in EXP 6 sind. Als Beispiel ist Abbildung 3.31 aufgeführt, welche die Wind-
geschwindigkeit zeigt. Für die Analysen werden zum einen die Güte in [%], der MAE in [m/s]
sowie eine Boxplot-Darstellung der Fehler verwendet. Die Güte ist definiert mit:














In der oberen Teilgrafik 3.31 werden in einem YY-Liniendiagramm die Güte, blau und gelb,
und der MAE, ocker und grün, der NWP Gitterpunkte zum Messpunkt dargestellt. Die
unteren beiden Teilgrafiken zeigen Boxplots der jeweiligen Fehler.
Der mittlere Fehlerverlauf zeigt eine sägezahnartige Schwingung. Ursachen für dieses Verhalten
können nicht ermittelt werden, ohne die zu zugrundeliegenden Klimamodelle näher in diesem
Kontext zu analysieren. Die Boxplots zeigen für beide Gitterpunkte einen positiven Median
über alle Horizonte. Die positiven Ausreißer überwiegen in Anzahl und Größe die negativen.
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Im Mittel kann aus den Daten eine Fehlersystematik der vorgelagerten Klimaprognose für
diesen Datenpunkt ermittelt und berücksichtigt werden. Diese ist jedoch von der Auswertung
der verfügbaren Daten in einem VDS abhängig und geht in einem OZM verloren.




Die Informationsanalyse ermittelt wie viel Aussagekraft über Menge Y durch die Beobachtung
der Menge X enthalten ist, vgl. [99, 60]. Übertragen auf die Fragestellungen bedeutet das,
inwieweit Informationen über das Einspeiseverhalten eines Windparks erhalten werden
können, wenn z.B. die Windgeschwindigkeit gemessen wird. Die Information ist gegenseitig.
Das heißt umgekehrt kann auch durch die Messung des Einspeiseverhaltens Aussagen über
die Windgeschwindigkeit getroffen werden. Die wechselseitige Information I (X;Y ), vgl.
Abbildung 3.32, zwischen zwei Mengen X und Y ist wie folgt definiert [99, S. 24]:
I (X;Y ) = H (X) +H (Y )−H (XY ) . (3.15)
H (X) ist die ermittelte Entropie der Größe X, H (Y ) von Y und H (XY ) die gemeinsame
Entropie beider Größen X und Y . Die Information I (X;Y ) ist für den Wertebereich ≥ 0
definiert. Ein Wert von 0 bedeutet informelle Unabhängigkeit zwischen den Größen X und
Y . Die Entropie ist definiert durch, vgl. [99, S. 24]:
H (x) = −
n∑
i=1
fx (xi) logfx (xi) . (3.16)
Aufgrund der Bildungsvorschrift der Wahrscheinlichkeitsfunktionen fx (xi) findet über den
geordneten Zusammenhang der Messungen keinerlei Aussage statt. Es werden ausschließlich
die Verteilungen der Größen betrachtet.
Abbildung 3.32: Wechselseitige Information
Das vorgestellte gegenseitige Informationsmaß I(x; y) in Gleichung (3.15) soll auf seine Daten-
analysefähigkeiten für die WLP untersucht werden. Zugrunde liegen folgende Überlegungen.
Korrelative Methoden können ausschließlich lineare funktionale Zusammenhänge analysieren.
Für Zeitreihen bezieht sich die Funktionalität auf die zeitdynamischen Zusammenhänge.
Damit sind sie blind für rein nichtlineare Funktionalitäten. Auf Grund der Definitionen
des Windleistungsertrags in Gleichung(1.1) ist bekannt, dass der Ertrag stark von den
nichtlinearen Zusammenhängen seiner exogenen Größen abhängt. Das Informationsmaß be-
schreibt einen anderen Zusammenhang, wie aus der Gleichung (3.15) hervorgeht. I(x; y)
misst die Beschreibbarkeit der Menge x durch Beobachtung von y. Als Berechnungsgrund-
lage wird die Wahrscheinlichkeitsfunktion fx (xi) verwendet. Sie kann empirisch aus den
Messwerten über Histogramme oder Kerndichteschätzer, z.B. [32], ermittelt werden. Die
Wahrscheinlichkeitsfunktion ignoriert die Zeitfunktionalität, indem sie ausschließlich auf
die Eintrittswahrscheinlichkeiten der Werte eingeht. Somit bewertet die Information die
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gegenseitige Aussagekraft ohne Berücksichtigung der Zeit. Damit können lineare Funktionale
auch durch die Information gemessen werden, weil sie bei einer linearen Funktionalität von
100% deckungsgleiche, normierte Wahrscheinlichkeitsfunktionen liefern. Umgekehrt lässt
sich kein Rückschluss bilden. Daher beinhaltet die Information nichtlineare und lineare
Funktionalitäten, kann aber auch andere mathematische Charakteristiken enthalten.
Aus den Überlegungen ergibt sich ein möglicher Vorteil für das Informationsmaß. Es misst
Nichtlinearitäten und Linearitäten gleichermaßen. Gleichzeitig ist die Unabhängigkeit der
Zeitfunktionalität von Nachteil, weil diese ein Hauptbestandteil der Prognose ist. Zwei
Untersuchungen, EXP 8 und EXP 9, sollen die Anwendungsfähigkeit beurteilen. Es wird das
voran beschriebene ARX-Modell in Gleichung (2.4) verwendet.
Für die Information und Entropie wird folgend beschriebene Normierung, vgl. [159, S.28], für
einen Wertebereich zwischen null und eins eingesetzt:
ρ =
√
1− e−2I . (3.17)
EXP 8: In diesem Experiment wird die gemeinsame Information I(x; y) (3.15) gemessen. Zu
diesem Zweck werden alle Informationsmaße zwischen der gemessenen Einspeiseleistung und
den exogenen Größen ermittelt. Anschließend werden mit Hilfe einer Selektionsfunktion die
Größen mit der maximalen Information bestimmt.
EXP 9: In diesem Experiment wird die bedingte Entropie H (y|x) bzw. H (x|y) untersucht,
vgl. [60, S.17]. Es soll indirekt die Information über y durch Beobachtung von x ermittelt
werden, bzw. umgekehrt. Dazu wird H (y) vom Anteil x bereinigt, vgl. Abbildung 3.33:
H (y|x) = H (xy)−H (x) . (3.18)
H (y|x) beschreibt die Gesamtentropie von x und y. Die exogenen Größen mit den Minimalen
Hy|x bzw. Hx|y werden für die Prognose selektiert.
Abbildung 3.33: Darstellung Information und Entropie im Zusammenhang
EXP 10: Die Arbeiten [63, 62, 159] treffen eine Aussage über die Vorhersagbarkeit einer
Größe anhand der ermittelten linearen und der nichtlinearen Information. Die Berechnung
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der nichtlinearen wird in Gleichung (3.15) beschrieben. Die lineare ist wie folgt definiert, vgl.
[63]:
Ilin (x; y) = −12 ln
(
1− r2 (x; y)
)
. (3.19)
r2 beschreibt den Korrelationskoeffizienten. Für die Bestimmung der Eingangsdaten wird
nach der maximalen linearen und nichtlinearen Vorhersagbarkeit selektiert.
Für die Auswertung der Experimente wird das Prognoseergebnis mit dem EXP 4 in Abschnitt
3.3.4 verglichen.
EXP 8: Die Datenanalyse mittels der Information I(x; y) war mit einem mittleren NRMSE
von 6, 9% erfolgreich. Gegenüber EXP 4 konnte im Mittel mit −11, 91% keine Verbesserung
erreicht werden. Die Auswertung des Verlaufs zeigt in Abbildung 3.34, dass insbesondere
für die niedrigen Prognosehorizonte eine starke Verschlechterung gegenüber EXP 4 eintritt.
Ab dem zwölften Horizont nähern sich die Fehlermaße beider Experimente an. Zum Teil ist
I(x; y) besser, aber nicht signifikant. Die größte Abweichung ist zwischen den Horizonten 0 H
und 4 H zu messen.
Abbildung 3.34: EXP 8 im Vergleich zu EXP 4
EXP 9: Ein Blockschaltbild mit dem Aufbau des Prognosemodells für den ersten Prognose-
horizont H 1 ist in Abbildung 3.35 visualisiert worden. Die Messgrößen, der Leistungsmessung
des Windparks und den auf Messungen beruhenden, exogenen Berechnungsparameter Dichte-
strom DSt, wurden mit der zeitlichen Verschiebung k − 1 aufgeschaltet. Das entspricht dem
Zeitpunkt t0 den Startzeitpunkt der Prognose. Alle anderen exogenen und prognostizierten
Parameter sind zum Zeitpunkt k aufgeschaltet.
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Abbildung 3.35: Blockschaltbild des Modellaufbaus für EXP 9 im Prognosehorizont H 1
Im Ergebnis war die Datenanalyse mittels der bedingten Entropie mit einem NRMSE von
6, 1% erfolgreich. Gegenüber EXP 4 konnte im Mittel mit 3, 03% eine Verbesserung erreicht
werden. In Abbildung 3.36 ist zu erkennen, dass EXP 4 und EXP 9 sehr dicht beieinander
liegen und wechselweise die besseren Ergebnisse liefern. Die bedingte Entropie liefert häufiger
geringere Fehlermaße gegenüber dem MKK aus EXP 4.
Abbildung 3.36: EXP 9 im Vergleich zu EXP 4
EXP 10: Das Blockschaltbild für das erhaltene ARX Model im ersten Prognosehorizont H
1 wird in Abbildung 3.37 dargestellt. Auffällig gegenüber anderen Datenanalyseergebnissen
lieferte in diesem Anwendungsfall keine Auswahl der autoregressiven Eingangsgröße der Leis-
tungsmessung x(k − 1). Aus diesem Grund wurde der Eingang deaktiviert. Im strengen Sinn
handelt es sich durch den fehlenden autoregressiven Anteil nur noch um ein X-Modell. Auf-
grund der generischen Implementierung der Modelle ist bis auf die fehlende Eingangsbelegung
der komplette ARX Algorithmus erhalten geblieben. Eine Änderung der Implementierung
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war daher nicht erforderlich. Aus diesem Grund wird auf eine Neudefinition als eigenständige
Modellklasse verzichtet.
Abbildung 3.37: Blockschaltbild des Modellaufbaus für EXP 10 im Prognosehorizont H 1
Die Datenanalyse mittels der linearen und nicht linearen Vorhersagbarkeit war im Ergebnis
mit einem NRMSE von 7, 1% erfolgreich. Gegenüber EXP 4 konnte im Mittel mit −13, 91%
keine Verbesserung erreicht werden. Abbildung 3.38 zeigt ein weitestgehend kontinuierlich
schlechteres Ergebnis gegenüber EXP 4. Die Horizonte 10 H, 22 H, 23 H und 24 H zeigen
eine minimale Verbesserung, die jedoch nicht signifikant ist. Die größte Abweichung ist, wie
bei EXP 8, zwischen den Horizonten 0 H und 4 H zu messen.
Abbildung 3.38: EXP 10 im Vergleich zu EXP 4
Die Ergebnisse erklären EXP 9 als überlegenen Analyseansatz gegenüber EXP 8 und 10.
Deren Validierung wird in Anhang C in den Abbildungen C.2 und C.3 dargestellt. Die
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Validierung von EXP 9 zeigt Abbildung 3.39. Der Vergleich der Boxplots zeigt, dass die
Streuung der extremen Ausreißer leicht zugenommen hat. Gleichzeitig tritt bei einigen
Horizonten eine Minimierung der Ausreißer auf. Der Vergleich der Periodogramme zeigt, dass
sich die Kurvenschar für EXP 9 an das weiße Rauschen annähert und mehr Kurven sich im
Konfidenzband befinden als bei EXP 4.
Abbildung 3.39: Validierung EXP 9 im Vergleich zu EXP 4
3.3.6 Zusammenfassung Datenanalyse
Es wurde gezeigt, dass klimatische Parameter, wie z.B. die Lufttemperatur, einen signifikanten
Einfluss auf die Windleistungsproduktion haben. Diese lassen sich mit Kreuzkorrelationen
nur schwer messen, weil diese in einem nichtlinearen funktionalen Zusammenhang stehen.
Auf Grund der Signifikanz sind diese Werte in der Datenbasis zu integrieren.
Mittels der mathematischen Eigenschaften der Varianzanalyse, HKA, des linearen funktionalen
Gesamtzusammenhangs, dem MKK und dem Informationsmaß können relevante Größen für
den Prognoseprozess selektiert werden. Diese beruhen auf messbaren Auswahlkriterien und
ermöglichen es ohne Expertenwissen Entscheidungen zu treffen.
Das Datenmanagement hat einen nicht zu vernachlässigenden Einfluss auf die Prognosequali-
tät. Aufgrund nicht verfügbarer Informationen können Datenanalysealgorithmen nicht die
richtigen Schlüsse ziehen. So zeigt ein offenes Zeitreihenmanagement und ein informationsver-
lustfreies System einen Leistungsunterschied von rund 30%. Somit ist das zugrundeliegende
Datenmanagement ein Systembestandteil der Prognose.
Als ungeeignet haben sich die HKA, die MKK mit Gradientenoptimierung, die gegenseitige
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Information und die lineare und nichtlineare Vorhersagbarkeit erwiesen. Als geeignete Ver-
fahren zeigen sich die Analysen mit dem MKK unter Verwendung der Anstiegsoptimierung
und mit der bedingten Entropie. Die Korrelationskoeffizienten Analyse ist eine einfache und
effiziente Methode, mit der Ergebnisse plausibilisiert werden können. Die Unterschiede in
allen Ergebnissen zeigen, dass mit jeder Methode unterschiedliche Eingangsbelegungen für




In diesem Abschnitt wird die Prognosemodellierung vorgestellt. Entsprechend der gefor-
derten Eigenschaften aus Tabelle 2.1 der Anforderungsanalyse werden statistische Modelle
zur Prognose eingesetzt. Es wird keine eigenständige Windprognose auf Nabenhöhe als
Zwischenschritt eingeführt. Die numerischen Wettermodelle dienen als exogene Datenbasis
für die Prognosen. Als Referenz wird das in der Datenanalyse eingesetzte ARX-Modell in
Gleichung (2.4) verwendet, das Persistenzmodell in Gleichung (3.7) und ein vereinfachtes
Windertragsmodell als Systemmodell. Für die Modellierung der Prognosemodelle wird der
Ergebnisdatensatz der multiplen Korrelationsanalyse, EXP 4, aus Abschnitt 3.3 verwendet.
Von den stochastischen Modellen werden die künstlichen neuronalen Netze für diese Arbeit
eingesetzt. Dieser Abschnitt wird folgendermaßen aufgebaut. Zuerst werden die Referenz-
modelle miteinander verglichen. Anschließend wird ein lineares stochastisches Signalmodell
nach dem Box-Jenkins-Verfahren erstellt. Darauf wird ein Vergleich mit einem ausgewähl-
ten der KNN durchgeführt. Die nachfolgenden zwei Teilabschnitte beschäftigen sich mit
der Strukturoptimierung und der Optimierung des Trainingszeitraums. Im Anschluss wird
ein Verfahren eingeführt, dass die Qualitätsanteile zwischen Prognose und Datenanalyse
bewerten soll. Anschließend wird das Verbesserungspotential einer Metaprognose auf Basis
mathematischer Charakteristiken untersucht und abschließend die Zusammenfassung der
Prognosemodellierung präsentiert.
3.4.1 Analyse Referenzmodelle
Die vorgestellten Referenzmodelle können bis auf das ARX-Modell nicht ohne Einschränkun-
gen mit dem Ergebnisdatensatz der Datenanalyse verwendet werden. Die Persistenzmethode
(3.7) verwendet per Definition die letzte verfügbare Messung der Einspeiseleistung. Das
Systemmodell ist auf dem klimatischen Datensatz sowie den technischen Parametern ange-
wiesen. Es verwendet eine Korrekturfunktion durch die Methode der kleinsten Quadrate, um
Anpassungen vorzunehmen. Folgend werden die Details beschrieben.
EXP 4: Das Experiment verwendet den bisherigen Referenzdatensatz, vgl. Abbildung 3.18.
Als Eingangsdaten werden die ausgewählten Parameter der MKK-Analyse verwendet und
das ARX-Modell in Gleichung (2.4).
EXP 11: Das Experiment untersucht das Fehlerverhalten des einfachen Persistenzalgorithmus
in Gleichung (3.7), vgl. Abbildung 3.4. Per Definition wird die letzte verfügbare Messung der
Einspeiseleistung für die Prognose berücksichtigt. Es gibt Erweiterungen dieses Algorithmus,
z.B. [144], die nicht näher berücksichtigt werden.
EXP 12: Das Experiment verwendet den Windertrag in Gleichung (1.1) zur Berechnung
der Leistung als ein vereinfachtes Systemmodell, vgl. Abbildung 3.8. Mit Hilfe der multi-
60
3 Modellierung
plen Regression wird eine gewichtete Summe über die Gitterkoordinatenpunkte des NWP
gebildet und gleichzeitig eine implizite Korrektur über den Trainingszeitraum berechnet. Alle
höhenabhängigen Parameter wurden auf Nabenhöhe interpoliert. Das Modell verwendet die
Leistungsmessung nur zu Trainings- und Validierungszwecken.
Die Auswertung in Abbildung 3.40 zeigt, dass das ARX Modell aus EXP 4 die besten
Prognoseergebnisse auf Basis der vorgelagerten Datenanalyse mit 6, 2512% NRMSE liefert.
Das Persitenzmodell, welches in EXP 11 verwendet wird, hat einen mittleren NRMSE
von 9, 0818%. In Horizont 0 hat es keinen Fehler, weil der Messwert entsprechend der
Definition aufgeschaltet wird. Im Horizont 1 ist das ARX Modell nur minimal besser als
das Persitenzmodell. Bis Horizont 8 nimmt der Fehler kontinuierlich zu und stagniert. Das
EXP 12 hat einen Fehler von ca. 10, 673% NRMSE schwankend von Horizont 0 bis 21 danach
nimmt der Fehler zu. Somit ist im Mittel und absolut das ARX Modell das beste Modell. Die
0% Fehler des Persistenzmodells haben keine praktische Relevanz. Die geringe Abweichung
zwischen den Ergebnissen des ARX und Persitzenzmodells empfiehlt letzteres als Alternative
im Prognosebereich bis zu 1 − 2 Stunde/-n neben dem ARX Modell. Die Validierung für
EXP 4 ist in Abbildung 3.21 dargestellt, die für die EXP 11 und 12 im Anhang C in den
Abbildungen C.4 und C.5. Sie bestätigen die schlechtere Modellbildungsfähigkeit sowohl im
Vergleich der Boxplots wie auch der Periodogramme.
Abbildung 3.40: Vergleich Referenzmodelle
3.4.2 Modellierung lineares stochastisches Signalmodell
In diesem Abschnitt erfolgt die Modellierung des linearen stochastischen Signalmodells.
Einige Vertreter wurden in den Grundlagen Abschnitt 2.3.1 eingeführt. Die Validierung
im Abschnitt 3.1 setzt für die Validierungsrechnungen ein ARX(1)-Modell an ohne den
Modellbildungsprozess zu berücksichtigen. In diesem Abschnitt werden die Ergebnisse der
Datenanalyse, insbesondere der korrelativen Untersuchungen, auf die Modellklasse der linearen
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stochastischen Signalmodelle angewendet. Es kommt das Box-Jenkins-Verfahren zum
Einsatz.
Zuerst wird die Windleistung des WP 1 in die geeignete Modellklasse anhand der charakte-
ristischen Eigenschaften der Autokorrelations- und partiellen Autokorrelationsanalyse, vgl.
Abschnitt 3.1.3, in Abbildung 3.5 eingeordnet. Dazu werden die beschriebenen Eigenschaften
der einzelnen Modelle herangezogen, vgl. [33, S. 84]. Die AKF hat einen Verlauf einer ge-
dämpften, auslaufenden Exponentialfunktion. Somit entspricht sie einem AR oder ARMA
Prozess. Für einen MA Prozess müsste sie nach einer Ordnung n abbrechen. Die PAKF bricht
nach der ersten Ordnung unterhalb des Unsicherheitskriteriums von 5% ab und hat noch
zwei signifikante Korrelationen für eine Verschiebung von drei und acht. Damit entspricht
es einem AR Prozess. Für einen ARMA Prozess hätte sie gedämpft auslaufen müssen. Die
Datenanalyse entsprechend Abschnitt 3.3 belegt, dass der Prozess von exogenen Größen
abhängig ist. Auf Basis dieser Analyse ist ein ARX zu verwenden.
Die Ordnung des ARX-Modells kann anhand der PAKF abgeschätzt werden. In Abbildung
3.5 hat sie für die erste Verschiebung einen Korrelationskoeffizienten von ca. 90%. Der zweite
signifikante Koeffizient mit ca. 18% hat die Verschiebung drei. Dementsprechend kommen zwei
Konfigurationen in Betracht ARX(1) und ARX(3) ohne den Anteil der zweiten Ordnung. Das
ARX(1) Modell wurde im Abschnitt 3.3 und in den Referenzmodellen eingesetzt. Das ARX(1)
wird mit dem Eingangsdatenmodell aus EXP 4, vgl. Abbildung 3.18, mit dem ARX(3) in
EXP 13 verglichen, Abbildung 3.41.
Abbildung 3.41: Blockschaltbild des Modellaufbaus für EXP 13 im Prognosehorizont H 1
Der Vergleich der Ergebnisse zeigt, dass durch die höhere Ordnung entsprechend der Analyse
keine signifikante Verbesserung erzielt wurde. Der mittlere NRMSE sinkt von 6, 25% NRMS
in EXP 4 auf 6, 22% NRMSE in EXP 13. Der Verlauf der Fehlerkurven in Abbildung 3.42
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zeigt, dass je Horizont nur minimale oder keine Verbesserungen erreicht werden können. Die
Verbesserung nach Gleichung (3.1) erzielt einen Wert von 0, 4%. Der Vergleich der Boxplots
und Periodogramme zeigt geringfügige Unterschiede, vgl. Abbildung C.6. Die geringfügige
Verbesserung rechtfertigt keine Verwendung eines ARX(3)-Modells.




Künstliche neuronale Netze wurden im Abschnitt 2.3.2 kurz eingeführt. Die Auswahl der
zu untersuchenden KNN als Vertreter der nichtlinearen stochastischen Signalmodelle wurde
durch folgende Überlegungen beeinflusst. Anhand der Ertragskennlinie in Abhängigkeit der
Windgeschwindigkeit, Abbildung 3.43, wird ersichtlich, dass eine Sigmoid-Funktion vorliegt.
Dieses nichtlineare Übertragungsverhalten kann mit Hilfe KNN abgebildet werden. Weiterhin
wurde der nichtlineare Zusammenhang der exogenen Eingangsgrößen zur Windleistung durch
die Datenanalysen in Abschnitt 3.3 dargestellt. Die Modelleigenschaften der KNN bilden einen
weiteren Vorteil. Sie ermöglichen das Training mit unvollständigen Datensätzen und erzeugen
dennoch generalisierte Modelle. Die Eigenschaft ist wichtig, wenn keine ausreichenden Daten
zur Verfügung stehen. Beispielsweise liegen für WP 1 im vorliegenden Datensatz kaum
Messungen für Windgeschwindigkeiten oberhalb von 21 m/s vor.
Abbildung 3.43: Ertragskennlinie des WP 1 in unterschiedlichen zeitlichen Mittlungen; kleines
Bild im Bezug auf nächstgelegene Messstation
Diese Gründe sprechen für die Modellklasse der KNN. Der interpretierte Existenzsatz von
Kolmogorov besagt, dass eine kontinuierliche Funktion durch n Variablen abgebildet werden
kann, vgl. Abschnitt 2.3.2. Die Ertragskurve bildet unter Vernachlässigung der Ausreißer in
ihrem Verhalten eine solche kontinuierliche Funktion. Der Nachteil von KNN ist, dass sie
schwer reproduzierbare Ergebnisse liefern und eine starke Abhängigkeit zum verwendeten
Trainingsdatensatz aufweisen. Die Abhängigkeit gegenüber dem Trainingsdatensatz hat jede
lernende Methode und kann daher vernachlässigt werden. Die mangelnde Reproduzierbarkeit
wird in Kauf genommen, weil die Vorteile der Abbildung von Nichtlinearitäten und Erstellung
von generellen Modellen überwiegen. Der Mangel der Reproduzierbarkeit hat seine Ursache
in der Initialisierung. In der Regel werden KNN mit zufälligen Startgewichten an den
Neuroneneingängen initialisiert. Dadurch hat jedes Training einen individuellen Startpunkt.
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Durch die Nichtlinearität der abzubildenden Prozesse kann nicht sichergestellt werden, dass
die eingesetzten Lernalgorithmen das gleiche Trainingsergebnis liefern. Weiterhin ist es durch
die Nichtlinearität sehr schwer das globale Optimum zu identifizieren.
Die Arbeit untersucht die Windleistungsprognose mit Hilfe von Messwerten und vorgelagerten
Klimaprognosen. Durch den Prozess entsteht ein hierarchischer Informationsverarbeitungs-
prozess. Die Zusammenhänge der Daten untereinander können linear funktional oder über
den Informationsgehalt bestimmt werden, vgl. Abschnitt 3.3.3 und 3.3.5. Die Beziehungen
wurden zwischen Ausgangsdaten und der Windleistung hergestellt. Somit ergibt sich ein
hierarchischer Informationsfluss. Aus diesem heraus empfiehlt es sich hierarchischen KNN
als Untersuchungsgegenstand zu verwenden. Eine latente Hemmung der Daten konnte nicht
nachgewiesen werden. Deshalb wird die latent hemmende KNN Klasse nicht betrachtet. Somit
verbleiben die FF und RN als Untersuchungsgegenstand.
Neben der Architektur und dem Neuronenaufbau, vgl. Abschnitt 2.3.2, beeinflussen die
Trainingsalgorithmen die Güte des modellierten Prognoseprozesses. Abschnitt 2.3.2 führt
die Levenberg-Marquardt (LM) und die Resilent Propagation Trainingsmethoden ein. Es
wurden acht vergleichende Experimente in [21] mit KNN durchgeführt, um sich auf einen
Trainingsalgorithmus festzulegen. Sechs von acht Experimenten inklusive des global besten
Experiments verwendeten das LM. Daher wird für alle weiteren Untersuchungen die LM
Trainingsmethode verwendet.
Zur Bewertung der neuronalen Netzarchitektur werden die Experimente 14 und 15 durchge-
führt. Sie verwenden beide die LM Trainingsmethode. Beide Architekturen verwenden die
interne Strukturoptimierung, vgl. Abschnitt 3.4.4, um die optimale Anzahl an Neuronen des
Hidden Layers zu bestimmen. EXP 14 berechnet das FF. EXP 15 berechnet ein RN. Diese
Verzögerung der Rekursion wird durch die PAKF in Abbildung 3.5(b) bestimmt. Es gibt drei
signifikante partielle Korrelationen. Die erste ist die Stärkste mit ca. 90% für die Verzögerung
um einen Tastschritt. Die beiden Weiteren sind mit Werten unter 20% schwach signifikant
und werden daher nicht berücksichtigt.
Das Ergebnis der Modellierung und Datenanalyse für EXP 14 wurde in Abbildung 3.44 für
den ersten Prognosehorizont H 1 visualisiert. Im Aufbau hat die Eingangsschicht IL zwölf
Eingangsneuronen, in der versteckten Schicht HL fünf Neuronen und in der Ausgangsschicht
OL 1 Neuron. Alle Neuronen verfügen über einen Bias der nicht abgebildet wurde. Die
Abbildung 3.44 hat eine zusätzliche Vereinfachung. Die Neuronen zwischen den Schichten
sind voll vermascht. Aufgrund der besseren Darstellung wurde nur die Verbindungen zwischen
dem ersten Neuron der versteckten Schicht und allen Eingangsneuronen dargestellt.
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Abbildung 3.44: Blockschaltbild des Modellaufbaus für EXP 14 im Prognosehorizont H 1
Das FF Modell in EXP 14 war im Mittel mit 5, 97 % NRMSE besser als das ARX-
Referenzmodell mit 6, 26 % NRMSE. Die Verbesserung beträgt 4, 31 %. Der Abstand des
Fehlers zwischen beiden Modellen ist sehr gering, vgl. Abbildung 3.45. In fünf Prognoseho-
rizonten hat das ARX einen geringeren Fehler. Aufgrund des geringen Fehlerabstands ist
abzuwägen welches Modell verwendet werden soll. Das ARX hat die geringeren Leistungs-
anforderungen und empfiehlt sich, wenn geringe Berechnungszeiten gefordert sind. Das FF
liefert hingegen leicht bessere Ergebnisse.
Abbildung 3.45: Vergleich Referenzmodell ARX in EXP 4 mit FF in EXP 14
Die Modellstruktur des EXP 15 wird in Abbildung 3.46 für den ersten Horizont H 1 dargestellt.
Es hat die gleichen Strukturparameter in der der Ausgangsschicht OL, sowie die Biase. Die
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versteckte Schicht HL hat drei Neuronen. Als Rekursion ist eine äußere Schleife programmiert
wurden. Das Heißt der Ausgang wird mit einer Verzögerung auf den Eingang aufgeschaltet.
Somit vergrößert sich die Eingangsschicht von zwölf auf dreizehn Neuronen. Als Verzögerung
Z−1 wurde ein Abtastschritt, hier eine Stunde, eingestellt.
Abbildung 3.46: Blockschaltbild des Modellaufbaus für EXP 15 im Prognosehorizont H 1
Die Ergebnisse des EXP 15 zeigen ein geringeres Fehlerverhalten des RN mit 5, 73 % NRMSE
und einer Verbesserung von 8, 19 % gegenüber dem ARX Modell. In Horizont 1 ist das ARX
Modell einmalig besser als das RN mit einer Verbesserung < 1 %, vgl. Abbildung 3.47. Das
Ergebnis zeigt einen signifikant geringeren Fehler gegenüber dem FF sowie ARX Modell.
Abbildung 3.47: Vergleich Referenzmodell ARX in EXP 4 mit FF in EXP 15
Der Vergleich der Boxplots für EXP 15 in Abbildung 3.48 mit EXP 4 in Abbildung 3.21
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zeigt eine geringfügige Verbesserung durch eine Verringerung der Ausreißer. Eine deutliche
Verbesserung ist in den Periodogrammen zu erkennen. Die gesamte Kurvenschar liegt näher
am weißen Rauschen. Die Ergebnisse für diese EXP befinden sich im Anhang C in Abbildung
C.7.
Abbildung 3.48: Validierung EXP 15 im Vergleich zu EXP 4
Exemplarisch wird ein Beispiel für die Zusammenhänge zwischen Eingang und Prognoseaus-
gang in Abbildung 3.49 visualisiert. Sie zeigen die ermittelten Eingänge für den Prognose-
horizont + 1 h und deren prognostizierte Leistung. Zusätzlich wurde das zur Validierung
gemessene Leistungssignal im Ergebnis dargestellt. Im Horizont 1 h werden sowohl Messwerte




Abbildung 3.49: Vergleich der Ein- und Ausgänge der Modelle ARX und RN für den Prognose-
horizont + 1 h
69
3.4 Prognosemodellierung
3.4.4 Strukturoptimierung der Hidden Layer Schicht
In Versuchsrechnungen wurden Varianzen in den Trainingsergebnissen festgestellt. Diese
können nicht vollständig nachvollzogen werden. Dieser Abschnitt betrachtet einen Aspekt
näher und versucht ihn zu optimieren.
Ursachen des genannten Verhaltens ist unter anderem die zufällige Initialisierung der Start-
gewichte an den Neuroneneingängen. Diese veränderlichen Startpositionen verursachen die
Unterschiede der Güten in den Berechnungsergebnissen. Eine weitere Herausforderung ist die
Reproduzierbarkeit der Ergebnisse. Die zufällige Initialisierung verhindert Ergebnisse exakt
zu reproduzieren, wenn die Startwerte nicht abgespeichert werden.
Ein weiteres Problem betrifft die Modellierung der KNN-Struktur. Durch Zielvorgaben lässt
sich die Ausgangsschicht und durch Datenanalysen die Eingangsschicht von KNN objektiv
definieren. Über die verdeckte Schicht (engl. Hidden Layer) finden sich in der Literatur häufig
Aussagen zu Obergrenzen der verwendeten Neuronen und Faustregeln. Es gibt jedoch kein
etabliertes Verfahren zur Ermittlung der konkreten Anzahl der Neuronen. Laut zitiertem
Existenzsatz von Kolmogorov, vgl. Abschnitt 2.3.2, soll die maximale Neuronenanzahl des
Gesamtnetzes nicht n(2n+ 1) überschreiten. n ist dabei die Variablenanzahl. Otto führt
eine Formel zur Berechnung der geeigneten Neuronenanzahl [159, S. 156] ein:
h = AnzahlTrainingsdaten10(AnzahlEinga¨nge+ AnzahlAusga¨nge) . (3.20)
Als Anzahl der Trainingsdaten ist die Menge der Trainingsdatensets zu verstehen. Zusätzlich
wiederholt sich in unterschiedlichen Literaturquellen die Aussage, dass Erfahrungswissen
zur Modellierung herangezogen werden soll. Kolmogorov’s Aussage hat die Bedingung,
dass die Systemgleichung bekannt sein muss. Je nach Betrachtungsweise können es die fünf
Parameter aus der Gleichung für die Windleistung (1.1) sein oder tausende Parameter, wenn
die Abhängigkeiten der vorgelagerten Klimaprognosen und deren Wettermodelle einbezogen
werden. Otto’s Ansatz ist abhängig von der Datenbasis. Je nach Verfügbarkeit der Trai-
ningsdaten ergeben sich neue Grenzen für die Neuronenanzahl. Erfahrungswissen hat die
Einschränkung, dass es über längere Zeit aufgebaut werden muss.
Empirische Untersuchungen zeigten, dass die Variabilität der Güte in Abhängigkeit der
Initialisierung der Startposition minimiert werden kann. Dazu ist es notwendig, mehrere
Netze parallel zu trainieren und gegeneinander zu vergleichen. Eine geeignete Anzahl ist
empirisch zu ermitteln und anzuwenden. Dadurch wird die Variabilität signifikant minimiert.
Eine praktikable Anzahl ist empirisch zu ermitteln.
Mit den folgenden Untersuchungen soll geklärt werden, welcher Ansatz zur Strukturierung
der HL geeignet ist. Üblicherweise wird die Anzahl experimentell oder über Faustformeln
definiert. Alternativ kann die Bestimmung der optimalen Neuronenanzahl in der verdeckten
Schicht durch einen iterativen Ansatz empirisch ermittelt werden. Zur Verdeutlichung werden
verschiedene Berechnungen in den EXP 16 bis 21 durchgeführt. In diesen werden die Anzahl
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der Neuronen vorgegeben. Die Vorgaben lauten 3 (in EXP 15), 5, 10, 11, 15 und 44 Neuronen
(in EXP 21). Die Anzahl drei bis zehn sowie 15 wurden auf Basis von Faustregeln vorgegeben.
Die Anzahl elf Neuronen ist das Berechnungsergebnis aus Gleichung (3.20). 44 Neuronen ist
das Ergebnis, wenn die fünf Parameter aus der Windleistungsformel (1.1) in Kolmogorov
Formel eingesetzt werden und die Aus- sowie Eingänge abgezogen werden. Alle EXP verwenden
das in EXP 15 eingesetzte RN, vgl. Abbildung 3.46, aber mit den jeweils zuvor definierten
Neuronenanzahl im HL. EXP 15 integriert einen iterativen Optimierungsalgorithmus, der die
Neuronenanzahl bestimmt und gleichzeitig die Startposition je getesteter Anzahl optimiert.
Der Optimierungsalgorithmus beruht auf einer Heuristik. Auf Grund der Variabilität der
Ergebnisse sind gradientenbasierte Optimierungsverfahren, z.B. Gaus-Newton, ungeeignet
zur Lösung dieser Aufgabe.
Die Ergebnisse in Abbildung 3.50 und Tabelle 3.8 zeigen, dass es keinen klaren Sieger für die
untersuchten Varianten gibt. Das beste Ergebnis erzielte EXP 17 mit einem mittleren NRMSE
von 5, 6832 % und das schlechteste EXP 18 mit 5, 737 %. Die Varianz der mittleren Ergebnisse
beträgt rund 0, 05 % des NRMSE. Kolmogorovs Ansatz (EXP 21) ist das sechstbeste
Ergebnis, EXP 15 das viertbeste und OTTOs Ansatz das drittbeste. Berücksichtigt man die
Zufälligkeit der Ergebnisse kann mit insgesamt 0, 05 % Unterschied kein dominant besseres
Verfahren identifiziert werden. EXP 15 hat den Vorteil, dass ein Anwender keine Kenntnis
über KNN haben muss, weil es sich selbstständig einstellt. Nachteil dieser Variante ist der
durch die Heuristik notwendige numerische Rechenaufwand. Die Ergebnisse der Boxplots und
der Periodogramme in den Abbildungen C.8 bis C.13 zeigen kleinere aber wenig signifikante
Unterschiede zwischen den einzelnen KNN-Varianten.
Abbildung 3.50: Vergleich EXP15 bis 21: Einfluss der Optimierung der Neuronenanzahl
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Tabelle 3.8: Mittlerer NRMSE und Verbesserung (mit EXP 15 als Referenz) über alle Hori-
zonte der EXP 15 bis 21
EXP 15 EXP 16 EXP 17 EXP 18 EXP 19 EXP 20 EXP 21
NRMSE 5,7297 % 5,7312 % 5,6832 % 5,737 % 5,7253 % 5,7221 % 5,7348 %
Imp 0,00 % -0,03 % 0,78 % -0,22 % 0,08 % 0,08 % -0,12 %
3.4.5 Optimierung des Trainingszeitraums
In dieser Arbeit wurde die Bestimmung des Trainingshorizontes durch Faustregeln und
empirische Untersuchungen beeinflusst. In KNN-Forschungsarbeiten finden sich weitere
Ansätze, die den optimalen Trainingszeitraum ermitteln. Ein Ansatz ist es die Menge der
Trainingsdaten über die Messung der Entropie zu bestimmen.
EXP 22 soll die Menge der Trainingsdaten optimal kürzen. Durch die Kürzung wird der
zeitliche Zusammenhang nicht aufgelöst. Diese Anforderung wurde anhand der starken li-
nearen funktionalen Abhängigkeit zu den Vorgängerwerten, vgl. Abbildung 3.5 b), getroffen.
Im Algorithmus wird die Entropie, Gl. (3.16), minimiert. Dadurch soll der Datensatz so
ausgewählt werden, dass er möglichst viele Systemzustände beinhaltet und Wiederholungen
gleicher Zustände minimiert. Die Modellstruktur ähnelt dem EXP 15. Es wird als Progno-
semodell ein RN KNN verwendet. Die Eingangsdatenbelegung wird mit Hilfe der MKK
Datenanalysemethodik identifiziert, vgl. EXP4. Die Anzahl der Neuronen im HL wird mittels
einer Strukturoptimierung festgelegt, vgl. Abbildung 3.51.
Abbildung 3.51: Blockschaltbild des Modellaufbaus für EXP 22 im Prognosehorizont H 1
Das Ergebnis von EXP 22 wird mit EXP 15 verglichen, vgl. Abbildungen 3.46 und 3.52.
Es konnte keine Verbesserung erzielt werden. EXP 22 erzielte einen mittleren NRMSE von
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Abbildung 3.52: Vergleich Fehlerauswertung EXP 22 mit EXP 15
6, 1033 % gegenüber 5, 7297 % von EXP 15. Die mittlere Verschlechterung beträgt −6, 374
%. Die Fehlerverteilung mit extremen Werten hat gegenüber EXP 15 zugenommen, vgl.
Abbildung 3.53. Für einzelne Horizonte konnte eine Verbesserung erreicht werden. Diese fallen
gegenüber den negativen Verbesserungen als zu gering aus. Die Periodogramme zeigen, dass
sich in EXP 22 die Kurvenschar leicht vom weißen Rauschen wegbewegt.
Abbildung 3.53: Validierung EXP 22 im Vergleich zu EXP 15
Das Experiment zeigt, dass mit dem gewählten Ansatz keine Verbesserung erzielt werden kann.
Im EXP 22 wurde keine individuelle horizontabhängige Untersuchung vorgenommen. Ursache
ist, dass alle individuell prognostizierten Horizonte die gleichen Datumsgrenzen für Training
und Prognose verwenden. Zusätzlich würde die individuelle Berechnung den numerischen




3.4.6 Analyse Güteanteile zwischen Prognosemodellierung und
Datenanalyse
Aktuell existiert kein bekanntes und allgemein gültiges Verfahren zur Ermittlung der Gü-
teanteile zwischen dem Prognosemodell und dem Datenanalyseergebnis. Als Evaluierung
wird folgende Vorgehensweise eingeführt. Die Persistenzanalyse wird als Ursprungsmodell
verwendet. Es besitzt keinerlei Anforderungen bezüglich der Datenanalyse oder an dem
Prognosealgorithmus. In dieser Arbeit bestimmt die Datenanalyse den relevanten Parameter-
datensatz, die dem Prognosealgorithmus zugeführt werden. Diese werden mit einem einfachen
ARX Modell erster Ordnung ohne höheren autoregressiven Anteil wie in EXP 4 angewendet,
vgl. Abschnitt 3.4.1. Es erstellt aus den ermittelten Eingangsparametern in der Datenanalyse
eine Prognose. Final wird das eingesetzte Prognosemodell berechnet. In diesem Fall ist es wie
in EXP 14 ein RN.
Für den Vergleich wird die Verbesserung (3.1) zunächst zwischen dem ARX Modell und dem
RN IARX−RN und anschließend zwischen Persistenz und RN IPersistenz−RN berechnet. Als
Referenzwert dient der Fehler der Persistenz. Anschließend kann über die Verbesserungs-
gleichung der Güteanteil für die Datenanalyse IDatenanalyse mit Hilfe der Prozentrechnung






In diesem Kapitel wurde die Persistenz für WP 1 in EXP 11 berechnet mit 9, 0818 %, das ARX
Modell in EXP 4 mit 6, 2513 % NRMSE und das RN in EXP 15 mit 5, 7297 % NRMSE. Somit
hat in diesen Experimenten die Datenanalyse eine Güte von ca. 84 % am Gesamtgüteanteil.
Mit den angegebenen Werten aus den Experimenten der Veröffentlichung [16] werden Werte
von ca. 81 % und 77 % erreicht. Implizit ist die individuelle Horizontberechnung enthalten.
Deren Einfluss wurde nicht gesondert herausgerechnet und wird als Anteil der Datenanalyse
zugeordnet.
3.4.7 Metaprognose
Eine Prognose wird als Metaprognose bezeichnet, wenn sie sich aus mehreren Prognosen
unterschiedlicher Anbieter zusammensetzt. Aus Abschnitt 3.3 stehen mehrere Datenmodelle
auf Basis unterschiedlicher mathematischer Charakteristiken zur Verfügung. In dieser Arbeit
werden für die Metaprognose unabhängige Einzelprognosen erstellt. Anschließend wird die
Metaprognose auf Basis der Einzelergebnisse berechnet. Das Arbeitsprinzip wird in Abbildung
3.54 dargestellt. Anhand der bisherigen Arbeit wurde das RN als optimales Modell für




Abbildung 3.54: Arbeitsprinzip der Metaprognose
Die besten Ergebnisse mit dem ARX Referenzmodell lieferten die multivariate Korrelations-
analyse EXP 4 und die bedingte Informationsanalyse EXP 9. Folgend werden die Prognosen
miteinander als Metaprognose berechnet. EXP 15 liefert das Prognoseergebnis für den MKK
auf Basis eines RN. Analog wird in EXP 23 die Prognose mit einem RN für das Informations-
analysemodell durchgeführt. EXP 24 führt die Metaprognose durch. Das FF KNN der
Metaprognose im EXP 24 hat zwei Eingänge für die Modellausgänge der Prognosen aus EXP
15 und EXP 23, drei Neuronen im HL und ein Neuron im OL.
Die Ergebnisse werden in den Abbildungen 3.55, 3.56 und C.14 visualisiert. Die Informations-
analyse hat mit dem ARX Modell in EXP 9 ein besseres Ergebnis gegenüber dem MKK
mit EXP 4 gezeigt. Mit der Verwendung der RN als Prognosemodell ist das Ergebnis für
EXP 23 mit einem mittleren NRMSE von 5, 8955 % schlechter als für EXP 15 mit NRMSE
von 5, 7297 %. Die Ergebnisse haben einen geringen Abstand von ca. 0, 16 %. Durch die
Verknüpfung konnte die Metaprognose den mittleren Fehler auf 5, 5576 % senken. Das
entspricht einer Verbesserung von 2, 8967 % gegenüber EXP 15 und 5, 5584 % gegenüber
EXP 23. Die horizontscharfe Fehleranalyse zeigt, dass EXP 15 und EXP 23 wechselseitig
bessere Ergebnisse für den jeweiligen Horizont erzielen. Durch das FF in der Metaprognose
konnten die Stärken beider Prognosen fast vollständig ausgenutzt werden. In fünf Horizonten
war eines der anderen Modelle geringfügig besser. Die Verteilung der extremen Fehler ist in
EXP 15 mit rund 45 % Betragsmaximum geringer und weniger häufig als in EXP 23 mit
einem Betragsmaximum von rund 50 %.
Die Verteilung der Fehlerwerte konnte in EXP 24 gegenüber EXP 15 nicht wesentlich verbessert
werden, vgl. Abbildungen C.14 mit 3.56. Die maximalen Fehler haben in etwa die gleiche
Größe. Die Häufigkeit der extremen Fehler hat etwas abgenommen. Gegenüber EXP 23 stellt
die Fehlerverteilung eine signifikante Verbesserung dar, vgl. Abbildungen C.14 mit 3.56. Die
maximalen Fehler wie auch die Verteilung der Extremwerte konnte minimiert werden. Der
Vergleich der Periodogramme zeigt, dass im EXP 24 die Kurvenschar sich in Richtung des
weißen Rauschens bewegt.
Durch die Metaprognose ist eine Verbesserung mit den Prognosen eines Ausgangsdatensatzes
möglich. Dazu werden Eingangsdatenmodelle auf Basis unterschiedlicher mathematischer
Charakteristiken gewählt. Der Einsatz ist individuell zu prüfen. Die fünf Horizonte, an
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Abbildung 3.55: Vergleich Fehlerauswertung EXP 24 mit EXP 15 und EXP 23
denen die Einzelmodelle besser sind, lassen vermuten, dass keine pauschale Aussage über
die Verwendung der Metaprognose getroffen werden kann. Das wird insbesondere durch die
EXP 25 und EXP 26 deutlich. EXP 25 berechnet die Windleistungsprognose mittels eines
RN auf Basis der nichtlinearen und linearen Information in EXP 10. EXP 26 berechnet die
Metaprognose zwischen EXP 15 und EXP 25. Das FF KNN der Metaprognose im EXP 26
hat zwei Eingänge für die Modellausgänge der Prognosen aus EXP 15 und EXP 23, drei
Neuronen im HL und ein Neuron im OL. Obwohl das Eingangsmodell in EXP 10 deutliche
Verschlechterung gegenüber EXP 4 aufweist, wird in EXP 26 für die Metaprognose eine
größere Verbesserung mit einem mittleren NRMSE von 5, 4597 % gegenüber EXP 24 erreicht,
vgl. Abbildung 3.57. Die Verbesserung gegenüber EXP 15 beträgt 4, 6046 % und gegenüber
EXP 25 9, 4581 % und einem mittleren NRMSE von 6, 0473 %.
Ein Vergleich der Boxplots der Abbildungen 3.56 und 3.58 zeigt, dass der Betrag der Ausreißer
in etwa gleich ist. EXP 26 hat leicht größere Werte. Daraus folgt, dass die Häufigkeit der
großen Fehler abgenommenen hat. Das Periodogramm von EXP 26 zeigt, dass sich ein Großteil
der Kurven im Konfidenzband bewegt. Von allen Experimenten befinden sich die Residuen am
nächsten am weißen Rauschen. Die Experimente zur Metaprognose zeigen, dass sich schwer
definieren lässt, welche Kombination an Eingangsmodellen zu der größten Verbesserung
führt. Eindeutig konnte nachgewiesen werden, dass die Kombination von Eingangsmodellen




Abbildung 3.56: Validierung EXP 24 im Vergleich zu EXP 15
3.4.8 Zusammenfassung Prognosemodellierung
Im Abschnitt Prognosemodellierung wurden KNN als Prognosemodell untersucht. Diese
wurden mit dem Persitenzmodell, einem einfachen Systemmodell und einem ARX-Modell
verglichen. Als bestes Prognosemodell hat sich das RN erwiesen. Es konnte gegenüber den
Referenzmodellen zu signifikanten Verbesserungen führen. Das untersuchte FF-Modell erwies
sich nicht als dominant besseres Modell gegenüber dem ARX-Modell.
Es wurden Ansätze zur Strukturierung der HL durchgeführt. Es konnte kein dominierender
Ansatz identifiziert werden. Die vorgestellte Methodik zur Bestimmung der Neuronenanzahl
eignet sich als Verfahren bei nicht vorhandenem Expertenwissen. Dieses kostet jedoch einen
hohen numerischen Aufwand. OTTOs Ansatz führt zu geringfügig besseren Ergebnissen und
erspart einen hohen numerischen Rechenaufwand.
Die Untersuchungen zur automatischen Bestimmung des Trainingszeitraums führten zu keinen
positiven Ergebnissen. Ergebnisse einzelner Horizonte lassen vermuten, dass weiterführende
Untersuchungen zu einer Gütesteigerung führen könnten.
Der Güteanteil zwischen Datenanalyse und Prognosemodell wurde bewertet. Die Datenanalyse
hat einen signifikant dominanten Anteil an dem Prognoseergebnis. Somit ist die Güte der
Windleistungsprognose im Wesentlichen von der Datenbasis abhängig. Das nachfolgende
Prognosemodell kann durch geeignete Auswahlprozesse entsprechend Box-Jenkins optimale
Ergebnisse erzielen.
Die Metaprognose angewandt auf die Datenanalyseergebnisse unterschiedlicher mathemati-
scher Charakteristiken kann zu weiteren Verbesserungen des Prognoseergebnisses führen. Die
Aussage kann nicht pauschalisiert werden. Diese gilt es im Einzelfall zu prüfen. Weiterhin
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Abbildung 3.57: Vergleich Fehlerauswertung EXP 26 mit EXP 15 und EXP 25
sind unterschiedliche Kombinationen zu prüfen, um den maximalen Effekt zu erhalten.
Die Validierungsmethodik konnte mittels Periodogrammtest zeigen, dass sich die beste
Prognose an das weiße Rauschen annähert aber nicht vollständig diesem entspricht. Unter den
betrachteten Methoden liefert die Metaprognose auf Basis des MKK und der Kombination
aus linearer und nichtlinearer Information das beste Ergebnis.
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Abbildung 3.58: Validierung EXP 26 im Vergleich zu EXP 15
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4 Softwareentwicklung
Dieses Kapitel stellt die im Rahmen der Arbeit entwickelte Softwaresysteme kurz vor. Für
die Vorstellung werden drei Darstellungsformen gewählt, um die Inhalte zu präsentieren.
Es handelt sich um ein Funktionsdiagramm, ein Sequenzdiagramm und eine Softwarear-
chitekturdarstellung in Blockform, vgl. Abbildung 4.1. Das Funktionsdiagramm definiert
komplexe Funktionen, wie z.B. Prognosetraining, und setzt diese durch Abhängigkeiten in
Bezug, vgl. Abbildung 4.2. Das Sequenzdiagramm definiert Prozesse, in die Funktionen
des Funktionsdiagramms integriert werden sollen, vgl. Abbildung 4.3. Die Darstellung von
Softwarearchitekturen ist freier. Häufig werden Themenkomplexe in thematischen Blöcken
dargestellt. Diese Darstellungsform wurde in Abbildung 4.4 gewählt. Das Kapitel ist wie
folgt untergliedert. Im ersten Abschnitt 4.1 wird das allgemeine Prototypenkonzept AProSy
(adaptives Prognosesystem) vorgestellt. Der zweite Abschnitt 4.2 stellt eine erste konkrete
Ausimplementierung des Konzeptes vor (MATLAB R©basiertes adaptives Prognosesystem).
Im letzten Abschnitt 4.3 wird ein selbst entwickeltes Klimadatenarchiv vorgestellt, welches
verwendet wurde, um die passenden Klimaprognosedaten für die Untersuchungen abzuspei-
chern.
Abbildung 4.1: Zusammenhänge der Diagramme in der Softwareentwicklung
Die Entwicklungsarbeiten der Methoden wurden in MATLAB R©durchgeführt. MATLAB R©ist
geeignet Prototypen zu entwickeln. Ist jedoch ungeeignet für einen Dauerhaften operativen
Einsatz. Aus diesem Grund wurde basierend auf den Erkenntnissen der Methodenentwicklung
und der experimentellen Untersuchungen im Rahmen dieser Arbeit das allgemeine Softwarear-
chitekturkonzept von AProSy entwickelt. Es ist Programmiersprachen unspezifisch, weil es die
methodische Bearbeitung der Prognoseaufgabe fokussiert. Im Forschungsprojekt sMobliTy
(smart Mobility Thüringen) [1] des BMWi IKT II Forschungsprogramms wurden die Ergeb-
80
4 Softwareentwicklung
nisse der Windleistungsprognose in die energiewirtschaftlichen Prozesse des Feldversuchs
sowie der simulativen Marktstudien integriert. Für diesen Zweck wird das Konzept AProSy
zunächst in MATLAB R©als MAProSy (MATLAB R©basiertes adaptives Prognosesystem) um-
gesetzt. Somit kann der Quellcode der Methodenentwicklung direkt zur Prozessmodellierung
verwendet werden.
Die Datenaufbereitung der Klimaprognosen wird mit Hilfe des Klimadatenarchievs durch-
geführt. Die Prognosen der Wetterdienste werden in einem speziellen Dateiformat, GRIB
und GRIB2 geliefert. Diese Dateien beinhalten eine einzige Prognose in einer Art dreidi-
mensionalen Wetterzustandskarte der Atmosphäre. Für den Prognoseprozess werden jedoch
Zeitreihen benötigt. Das Klimadatenarchiv speichert die Klimaprognosen als eigenständige
Anwendung je Koordinaten- und Höhenpunkt in einem Zeitreihen-kompatiblen Format ab.
Alle softwaretechnischen Konzepte basieren auf datenbankorientierten Speicherkonzepten.
4.1 Prototypenkonzept für AProSy
AProSy wird in dreizehn Funktionsmodule untergliedert, vgl. Abbildung 4.2. Die Ausgangs-
basis bilden zwei Speichermodule „Verknüpfung Klimadatenarchiv“ und „Verknüpfung ZRM
4 Messdaten“. Ersteres wird im Abschnitt 4.3 kurz vorgestellt. Letzteres entspricht einem
OZM System und ist ausreichend für die Verwaltung von Messdaten. In ihm werden zum
einen die Messungen der WP und zum anderen, wenn vorhanden, Messwerte klimatischer
Größen, wie z.B. die Windgeschwindigkeit abgespeichert. Das dritte Modul beinhaltet die „Pa-
rametrierung Prognoseaufgabe“. Sie verknüpft die Klimaprognosen von einem oder mehreren
Wettermodellen mit den Messwerten. Weiterhin werden in ihr die Datenanalysealgorithmen
sowie die angedachten Prognosealgorithmen ausgewählt. Das Kapitel 3 „Modellierung“ ermit-
telte, welche Methoden am geeignetsten sind. Diese werden als Vorauswahl in die jeweiligen
Masken eingetragen. Die Untersuchungsergebnisse zeigen auch, dass andere Methoden das
Potential haben für andere WP bessere Ergebnisse zu liefern, wie z.B. das ARX-Modell
neben den RN. Oder durch die Verknüpfung in einer Metaprognose insgesamt zu einem
besseren Gesamtergebnis führen. Daher werden die untersuchten Methoden optional angebo-
ten. Viertens wird die „Berechnung Numerischer Produkte“ ausgeführt und erstellt einen
Datensatz für Folgeprozesse. Das Modul entlädt bzw. aktualisiert aus den Datenarchiven den
aktiven Wertedatensatz. Zusätzlich werden weitere Größen z.B. die kinetische Energie nach
Gl. (3.11) oder der Leistungsbeiwert berechnet, die nicht durch Messungen oder Klimagrößen
bereitgestellt werden.
Das fünfte Modul berechnet die „automatische Datenanalyse“. Der Prozess der Datenanalyse
wird mit Hilfe von Kennzahlen soweit automatisiert, dass am Ende Eingangsdatenmodelle für
die Prognosemethode ermittelt werden. Der Anwender kann dabei zusätzliche Gütekriterien
bestimmen die im sechsten Modul „Manuelle DA Überprüfung“ eingesehen und ggf. angepasst
werden könnten. Modul sieben führt das Prognosetraining durch. Modul acht aktiviert die
„Validierungsrechnung“. D.h. es wird für einen abgelaufenen Zeitbereich der Prognoseprozess so
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Abbildung 4.2: Funktionsdiagramm AProSy („include“ bedeudet, dass eine Funktion andere
Funktionen als Unterfunktionen benötigt.)
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simuliert, wie er in einem eingebundenen Prozess stattfinden würde. Modul neun berechnet die
„Prognose“ manuell. Modul zehn ist eine „Prozessautomatisierung“. Sie führt die Datenanalyse,
das Prognosetraining und die Prognose als Hintergrundprozess aus. Diese wird benötigt, um die
Prognose in Prozessketten zu integrieren. Das elfte Modul „Ergebnisexport und -archivierung“
exportiert zum einen die Ergebnisse auf Zeitreihen und einem VDS. Zum anderen werden
die Berechnungen archiviert, um jederzeit Berechnungsergebnisse rekonstruieren zu können.
Modul zwölf „Ergebnisvisualisierung“ soll neben dem reinen Prognoseergebnis Kennwerte
visualisieren. Das letzte Modul „Postanalysen“ erstellt automatisch Protokolle. Diese dienen
der Qualitätsüberwachung.
Abbildung 4.3: Sequenzdiagramm AProSy
Die Module lassen sich in fünf inhaltlichen Sequenzen zusammenfassen und durch eine
übergeordnete Verwaltungsebene steuern, vgl. Abbildung 4.3. Die Datenspeicherung ist
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in SQL-Datenbanken geplant. Das Konzept wurde auf Basis einer ORACLE R©Datenbank
entwickelt. Es verwendet keine produktspezifischen Anwendungen und kann daher das Konzept
auf jede andere SQL basierte Datenbank überführen. Für die Plattformunabhängigkeit wurde
JAVA als Programmiersprache ausgewählt.
4.2 Softwareprototyp MAProSy
Die methodischen Untersuchungen wurden in MATLAB R©durchgeführt. Im Projekt sMobiliTy
wurde die Prognose in die Prozessführung zur Überwachung der Netzstabilität integriert.
Dafür wurden die vorgestellten Methoden in Prozessskripte überführt. Durch die Ausfüh-
rung der MATLAB R©Konsolenanwendung können die Prozesse über Batchdateien in einem
Automatisierungsprozess gestartet werden. Die MAProSy Module setzen viele Aspekte aus
dem AProSy Konzept um. Diese werden in den drei Modulen „Datenanalyse“, „Prognose“
und „JDBC API“ gebündelt, vgl. Abbildung 4.4. Das „Datenanalyse“ und „Prognose“ Mo-
dul beinhalten die vorgestellten Methoden aus Kapitel 3. Das „JDBC API“ Modul greift
auf Datenbankinhalte zu. Die Datenbank speichert die Prognosen, das Klimadatenarchiv
(siehe Abschnitt 4.3) und das OZM. Das OZM wurde nicht entwickelt. Es verwendet das
Zeitreihenmanagement der Softwarelösung EMS-EDM PROPHET R©. Des Weiteren sind alle
Experimente und nachfolgenden Untersuchungen mit der Methodenbibliothek von MAProSy
durchgeführt wurden.
Abbildung 4.4: Module MAProSy
4.3 Softwareprototyp Klimadatenarchiv
Das Klimadatenarchiv dient dem Zweck numerische Wetterprognosen in einem prozessorien-
tierten Zeitreihenformat abzuspeichern und über Schnittstellen die Daten Folgesystemen zur
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Verfügung zu stellen, im konkreten Anwendungsfall der Windleistungsprognose. Die NWP
werden im GRIB bzw. im GRIB2 Format geliefert. Die atmosphärischen Karten stellen immer
einen Zeitpunkt bzw. Prognosehorizont dar. Unter Zuhilfenahme der Bibliothek NetCDF
(Network Common Data Form) der Unidata Organisation wurde eine datenbankbasierende
Java-Anwendung konzipiert und im Rahmen des Projekts sMobiliTy umgesetzt. NetCDF ist
eine Java-Bibliothek, die GRIB und GRIB2 Binärdateien und weitere Formate decodieren
kann.
Abbildung 4.5: Beispiel Inhaltsdarstellung einer GRIB Datei für die u-Komponente der
Windgeschwindigkeit
Die originalen Ausgangsdateien im GRIB 1-2 Format enthalten einen Prognoselauf mit den
Felddaten eines ganzen geografischen Gebiets, Beispiel in Abbildung 4.5. Für den Prozess
würde sich ein Leistungsnachteil ergeben, wenn für jedes Training erst alle Dateien entladen
werden müssten, um die lokalen Informationen eines WPs zu entnehmen. Daher unterstützt
das Klimadatenarchiv den entwickelten Prognoseansatz, indem es die Klimaparameter ver-
lustfrei je Koordinatenpunkt abspeichert. Im Ergebnis werden Datenmatrizen erstellt, die den
historischen Verlauf der Klimaprognosen je Parameter skizzieren. Die Archivierungsfunktion
wird in der Abbildung 4.6 a) und b) dargestellt. Für den Nutzer des Klimaarchivs gibt es eine
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separate Nutzeranwendung mit deren Hilfe auf die gespeicherten Daten zugegriffen werden
kann, um diese mit anderen Folgeprozessen zu verknüpfen, vgl. Abbildung 4.7.
(a) Wettermodelle (b) Parameterauswahl
Abbildung 4.6: Klimaarchiv UI
Abbildung 4.7: Nutzeranwendung zum Exportieren der Daten in Folgeprozesse
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In diesem Kapitel werden vergleichende Untersuchungen durchgeführt. Dazu werden in den
Abschnitten 5.1 bis 5.3 die Windparks WP 2 bis WP4 untersucht. Die Details der Datensätze
wurden in Abschnitt 3.2 vorgestellt. Anschließend wird in Abschnitt 5.4 die Übertragbarkeit
an zwei Photovoltaik-Anlagen untersucht. Das Kapitel schließt mit einer Zusammenfassenden
Auswertung in Abschnitt 5.5 ab.
Die eingesetzte Methodik wurde im Kapitel 3 vorgestellt. Aus den dort untersuchten Methoden
wurden die am meisten Erfolg versprechen für die Vergleichsuntersuchungen ausgewählt. In
Tabelle 5.1 werden die Verwendeten Experimente überblickend zusammengefasst. Die Tabelle
ist wie folgt zu lesen. Alle Experimente werden mit „EXP x.y“ bezeichnet. Der Buchstabe
„x“ steht für den Windpark und der Buchstabe „y“ für das jeweilige Experiment. In den
Experimenten EXP x.1 bis EXP x.3 werden RN KNN eingesetzt. Diese haben jeweils fünf
Neuronen im HL. Die Experimente EXP x.4 und EXP x.5 verwenden die vorgestellte Methodik
der Metaprognose in Abschnitt 3.4.7. In dieser werden die jeweiligen Einzelprognosen mit
den RN KNN aus den Experimenten EXP x.1 bis EXP x.3 berechnet. Anschließend wird die
jeweiligen zwei Eingangsmodelle mit einem FF KNN kombiniert. Die jeweils verwendeten
Datenanalysemethoden sind in der Tabelle 5.1 verwiesen.
Tabelle 5.1: Übersicht Experimentbezeichnungen im Kapitel
Bezeichnung Inhalt
EXP x.1 RN KNN Prognose basierend auf Datenanalyseergebnissen des MKK nach
Gleichung (3.6)
EXP x.2 RN KNN Prognose basierend auf Datenanalyseergebnissen der Entropie nach
Gleichung (3.18)
EXP x.3 RN KNN Prognose basierend auf Datenanalyseergebnissen des linearen nichtli-
nearen Informationsmaßes nach Gleichung(3.19)
EXP x.4 Metaprognose gemäß Methodik in Abschnitt 3.4.7 basierend auf den Datenana-
lyseergebnissen des MKK und der Entropie
EXP x.5 Metaprognose gemäß Methodik in Abschnitt 3.4.7 basierend auf den Datenana-
lyseergebnissen des MKK und des linearen nichtlinearen Informationsmaßes
Im Abschnitt 5.3 wird zusätzlich der Mehrwert der Prozessoptimierung untersucht. Dazu
werden die EXP 4.1 bis EXP 4.5 mit der angewendeten Prozessoptimierung wiederholt. Die
zusätzlichen Experimente werden mit EXP 4.6 bis 4.10 bezeichnet, entsprechen den inhaltlich
angewendeten Methoden den Experimenten EXP x.1 bis x.5. Im Abschnitt 5.4 werden zwei
unterschiedliche Photovoltaik Anlagen untersucht. Dementsprechend werden die Experimente
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für die erste Anlage als EXP SP 1.1 bis EXP SP 1.5 bezeichnet und für die zweite Anlage
als EXP SP 2.1 bis EXP SP 2.5. Das entspricht jeweils den angewendeten Methoden in den
Experimenten EXP x.1 bis EXP x.5.
5.1 Windpark 2
Die Auswertung für WP 2 ergab, dass für die Einzelprognosen die auf dem MKK (EXP WP
2.1) basierende Prognose das beste Ergebnis mit einem NRMSE von 11, 93% lieferte. EXP
WP 2.2 erzielte 11, 94 NRMSE mit einer Verschlechterung von −0, 11% gegenüber EXP
WP 2.1 und EXP WP 2.3 11, 95% NRMSE in Abbildung D.18 mit −0, 17% Verschlechterung
gegenüber EXP WP 2.1.
Abbildung 5.1: Vergleich Fehlerauswertung EXP WP 2.2 mit EXP WP 2.1
Aus den durchgeführten Metaprognosen erreichte die Kombination EXPWP 2.5 aus MKK und
linearer, nichtlinearer Information mit 12, 00% NRMSE das beste Ergebnis, vgl. Abbildung
5.2. Somit erreichte die Einzelprognose basierend auf dem MKK, EXP WP 2.1, ein besseres
Ergebnis. Die zweite Metaprognose EXP WP 2.4 erlangte 12, 07% NRMSE.
Die Periodogrammanalyse in Abbildung 5.3 mit dem Test auf das Rauschverhalten ergibt,
dass beide Methoden ein ähnliches Verhalten der Kurvenscharen aufweisen. Die Streuung
der Scharen ist in EXP WP 2.5 etwas breiter gefächert als in EXP WP 2.1. Beide Methoden
haben noch einen signifikanten Restinformationsgehalt.
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Abbildung 5.2: Vergleich Fehlerauswertung EXP WP 2.5 mit EXP WP 2.1 und WP 2.3




Für Windpark 3 ermittelte die MKK basierende Methode in EXP WP 3.1 mit 17, 33%
NRMSE den niedrigsten Fehlerwert für die Einzelprognose. Die Experimente erzielten für
EXP WP 3.2 20, 63% NRMSE mit einer Verschlechterung von −18, 69% gegenüber EXP WP
3.1 und EXP WP 3.3 18, 48% mit einer Verschlechterung von −7, 15%, vgl. Abbildung 5.4.
Abbildung 5.4: Vergleich Fehlerauswertung EXP WP 3.3 mit EXP WP 3.1
Für die Metaprognosen erzielte EXP WP 3.5 mit 15, 10% NRMSE das beste Ergebnis. Somit
erreichte es eine Verbesserung von 9, 49% gegenüber EXP WP 3.1, vgl. Abbildung 5.5. EXP
WP 3.4 erzielte 16, 3% NRMSE und damit eine Verbesserung von 5, 43% gegenüber EXP
WP 3.1.
Abbildung 5.5: Vergleich Fehlerauswertung EXP WP 3.5 mit EXP WP 3.1 und WP 3.3
Die Periodogrammanalyse zwischen EXP WP 3.5 und EXP 3.1 in Abbildung 5.6 zeigt, dass
für beide Methoden bleibende Restinformation vorhanden ist. Sie verfügen über mehrere
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Kurvenscharen, die innerhalb des Bandes für das weiße Rauschen bleiben. Zwei Unterschiede
werden anhand der Grafiken sichtbar. Erstens zeigt EXP WP 3.5 ein leicht stärkeres Über-
schreiten des Rauschbandes als EXP WP 3.1 im mittleren Frequenzbereich von 0, 2 bis 0, 3.
Zweitens ist die Kurvenschardichte für EXP WP 3.5 innerhalb des Rauschbands deutlich
stärker als bei EXP WP 3.1.




Für WP 4 werden zwei Versuchsreihen untersucht. Zuerst wird wie in der bisherigen Arbeit
die Datenanalyse und Prognose mit den vorgegebenen Zeitparametern berechnet. Anschlie-
ßend wird der Prognoseprozess optimiert, indem für jeden Monat im Validierungszeitraum
erneut eine Datenanalyse mit Prognosemodellbildung erstellt wird. Dadurch soll der Prozess
Veränderungen saisonaler Zusammenhänge folgen können.
5.3.1 Prognose
Für die Einzelprognosen in Abbildung 5.7 zeigte die auf dem MKK (EXP WP4.1) basierende
Prognose das beste Ergebnis mit 20, 15% NRMS, gefolgt von der linearen, nichtlinearen
Information (EXP WP4.2) mit 21, 44% NRMSE und der bedingten Entropie (EXP WP4.3)
mit 31, 72% NRMSE, vgl. Abbildungen D.29 bis D.31.
Abbildung 5.7: Vergleich Fehlerauswertung EXP WP 4.2 mit EXP WP 4.1
Für die Metaprognosen erzielte die Kombination (EXP WP4.5) aus MKK und linearer,
nichtlinearer Information das beste Ergebnis mit 18, 62% NRMSE, vgl. Abbildungen 5.8
und 5.9. Die Residuenanalyse zeigt leichte Verbesserungen gegenüber EXP WP 4.1. Die
Metaprognose mit der Kombination (EXP WP4.5) MKK und bedingter Entropie erzielte
18, 85% NRMSE und hat damit leicht schlechtere Ergebnisse, vgl. Abbildungen D.32 und
D.33.
Die Metaprognose aus EXP WP 4.5 zeigt eine durchgehende Verbesserung gegenüber den
Einzelprognosen. Einzige Ausnahme sind die Horizonte 0 und 1 gegenüber EXP WP 4.1 dem
MKK basierten Ansatz. Hier konnte keine Verbesserung erreicht werden.
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Abbildung 5.8: Vergleich Fehlerauswertung EXP WP 4.5 mit EXP WP 4.1 und WP 4.3




Neben der Selektion der idealen Methoden wurde die prozesstechnische Abhängigkeit unter-
sucht. Das bisher gewählte Vorgehen beinhaltete eine Datenanalyse und Anwendung deren
Ergebnisse auf den gesamten Validierungszeitraum. Für die Prozessoptimierung wurde nach
jedem Monat eine neue Datenanalyse simuliert. Mit den neuen Ergebnissen wurden neue
Prognosen trainiert. Nachfolgend werden ausgewählte Ergebnisse vorgestellt.
EXP WP 4.6 ist die monatliche MKK basierende Prognosemethode, EXP WP 4.7 die Entropie
und EXP WP 4.8 die lineare, nichtlineare Information. Die Metaprognosen EXP WP 4.9
basieren auf EXP WP 4.6 und 4.7 und EXP WP 4.10 auf 4.6 und 4.8. Für die Einzelprognosen
änderte sich das Ergebnis nicht. EXP WP 4.6 erzielte das beste Ergebnis und verbesserte das
Ergebnis von EXP WP 4.1 auf 19, 46% NRMSE mit einer Verbesserung von 3, 45%. EXP
WP 4.7 erreichte 28, 29% NRMSE und EXP WP 4.8 20, 92% NRMSE.
Abbildung 5.10: Vergleich Fehlerauswertung EXP WP 4.6 mit EXP WP 4.1
Aus allen Experimenten für WP 4 wies EXP WP 4.10 das beste Ergebnis mit 18, 11% NRMSE
und einer Verbesserung von 6, 51% gegenüber EXP WP 4.6. auf. EXP WP 4.9 erzielte mit
18, 21% NRMSE eine Verbesserung von 6, 0% gegenüber EXP WP 3.6.
Die Periodogrammanalyse zeigt bei beiden Experimenten EXP WP 4.6 und 4.10 in Abbildung
5.12 keine signifikanten Unterschiede zwischen den Ansätzen. Beide zeigen verbleibende
Information der Residuen. Ein leichter Unterschied ist im Verhalten der Kurvenschar bei
einer Frequenz von ca. 0,25 zu erkennen. Für EXP WP 4.10 dringen die Kurven etwas früher
in das Rauschband ein als in EXP WP 4.6.
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Abbildung 5.11: Vergleich Fehlerauswertung EXP WP 4.10 mit EXP WP 4.6 und WP 4.8
Abbildung 5.12: Validierung EXP WP 4.10 mit EXP WP 4.6
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5.4 Übertragbarkeit auf Photovoltaik-Anlagen
Die Übertragbarkeit der Prognosemethodik wurde anhand der Photovoltaik (PV) untersucht.
Zwei Datensätze von jeweils einer stationären PV-Anlage (SP1) und einer mitgeführten PV-
Anlage (SP2) wurden zusammengestellt. Die Datenvorverarbeitung verlief analog wie für die
Windleistungsprognose. Es wurden keine PV spezifischen Anpassungen an den Algorithmen
vorgenommen. Beide Datensätze umfassen den Zeitraum vom 1.7.2014 bis 31.1.2015 für das
Training und vom 1.2.2015 bis zum 1.5.2015 für die Evaluierung. Der Datenanalyse stand ein
Datensatz bestehend aus den Messwerten und den prognostizierten Klimagrößen eines DWD
Wettermodells zur Verfügung. Die Klimagrößen sind die Globalstrahlung, die Temperatur,
der Luftdruck, der Wolkenbedeckungsgrad und die Windgeschwindigkeit. Die Ergebnisse
der Analysen zeigen, dass die Windgeschwindigkeit und die Lufttemperatur neben der
Globalstrahlung und dem Wolkenbedeckungsgrad einen signifikanten Einfluss haben. Für die
Prognose wurde das ARX-Modell verwendet. Die Experimente sind bezeichnet mit EXP SP1.x
bzw. EXP SP2.x für die jeweilige PV-Anlage. EXP SPx.1 verwendet die Datenanalyse für den
Multiplen Korrelationskoeffizienten, EXP SPx.2 das lineare und nichtlineare Informationsmaß,
EXP SPx.3 die Entropie und EXP SPx.4 den Korrelationskoeffizienten.
Das beste Ergebnis für die stationäre PV-Anlage erzielte EXP SP1.3 mit einem NRMSE
von 14, 35% mit der Entropieanalyse gefolgt von EXP SP1.4 mit einem NRMSE von 14, 56%
mit der Analyse des Korrelationskoeffizienten. Die mittlere Verbesserung zwischen beiden
Ergebnissen beträgt 0, 93%, vgl. Abbildung 5.13. Der Fehler beider Prognosen liegt sehr dicht
beieinander. In den Prognosehorizonten 6 und 20 war das EXP SP1.4 besser.
Abbildung 5.13: Vergleich Fehlerauswertung EXP SP1.3 gegenüber EXP SP1.4
Beide Experimente zeigen in den Periodogrammtests der Abbildung 5.14 verbleibende Infor-
mationen in den Residuen. Der Unterschied zwischen beiden Experimenten ist, dass EXP
SP1.4 über größere Bereiche Verletzungen des Konfidenzbandes zeigt.
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Abbildung 5.14: Validierung EXP SP1.3 mit EXP SP1.4
Das beste Ergebnis für die nachgeführte PV-Anlage erzielte EXP SP2.3 mit einem NRMSE von
20, 21% mit der Entropieanalyse gefolgt von EXP SP2.1 mit einem NRMSE von 20, 27%. Die
Verbesserung zwischen beiden Experimenten beträgt 0, 21%, vgl. Abbildung 5.15. Gegenüber
der stationären PV-Anlage ist die Dominanz der jeweiligen Prognose wechselhafter.
Abbildung 5.15: Vergleich Fehlerauswertung EXP SP2.3 gegenüber EXP SP2.1
Die Periodogrammtests in Abbildung 5.16 zeigen größere Unterschiede untereinander. Die
maximale Abweichung ist für beide Experimente etwa gleich groß. EXP SP2.3 hat mehr
Kurvenscharen, die aus dem Konfidenzband ausbrechen. Dem gegenüber entfernen sich die
Kurvenscharen des EXP SP2.1 weiter vom Konfidenzband. Die Ergebnisse der restlichen
Experimente befinden sich im Anhang unter Abschnitt D.4. Die Diskussion der vorgestellten
Ergebnisse wird im anschließenden Kapitel 6 durchgeführt.
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Abbildung 5.16: Validierung EXP SP2.3 mit EXP SP2.1
5.5 Zusammenfassung exemplarischer Untersuchungen
In diesem Kapitel wurde die Anwendbarkeit der entwickelten Methodik auf unterschiedliche
Windparks sowie als Übertragbarkeitsuntersuchung auf Photovoltaik-Anlagen untersucht.
Anhand der verfügbaren Beispiele sind die hier vorgestellten Beispiele empirische Untersu-
chungen, die nicht generelle Aussagen liefern. Die Ergebnisse dieser Untersuchungen liefern
jedoch Tendenzen, die in fortführenden Arbeiten berücksichtigt werden sollten.
Aus technischer Sicht lassen sich beliebige Prognoseaufgaben mit ähnlicher Datenstruktur
und -abhängigkeiten berechnen. Es wird vorausgesetzt, dass das Prognoseziel als äquidi-
stante Messwertzeitreihe vorliegt. Die exogenen Größen müssen entweder als kontinuierliche
Zeitreihe oder als Einzelprognosen in gleicher Struktur der DWD-Wetterprognosen vorliegen.
Weiterhin wird vorausgesetzt, dass alle Daten in gleicher Abtastzeit vorliegen. Sind diese
Voraussetzungen erfüllt, können beliebige Prognoseaufgaben mit den entwickelten Methoden
ausgeführt werden.
Die Ergebnisse sind nicht eineindeutig weißen aber starke Tendenzen auf. Bei den Prognosen
basierend auf einer Datenanalysemethode, hat die MKK Methode in den vergleichenden
Analysen die besten Ergebnisse erzielt. Im Modellierungskapitel 3 wurde das beste Ergebnis
mittels der Entropie erzielt. Die Metaprognose führte nur für die Windparks WP 3 und
WP 4 zu Verbesserungen. Für alle Windparks führte die Metaprognose basierend auf dem
MKK und dem linearen nichtlinearen Informationsmaß zu den besten Ergebnissen. In den
Übertragbarkeitsuntersuchungen erzielte eineindeutig die Einzelprognose basierend auf den
Entropie-Datenanalysen die besten Ergebnisse. Die Metaprognose führte zu keiner Verbesse-
rung. Für die erste PV-Anlage wurde die Metaprognose basierend auf dem MKK und der
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Entropie das bessere Ergebnis. Aufgrund der Tatsache, dass keine Methode immer das beste
Ergebnis erzielte, wird empfohlen, dass bei einer Einrichtung einer neuen Prognose alle fünf
Varianten aus Tabelle 5.1 untersucht werden. Anschließend kann das beste Ergebnis operativ
eingerichtet werden.
Die Auswertung des Fehlermaßes NRMSE zeigt, dass die Fehler deutlich größer als in
Kapitel 3 sind. Es liegen nicht ausreichend Informationen über die Qualität der punktuellen
Prognosedaten aus dem NWP System der untersuchten Windparks vor. Daher könnte über
die Ursache an dieser Stelle ausschließlich spekuliert werden. Aus technischer Sicht wurden
die identischen Algorithmen eingesetzt. Daher kann das abweichende Verhalten ausschließlich
an der Qualität und Umfang der zur Verfügung stehenden Daten liegen. Es würde größere
Datensätze und Referenzmessungen der Klimagrößen benötigen, damit dieser Sachverhalt
weiter untersucht werden kann.
Das Ergebnis der Prozessoptimierung in Abschnitt 5.3.2 zeigt, dass es sich empfiehlt die
trainierten Prognosen iterativ neu zu trainieren, um die Wissensbasis der trainierten Progno-
semethode aktuell zu halten.
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6.1 Diskussion
Zu Beginn der Arbeit wurden im Abschnitt 1.3 mehrere Fragen gestellt, die durch die Bearbei-
tung des Themas beantwortet werden können. Dieser Abschnitt geht auf die Fragestellungen
ein und reflektiert sie mit den Rechercheergebnissen.
Die erste Fragestellung lautet welche Methoden des Data Mining geeignet sind. Es wurden die
Methoden basierend auf der Varianz, des Korrelationskoeffizienten und dem Informationsmaß
untersucht. Es stellte sich heraus, dass die HKA ein sehr effektives Mittel ist, um große
Datenmengen zu bearbeiten. Mit Hilfe ihrer identifizierten Parameter konnten Prognosen
erstellt werden. Die Ergebnisse empfehlen nicht den Einsatz der HKA als Datenanalysever-
fahren für die Windleistungsprognose. Als stärkste Methode der Korrelationskoeffizienten
hat sich der MKK mit einer Gradientenoptimierung präsentiert. Mit nur leicht schlechteren
Werten präsentierte sich die Berechnung der Korrellationskoeffizientenmatrix. Das Ergebnis
ist insofern bedeutend, wenn es notwendig ist zeitlich hoch performante Prognosen zu entwi-
ckeln. Auf Grund des geringeren algorithmischen Aufwandes kann die Korrelationsmatrix
in Sekundenbruchteilen ermittelt werden. Das beste Ergebnis in Abschnitt 3.3 lieferte die
bedingte Entropie Berechnung. Ihr Ergebnis liegt mit dem MKK sehr dicht beieinander.
Im Falle von Einzelprognosen ist zu prüfen, welche beiden Methoden das bessere Ergebnis
liefern. In den Vergleichsrechnungen mit WP 4 war die bedingte Entropie mit Abstand die
schlechteste Prognose. Die Methoden wurden anhand eines Windparks entwickelt und mit
drei weiteren getestet. Somit liefern sie eine Tendenz, können aber keine pauschalisierte
Aussage für alle Windparks treffen. Weiterhin zeigen die Ergebnisse, dass für jeden Windpark
individuell zu prüfen ist, welche Analyseverfahren die optimalen sind. Mit dem gemeinsamen
Informationsmaß wie auch dem linearen und nichtlinearen Informationsmaß konnte keine
Verbesserung erzielt werden. Letztere zeigte jedoch erhebliches Verbesserungspotential, wenn
sie in einer Metaprognose kombiniert wird. WP 2 zeigt, dass die Metaprognose nicht pauschal
immer bessere Ergebnisse liefern muss. Speziell für diesen WP gab es auch Prognosehorizonte,
in denen keine Verbesserung erzielt werden konnte. Die Tendenz mit den Experimenten der
WP 3 und 4 ist gegeben, dass die Verwendung der Metaprognose zu einer Güteverbesserung
führt.
Die zweite Frage hatte zur Aufgabe herauszufinden, welche Modellklassen sich zur Windleis-
tungsprognose eignen. In dieser Arbeit wurden auf Grund der Informationslage die stochasti-
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schen Signalmodelle untersucht. Für die Systemmodelle wurde ein sehr einfacher Vertreter auf
Basis der Windertragsgleichung (1.1) verwendet. Außer dem technischen Datenblatt standen
keine weiteren Informationen für eine genauere Modellierung zur Verfügung. Sein Einsatz als
Referenzmethode im Abschnitt 3.4.1 konnte kein überzeugendes Ergebnis liefern. Das soll
die Modellklasse jedoch nicht abwerten. Viele erfolgreiche Windprognoseanbieter arbeiten
mit Systemmodellen. Das Ergebnis macht jedoch die Schwächen der Klasse deutlich. Mit
unzureichender Modellierung auf Grund von mangelnden Informationen kann die Modell-
klasse keine guten Ergebnisse liefern. Als Vertreter der linearen stochastischen Signalmodelle
wurde das ARX(1)-Modell im Abschnitt 3.4.2 identifiziert. Es wurde mit einem ARX(3)-
Modell gegengeprüft. Auf Grund mangelnder signifikanter Verbesserung wurde letzteres als
Prognosemodell verworfen. Das ARX(1)-Modell lieferte so gute Ergebnisse, dass erst ein
RN als Vertreter der nichtlinearen stochastischen Signalmodelle seine Prognoseergebnisse
verbessern konnte, vgl. Abschnitt 3.4.3. Das Ergebnis zeigt, dass durch die Maximierung
des funktionalen Zusammenhangs der Eingangsdaten in das Prognosemodell die linearen
Modelle so stark werden, dass nur mit optimierten RN bessere Ergebnisse erzielt werden
konnten. Unter der Voraussetzung, dass die funktionalen Zusammenhänge in zukünftigen
Arbeiten weiter gesteigert werden können, sollte es möglich sein die linearen Modelle als
Prognosemodelle zu verwenden. Der Vorteil wäre, dass sie einfacher beschreibbar sind und zu
nachvollziehbaren Ergebnissen führen. Sollte das nicht gelingen, sind die RN die geeignete
Prognosemethode. Es wurden Ansätze untersucht, wie die Ergebnisse von RN zu besseren
Ergebnissen führen können. Anhand dieser Ergebnisse wird empfohlen, dass bei Prognosen für
neue Windparks weiterhin entsprechend Box-Jenkins geprüft wird welche der identifizierten
Modelle sich besser eignet.
Als dritter Punkt wurde die Frage gestellt mit welchen Mitteln die optimale Prognose erreicht
werden kann. Entsprechend dem Modellbildungsprozess nach Box-Jenkins können die
Einzelprognosen erstellt und ihre Parameter optimiert werden. Die Periodogrammanalysen
nach Abschnitt 3.1 zeigen jedoch, dass nie alle Horizonte einem weißen Rauschen entsprechen.
Angeregt durch den Stand der Wissenschaft wurde eine Metaprognose eingeführt. Weil sie
nicht wie in anderen Arbeiten auf Basis unterschiedlicher NWP-Modelle durchgeführt werden
konnte, ist sie auf Basis unterschiedlicher mathematischer Charakteristiken realisiert wurden.
Das erste Experiment vereinte den MKK mit der bedingten Entropie. Das sind die besten
Einzelprognosen, demnach hätte ihre Metaprognose das beste Gesamtergebnis liefern müssen.
Die nicht abschätzbare Kombination aus MKK mit der linearen, nichtlinearen Information
erwies sich als beste Prognose. Durch die Metaprognose wurden die Periodogramme der
jeweiligen Horizonte in das Konfidenzband des weißen Rauschens gezogen. Somit stellt
sie das Optimum dieser Arbeit dar. Die Abweichungen deuten an, dass es noch weiteres
Optimierungspotential gibt. Im Rahmen dieser Arbeit wurde mit den untersuchten Mitteln
das Optimierungspotential ausgeschöpft. Demzufolge müssen weitere hier nicht aufgeführte
Techniken untersucht werden, um die Prognose weiter zu verbessern.
Viertens stellte sich die Frage inwiefern der Fehler vorgelagerter Klimaprognosen das Ergebnis
beeinflusst. Die Sensitivitätsanalyse in Abschnitt 3.3.2 zeigt, dass neben der Windgeschwindig-
keit die Lufttemperatur und der Luftdruck entscheidenden Einfluss auf die Ertragsgleichung
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(1.1) haben. Eine Fehleranalyse der Windgeschwindigkeit von einer Messstation zu den zwei
nächstgelegenen Gitterpunkten des NWP-Modells der 10 m Höhenschicht zeigt, dass Fehler
im Mittel 1, 5 m/s und in Extremfällen von über 10 m/s auftreten können. Dazu wurde der
Fehler prognosehorizontabhängig analysiert. Mit Experiment 6 gab es eine Konstellation in
dem der Fehler bedingt durch die Klimaprognose schlecht ausgeglichen werden konnte. Die
Fehlercharakteristik aus Abbildung 3.31 ist im Fehlersignal von EXP 6 in Abbildung 3.27
wiederzufinden. Die Kombination aus individueller Modellbildung für jeden einzelnen Progno-
sehorizont und die jeweilige Datenanalyse schaffte es die Zusammenhänge der dargebotenen
Signale so zu nutzen, dass der Einfluss der Fehlercharakteristik minimiert werden konnte.
Fünftens wurde sich die Frage gestellt ob die entwickelte Methodik übertragbar ist. Zu diesem
Zweck wurde je eine stationäre und nachgeführte PV-Anlage untersucht. Es wurden keinerlei
Anpassungen an den Algorithmen oder der Datenvorverarbeitung unternommen. Beide
Prognosen erzielten ihre besten Resultate mit der Entropieanalyse. Mit Fehlern von 14, 35%
und 20, 21% NRMSE liegen sie in einem vergleichbaren Bereich der Windleistungsprognosen.
Die exemplarischen Untersuchungen zeigen, dass die Übertragbarkeit der grundlegenden
mathematischen Algorithmen gegeben ist. Weitere Untersuchungen werden empfohlen, um
PV spezifisches Optimierungspotential zu identifizieren und auszunutzen.
Als letzter Punkt war von Interesse wie sich diese Arbeit in den Stand der Wissenschaft
einordnet. Mittels statistischer Analysen wurden stochastische Signalmodelle erstellt. Diese
verwenden vorgelagerte Klimaprognosen für die Prognose der Windleistungsprognose. Somit
ist die entwickelte Methodik den Hybridmodellen zuzuordnen, wobei selbst kein Systemmodell
verwendet wird.
In den recherchierten Arbeiten aus Abschnitt 1.2 und aktuellen wissenschaftlichen Reviews
[160] und [200]wurde kein Ansatz gefunden der Informationstheorie mit Korrelationsanalysen
verbindet. Insbesondere die bedingte Entropie ist hervorzuheben. Sie löst aufgrund ihrer
Berechnungsmethode zeitliche Zusammenhänge auf. Stattdessen werden die Zusammenhänge
in den Verteilungsfunktionen der Parameter gesucht und maximiert. Ebenso wurde gezeigt,
dass mittels der linearen, nichtlinearen Information eine Prognose erstellt werden kann.
Das stellt ein weiteres Novum in der Windleistungsprognose dar. Somit wurden gezielt die
mathematischen Charakteristiken der Varianz, der Information, der Entropie und der linearen
Funktion zur Datenanalyse eingesetzt.
Die Datenverarbeitung wurde in vielen Arbeiten nicht näher betrachtet. Mehrere Ansätze
arbeiten mit Flächen bzw. Regionen-Betrachtungen. Sie skalieren von einem großen Modell
ihre Ergebnisse auf einzelne Windparks. Der Ansatz dieser Arbeit ist entgegengesetzt. Es wird
explizit ein Windpark modelliert und es wird nicht pauschal oder gewichtet alle zur Verfügung
stehenden Daten verwendet. Vielmehr werden mittels Datenanalyseverfahren, die geeignetsten
Datensätze für die Prognose identifiziert und angewendet. Somit werden stark fehlerbehaftete
Informationen nicht berücksichtigt und der Prognose eine stärkere Ausgangsbasis gegeben.
Entsprechend des Stands der Technik werden in der Energieindustrie mehrere Windleistungs-
prognosen miteinander vermischt. Eine weitere Technik verbindet mehrere Klimaprognosen
unterschiedlicher Anbieter miteinander. Eine Dokumentation einer Metaprognose auf Basis
unterschiedlicher Datenanalysemodelle, wie sie in dieser Arbeit entwickelt wurde, konnte
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nicht gefunden werden.
Die entwickelte Methodik und die daraus gewonnenen Erkenntnisse wurden im Prototyp
MAProSy umgesetzt. Auf dieser Basis wurde ein Softwarekonzept für operative Anwendungen
entwickelt. Diese beiden beruhen auf einer entwickelten Datenbanklösung zur Speicherung
der Klimaprognosen, dass die entwickelte Methodik unterstützt.
6.2 Zusammenfassung
Im Rahmen dieser Arbeit wurde der Stand der Wissenschaft aufgearbeitet. Anhand der
Analyse konnte festgestellt werden, dass Windleistungsprognosen auf Basis unterschiedlicher
Modellkategorien basieren. Ein in über zehn Jahren wenig bis gar nicht veröffentlichtes Thema
ist der Einfluss der Datenanalyse insbesondere des Data Minings auf die Prognose. Im Laufe der
Bearbeitung des Themas und durch die Erkenntnisse der Literaturrecherche wurde der Fokus
auf die Datenanalyse gerichtet. Als Innovation wurden die Daten auf ihre unterschiedlichen
statistischen Eigenschaften untersucht und diese miteinander kombiniert. Als geeignete
Methoden haben sich die MKK-, die bedingte Entropie-Analyse und die Verwendung des
linearen, nichtlinearen Informationsmaßes herausgestellt. Nicht geeignet sind die Methoden
HKA und Faktorenanalyse. Die Verwendung des MKK sowie des linearen, nichtlinearen
Informationsmaßes wurde in keiner recherchierten Quelle verwendet. Mit Hilfe des Box-
Jenkins-Verfahrens wurde das ARX Modell als geeignetes Prognosemodell identifiziert und
getestet. Nur durch die Verwendung eines RN konnte deren Güte verbessert werden. Für
die eingesetzten NN wurden Experimente durchgeführt, wie Verfahrensweisen zur weiteren
Verbesserung führen können. Abschließend wurde die Metaprognose in innovativer Form
eingesetzt und konnte zusätzliche Gütesteigerungen erzielen. Weiterhin wurde eine Kennzahl
eingeführt, um den Güteanteil der Datenanalyse und des Prognosemodells in der Prognose zu
messen. Dieser zeigt, dass die Datenanalyse ca. 80% Güteanteil an der Prognose besitzt. Die
Prognosemethodik wurde erfolgreich an zwei PV-Anlagen getestet. Neben der Datenanalyse
wurde der Einfluss der Datenstruktur auf die Prognosequalität bewertet. Ein verlustfreies
Speicherformat für Integration historischer Klimaprognosen ist unabdingbar, damit qualitativ
performante Prognosemodelle trainiert werden können. Schließlich wurden die Erkenntnisse
dieser Arbeit in einen Prototypen MaProSy integriert, mit Hilfe dessen produktive Prognosen
umgesetzt werden können.
6.3 Ausblick
Für die Fortführung der Arbeiten empfiehlt es sich nicht berücksichtigte Methoden des Stands
der Technik und Wissenschaft zu integrieren. Es wird unter anderem eine Verbesserung der
Prognoseleistung erwartet, wenn mehrere unterschiedliche Wettermodelle in den Prognose-
prozess integriert werden können. Ein weiterer Punkt ist die Integration probabilistischer
Prognosen. Eine Variante ist es die probabilistischen Szenarien von Klimaprognosen zu
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berücksichtigen. Diese werden von einigen meteorologischen Institutionen angeboten. Eine
andere Möglichkeit ist es mit Hilfe der Analog Ensemble Methode oder der Quantilen Re-
gression eigene probabilistische Prognosen zu erstellen. Schließlich ist der Prototyp MaProSy
in ein Produktivsystem zu überführen. Weiterhin empfiehlt es sich die Methode auf die
Solarstromprognose anzuwenden. Als solche ist sie gleichfalls von Klimagrößen abhängig und
lässt eine Eignung vermuten.
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Anhang
A Übersicht der Experimente aus Kapitel 3
Die folgende Tabelle A.1 gibt einen Überblick über alle durchgeführten Experimente im Model-
lierungskapitel 3. Es wird der verwendete Bezeichner und die jeweiligen, zusammengefassten
Inhalte des jeweiligen Experiments angegeben.
Tabelle A.1: Übersicht Experimentebezeichnungen im Kapitel 3 und deren Aufbau
Bezeichnung Inhalt
EXP 1 Es wird eine Prognose mit Hilfe des deklarierten ARX(1)-Modells durchgeführt. Die
Identifizierung der Eingangsdatenbelegung des Prognosemodells wird mit Hilfe der
Korrellationskoeffizientenanalyse durchgeführt. Die exogenen Größen mit den jeweils
stärksten Koeffizienten werden ausgewählt.
EXP 2 Es wird eine Prognose mit Hilfe des deklarierten ARX(1)-Modells durchgeführt. Die
Identifizierung der Eingangsdatenbelegung des Prognosemodells wird mit Hilfe der
Hauptkomponentenanalyse durchgeführt. Es werden die exogenen Größen gewählt, die
die größten Anteile an der beschreibenden Gesamtvarianz enthalten.
EXP 3 Es wird eine Prognose mit Hilfe des deklarierten ARX(1)-Modells durchgeführt. Die
Identifizierung der Eingangsdatenbelegung des Prognosemodells wird mit Hilfe der
MKK-Analyse durchgeführt, basierend auf einem Gradientenanstiegsverfahren.
EXP 4 Es wird eine Prognose mit Hilfe des deklarierten ARX(1)-Modells durchgeführt. Die
Identifizierung der Eingangsdatenbelegung des Prognosemodells wird mit Hilfe der
MKK-Analyse durchgeführt, basierend auf einer Permutation zur Maximierung des
linearen Gesamtzusammenhangs.
EXP 5 Es wird eine Prognose mit Hilfe des deklarierten ARX(1)-Modells auf Basis des EXP
4 durchgeführt. Die Datenanalyse erfolgt mit einem angepassten Datensatz, der einem
OZM Datenspeichersystem entspricht. Die eigentliche Prognose wird mit Hilfe eines
VDS Datenspeichersystems durchgeführt.
EXP 6 Es wird eine Prognose mit Hilfe des deklarierten ARX(1)-Modells auf Basis des EXP 4
durchgeführt. Die Datenanalyse und die Prognose wird mit einem angepassten Daten-
satz durchgeführt, der einem OZM System entspricht. Die im Training verwendeten
Daten entstammen noch einem VDS Datenspeichersystem.
EXP 7 Es wird eine Prognose mit Hilfe des deklarierten ARX(1)-Modells auf Basis des EXP
4 durchgeführt. Die Datenbasis wird entsprechend eines OZM Datenspeichersystems
angepasst. Anschließend wird Datenanalyse, Prognosetraining und die Evaluierung
der Prognose mit diesem komplett transformierten Datensatz durchgeführt.
EXP 8 Es wird eine Prognose mit Hilfe des deklarierten ARX(1)-Modells durchgeführt. Die
Identifizierung der Eingangsdatenbelegung des Prognosemodells wird mit Hilfe der
Analyse basierend auf dem gemeinsamen Informationsmaß durchgeführt.
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Bezeichnung Inhalt
EXP 9 Es wird eine Prognose mit Hilfe des deklarierten ARX(1)-Modells durchgeführt. Die
Identifizierung der Eingangsdatenbelegung des Prognosemodells wird mit Hilfe der
Analyse basierend auf der bedingten Entropie durchgeführt.
EXP 10 Es wird eine Prognose mit Hilfe des deklarierten ARX(1)-Modells durchgeführt. Die
Identifizierung der Eingangsdatenbelegung des Prognosemodells wird mit Hilfe der
Analyse basierend auf dem linearen nichtlinearen Informationsmaß durchgeführt.
EXP 11 Es wird die Prognose der Persistenzmethode untersucht. Dazu wird ausschließlich das
autoregressive Signal die Leistungsmessung verwendet
EXP 12 Es wird die Prognose basierend dem Systemmodell der Leistungsentnahme für Wind-
kraftanlagen berechnet, vgl. Gl. (1.1). Für die Prognose werden die Klimaprognosewerte
ohne identifizierender Datenanalyse verwendet.
EXP 13 Es wird eine Prognose mit Hilfe des eines ARX(e)-Modells durchgeführt. Die Ordnung
des ARX-Modells wurde entsprechend des Box-Jenkins-Verfahren ermittelt. Die
Identifizierung der Eingangsdatenbelegung des Prognosemodells wird mit Hilfe der
MKK-Analyse durchgeführt, basierend auf einer Permutation zur Maximierung des
linearen Gesamtzusammenhangs.
EXP 14 Es wird eine Prognose mit Hilfe eines FF KNN durchgeführt. Der HL hat fünf
Neuronen und der OL ein Neuron. Die Identifizierung der Eingangsdatenbelegung des
Prognosemodells wird mit Hilfe der MKK-Analyse durchgeführt, basierend auf einer
Permutation zur Maximierung des linearen Gesamtzusammenhangs.
EXP 15 Es wird eine Prognose mit Hilfe eines RN KNN durchgeführt. Der HL hat drei
Neuronen und der OL ein Neuron. Die Ermittlung der Neuronenanzahl im HL erfolgt
über eine Strukturoptimierung. Die Identifizierung der Eingangsdatenbelegung des
Prognosemodells wird mit Hilfe der MKK-Analyse durchgeführt, basierend auf einer
Permutation zur Maximierung des linearen Gesamtzusammenhangs.
EXP 16 Es wird eine Prognose mit Hilfe eines RN KNN durchgeführt. Durch Vorgabe hat der HL
drei Neuronen und der OL ein Neuron. Die Identifizierung der Eingangsdatenbelegung
des Prognosemodells wird mit Hilfe der MKK-Analyse durchgeführt, basierend auf
einer Permutation zur Maximierung des linearen Gesamtzusammenhangs.
EXP 17 Es wird eine Prognose mit Hilfe eines RN KNN durchgeführt. Durch Vorgabe hat der HL
fünf Neuronen und der OL ein Neuron. Die Identifizierung der Eingangsdatenbelegung
des Prognosemodells wird mit Hilfe der MKK-Analyse durchgeführt, basierend auf
einer Permutation zur Maximierung des linearen Gesamtzusammenhangs.
EXP 18 Es wird eine Prognose mit Hilfe eines RN KNN durchgeführt. Durch Vorgabe hat der HL
zehn Neuronen und der OL ein Neuron. Die Identifizierung der Eingangsdatenbelegung
des Prognosemodells wird mit Hilfe der MKK-Analyse durchgeführt, basierend auf
einer Permutation zur Maximierung des linearen Gesamtzusammenhangs.
EXP 19 Es wird eine Prognose mit Hilfe eines RN KNN durchgeführt. Durch Vorgabe hat der HL
elf Neuronen und der OL ein Neuron. Die Identifizierung der Eingangsdatenbelegung
des Prognosemodells wird mit Hilfe der MKK-Analyse durchgeführt, basierend auf
einer Permutation zur Maximierung des linearen Gesamtzusammenhangs.
EXP 20 Es wird eine Prognose mit Hilfe eines RN KNN durchgeführt. Durch Vorgabe hat der
HL 15 Neuronen und der OL ein Neuron. Die Identifizierung der Eingangsdatenbelegung
des Prognosemodells wird mit Hilfe der MKK-Analyse durchgeführt, basierend auf
einer Permutation zur Maximierung des linearen Gesamtzusammenhangs.
EXP 21 Es wird eine Prognose mit Hilfe eines RN KNN durchgeführt. Durch Vorgabe hat der
HL 44 Neuronen und der OL ein Neuron. Die Identifizierung der Eingangsdatenbelegung
des Prognosemodells wird mit Hilfe der MKK-Analyse durchgeführt, basierend auf




EXP 22 Es wird eine Prognose mit Hilfe eines RN KNN durchgeführt. Der HL hat zwei
Neuronen und der OL ein Neuron. Die Ermittlung der Neuronenanzahl im HL erfolgt
über eine Strukturoptimierung. Die Identifizierung der Eingangsdatenbelegung des
Prognosemodells wird mit Hilfe der MKK-Analyse durchgeführt, basierend auf einer
Permutation zur Maximierung des linearen Gesamtzusammenhangs.
EXP 23 Es wird eine Prognose mit Hilfe eines RN KNN durchgeführt. Der HL hat drei
Neuronen und der OL ein Neuron. Die Ermittlung der Neuronenanzahl im HL erfolgt
über eine Strukturoptimierung. Die Identifizierung der Eingangsdatenbelegung des
Prognosemodells wird mit Hilfe der Analyse basierend auf der bedingten Entropie
durchgeführt.
EXP 24 Es wird die Metaprognose mit einem FF KNN durchgeführt. Durch Vorgabe hat der
HL drei Neuronen und der OL ein Neuron. Die Eingangsdaten des FF KNN sind die
Ausgänge der Prognosemodelle des EXP 15 und EXP 23.
EXP 25 Es wird eine Prognose mit Hilfe eines RN KNN durchgeführt. Der HL hat drei
Neuronen und der OL ein Neuron. Die Ermittlung der Neuronenanzahl im HL erfolgt
über eine Strukturoptimierung. Die Identifizierung der Eingangsdatenbelegung des
Prognosemodells wird mit Hilfe der Analyse basierend auf dem linearen nichtlinearen
Informationsmaß durchgeführt.
EXP 26 Es wird die Metaprognose mit einem FF KNN durchgeführt. Durch Vorgabe hat der
HL drei Neuronen und der OL ein Neuron. Die Eingangsdaten des FF KNN sind die
Ausgänge der Prognosemodelle des EXP 15 und EXP 25.
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Die folgende Tabelle B.3 listet die aktuellen Ergebnisse zum Stand der Wissenschaft über die
Windleistungsprognose in alphabetischer und zeitlicher Sortierung auf. Jede Methode wurde
kurz beschrieben und in eine Kategorie eingeordnet. Die Kategorien sind in Abschnitt 1.2
beschrieben.
Übersicht aller Arbeiten mit grober Kategorisierung




Physikalisch 2012: [105]; 2007: [36] 2010: [118]; 2009: [212] 4
Stochastisch 2015: [201], [199], [198], [147], [40] 2014:
[176], [132], [94], [54] 2013: [202], [93],
[53] 2012: [175], [124], [206], [187]; 2011:
[51], [50], [119], [87], [49], [14], [210],
[69], [31]; 2010: [55]; 2009: [104], [29],
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71
Hybrid 2015: [9] 2013: [10], [150]; 2012: [129],
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2011: [204], [91], [15]; 2010: [28]; 2009:
[157], [82], [7], [58], [156], [70], [185];
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Auswertung aktueller Arbeiten
Tabelle B.3: Detailübersicht wissenschaftlicher Arbeiten von 2011 bis 2013
Titel Referenz Kategorie Güte Datenbasis
A novel application of an ana-
log ensemble for short-term wind
power forecasting
[9, 2015] Hybrid NRMSE 14, 0− 17, 0% NWP, MD
A Novel Wind Power Fore-
cast Model: Statistical Hybrid
Wind Power Forecast Technique
(SHWIP)
[147, 2015] Stochastisch NRMSE 13, 0− 24% NWP, MD
A Short-Term Wind Power Fore-
casting Approach With Adjust-
ment of Numerical Weather Pre-
diction Input by Data Mining
[199, 2015] Stochastisch NRMSE 5, 0− 15, 0% NWP, MD
iv
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Titel Referenz Kategorie Güte Datenbasis
Multi-Stage Wind-Electric Power
Forecast by Using a Combination
of Advanced Statistical Methods
[40, 2015] Stochastisch NMAE 11, 0% NWP, MD
Multistep Wind Power Forecast
Using Mean Trend Detector and
Mathematical Morphology-Based
Local Predictor
[198, 2015] Stochastisch NRMSE 2, 0− 13, 0% MD
Support-Vector-Machine-
Enhanced Markov Model
for Short-Term Wind Power
Forecast
[201, 2015] Stochastisch NMAE 2, 0− 9, 0% MD
A Hybrid Intelligent Model for
Deterministic and Quantile Re-
gression Approach for Probabili-
stic Wind Power Forecasting
[94, 2014] Stochastisch MAPE 12, 0% ...
Hybrid Forecasting Model for
Very-Short Term Wind Power Fo-
recasting Based on Grey Relatio-
nal Analysis
[176, 2014] Stochastisch MAPE 1, 5− 3, 5% MD
Probabilistic wind power fore-
casts with an inverse power curve
transformation and censored re-
gression
[132, 2014] Stochastisch unübliche Fehlermaße NWP, MD
Wind Power Forecasts Using
Gaussian Processes and Numeri-
cal Weather Prediction
[54, 2014] Stochastisch NRMSE 11, 5% NWP, MD
A comparison between the ECM-
WF and COSMO Ensemble Pre-
diction Systems applied to short-
term wind power forecasting on
real data
[10, 2013] Hybrid NRMSE 12, 0− 20, 0% NWP, MD
A hybrid strategy of short term
wind power prediction
[150, 2013] Hybrid NRMSE 3, 66− 5, 31% NWP, MD
An RBF Neural Network Combi-
ned with OLS Algorithm and Ge-
netic Algorithm for Short-Term
Wind Power Forecasting
[53, 2013] Stochastisch MAE 2, 0− 39, 0% MD
GARCH in mean type models for
wind power forecasting
[93, 2013] Stochastisch NRMSE 4, 2% MD
Probabilistic Short-Term Wind
Power Forecast Using Componen-
tial Sparse Bayesian Learning
[202, 2013] Stochastisch NMAE 3, 5− 19, 0% NWP, MD
A Method for Short-Term Wind
Power Prediction With Multiple
Observation Points
[105, 2012] Physikalisch NRMSE 3, 27% NWP, MD
A Wind Power Forecasting Sys-
tem to Optimize Grid Integration
[129, 2012] Hybrid NMAE 8− 17% NWP, MD
AWNN-Assisted Wind Power Fo-
recasting Using Feed-Forward
Neural Network
[30, 2012] Hybrid NRMSE 1h -
2, 849%; 12h - 8, 752%;
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Titel Referenz Kategorie Güte Datenbasis
Cerebellar Model Controller Ap-
plied in Wind Power Prediction




method for wind energy predicti-
on
[52, 2012] Stochastisch MAE (Ist-Werte) 3, 9 −
4, 2%
MD
Performance evaluation and accu-
racy enhancement of a day-ahead
wind power forecasting system in
China
[207, 2012] Hybrid NRMSE 24h -
16, 47%
NWP, MD
Probabilistic Wind Power Fore-
casting Using Radial Basis Func-
tion Neural Networks
[178, 2012] Hybrid NMAE 1h - 6%; 41h
- 9%
NWP, MD
Regional Wind Power Forecasting
Based on Smoothing Techniques,
With Application to the Spanish
Peninsular System
[126, 2012] Hybrid NRMSE 1h - 1, 3%;
12h - 4, 9%; 24h - 5, 2%;
48h - 6%
NWP, MD
Short-Term Wind Power Predicti-
on Using a Wavelet Support Vec-
tor Machine




tion Based on Wavelet Transform
- Support Vector Machine and
Statistic-Characteristics Analysis
[124, 2012] Stochastisch MRE 1h - 7, 97%; 2h
- 4, 08%; 3h - 4, 76%
MD
The assessment of the contributi-
on of short-term wind power pre-
dictions to the efficiency of stand-
alone hybrid systems
[183, 2012] Stochastisch NRMSE 1st step
0, 614m/s; 3rd step
0, 926m/s Minutenbereich
MD
Wind Park Power Forecasting
Models and Comparison
[206, 2012] Stochastisch MAPE (Ist-Werte)
12, 23%
MD
Wind Power Forecasting Focused
on Extreme Power System Events
[179, 2012] Hybrid NRMSE 1h - 9%;
12h - 13%; 24h - 15%; 48h
- 17%
NWP, MD
Wind Power Forecasting in the
Absence of Historical Data
[187, 2012] Stochastisch MRAN NRMSE 1h -
11%; 24h - 21%; 40 - 23%
GGAP NRMSE 1h -
16%; 24h - 24%; 40h - 26%
MD
Hybrid intelligent approach for
short-term wind power forecas-
ting in Portugal
[51, 2011] Stochastisch MAPE 3, 08% MD
Hybrid Wavelet-PSO-ANFIS Ap-
proach for Short-Term Wind
Power Forecasting in Portugal
[50, 2011] Stochastisch MAPE 6, 58% Jahresmit-
tel
MD
Short Term Wind Power Predicti-
on Using Evolutionary Optimized
Local Support Vector Regression
[69, 2011] Stochastisch MAPE 1% - 13% MD
Short-Term Prediction of Wind
Farm Output Using the Recur-
rent Quadratic Volterra Mode
[119, 2011] Stochastisch MSE 0, 0371% - 0, 0785% MD
vi
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Titel Referenz Kategorie Güte Datenbasis
Short-term Wind Generation Fo-
recasting and Confidence Inter-
val Estimation Based on Neural
Networks Trained by Extended
Kalman Particle Filter
[87, 2011] Stochastisch MAPE 11, 94% - 45, 06% MD
Short-term wind power forecas-
ting in Portugal by neural net-
works and wavelet transform
[49, 2011] Stochastisch MAPE 6, 97% MD
Short-term wind power forecas-
ting using ridgelet neural network
[14, 2011] Stochastisch MAPE 7, 75% - 16, 06% MD
Short-term Wind Power Predic-
tion Based on Statistical Cluste-
ring
[211, 2011] Stochastisch N.A. MD
Support Vector Machine-Based
Short-Term Wind Power Forecas-
ting
[204, 2011] Hybrid N.A. NWP, MD
Tabu Search Algorithm Optimi-
zed ANN Model for Wind Power
Prediction with NWP
[91, 2011] Stochastisch RMSE 16, 05% NWP
Very short-term wind power fore-
casting with neural networks and
adaptive Bayesian learning
[31, 2011] Stochastisch NRMSE 5min -
2, 9%; 30min - 16, 9%
MD
Wind Power Prediction by a New
Forecast Engine Composed of Mo-
di?ed Hybrid Neural Network and
Enhanced Particle Swarm Opti-
mization
[15, 2011] Stochastisch NMAE 2, 21% NWP, MD
ARIMA-Based Time Series Mo-
del of Stochastic Wind Power Ge-
neration
[55, 2010] Stochastisch N.A. MD
Information Theoretic Learning
applied to Wind Power Modeling
[28, 2010] Hybrid NMAE 11% - 21% NWP, MD
Comparison of two new short-
term wind-power forecasting sys-
tems
[157, 2009] Hybrid NRMSE 7% - 25% NWP, MD
Data Mining For Multi-Criteria
Energy Predictions
[82, 2009] Hybrid monatlich RMSE 0, 053 -
0, 064
NWP, MD
Day-ahead wind speed forecas-
ting using f-ARIMA models
[104, 2009] Stochastisch NRMSE 5, 35% NWP, MD
Entropy and Correntropy Against
Minimum Square Error in Offli-
ne and Online Three-Day Ahead
Wind Power Forecasting





[7, 2009] Hybrid MAPE 12% - 29% NWP, MD
Forecast of Wind Speed and
Power of Wind Generator based
on Pattern Recognition
[98, 2009] Stochastisch MAPE 29, 8% MD
vii
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Titel Referenz Kategorie Güte Datenbasis
FORECASTING FOR UTILITY-
SCALE WIND FARMS - THE
POWER MODEL CHALLENGE
[58, 2009] Hybrid NMAE 10, 5% - 16% NWP, MD
From Probabilistic Forecasts to
Statistical Scenarios of Short-
term Wind Power Production
[156, 2009] Hybrid N.A. NWP, MD
Research on wind power forecas-
ting method using phase space re-
construction and artificial neural
network
[208, 2009] Stochastisch relativer Fehler zu Ist-
Werten −10% - 20%
MD
Short-Term Prediction of Wind
Farm Power: A Data Mining Ap-
proach
[109, 2009] Stochastisch MRE 10min - 6, 613% MD
Wind energy prediction using a
two-hidden layer neural network
[85, 2009] Stochastisch MSE 0, 0156 MD
Wind Farm Power Prediction: A
Data-Mining Approach
[110, 2009] Hybrid MAE 6% - 14% NWP, MD
Wind power and photovoltaic pre-
diction tools for balancing and
grid operation
[70, 2009] Hybrid NRMSE 4% NWP, MD
Wind Power Density Forecasting
Using Ensemble Predictions and
Time Series Models
[185, 2009] Hybrid MAE in [kW] NWP, MD
Wind Power Forecast Using RBF
Network and Culture Algorithm
[26, 2009] Stochastisch MAE in [kW] MD
Wind Power Forecasting and Er-
ror Analysis using the Autoregres-




Wind Speed Forecast for Wind
Farms Based on ARMA-ARCH
Model
[174, 2009] Stochastisch MAE 29, 3762% NWP, MD
Adaptive combination of fore-
casts with application to wind
energy
[169, 2008] Stochastisch MSPE 1h - < 1%;
18h - > 5%
NWP, MD
Analysis of wind power generati-
on and prediction using ANN: A
case study
[47, 2008] Stochastisch N.A. MD
Improvement in Wind Power Fo-
recasting Based on Information
Entropy-Related Concepts
[27, 2008] Hybrid NWP, MD
An Advanced Statistical Method
for Wind Power Forecasting





Models to enhance Wind Farm
Power Forecasts
[35, 2007] Hybrid NRMSE 1h - 12%;
48h - 18%
NWP, MD
Detecting, Categorizing and Fo-
recasting Large Ramps in Wind
Farm Power Output Using Me-
teorological Observations and
WPPT





Titel Referenz Kategorie Güte Datenbasis
Enhanced regional forecasting
considering single wind farm dis-
tribution for upscaling
[36, 2007] Physikalisch NRMSE 1h - 2, 5%;
72h - 9%
NWP, MD
Optimal Combination of Wind
Power Forecasts
[142, 2007] Hybrid RMSE in [kW] NWP, MD
Short Term Wind Power Forecas-
ting Using Adaptive Neuro-Fuzzy
Inference Systems
[100, 2008] Hybrid NRMSE 1, 98% NWP, MD
Short term wind power forecas-
ting using hybrid intelligent sys-
tems
[140, 2007] Hybrid N.A. NWP, MD
Short-Term Wind Energy Fore-
casting
[46, 2007] Stochastisch N.A. MD
Wind power forecast error smoo-
thing within a wind farm
[167, 2007] Hybrid MSE 10% - 18% NWP, MD
Physical Approach to Short-Term
Wind Power Prediction




Evaluation of Advanced Wind
Power Forecasting Models - Re-
sults of the Anemos Project
[130, 2006] Hybrid NRMSE 1h - 5%; 5h
- 12%; 12h - 14%; 24h -
15%; 48h - 17%
NWP, MD
Fuzzy short-term electric load fo-
recasting using Kalman ?lter
[8, 2006] Stochastisch MAPE 0, 70 MD
IMPROVING WAsP PREDIC-
TIONS IN (TOO) COMPLEX
TERRAIN
[138, 2006] Stochastisch N.A. MD
Innovative Short-Term Wind Ge-
neration Prediction Techniques
[141, 2006] Hybrid N.A. MD
Meteorological Models for Pre-
diction and Simulation of Wind
Power
[34, 2006] Hybrid NRMSE intra-day 3, 5%;
day-ahead 4, 5%
NWP, MD
Next Generation Short-Term Fo-
recasting of Wind Power - Over-
view of the ANEMOS Project
[102, 2006] Hybrid NRMSE 5% - 10% NWP, MD
Short-term Forecasting Using Ad-
vanced Physical Modelling - The
Results of the Anemos Project
[80, 2006] Hybrid NRMSE 5% - 10% NWP, MD
Short-term prediction of wind
energy production
[168, 2006] Stochastisch MSPE 1 ∗ 106 - 14 ∗ 106 NWP, MD
Short-termWind Power Forecas-




Hybrid NRMSE 1h - 5, 5%;
72h - 11%
NWP, MD
Short-term wind power predicti-
on based on AR models
[67, 2005] Stochastisch RMSE in [kW] MD
Time Series Forecasting of Ave-
raged Data With Ef?cient Use of
Information
[173, 2005] Stochastisch MAPE 12, 33% - 15, 13% MD
Rechenmodelle und Informations-
systeme zur Integration großer
Windleistungen in die elektrische
Energieversorgung
[163, 2003] Hybrid Absolute Fehlermaße NWP, MD
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Titel Referenz Kategorie Güte Datenbasis
Statistical Wind Power Forecas-
ting Models: Results for U.S.
Wind Farms
[2, 2003] Statistical RMSE in [kW] MD
Using medium-range weather for-
casts to improve the value of wind
energy production
[164, 2003] Physikalisch N.A. NWP, MD
Previento - REGIONAL WIND
POWER PREDICTION WITH
RISK CONTROL
[116, 2002] Hybrid N.A. NWP, MD
Short-term prediction of the ag-
gregated power output of wind
farmsFa statistical analysis of the
reduction of the prediction error
by spatial smoothing effects
[76, 2002] Hybrid N.A. NWP, MD
A statistical analysis of the reduc-
tion of the wind power prediction
error by spatial smoothing effects
[75, 2001] Hybrid STD 6h - 12%; 12h -
14%; 24h - 14%; 48h - 16%
NWP, MD
Previento - A Wind Power Predic-
tion System with an Innovative
Upscaling Algorithm
[77, 2001] Hybrid NRMSE der mittleren
Leistung 4, 7% - 7%
NWP, MD
Using neural networks to estima-
te wind turbine power generation
[177, 2001] Stochastisch Fehler in [kW] MD
Räumliche Ausgleichseffekte bei
der Vorhersage der Leistungsab-
gabe von Windkraftanlagen
[74, 2000] Hybrid NRMSE 6h - 33, 4%;
12h - 33, 4%; 18h - 38, 2%;
24h - 40%; 36h - 36, 5%;
48h - 41, 8%
NWP, MD
Short-term prediction of the
power production from wind
farms
[111, 1999] Hybrid Fehler in [kW] NWP, MD
Wind Speed and Power Forecas-
ting based on Spatial Correlation
Models
[11, 1999] Stochastisch Fehler 2, 39% - 6, 2% MD
A New Reference for Wind Power
Forecasting
[144, 1998] Stochastisch RMSE in [kW] MD
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C Validierungsanalysen der Modellierung
Abbildung C.1: Validierung EXP 5 mit Boxplot und Periodogramm gegen EXP 4
Abbildung C.2: Validierung EXP 8 im Vergleich zu EXP 4
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C Validierungsanalysen der Modellierung
Abbildung C.3: Validierung EXP 10 im Vergleich zu EXP 4
Abbildung C.4: Validierung EXP 11 im Vergleich zu EXP 4
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Abbildung C.5: Validierung EXP 12 im Vergleich zu EXP 4
Abbildung C.6: Validierung EXP 13 im Vergleich zu EXP 4
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C Validierungsanalysen der Modellierung
Abbildung C.7: Validierung EXP 14 im Vergleich zu EXP 4
Abbildung C.8: Validierung EXP 16 im Vergleich zu EXP 15
xiv
Anhang
Abbildung C.9: Validierung EXP 17 im Vergleich zu EXP 15
Abbildung C.10: Validierung EXP 18 im Vergleich zu EXP 15
xv
C Validierungsanalysen der Modellierung
Abbildung C.11: Validierung EXP 19 im Vergleich zu EXP 15
Abbildung C.12: Validierung EXP 20 im Vergleich zu EXP 15
xvi
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Abbildung C.13: Validierung EXP 21 im Vergleich zu EXP 15
Abbildung C.14: Validierung EXP 23 im Vergleich zu EXP 15
xvii
C Validierungsanalysen der Modellierung
Abbildung C.15: Validierung EXP 25 im Vergleich zu EXP 15
xviii
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D Auswerutngsgrafiken der Ergebnisse
D.1 Windpark 2
Nachfolgend sind alle vollständigen Auswertegrafiken für den WP 2 in den Abbildungen D.16
bis D.21 eingefügt.
Abbildung D.16: Boxplot zu EXP WP 2.1
Abbildung D.17: Validierung EXP WP 2.2 im Vergleich zu EXP WP 2.1
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D Auswerutngsgrafiken der Ergebnisse
Abbildung D.18: Vergleich Fehlerauswertung EXP WP 2.3 mit EXP WP 2.1
Abbildung D.19: Validierung EXP WP 2.3 im Vergleich zu EXP WP 2.1
xx
Anhang
Abbildung D.20: Vergleich Fehlerauswertung EXP WP 2.4 mit EXP WP 2.1 und WP 2.2
Abbildung D.21: Validierung EXP WP 2.4 mit EXP WP 2.1
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D.2 Windpark 3
Nachfolgend sind alle vollständigen Auswertegrafiken für den WP 3 in den Abbildungen D.22
bis D.27 eingefügt.
Abbildung D.22: Boxplot zu EXP WP 3.1
Abbildung D.23: Vergleich Fehlerauswertung EXP WP 3.2 mit EXP WP 3.1
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Abbildung D.24: Validierung EXP WP 3.2 im Vergleich zu EXP WP 3.1
Abbildung D.25: Validierung EXP WP 3.3 im Vergleich zu EXP WP 3.1
xxiii
D Auswerutngsgrafiken der Ergebnisse
Abbildung D.26: Vergleich Fehlerauswertung EXP WP 3.4 mit EXP WP 3.1 und WP 3.2




Nachfolgend sind alle vollständigen Auswertegrafiken für den WP 4 in den Abbildungen D.28
bis D.33 eingefügt.
Abbildung D.28: Boxplot zu EXP WP 4.1
Abbildung D.29: Validierung EXP WP 4.2 im Vergleich zu EXP WP 4.1
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Abbildung D.30: Vergleich Fehlerauswertung EXP WP 4.3 mit EXP WP 4.1
Abbildung D.31: Validierung EXP WP 4.3 im Vergleich zu EXP WP 4.1
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Abbildung D.32: Vergleich Fehlerauswertung EXP WP 4.4 mit EXP WP 4.1 und WP 4.2
Abbildung D.33: Validierung EXP WP 4.4 mit EXP WP 4.1
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Abbildung D.34: Boxplot zu EXP WP 4.6
Abbildung D.35: Validierung EXP WP 4.6 im Vergleich zu EXP WP 4.1
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Abbildung D.36: Vergleich Fehlerauswertung EXP WP 4.7 mit EXP WP 4.6
Abbildung D.37: Validierung EXP WP 4.7 im Vergleich zu EXP WP 4.6
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Abbildung D.38: Vergleich Fehlerauswertung EXP WP 4.8 mit EXP WP 4.6
Abbildung D.39: Validierung EXP WP 4.8 im Vergleich zu EXP WP 4.6
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Abbildung D.40: Vergleich Fehlerauswertung EXP WP 4.9 mit EXP WP 4.6 und WP 4.7
Abbildung D.41: Validierung EXP WP 4.9 mit EXP WP 4.6
xxxi
D Auswerutngsgrafiken der Ergebnisse
D.4 Übertragbarkeit
Nachfolgend sind alle vollständigen Auswertegrafiken für die stationören und nachgefühgren
PV-Anlagen in den Abbildungen D.42 bis D.65eingefügt.
Abbildung D.42: NRMSE des EXP SP 1.1
Abbildung D.43: Boxplot der Residuen des EXP SP 1.1
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Abbildung D.44: Periodogrammtest des EXP SP 1.1
Abbildung D.45: NRMSE des EXP SP 1.2
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Abbildung D.46: Boxplot der Residuen des EXP SP 1.2
Abbildung D.47: Periodogrammtest des EXP SP 1.2
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Abbildung D.48: NRMSE des EXP SP 1.3
Abbildung D.49: Boxplot der Residuen des EXP SP 1.3
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Abbildung D.50: Periodogrammtest des EXP SP 1.3
Abbildung D.51: NRMSE des EXP SP 1.4
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Abbildung D.52: Boxplot der Residuen des EXP SP 1.4
Abbildung D.53: Periodogrammtest des EXP SP 1.4
xxxvii
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Abbildung D.54: NRMSE des EXP SP 2.1
Abbildung D.55: Boxplot der Residuen des EXP SP 2.1
xxxviii
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Abbildung D.56: Periodogrammtest des EXP SP 2.1
Abbildung D.57: NRMSE des EXP SP 2.2
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Abbildung D.58: Boxplot der Residuen des EXP SP 2.2
Abbildung D.59: Periodogrammtest des EXP SP 2.2
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Abbildung D.60: NRMSE des EXP SP 2.3
Abbildung D.61: Boxplot der Residuen des EXP SP 2.3
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Abbildung D.62: Periodogrammtest des EXP SP 2.3
Abbildung D.63: NRMSE des EXP SP 2.4
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Abbildung D.64: Boxplot der Residuen des EXP SP 2.4
Abbildung D.65: Periodogrammtest des EXP SP 2.4
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