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Adjamagbo, K. and P. Boury, A resultant criterion and formula for the inversion of a rational 
map in two variables, Journal of Pure and Applied Algebra 70 (1992) l-13 
Generalizing the main theorem of Adjamagbo and van den Essen in their article “A resultant 
criterion and formula for the inversion of a polynomial map in two variables” (J. Pure Appl. 
Algebra 64 (1990) l-6). we characterize in terms of resultant the birationality of a couple F of 
rational fractions in two variables over a field. From this characterization. we deduce first 
precise information about the degree of the couples of relatively prime polynomials which 
define the inverse of a birational F. then an inversion formula for a birational F, and finally two 
new algorithms for testing the birationality of F and computing its inverse when it exists. 
1. Introduction 
Given K a field, K(X, , X,) the field of rational fractions in variables X, and Xz 
over K, and F = (F,, F2) E K(X,, X2)2, let us consider the following natural 
problems: 
(1) How to know whether F is birational or not, i.e. whether the subfield 
K(F, > Fz) of WX,, X,> g enerated by F, and F2 is equal to K(X,, X2) or not. 
(2) Knowing that F is birational, how to compute G = (G,, G,) E K(X,, X2)’ 
such that G,(F,, Fz) = X, for 15 i 5 2. 
Recently, Shannon and Sweedler [8] (see also [6]), solved these problems (and 
more generally for any number of indeterminates) in terms of the Groebner basis 
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of an ideal associated to F, generalizing previous results and methods of van den 
Essen [9], and Shannon and Sweedler [7] concerning polynomials. 
But, using Groebner bases, being in practice more heavily than computing 
resultants of two polynomials in one variable (even for the best computer algebra 
systems), solving problems (1) and (2) in terms of resultants as done in [.5] and (11 
for the polynomial case, remained to be expected. 
Furthermore, it seems difficult to get any information about birational maps in 
two variables from their characterization in terms of Groebner bases. 
The main result of this paper, the resultant criterion theorem (Theorem 3.6) 
brings this expected solution to problem (1) and (2). It asserts that, Y, and Y2 
being new variables and P, and Q, relatively prime polynomials in X, and Xz over 
K such that F, = P,/Q; for 1 5 i 5 2, F is birational if and only if, for each variable 
X,, the resultant, with respect to the other variable, of P, - Y,Q, and Pz - YzQz 
is defined and has the form h;(S,X, - R,), where A, is a nonzero polynomial in X,, 
in which case 
(R,(X,, X,>/S,(X,, X2>, &(X,3 X,)/&(X,, X2>> 
is the inverse of F. 
Thanks to the well-known fecundity of the resultant properties, we deduce from 
the resultant criterion theorem very precise and unknown information about total 
and partial degrees of pairs of relatively prime polynomials which define a 
birational map and its inverse (Corollaries 4.2, 4.3 and 4.4). The most ‘symmet- 
ric’ (with respect to the birational map and its inverse) of these degrees formula 
(partial degree formula, Corollary 4.2) asserts that, for a birational (F,, F2) E 
K(X,, X,)’ with inverse (G,, Gz) E K(X,, X$, P, and Q, (resp. R, and S,) 
relatively prime nonzero polynomials in X, ,X2 over K such that F, = P,/Q, (resp. 
G,=R,IS,) for 15ii2, and (i,j,k,f)E{1,2}‘such that i#j and k#l, we 
have: 
max(degxhR,, degxAS,) = max(deg,,P,, deg,,Q,) 
From the resultant criterion theorem, we also deduce an inversion formula for a 
birational map in two variables (Corollary 4.8) which asserts that, with previous 
notations, for each variable Y,, 15 i 5 2, if A, denotes a prime factor in 
K[X,, X2, Y,] of the resultant, with respect to the other variable Y,, of 
P,(Y,, Y2) - X,Q,O’,, Y2> and f’,(Y,, Y2> - X,Q,(Y,, Yz> such that A;FK[Y,I, 
then 
G, = -A;(X,, X1, O)(aA,laY,)-’ . 
At the end, we describe precisely two new algorithms (proofs of Corollaries 4.9 
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and 4.10), deduced from the resultant criterion, for solving our initial problems 
(1) and (2) with the help of an elementary computer algebra system, knowing 
how to compute, apart from the resultant of two polynomials in one variable, the 
greatest common factor of polynomials in one variable over a field or the unique 
factorization of polynomials in three variables over a field. 
The proof of the resultant criterion theorem is based on properties of the 
resultant of two polynomials in one variable over a field and elements of algebraic 
geometry coming from commutative algebra like a refined Hilbert Nullstellensatz 
theorem (Lemma 3.7) or the dimension formula for a domain which is a finitely 
generated algebra over a field. 
2. On the resultant of two polynomials in one variable 
For completeness, let us recall some useful generalities about the resultants of 
two polynomials in one variable. 
2.1. Recall. Let (m, n) E NJ’ - ((0, O)}. 
(1) If wvz > 0, the Sylvester polynomial S,,?,,, of type (m, n) in variables 
u,, > . 3 u,, and V,,, . , V,, is the following polynomial S,,,,Z of 
Z[U,,, . . . u,,, I/,, . . . 1 v,,]: 
s n1.n := det 
u,,, ......... u,, 
............... 
u,, ......... u,, 
y, ...... v,, 
............ 
............ 
v,, ...... v,, 
1 n rows 
1 
m rows 
n + m columns 
If m = 0, the Sylvester polynomial of type (0, n) in variable U,, is the polyno- 
mial S,,,,, := u; of Z[U,,]. 
If n = 0, the Sylvester polynomial of type (m, 0) in variable V,, is the polynomial 
s rrr,o := cl’ of W,l. 
If A[ T] is the ring of polynomials of one variable over a commutative ring A, 
f= C,,-rk_m u,T” and g = z,,C-ki-n u,Tk two elements of A[ T] such that deg,f 5 
m and deg,g 5 n, the resultant of type (m, n) off and g with respect to T is the 
following element of A: 
> u,, U(), . . . 3 u,) if mn>O, 
Res m,,l,T( f, g) : = 
I 
2$2 . . ’ if m=O, 
LO(%) if n=O. 
Furthermore, if u,,, # 0 and u,, f 0, then the resultant off and g with respect to 
T is 
Res A f, d : = Res,,,.,, .A f> 4 . 
(2) The Sylvester polynomial S,,,,, is homogeneous of degree n (resp. m) in the 
variables U,,, . , U,,, (req. r/;,, . ,V,,). 
(3) degull(S,,,_,, - (- l>““‘UI1V::‘) < II and deg,,,,(S,,,,,, - U::,V:I’> < m. 
(4) Alternative property: if A is a domain, then Res,,,,,,,r(f, g) = 0 if and only 
if Ll ,,I = u,, = 0 or f and g have a common root in an extension of A. 
(5) If A is a domain with quotient field B, and (f, g) E A[ T]’ - A’, 
Res,.( f, g) = 0 if and only if the G.C.F. off and g in BIT] is not an element of B. 
(6) If A is a commutative ring and (f, g) E A[ T]’ - A’, then Res,.(f, g) = 
fu + gu for some (I*, u) E A[T]‘. 
2.2. Lemma. (m, n) and A[T] being defined as previously. let Y, and Y2 be two 
new variables, (a, 6, c. d) E A[ T]’ such that 
max(deg,a, deg,.b) 5 m , max(dcg,c, deg,d) 5 n , 
and 
R := Res ,,z .,,. ,.(a- Y,b,c- Y,d)EA[Y,, Y,]. 
Then R has the following properties: 
(1) deg Rsn and deg,RSm. 
(2) Ifb’kd= 1, a = Co-TiL,,, a,T” and c = CI,-_I\_,, c,T”, then 
deg,,(R - (-l)“+““‘c:yY;‘) < n , 
deg.,(R - (-l)“‘a::, Y:“) < m 
Proof. (1) follows from 2.1(2) and (2) from 2.1(3). 0 
2.3. Lemma. For P and Q two relatively prime polynomials in variables X, and 
X, over K. and i E { 1,2} such that max(deg, P, deg, Q) > 0, we have 
Res,,(P. Q) #O. 
Proof. Let j E { 1,2} such that i # j. According to assumptions on P and Q, the 
G.C.F. of P and Q in K(X,)[X,] belongs to K(X,) ~ (0). Then. the conclusion 
follows from 2.1(5). 0 
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3. The resultant criterion theorem 
3.1. Notations. As we already mentioned in the Introduction, throughout the 
whole paper, K will denote a commutative field, X, ,X, variables, K(X,, X,) the 
field of rational fractions in X, and Xz over K, K[X, , X2] the ring of polynomials 
in X, and X, over K. We will also denote by z (resp. K(X,, X,)) an algebraic 
closure of K (resp. K(X,, X,)), and for (a, h) E K(X,, X2)‘, by K(a) (resp. 
K(a, b)) the subfield of K(X,, X2) generated by K and {u} (resp. {u, b}). Y, .Y, 
will denote two other variables. 
3.2. Proposition. For F = (F,, F2) E K(X,, X,)’ and G = (G,, G,) E K(X,, X1)? 
such that H, = F,(G,, G?) and H2 = F?(G,, G2) are defined, the fbllowing propo- 
sitions are equivalent: 
(i) F, and F2 are algebraically independent over K, and G, and G, are 
algebraically independent over K. 
(ii) F,(G,, G2) and F,(G,, G7) are algebraically independent over K. 
Proof. Let us assume (i). So, F and G define K-endomorphisms (pF and qC; of 
K(X,, X,) such that (Pa = F, and cp(,(X,) = G, for 15 i 5 2. Let cp,, be the 
homomorphism of K[X,, X,] into K(X,, X,) such that (PJ p) = p(H,, Hz) for 
p E K[X,, X2]. Since (pH is the restriction of ‘p(; 0 qr to K[X,, X2], it follows from 
the injectivity of (Pi and (Pi that ‘pI, is injective, which means (ii). 
Let us now assume (ii) and let ‘pc be the homomorphism of K[X,, X,] into 
K(X, , X1) such that ‘pJ p) = p( G, , G2) for p E K[X, , Xl], I the kernel of v(;, 
and Q quotient field of the image of ‘p(;. Since the transcendence degree of 
K(H,, Hz) over K is 2 and K(H,, H2) C K(G,, G2), the transcendence degree 
over K of K(G,, G2), therefore of Q, is also 2. So the Krull dimension of 
K[X,, X,] /I is 2, which means that I = (0) (since the Krull dimension of 
K[X, , X2] is also 2) and proves that G, and G2 are algebraically independent over 
K. Let us denote by q the extension of ‘p<; on K(X,, Xl). by ‘pfI the K- 
endomorphism of K(X,, X,) such that (Pi = H, for 15 i 5 2, and by pr the 
homomorphism of K[X,, X,] into K(X,, X2) such that cp,.( p) = p(F,, F2) for 
p E K[X,, X,]. Since Go qr, which is the restriction of ‘P,, to K[X,, X,], is 
injective, so is ‘pb, which proves (i). 0 
3.3. Corollary. For F = (F, , F2) E K(X,, X2)?, the number of G = (G, , G2) E 
K(X,,X2)2~~~h that F,(G,,G?)=X,for l~i~2isutmost 1. 
Proof. Let G = (G,, G,) be as in the corollary. According to Proposition 3.2, F 
and G define injective K-endomorphisms (Pi and ‘pC; of K(X,, X,) such that 
cp,(X,) = F,, cp,,(X,) = G, and ‘p(; 0 cpF(X,) = X, for 1 i i 5 2. So ‘p(; is surjective, 
therefore bijective with inverse ‘pF. Since ‘p<; is the inverse of cpF-, G is unique. 0 
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3.4. Corollary. For (F,, F,, G,, G?) E K(X,, X2)‘, the following propositions are 
equivalent: 
(i) G,(F,, F,) = X, for 1 5 i 5 2. 
(ii) F,(G,, G?) = X, for 15 i 5 2. 
Proof. It is sufficient to prove that (i) 3 (ii). 
So, let us assume (i). According to Proposition 3.2, F = (F,, F2) and G = 
(G,, G,) define injective K-endomorphisms (pF and ‘p(; of K(X,, X,) such that 
4X,) = F, > cp,;(X,) = G, and qr 0 cp(,(X,) = X, for 1 5 i 5 2. Since (Pi is surjective, 
it is bijective with inverse ‘p(;. So cpC; 0qF.(Xj) = X, for 1 5 i 5 2, which means 
(ii). 0 
3.5. Definition. For F = (F,. F2) E K(X,, X,)‘, F is said to be birationaf if it 
satisfies one of the following equivalent conditions: 
(i) K(F,. F?> = K(X,, X2). 
(ii) 3(G,, G2) E K(X,, X,)’ such that G,(F,, Pz) = X, for 1 5 i 5~ 2. 
(iii) 3(G,, G2) E K(X,, X2)’ such that F;(G,, G2) = X, for 1 5 i 5 2. 
If F is birational, the unique G = (G,, G7) E K(X,, X,) such that G,(F,, F2) = 
X, for 1 5 i 5 2 is called the inverse of F. 
3.6. Theorem. (The resultant criterion of birationality in two variables.) For 
F = (F, , F2) E K(X,, X2)‘, P, and Q, relatively prime elements of K[X, , X2] such 
that Q,Q, # 0 and F, = P,lQ, for 15 i 5 2, the following two conditions are 
equivalent: 
(i) F is hirational. 
(ii) For 15 i 5 2, there exist relatively prime nonzero elements Ri and S, in 
K[Y,, Yz], (R,, S,)@K’ and Al E K[X,] - (0) such that: 
(1) FgK(X,)? 
(2) Res,,(P, - Y,Q,, P2- YzQl)=A,(SJ, - R,) forjE{l,2} - {i}. 
Furthermore, if F satisfies (ii), then: 
(iii) (R,(X,, X2) /S,(X,, X1), R,(X,, X1) /S2(X,, X1)) is its inverse. 
(iv) A, is a greatest common factor of coeficients of Res,,(P, - Y, Q, , P, - 
Y2Q2) considered as a polynomial in Y, and Y2 over K[X,]. 
(v) Every prime factor of Res,,(P, - Y, Q,, P2 - Y2Q2) in K[X,. Y, , Y,] 
which does not belong to K[X,] is associated to S,X, - R,. 
Proof. For (i, j) E {1,2}’ such that i # j, let m, = deg,,(P, - Y,Q,), n, = 
%,,(P, - YzQd, ai.k and b,,, elements of K[X,] such that a,,, - Y,b,,, is the 
leading coefficient of P, - Y,Q, with respect to X, for 1 5 k 2 2. 
Let us first assume (i) and let G = (G,, G7) E K(X,, X,)’ be the inverse of F, 
R, and S, (resp. R2 and S,) relatively prime nonzero elements of K[X, , X2] such 
that G, = R,/S, for 15 i 52, 1, E N and Q, E K[X,, X,] such that (S,S,)‘“Q,(R,i 
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S,, R,/S,) = Qk for 15 k 5 2. (In fact, we may take I, = max(m,, mz) and 
1, = max(n, , TL).) 
Let us assume the opposite of (1). Then K(F, , F2) C K(X,), hence K(F,, FZ) # 
K(X, , X2), which is inconsistent with (i). So we have (l), thus L, = Res,,(P, - 
Y,Q,, P2 - YzQz) E K[X,, Y,, Y2] is defined, and also a, = Res,,(P,, Q,) for 
some kE{1,2}. 
Since E is finite, a, is nonzero by Lemma 2.3, S,( Y,, Y2)X, - R,( Y,, Y2) is 
nonzero by the relative primeness of S, and R,, a,,, (X,) - Y, b,, , (X) is nonzero by 
definition, it follows that 
S= {(xi, Y,, y&K3 b,(x,>#o~ S,(Y,, Y~)x,-R,(Y,~ Y~)#O? 
a,,,@,> - y,b,.,(x,) f0) 
is not empty. Therefore, according to the alternative property (2.1(4)), 
Li(x,, y,, y:) # 0 for (x,, y,, y?) E S, which proves that L, < 0. 
Now, for any (x,, y,, y?) E K’ such that (S,S2Q,Q2)(y,, y2) fO and 
S,(.Y,, y,)x, -R,(Y,, yz)=O, define Xj=R,(y,, Y,)/~,(Y,, Y?); we have 
for 1 5 k 5 2, and then L,(x;, y, , y2) = 0 by the alternative property (2.1(4)). 
Since s,(Y,, Y,)X, - R,(Y,, Y2) and 
S,(Y,, Y,P2(Y,> Y*)Q,(Y,, ~*~&2Y,, y,> 
are relatively prime and S,(Y,, Y,)X, - R,(Y, , Yz) is irreducible in K[X,, Y,, Yz], 
it follows from the refined Nullstellensatz (Lemma 3.7) that there exists A, E 
K[X,, Y,, YJ - (0) such that 
(*I L; = A,(S,(Y,, Y,)X, - R,(Y,, Yz)) 
Let now (k, I) E {1,2}* such that k # 1. 
From (*) we have 
max(degxhSi, degxkR,) +degyhW = deg,W 
for all {i, k} E { 1,2}*. From Lemma 2.2(l), we have 
deg Yh (~5,) 5 max(deg,P,, deg,Q,> . I I 
Hence 
max(degxksj, degxhRi >5 max(deg,,P, deg,,Q,) . 
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By the symmetry of F and G the last inequality is an equality. From this last 
equality it follows that deg,( hi) = 0, so that A, E K[X,] - {0}, which proves (ii). 
Let us now assume (ii) and let (i, j) E {1,2}’ such that i #j. As a first step we 
will show that 
u,.~(R,S,~‘) - Y,b,,,(R,S,-‘) f0 for some k E {I, 2) , 
viewed as a rational function in Y, , Y2. Let us assume otherwise. 
So for any (x,, y,, y,) E I? such that S,( y,, y?)x, - R,( y,, y2) = 0 and 
S,(y,, y,)#O. we have a,,,(~,)-y,h,,,(x,)=O for 11ks2. Since S,X,- R, 
is irreducible in K[X,, Y, , Y,], S,X, - R, and S, are relatively prime in 
K[X,, Y,, Y,], it follows from the refined Nullstellensatz (Lemma 3.7) that there 
exists ah E K[X,, Y,, Y,] such that 
u r./. - Ykb,,, =a,(S,X,-R,) for lsks2. 
These relations imply that (R,, S,) E K’, which is inconsistent with the hy- 
pothesis. 
So LZ,,~(R,S,-‘) - Y,b,,,(R,S, ‘) f0 for at least one k E {1,2}. 
Since 
Res V,.,,,.X,((Pl - Y,Q,)lX,=RJ,I. (P? - Y2Q&,<,,,I) 
= Rcs,~,(P, - Y,Q,, p2 - Y,Q2)lX,m,~,S,l 
= h,(R,.Sm’)(S,R,S, ’ - R,) = 0, 
it follows from the alternative property (2.1(4)) that there exists (g,,, , g,,*) E 
K(Y,. Y3)? such that g,,, = R,S,’ and P,(g,,,, s).~) - Y,Q,(g,.,, g;,?) = 0 for 15 
k 52. 
We will show that Q,( g,,, , g(,?) # 0 for 1 5 k 5 2. Let us assume otherwise, i.e. 
that Q,(g,.,3 g,,?) = 0 for some k E { 1,2}. Then we also have Pk( g,,, , gi,*) = 0. 
According to Lemma 2.3, g,., is a root of a nonzero polynomial of K[X,], such 
that g,,, = R,S,-’ E I? f’ K(Y,, Y,) = K. which is inconsistent with the hypothesis. 
So Qk(g,,,. g,.,)#O for lsk52. Therefore, F,(g,,,, g,,?)= Yx for lsks2. 
According to Proposition 3.2, g,,, and g,,? are therefore algebraically in- 
dependent over K for 1 5 i i 2. On the other hand, according to the definition of 
(g,,, , g,,,) and relations (ii)(2) for i = 2, we have 
Since hl f 0 and g, _, and g, .z are algebraically independent over K, A?( g,.?) # 0, 
thus S,g,,, - R2 = 0, which means g,,? = R2S,‘. 
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Summing up, Fk(R,SF’, R,SZ’) = Yk for 1 5 k 5 2, which proves (i) and (iii), i ” 
and achieves the proof of the theorem, since (iv) and (v) are obvious. 0 
3.7. Lemma. (Refined Nullstellensatz for prime ideals.) Let I be u prime ideal of 
the ring K[X, , . , X,,] of polynomials in variables X, , . . , X,, over K. P and Q 
polynomials of K[X,, . . . , AC,,] such that P $! I and Q(x) = 0 for every zero x of I 
in I?” which is not a zero of P. Then Q E I. 
Proof. Since (Fe)(x) = 0 for every zero of I in I?“, it follows from the classical 
Nullstellensatz that PQ E 1. Since PFI, it follows that Q E I. 0 
4. Consequences of the resultant criterion theorem 
Let us keep the notations of 3.1. 
4.1. Corollary (Adjamagbo and Van den Essen [l, Theorem 1.11). (The resultant 
criterion for the inversion of a polynomial map in two variables.) For F = 
(F,, F2) E K[X,, X2]‘, the following propositions are equivalent: 
(i) F is birational and its inverse is polynomial (i.e. K[F,, F2] = K[X,, X1]). 
(ii) For every i E {1,2}, there exist G, in K[ Y,. Y,] and A, in K” such that 
(1) F@W,I’~ 
(2) Res,,(F, - Y,, F2 - Y7) = h,(X, - G,) for j E {1,2} - {ij. 
Furthermore, if F sutisfies (ii), then (G,(X,, X,), G,(X,, X2)) is its inverse. 
Proof. Let us assume (i). It follows from the resultant criterion theorem that we 
have (ii) with A, E K[X,] - (0). 
Then, it follows from relations (ii)(2) and 2.1(3) that: 
(a) If G, E K[ Y,] for some (i, k) E { 1,2}?, then for j E { 1,2} such that if j, 
Res,,(F, - Y,, F? - Y,) has the form ?(F,(X,) - Y,)‘lI, where m = deg,,F,, and 
therefore that A, E K* (considering the leading coefficient of G, with respect to Y, 
in the right-hand side of (2)). 
(P) If G;@K[Y,l U WY,1 f or some i E { 1,2}, the leading coefficient of G, 
with respect to Yk belongs to K* for every k E { 1,2}. 
Since F has the same property (/3) as its inverse, it follows from (2), 2.1(3), 
and (/3) that, under the condition of (/3), A, E K”, which achieves the proof of 
(ii), and also of the corollary, since the implication (ii) 3 (i) is obvious according 
to the resultant criterion theorem. q 
4.2. Corollary. (Partial degrees formula for a birational map in two variables.) 
Let F = (F,, F2) be a birutional element of K(X,, X2)?, G = (G,, G2) E K(X,, X2)’ 
its inverse, P, and Q, (resp. Ri and S,) relatively prime nonzero elements of 
K[X,,X,] such thatF, = P,iQ, (resp. G,/S,) for 1 sii2, and (i, j, k,l)E{1,2}” 
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such that i #j and k # 1. Then we have 
max(degxiRI1 degxkS, >= max(deg,,P,, deg,,Q,) . (4.1) 
Proof. It follows from formula (2) of the resultant criterion theorem and from 
relations 2.2(l) of the Recall 2.2 that we have the formula deduced from (4.1) by 
substituting 5 to =. Applying twice this inequality proves (4.1). 0 
4.3. Corollary. (Total degrees formula for a birational map in two variables.) 
With the same notutions us in Corollary 4.2, we have 
mwhx, .x,R, 3 d%x, .x2X) 
= d%,.Y2 Res,,(P, - Y,Q,, P, - Y2Qz) . 0 (4.2) 
4.4. Corollary. (Total degrees formula for a polynomial birational map in two 
variables.) Let F = (F,, F2) be a birational element of K[X,, X2]‘, (G,, G2) E 
K(X,, X2)’ its inverse, R, and Si relatively prime nonzero elements of K[X, , X,] 
such that G, = R,IS, for 15 i 5 2, and {i, j, k, I} E (1, 2}J such that i #j and 
k f; 1. Then, for i E {I, 2) we have 
max(degxl ,,$, 1 deg,,.& > = ,y+-4degx,R, l degxkS,)) . c < (4.3) 
Proof. Let P, = F, and Q, = 1 for I 5 i 5 2. 
According to formula (4.2), for (i, j) E { 1,2}l such that i f: j, we have 
max(degX,.X2R,, deg,,.X2S,) = max,,,,,(max(deg,,P,, deg,Q,>) . 
Now, according to formula (4. l), we have 
,y~2(max(degx,PkT des,,Qd) 
= max(max(deg,,R,, deg,,S,), max(deg,J,, deg,S,)) . 
4.5. Corollary. (Gabber’s degrees inequality for a polynomial birational map in 
two variables [2, Theorem 1.5, Remark 1.3, Corollary 1.4 and Footnote 41.) With 
the same notations as in Corollary 4.4, we have 
max(de&,&~ deg+$J 5 max(deg,,.& t deg,,,,& . (4.4) 
Proof. (4.4) follows from (4.2) and 2.1(3) of Recall 2.2. 0 
4.6. Corollary. Let F = (F,, F?) be a birational element of K(X,, X2)’ such that 
F, E K(X,) for some i E { 1,2}. Then F, is homographic in X,, that is, there exists 
(a, b, c, d) E KJ such that ad - bc # 0 and F, = (ax, + b) /(cX, + d). 
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Proof. Let P, and Q, be relatively prime elements of K[X,] such that F, = P,lQ,. 
It follows from resultant criterion theorem of degrees formula that there exists 
m E N, and (A, R, S) E K[X,] X K[ Y,, Y,]’ such that a and b are relatively prime 
and (P, - Y,Q ,)‘)I = h(SX, - R). P, - Y, Q, and SX, - R being irreductible 
elements of K[X,, Y,, Y,], it follows that m = 1, A E K*, and max(deg,,P,, 
deg,)Q,) = 1. So there exists (a, b, c, d) E K’ such that P, = ax, + b, Q, = 
cX, + d. It follows from condition (1) of the resultant criterion theorem that 
ad-bc#O. Cl 
4.7. Corollary. (Characterization of birational map in one variable, see [4, 
Theorem 8.36, p. 5141.) For a rational fraction F in one variable X over K, the 
following propositions are equivalent: 
(i) F is birational (i.e. F(G) = G(F) = X for some G E K[X]). 
(ii) F is homographic (i.e. F= (ax + b)/(cX + d), with (a, b, c, d) E K’ and 
ad- bc#O). 0 
4.8. Corollary. (Inversion formula for birational maps in two variables.) Let 
(F,, F2) be a birational element of K(X,, X2)‘, (G,, G2) its inverse, P, and Q, 
relatively prime elements of K[X, , X2] such that F, = P,/Q, for 14 i 5 2, (i, j) E 
{ 1,2}’ such that i # j, and A, a prime factor of 
Res~,(p,(y,~ Y >- X,Q,(Y,, Y,>, f’,(Y,, Y2) - XZQ2(Y,, Y*)) 
in K[X,. X2, Y,] such that A, fl K[ Y,]. Then 
G, = -A,(X,, Xz,O)(dA;/aY,))’ . 0 (4.5) 
4.9. Corollary. (Resultant and unique factorization algorithm for testing the 
birationality of a rational map and computing its inverse.) There is un algorithm 
using essentially the resultant of two polynomials in one variable and unique 
factorization of polynomials in three variables over K, which tests whether an 
element of K(X,, X,)’ is birational and computes its inverse when it exists. 
Proof. The following algorithm proves the corollary: 
Input: A list (P,, Q,, P,, Q2) of nonzero elements of K[X,, X,]. 
Output: if F = (PI/Q,, Pl/Q2) is birational 
then a list (R,, S,, R?, S,) of nonzero elements of K[X,, X,] such that 
(R,/S,, RzlS2) is the inverse of F 
else the empty list 
Step 1: Data preparation. 
Using unique factorization function of elements of K[X, , X2], modify 
(P, , Q, , Pz, Qz) such that P, and Q, (resp. PS and Q,) are relatively prime. 
Step 2: Elimination of trivial cases. 
if max,l,13(max(deg,,P,, deg,,Q,)) = 0 for some j E {l. 2) 
then return the empty list 
Step 3: Resultants computation. 
Compute B, := Res,,(P, - Y,Q,, P2 - Y2Q2) and B, := Res,,(P, - Y,Q,, 
P? - Y2Ql). 
Step 4: Resultants factorization. 
Factorize B, (resp. B2) in K[X,, Y,, Y,] (resp. K[X,, Y,, Y?]). 
Step 5: Prime factors test. 
if B, (resp. B,) has more than one factor whose total degree in Y, and Y, is >O 
or if the multiplicity of such a prime factor is > 1, or if the degree of such a 
prime factor in X, (or X,) is >l 
then return the empty list 
Step 6: Computation of the inverse. 
For 1 5 i 5 2, let A, be the unique prime factor of B, with positive total degree 
in Y, and Y2, R, := -A,(O, Y,, Y?), S,:=aA,laX,. 
if S, or S, is zero 
then return the empty list 
eke return (R,(X,, X,), S,(X,, X2), R,(X,, X2), S(X,, X2)) 0 
4.10. Corollary. (Resultant and greatest common factor algorithm for testing the 
birationality of a rational map and computing its inverse.) There is an algorithm 
using essentially the resultant of two polynomials in one variable and the greatest 
common fuctor of polynomials in one variable over K, and which tests whether an 
element of K(X,, X7)’ is birational und computes its inverse when it exists. 
Proof. The following algorithm proves the corollary: 
Input: A list (P, , Q, , Pz, Qz) of nonzero elements of K[X, , X,] such that P, 
and Q, (resp. P1 and Q2) are relatively prime. 
Output: if F = (P, /Q,, P2/QZ) is birational 
then a list (R,, S,, Rz, Sz) of nonzero elements of K[X,, XJ such that 
(R,/S,, R,/S,) is the inverse of F 
else the empty list 
Step 1: Elimination of trivial cases. 
if max,l,,,(max(deg, P,, deg, Q,)) = 0 for some j E 
then return the empty' set 
i 
Step 2: Resultant computation. 
Compute A, : = Res,,(P, - Y, Q, , P, - YZQ1) and 
P, - YzQz). 
Cl321 
A> := Res,,(P, - Y,Q,, 
Step 3: Greatest common factor computation. 
For 1 5 i 5 2, compute A, : = the greatest common factor of the coefficients of 
A, considered as polynomial in Y, and Y, over K[X,] and modify A, by dividing 
each of its coefficients by h,. 
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Step 4: Computation of the inverse. 
For 15i52, 
if deg,,Ai > 1 
then return the empty list 
Compute R,:= -A,(O, Y,, Y2) and S, := dA,ldX,. 
if S, or S, is zero 
then ret&n the empty list 
else return (R,(X,, &)/S,(X,, X,), R,(X,, X,)/&(X,, X,)) 0 
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