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Abstract 
Illative combinatory logic consists of the theory of combinators or lambda 
calculus extended by extra constants (and corresponding axioms and rules) 
intended to capture inference. The paper considers 4 systems of illative 
combinatory logic that are sound for first order propositional and predicate 
calculus. The interpretation from ordinary logic into the illative systems 
can be done in two ways: following the propositions-as-types paradigm, in 
which derivations become combinators, or in a more direct way, in which 
derivations are not translated. Both translations are closely related in 
a canonical way. In a preceding paper, Barendregt, Bunder and Dekkers, 
1993, we proved completeness of the two direct translations. In the present 
paper we prove completeness of the two indirect translations by showing 
that the corresponding illative systems are conservative over the two sys-
tems for the direct translations. In another version, of Oktober 1995, we 
shall give a more direct completeness proof. These papers fulfill the pro-
gram of Church and Curry to base logic on a consistent system of A-terms 
or combinators. Hitherto tlus program had failed because systems of ICL 
were either too weak (to provide a sound interpretation) or too strong 
(sometimes even inconsistent). 
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1. Introduction 
The theory of combinators and the lambda calculus are theories that succesfully 
analyze the notion of effective computability. However, the original founders of 
these subjects , Curry and Church, also had as aim to provide a basis for logic 
(and thereby mathematics). Unfortunately, it was shown by Kleene and Rosser 
that their systems were inconsistent. Curry and his school then started a pro-
gram of defining several systems of illative combinatory logic (ICL) of varying 
strength. The goal was to find stronger and stronger systems which were consis-
tent and weaker and weaker systems which were inconsistent but strong enough 
to interpret logic, hoping to end up with a consistent system in which logic could 
be interpreted. 
Following this methodology, Bunder introduced restrictions on the rules of the 
illative constants so that first order propositional and predicate calculus could be 
interpreted in the resulting systems. In all his systems the usual derivation of 
Curry's paradox is blocked, but the consistency of the systems remains an open 
question. 
In BBD[1993] (Barendregt , Bunder and Dekkers, 1993) we introduced 4 sys-
tems of illative combinatory logic. We derived roughly the following soundness 
result 
6. f-L A => [6.] f-c [A], 
where L represents propositional or predicate logic and [-] one of two possible 
translations of each system into an ICL system C. Of the interpretations one is 
the propositions-as-types interpretation due to Curry, Howard and de Bruijn, the 
other is a more direct interpretation. 
We derived completeness results for the direct translations of propositional 
and predicate calculus into 2 of the 4 systems of ICL. These, again roughly, took 
the following form 
In the present paper we shall prove that also the two indirect translations are 
complete. 
These completeness results imply the consistency of the ICL's involved. 
2. Summary of results in preceding and present paper 
This paper is a continuation of a preceding paper, BBD[1993], by the same au-
thors. We will refer to that paper most of the time simply as B; so for example 
Proposition B2.11 means Proposition 2.11 in BBD[1993] . As the present paper 
is a continuation of that paper, we will not repeat all the definitions and results 
here but will give only a very short summary. For an introduction into ICL-
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systems, motivations, examples, propositions with proofs, and references we refer 
to BBD[1993]. 
We had as aim in the preceding paper to prove 
(i) 
(ii) 
(iii) 
(iv) 
b. f- PRoP <p 
b. f- PRED <P 
b. f- PROP <P 
b. f-PRED <P 
{:} V closed r[[b.]~, r~(b., <p) f-zp [<p]~]; 
{:} V closed r[r~:;, [b.n, r(b., <p) f-Z3 [<p]~]; 
{:} V closed dM[[b.]; , r;(b., <p) f-IF [<p];M]; 
{:} V closed dM[r;,;, [b.];, r(b., <p) f-IG [<p];M]. 
, 
The proofs of soundness ( :::} )were easy. (cf. Propositions B2.11 and B2.14). 
In Propositions B3.14 and B3.11 we proved completeness for the 2 direct trans-
lations [ ]1: PROP -+ IP and [ F : PRED -+ T=-, ((i){= and (ii){=), by 
specialising to r = I i.e. 
[b.]L rUb., <p) f-IP [<pn :::} b. f-PROP <p in B3.14 
rt,~+, [b.]L r(b., <p) f-z=: [<pn :::} b. f- PRED <p in B3.11. 
In the present paper we prove completeness for the 2 indirect translations [ j2 : 
PROP -+ IF and [ ]2: PRED -+ IG, ((iii){= and (iv){=), by specialising to 
r = K. i.e. 
[b.]~, r~(b., <p) f-ZF [<p]~M :::} b. f- PROP <p 
r~~, [b.]~, r(b., <p) f-ZG [<p]~M :::} b. f-PRED <po 
The completeness proof for the direct translation [ F : PRED -+ I=' ((ii) {=) 
was given in the preceding paper in the following way. We had to show 
r' f-Z3 [<pn :::} b. f- PRED <p, 
where r' = r t,~+ , [b. n ,r (b., <p). First we defined in B3. 2 a set (] in order to analyze 
the terms M such that r' f-z=: M . We defined 0 = {M 13NE(] IN ={3T/ M} and 
it was clear that r' ~ O . We showed in Proposition B3.10 that 0 is an invariant 
(modulo ,B7]-equality) for derivations in I=' : 
Using this result we then proved in Proposition B3.11 
The completeness proof for [ P : PROP -+ IP ((i){=) was done in a similar 
but easier way. 
In the present paper we will prove completeness of [ j2: PROP -+ IF and 
[ j2 : PRED -+ IG ((iii){= and (iv){=), by specialising to r = K. 
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Completenes of IF for PROP is relatively easy. We must show 
[~l~, r~(~, cp) f-IF [cpl~M => ~ f- PROP cp, 
i.e. (by Proposition B2.15: K[cpl~ = [cpl~or) 
[~]}, rU~, cp) f-IF [cp]} => ~ f- PROP cp. 
Let us denote the grammar for the completeness proof of IP for PROP (defined 
in B3.12) by 0 0 in order to distinguish it from 0 above. We shall prove in 
Proposition 3.3 
r f-IF M, r ~ 0 0 => r f-IP M. 
Then completenes of IF for PROP for the second interpretation follows directly 
from completenes of IP for PROP for the first interpretation. 
Completeness of IG for PRED is a little bit more complicated. Again by 
Proposition B2.15 (K[cpl~ = [cpl~or)' we see that we must prove 
r~,~+,[~]},r(~,cp) f-IG [cp]} => ~ f- PRED cp. 
We define a grammar, denoted by Oc to distinguish it from 0, and we will show 
in Proposition 4.11 that Oc is closed under derivations in IG : 
r f-IG M, r ~ Oc => MEOc. 
The invariant Oc is more complicated than 0 of B3.2 and we cannot use it to 
prove completeness directly in a way similar to the proof of completeness for TE. 
relative to PRED by means of 0 in B3.11. In fact we shall use Oc in order to 
show in Lemma 4.19 that in a proof of r f-IG M, where r ~ 0, all cut formulas 
can be eliminated. From this we get in Proposition 4.23 conservativity of IG 
over TE.: 
r ~ O,MEO,r f-IG M => r f-IS M 
and then completeness of IG for PRED is an immediate corollary of this propo-
sition and Proposition B3.11 (completeness of TE. for PRED). 
2.1. REMARK. In the present paper we give the completeness proofs of IF for 
PROP and IG for PRED by specialising to r = K. One may wonder if the proofs 
can be given for other r, especially for r = I. This is indeed the case. In Section 
5 we will comment on that. 
3. Completeness of IF for PROP 
We must show for cp E IF PROP, ~ ~ IF PROP : 
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It is sufficient to show 
We have by Proposition B2.15 the following relation between the two interpreta-
tions: 
Hence we must prove 
We omit I in the notation and we prove 
(*) could be proved in exactly the same way as Proposition B3.14 (Completeness 
for IP relative to PROP), changing only IP in IF. The reason for this is the 
following. In the proof of Proposition B2.7 we showed that Pe, Pi and PH follow 
from Fe, Fi and FL by the substitutions of KX for X and KY for Y. An inspection 
of the proof of completeness for IP relative to PROP shows that every X and Y 
occurring in the proof in cases Pe, Pi and PH have the form KX1 and KY1 and 
therefore also a substitution in the opposite direction is possible. 
We will give another proof and show that (*) is a consequence of Proposition 
B3.14 by proving in Proposition 3.3 that we have 
3.1. DEFINITION. If n is any grammatical class in this paper then 
n = {X I (3Y) YEn 1\ X =[3TJ Y}. 
3.2. DEFINITION (Grammar for derivable formulas for IF). We copy Definition 
B3.12, adding the index O. 
Po Vo I Po :J Po == =(KPo)(KPo); 
go HPo I Po :J go == =(KPo)(Kgo); 
0 0 go I Po. 
Note that [~ll , rl(~, <p) ~ 0 0 , 
3.3. PROPOSITION. IF is conservative over IP in the following sense 
PROOF. We rewrite the rules for IF in the following way: 
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Fe f f- :X(YoZ), f f- XV =? f f- (YoZ)V; 
Fj f,Xxf-(YoZ)x, ff-LX, x~FV(f,X,Y,Z) =? ff-:X(YoZ); 
FL f,Xxf-LY, ff-LX, x~FV(f,X,Y) =? ff-L(FXY). 
The proof of (**) is by induction on the proof of f f-IF M. 
Case Fe. f f-IF M is f f-IF (YoZ)V as consequence of 
f f-IF :X(YoZ), f f-IF Xv. 
By the induction hypothesis one has 
f f-IP :X(YoZ), f f-:rp XV, 
:X(YoZ) = :(Kp)(KO), XV = p, 
where pEPo and OEOo. By rule Pe we have f f-:rp 0, where 0 = (YoZ)V = M. 
Case Fj . f f-IF M is f f-IF :X(YoZ) as consequence of 
f f-IF LX, f , X X f-IF (Y oZ)x with x~FV (f, X, Y, Z). 
By the IH we have 
f f-:rp LX, X = Kp, f,p f-:rp (YoZ)x 
and (YoZ)x = OEOo. Now x~FV(f,p), so x~FV(O) by Proposition B3.10, 
hence YoZ = KO. Therefore by rule Pj we get 
and p::> 0 = :(Kp)(KO) = :X(YoZ) = M. 
Case FL . f f-IF M is f f-IF L(F XY) as consequence of 
f f-IF LX, f,Xx f-IF L(Y) with x~FV(f,X, Y) . 
By the IH one has 
f f-:rp LX, X = Kp, f,p f-:rp L(Y), Y = KpI. 
Hence by rule PH f f-:rp H(p ::> pd· Now H(p ::> PI) = L(K(p ::> pd) 
L(F(Kp)(Kpd) = L(FXY). So f f-:rp M . 0 
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4. Completeness of IG for PRED 
We will show for cp E IF PRED, 6. ~ IF PRED : 
It is sufficient to show 
f~;, [6.]~ , r(6., cp) f-:ra [cp]~M =? 6. f- PRED cp, 
i.e. (by Proposition B2.15: K[cpn = [CP]~01') 
f!'+,[6.jI,f(6.,cp)f-:ra[cpjI =? 6.f-PRED CP. 
Here f; ,+,[6.]l and [cpp stand for f~,~+ , [6.]t and [cp]t. 
The proof is again in several steps. First we define in 4.2 an invariant Oc 
(modulo ,B77-equality) for derivations in IG. Using this invariant we show in 
Lemma 4.19 that in a proof of f;'+, [6.]1,r(6., cp) f-IG N all cuts can be elimi-
nated. From this we get in Proposition 4.23 
and then completeness of IG for PRED is an immediate corollary of this propo-
sition and Proposition B3.11. Instead of f-:ra we shall mostly write f-. 
Now first we repeat Definition B3.2, of the invariant 0 for derivations in TE. 
for the manysorted structure of our example, in order to contrast it with the one 
for derivable statements in IG of Definition 4.2 and also because we need it in 
the sequel. Instead of Xi, Vi and Ti we shall write XA;, VA; and TA;. 
4.1. DEFINITION (Grammar for derivable statements in I=). 
T= TAl I TA2; 
TAl = VAI I a I ITAI I gTAI TA2; 
TA2 = VA2; 
P = PTAI I =Ai().XA;.P) I =(KP)(KP); 
9 = LAi I AiTA; I =Ai().XA; .9) I =(KP)(K9) I L(KP); 
O=9Ip· 
Now we will define the invariant Oc for derivable statements in IG. Oc is 
more complicated then the grammar 0 for I= for several reasons. 
Write f' for f; '+ ' [6. p, f( 6., cp). If f' f- LX in system I= then X = Ai or 
X = Kp with pEP. But if f' f- LX in system IG then we can have for example 
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x = FA I A2 or even X = F (Kp) A2. Therefore we define an extension CG of the set 
of sorts {AI, A2} containing these X's. We need for each lECG a set of variables 
vb, similar to the sets V A1 and V A2. If we took a different set of variables for each 
lECG, then the substitution lemma 4.5, that is needed in the proof of Proposition 
4.11, would not hold. Therefore we define for each lECG the skeleton sk(l), such 
that sk(Kp) is the same for all pEPG and we define V~ = V3 iff sk(ld = Sk(l2). 
The sets TJ will contain .>. - abstractions: if l = Flll2 and t l2 ETJ2 then 
.>.xh .t12 ETJ. This may seem a little bit strange, but in fact it is very natural. For 
example we have f- F AIAI (.>.xA1.X A1 ) by rule Fj • Hence .>.xA1.XA1 should be in 
TJAIAI. Moreover in the proof of Lemma 4.9 we really need that .>.xh .t12 ETJII12. 
Finally PG, gG and OG are very similar to P, 9 and 0, except that besides 
=(Kp)(KO)EOG we now also have =(Kp) ('>'XKp.o)EOG, where x Kp may occur 
free in O. 
4.2 . DEFINITION (Invariant OG for derivable statements in IG). (i) N(=, L) is, 
as in Definition B2.12, A(:, L) extended by the extra constants AI, A2, P, f, g, a 
associated with the signature s of the manysorted structure of our example. 
(ii) Now we will define simultaneously sets QG and CG of sorts (extensions of 
the set {AI, A2}), for each lECG the skeleton sk(l), a set of variables vb and a 
set of terms TJ, sets PG, gG and OG· 
Definition of QG and CG· 
QG = Al I A2 I Gl(.>.xl.q) (lECG, xIEV~, qEQG); 
CG = QG U KPG. 
Definition of sk(l). 
sk(Ai) = Ai; 
sk(Kp) = K(Px~l) (i.e. sk(Kp) is independent of p); 
sk(Gl(.>.xl.q)) = G(sk(l))(.>.xl.sk(q)). 
Definition of Vb· 
We assume that for each skeleton sk(l) there is a different set of variables 
Vsk(l) _ {sk(l) sk(l) sk(l) sk(l) sk(l) sk(l) } G - X ,Xl ,X2 , ... Y ,YI , Y2 , ... 
and for each l E CG we define 
I sk(l) I sk(l) I sk(l) I sk(l) I sk(l) VG = VG , X = X ,Xi = Xi , Y = Y ,Yi = Yi . 
Definition of TJ. 
TJ = a I V~ I TJhITJI, 
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rrl - VI I rrFlllrrll 'f l A 
'c - c 'c 'c, I == 2; 
TJ = f I V~ I TJldTJI I )..xAI.Tt l , if l == FAIAI; 
TJ = 9 I V~ I TJldTJI I )..xAI ·TcA2AI , if l == FAI (FA2Ad; 
TJ = V~ I rolt(Axll.l)TJI I )..xI2 .TJ\ if l == Gl2()..XI2 .l3) , 
l~{FAIAI' FAI(FA2Ad} ; 
if l == Kp. 
Definition of Pc,(lc and Oc· 
Pc = PTtl I ='l()..xl.pc); 
gc = LCc I AiTti I ='l()..xl.gc); 
Oc = Pc I gc· 
(iii) Notation. 
q, ql , q2, q', . .. denote elements of Qc; 
l , h, l2 ' l' , . .. denote elements of Cc; 
P,PI,P2,P' , ... denote elements of Pc. 
4.3. REMARKS. (i) r!,+,[~p,r(~,cp) ~ 0 ~ Oc. 
(ii) If FV(q) = 0 then Gl()..xl.q) =(J Flq. In that case we will denote Gl()..xl.q) 
usually by Flq. In fact we did that already in the above definition. 
(iii) The grammar in the definition is not context-free and this causes some 
inaccuracies in the notation. In the definition of Pc (and similarly at some other 
places) instead of ='l()..xl .pc) we should write =.Cc()..xL.G.Pc) , but then we do 
not know that these two Cc's represent the same lECc . (We may not have 
='ll ()..x I2 .Pc) .) 
(iv) In the definition ofTJ instead of the clause roll (Axll.l)TJI one might expect, 
Gl (Axil I') I I I in view of rule Ge a clause tl I . t21 where l = l'[x I := t21], but that does not 
make a difference because we have for lECc 
rrl [xll :=tll) _ rrl 
'c - ' c, 
as follows easily from 
in Lemma 4.5. 
PROOF . It is clear if l2EQc . Now let l2 = Kp. Then 
Gl1 ()..xlt .l2) = )..Z.='ll(S()..xll.Kp)z) = )..Z.=.ll()..Xll.p) = K(=.ll()..Xll.p))EKPc. 0 
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4.5 . LEMMA. Let W = Qa , Ca, TJ, Pa, Ya, or Oa and let wEW, x lt EV~ , tit ETJI , 
then 
moreover if W = Ca then 
and hence 
PROOF. By induction on the structure of w. Instead of XlI and tll we shall write 
x and t. 
Case wEQa. 
w = Ai. This is trivally ok. 
w = Gl2(AyI2.q). Then w[x := tJ = G(l2[X := tJ)(AyI2 .q[x := tD = 
= G(l2[X := tJ)(AyI2[x:=tl.q[x := tJ) 
(by the second part of the IH for l2) and this is in Qa by 
the first part of the IH for l2 and q. The second part of the 
IH for l2 and q yields sk(w[x := tD = sk(w). 
Case WECa. 
This follows directly from the cases wE Qa , wEPa. 
Case w = tlETJ . 
A Gl(Axl .Ad I l = Al' Now w = X l I , a or tI I t 2. All these cases are easy. 
l = A 2 . Easy. 
l Gl ( ' 12 ) N I tGI3(AX~3 .1)tI3 , 12 tq f E . = 2 /ly .q. ow w = Xl' 1 2, /ly . 1 , or g. asyagam. 
l = Kp. Then w[x := tJEA = T~p. 
Case wEPa . 
w = Pt~l . Then w[x:= tJ = P(t~l[X := tJ) . 
w = =l2(AyI2 .p). Then w[x := tJ = =(h[x := tJ)(AyI2 .p[x := tJ) = 
= =(l2[X := tD(AyI2 [x :=tl.p[x := tJ) . 
Case wEYa. Similarly. o 
4.6. LEMMA. Let eXI ... Xn = [J TJ M for some constant e and some M EOa. Then 
nE{1,2} and M == eYI . .. Yn with }'i =[JTJ X i' 
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PROOF. By Church-Rosser for ,67]-reduction. o 
4.7. LEMMA. Let qEQc pEPc, MEN(=, L) and let a substitute variables for 
variables. Then qM =l-PT/ pCI. 
PROOF. By an easy induction on q, using Church-Rosser. o 
In the definition of Qc one of the clauses is Ai Tti where one might expect the 
more general clause qT6. But AiTti is sufficient as follows from the next lemma. 
4 .8 . LEMMA . 
PROOF. By induction on the structure of q. It is clear if q = Al or A2 . So let q = 
GlI().Xl1.ql) ' Then qtq = GlI().xlt.ql)tq = =ll(S().Xl1 .qdtq) = =ll().XIt .ql(tqXIt )). 
Now tq E T6 = T/jll(AX11.qt) and Xl1ETJl hence tqx l1ET/f/ . So by the induction 
hypothesis one has ql(tqXl1)EQc. Hence =ll().Xll.ql(tqxll))EQc . 0 
4.9. LEMMA . 
PROOF. By induction on the structure of l. It is clear if l = AI, A2 or Kp. So let 
l = GII().xlt.q) . Then lV = =11().Xl1.q(VXl1 )). So q(VXll)EOC and hence by the 
induction hypothesis we have Vx l1 = tqETJ. So V = ).Xl1 .tqET6. 0 
4.10. REMARK. Clearly (Kp)tKp = pEPc , hence combining Lemma's 4.8 and 4.9 
we get 
lVEOc {:} VETJ. 
Now we will prove f I- M, f ~ Gc =? MEOc. The proof is different from 
the proof of Proposition B3.10, because we do not have 
This is shown by the following example 
In fact this is the reason that in the grammar Oc we have elements =(Kp)().xKP.O) 
instead of the simpler elements =(Kp)(KO). 
4.11. PROPOSITION . In IG we have 
f I- M,f ~ Oc =? MEOc. 
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PROOF. By induction on the derivation of r f- lVI. We only consider the three 
specific rules =e, =i and GL • ( The two general rules are easy and Ge, Gi are equiv-
alent to =e, =i. ) 
Case =e. r f- lVI is r f- YV as direct consequence of r f- :::XY, r f- XV. 
By the IH one has :::XY EOG, XV EOG' From :::XY EOG it follows that X = 
l, Y = ).xl.O where OEOG. Now XV = lVEOG, hence V = tlETJ by Lemma 
4.9. lVI = ().XI.O)tl = O[xl := tllEOG by Lemma 4.5. 
Case =i. r f- lVI is r f- :::XY as direct consequence of 
r f- LX, r, Xx f- Yx with x~FV(r, X, Y). 
By the IH one has LXEOG, hence X = lELG' Now x is any variable, so we may 
assume that x = xIEV~. Then lXEOG by Lemma 4.8, hence by the IH we have 
YXEOG. Let Yx = OEOG. Then lVI = :::l().XI.O)EOG' 
Case GL . r f- lVI is r f- L(GXY) as direct consequence of 
r f- LX, r,xx f- L(Yx) with x~FV(r,X, Y). 
By the IH one has LXEOG, hence X = lELG. Again we may assume that 
x = XIEV~. Then lXEOG, hence by the IH we have L(Yx)EOG. So Yx = 
llELG' GXY = Gl().xl.ld)ELG by Lemma 4.4. Hence L(GXY)E9G ~ OG' 
o 
The invariant OG is more complicated than 0 and we cannot prove complete-
ness directly using this grammar, as in in B3.11 for I::: relative to PRED. In fact 
we will use OG in order to show in 4.12-4.21 that in each proof r f-IG lVI, where 
r ~ OG, all cut formulas can be eliminated. From this we get in Proposition 4.23 
conservativity of IG over I::: 
and then completeness of IG for PRED is an immediate corollary of this propo-
sition and Proposition B3.11 . 
Cut elimination 
First we define the :::-length L=.(O) for OEOG (and L=.(t) for tELG ) and state 
some lemma's, without the (trivial) proofs. 
4.12. DEFINITION (:::-length L=.). 
L=.(PtA1 ) = L=.(Ll) = L=.(AitAi) = 0, L=.(:::l().xl.o)) = 1 + L=.(l) + L=.(O), 
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4.13. LEMMA. (i) X, YE£c u Gc, X -'ff(3'1 Y ::::} L=.(X) = L:.(Y). 
(ii) X, YE£C U Gc, X =(3'1 Y ::::} L=.(X) = L=.(Y). 
4.14. DEFINITION. Let MEGc , M =(3'1 O. Then L=.(M) = L=.(O) . 
4.15. LEMMA. L:.(ltl) = L=.(l). 
4.16. LEMMA. XE£c U Gc , tlETJ ::::} L:.(X[xl := t l]) = L=.(X) . 
4.17. LEMMA. 
:XYEGC, XVEGc ::::} L=.(XV) < L:.(:XY) & L=.(YV) < L=.(:XY). 
PROOF. :XY = :l('>'XI .O) and VETJ. Now use Lemma's 4.15 and 4.16. 
4 .18. DEFINITION. A cut elimination is a proof reduction of the following form 
Xx 
IillWJ 
LX Yx "'t5J 
~XY XV 
YV 
:XY is called the cut formula. 
w;} 
XV 
;. \rv/x]DJ 
YV 
4.19. LEMMA. In a proof of r rIG M ( or r rI2 M ), where r ~ Gc, all cut 
formulas can be eliminated by the above proof reduction. 
PROOF. By induction on the maximal :-length of cut formulas in the proof 
of r rIG M. Consider a cut in the proof with a cut formula :XY of maximal 
:-length. Eliminate this cut. Now new cut formulas may have been introduced 
at XV and YV , however by Lemma 4.17 these have shorter :-length. In the 
same way all other cut formulas of maximal :-length can be eliminated and so 
by the induction hypothesis all cut formulas can be eliminated. 0 
4.20. REMARK. The above can easily be generalised to allow ,81]-equality steps 
(Eq-steps) as follows. 
Xx 
'8J \Q;] 
LX Yx 
E ~XY 
q -X'Y' 
Y'V 
'8J 
X'V 
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\§} 
X'V 
Eq-
===:>;> XV 
\rv/x]D2 / 
YV 
Eqy,V 
4.21. REMARK. Similarly we can define cut elimination for IP as a proof reduc-
tion of the following form. 
x 
\QJ \El \EJ 
HX Y WiJ > X 
X::>Y X \EiJ 
Y Y 
This is in fact a special case of Definition 4.18. (Substitute KX for X and KY 
for Y in Definition 4.18.) Also in a proof of r f-IP M where r ~ Oa all cut 
formulas can be eliminated. 
Now we need only one more lemma to derive conservativity of IG over I=' in 
Proposition 4.23. 
4.22. LEMMA. Let r ~ 0 and let r f-IG N be a cut free proof. If the last applied 
rule in the proof is not the =i-rule, nor the GL -rule (modulo the !}fJ-rule), then 
NEO. 
PROOF. The proof is by induction on r f- N. The two general cases are easy, so 
we only consider 
Case =e. r f- N is r f- YV as direct consequence of r f- ='XY, r f- Xv. 
By the induction hypothesis for r f- ='XY we have ='XYEO. We distinguish two 
subcases 
Subcase a). ='XY = =.Ai(AXAi.O) with OEO. The induction hypothesis for 
r f- AiV yields AiVEO and hence VETAi. So N = YV = O[xAi := V]EO. 
Subcase b) . ='XY = ='(Kp)(KO) with OEO. Now YV = OEO. 0 
4.23. PROPOSITION. IG is conservative over I=' in the following sense 
r~O,MEO,rf-IGM =} rf-:r::::M. 
PROOF. By induction on the derivation of r f-IG M. We may assume that the 
proof is cut free. Again we only consider the three specific rules =e, =i and GL . 
Case =e. r f-IG M is r f-IG YV as direct consequence of 
r f-IG ='XY, r f-IG XV. 
='XYEO by Lemma 4.22, so by the IH we have r f-I3 ='XY. Now X = Ai or 
X = KPl, so also XVEO (use Lemma 4.22 for the case: X = Ai ). Again by the 
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IH we get r f-E Xv. So r f-E YV by rule =e. 
Case =i. r f-IG M is r f-:ra =XY as direct consequence of 
r f-IG LX, r,xx f-IG Yx with x~FV(r,X, Y). 
=XYEO so X = Ai or X = KP1 and Yx = OEO. So LXEO, hence we have by 
the IH r f-E LX. Now r,xx ~ O,YxEO, so r,xx f-:r:::: Yx by the IH. Hence 
rf-E=XY. 
Case GL . r f-IG M is r f-IG L(GXY) as direct consequence of 
r f-:ra LX, r,xx f-:ra L(Yx) with x~FV(r,X, Y). 
L(GXY)EO so GXY = Kp, where P = =Ai('xXAi .P2) or P = =(Kpt)(Kp2) with 
P1,P2EP. Since LXEO, we have by the IH r f-E LX. 
We may assume x = XAi . Now (Yx)(zx) = P2. Also L(Yx)EOa. So YxE£a. We 
can not have YxEQa by Lemma 4.7. So Yx = KP3 withp3EPa· P2 = (Yx)(zx) = 
P3' So Yx = Kp2. Hence L(Yx) = HP2EO and the IH yields r,xx f-E Hp2. 
If P = =Ai ('xX Ai .P2) then we have r,xx f-E H(('xXAi ,P2)XAi ). So by rule =H 
we get r f- I :::: H(=Ai('xXAi .P2)), i.e. r f-E L(GXY). If P = =(Kpt) (Kp2) 
then r,P1 f-E HP2 where x~FV(r,p1)' so X~FV(P2) by Proposition B3.10. So 
r, (Kp1)X f-E H((Kp2)X) where x~FV(Kp2)' and therefore by rule =H we get 
r f-I :::: H(=(Kpt)(Kp2))' i.e. r f-E L(GXY). 0 
4.24. PROPOSITION (Completeness of IG for PRED). 
PROOF. This follows directly from the preceding proposition and Proposition 
B3.11. 0 
5. Conclusions and remarks 
In BBD[1993] and in this paper we proved soundness and completeness for the 
direct and indirect interpretations of propositional and predicate calculus into 
illative systems: 
(i) D. f-PROP rp {:} V closed r[[D.J~,r~(D.,rp) f-IP [rpn J; 
(ii) D. f-PRED rp {:} V closed r[r~,;, [D.J;' , r(D., rp) f- I :::: [rpJn 
(iii) D. f-PROP rp {:} V closed r:JM[[D.];', r;.(D., rp) f-:rp [rpJ;'MJ; 
(iv) D. f-PRED rp {:} V closed r:lM[r;.;;, [D.J;', r(D., rp) f-:ra [rp];'MJ. 
The proofs of soundness ( ::::} ) were simple for all 4 cases. The 2 completeness 
proofs for the first interpretation [ J1 where given in BBD[1993J by specialising 
to r = I whereas in the 2 completeness proofs for the second interpretation [ F 
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in the present paper we specialised to r = K. One may wonder if these proofs 
could also be given by specialising to r = I. This is indeed the case as is shown 
in DBB[1997]. 
Let us first compare the proof of completeness of IG for PRED in DBB[1997] 
with that in the present paper. In DBB[1997] we had to show 
r~~+, [t.]L r(t., ip) f-IG [ip]f M => t. f- PRED ip. , 
This proof could not be reduced to a completeness proof for the first interpretation [ F. Hence the completeness could not follow from a conservativity result of 
IG over I: like in Proposition 4.23. We defined an invariant Oc (modulo (3ry-
equality) for derivations in IG. This invariant was similar to Oc of the present 
paper, but there were essential differences. For example in the present paper 
we can have l == K(PtAt ) with TJ = N(:, L), contrasted with l == (PtAt ) and 
TJ == vh I rc1t(>\x1t.I)TJt in DBB[1997]. Using this invariant we showed, like 
in Lemma 4.19, that in a proof of r~,~+,[t.]f,r(t.,ip) f-IG N all cuts can be 
eliminated. Then we defined a second invariant 0 1 similar to 0 in B3.2 and 
using this invariant we proved directly completeness of IG for PRED 
r~,~+, [t.]f,r(t.,ip) f-IG [ip]fM => t. f- PRED ip 
in a way similar to the proof of completeness of [ F : PRED -+ I: in B3.2 -
B3.11. So we didn 't have the conservativity result for IG over I: 
r~O,MEO,rf-IGM => rf-IsM 
of Proposition 4.23. 
Also the completeness proof of IF for PROP was proved in DBB[1997] directly 
i.e. without reducing it to a completeness proof for the first interpretation. Also 
in that case we didn't have the conservativity result for IF over IP 
r f-IF M & r ~ 00 => r f-IP M & ME 00 
of Proposition 3.3. 
5.1. REMARK. In B4.1 we stated that it is possible to work with variants of the 
systems IP, I:, IF and IG based on (3-conversion only. This still holds. It 
might seem that in the proof of 4.9 we used the ry-axiom, but that is not the case, 
because by Definition 4.2 not only jtAtETtt, but also jETJAt At and similarly 
E"FAt(FA2At) 9 'c . 
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