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For solid-solution Ba1−xKxFe2As2 Fermi surface evolution is mapped via Bloch spectral functions
calculated using density functional theory implemented in Korringa-Kohn-Rostoker multiple scattering
theory with the coherent-potential approximation. Spectral functions reveal electronic dispersion, topology,
orbital character, and broadening (electron-lifetime effects) due to chemical disorder. Dissolution of
electron cylinders occurs near x ∼ 0.9 with a nonuniform, topological (Lifshitz) transition, reducing the
interband interactions; yet the dispersion maintains its dxz or dyz character. Formation energies indicate
alloying at x ¼ 0.35, as observed, and a tendency for segregation on the K-rich (x > 0.6) side, explaining
the difficulty of controlling sample quality and the conflicting results between characterized electronic
structures. Our results reveal Fermi surface transitions in alloyed samples that influence s to nodal
superconductivity and suggest the origin for deviations of common trends in Fe-based superconductors,
such as Bud’ko-Ni-Canfield scaling.
DOI: 10.1103/PhysRevLett.112.156401 PACS numbers: 71.18.+y, 74.20.Pq, 74.70.Xa
Superconductivity in Fe-based superconductors (Fe SCs)
is achieved by chemical substitution or applied pressure
to tune geometry and charge [1–6]. Lifshitz transitions
can mark the onset of SC [7,8,17]. Among Fe SCs,
Ba1−xKxFe2As2 (BKFA) stands out for featuring a number
of anomalies in the heavily overdoped (HOD) regime,
including an apparent Fermi-surface transition, and violation
of “universal” trends found in most Fe SCs. Making homog-
enous samples ofHODBKFAhas proven difficult, which has
not been explained.Reliable comparison of electronic proper-
ties between various experiments has also been an issue.
For nonmagnetic, tetragonal (I4=mmm) BKFA, we use
density functional theory (DFT) to detail the Fermi-surface
topology and character, and locate dissolution of electron
pockets and onset of hole blades. The Fermi surface is
mapped from overdoped x ≥ 0.6, and exhibits a Lifshitz
transition near x ¼ 0.9. In Fe SCs, the s gap symmetry is
considered closely tied to intraband transitions among hole
and electron surfaces [18,41]. The loss of these transitions
in HOD BKFA could result in a weakening of spin-
fluctuation-mediated pairing and signal competition with
orbital fluctuations. Formation energies are calculated for
all x, which show chemical instabilities at both under-
doping and heavy overdoping. The instabilities highlight
the difficulty in preparing uniform samples, explaining the
discrepancies between various observed electronic struc-
tures. We verify that paramagnetism given by the “disor-
dered local moment” (DLM) state exhibits similar behavior,
with no change in conclusions.
Background.—Common Fe SCs features or trends have
been identified. The electronic structure is a hybridiza-
tion of Fe 3d and As 4p orbitals, which is sensitive to
lattice parameters and internal (Fe-As) coordinates. At the
experimental lattice parameters, the DFT Fermi surface of
the paramagnetic state often exhibits two or three hole
cylinders at the zone center (Γ point) and two electron
cylinders at the zone corner (X point), which agree well
with angle-resolved photoemission (ARPES), e.g., for
LiFeAs (LFA), BaFe2As2 (BFA), and LaFeAsO (LFAO)
[9–12]. This electronic structure plays a key role in defining
the magnetic and SC ground states. In BFA and LFAO there
is prominent (π, π) nesting between hole and electron
cylinders, in correspondence with the observed antiferro-
magnetic (AFM) ordering [13,14]. Moreover, when nesting
becomes imperfect, as in BaðFe1−xCoxÞ2As2 (BFCA), the
magnetic ordering becomes incommensurate spin-density
wave [15]; in LFA, where nesting is absent, the ground state
is nonmagnetic [11]. Also, spin fluctuations (SF) in this
mode have been correlated to SC [16,17]. Taking this
SF as the dominant pairing mechanism requires an s gap
symmetry, i.e., cylindrical nodes [18], as also evidenced
from a resonance in spin susceptibility [19–21]. Further
universality includes a common trend between the As-Fe-
As bond angle and the critical temperature Tc [22], and the
linear BNC scaling [23], i.e., specific heat jump ΔcS ∝ T3c.
In KFe2As2 (KFA) there are well-defined vertical line
nodes on one of the hole cylinders and a total dissolution of
electron pockets [24], and hole blades appear about X [25].
Application of pressure shows critical behavior in the Tc
response [26]. Universal heat conduction is suggestive of a
d-wave symmetry and possibly a neighboring quantum
critical point [27–30]. The K concentration (x) at which this
transition occurs and what characterizes the transition is
still under debate. In one study BKFA fails to follow the
BNC scaling at x ¼ 0.7–0.8 [31]. An ARPES study sees an
abrupt change in the gap magnitude occurring near x ¼ 0.6,
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simultaneously with a Lifshitz transition [32]. Still other
studies continue to see electron pockets without hole blades
at x ¼ 0.7 and estimate a transition at x ¼ 0.8–0.9 [33].
Andreev reflection finds no transition up to x ¼ 0.77 [34].
And, some studies see hole blades as early as optimal
doping (x ¼ 0.4) [35], and others do not [36].
Complicating measurements is the instability of homog-
enous samples at HOD and low Tc [37].
The BKFA phase diagram (0 ≤ x ≤ 1) is known [38,39].
BFA is a compensated metal in a low-temperature Fmmm
structure with striped AFM [13]. KFA is a nonmagnetic
SC in I4=mmm structure exhibiting only hole carriers [25].
Optimal doping is achieved at x ¼ 0.4 with Tc ¼ 38 K.
A coexistence between AFM and SC exists for
0.1 < x < 0.25, though evidence suggests this is due to
inhomogeneity in the sample [38]. Optimal doping has the
hallmarks of an Fe SC, including nested hole and electron
cylinders and s gap symmetry [36,40]. Nested surfaces
have the same energy gap, suggesting active transitions
between these states [41]. Steric effects, e.g., the As-Fe-As
bond angle, can account for optimal doping at x ¼ 0.4,
where FeAs4 form ideal tetrahedra, and also for diminish-
ing Tc with x > 0.4 [38]. However, it does not explain the
transition to nodal SC and other HOD anomalies.
Calculation details.—DFT calculations were performed
using an all-electron, Korringa-Kohn-Rostoker (KKR)
Green’s functionmethodwithin the coherent potential appro-
ximation (CPA) [42–44]. The methods applied here have
explained the spin-density wave behavior and scattering data
in BaðFe1−xMxÞ2As2 versus solute (M ¼ Co, Ni, Cu) [15],
and the quantum criticality in NbFe2 from an alloying-
mediated Lifshitz transition at an unconventional band
critical point [45]. To improve the basis set, empty spheres
(E1, E2, and E3) were inserted in the structure (Table I).
Sphere sizes weremaximized in the order Ba, Feð¼ AsÞ,E1,
E2, and E3. The same sphere positions were used for the
orthorhombic (Fmmm) structures. All results were obtained
with a 16 × 16 × 16 Monkhort-Pack k-point mesh for
Brillouin zone (BZ) integrals [46], andusing complex energy
(E) contour integration with 25 E points on a Gauss-
Legendre semicircular contour [47]. The valence configu-
rations were taken as Ba 5p66s2, K 3p64s1, Fe 4s23d6, and
As 4s24p3. Fermi energies were determined via the analytic
Lloyd’s formula for an accurate electron count [48]. To avoid
DFT sensitivity to structure, we used measured structural
parameters versus x for bothFmmm and I4=mmm structures
[39]. However, for I4=mmm, the experimental data are
limited versus x, but show that Vegard’s law [49] is invalid.
But, two linear regimes match experiment well (1) from
x ¼ 0–0.3, and (2) from x ¼ 0.3–1.0.
Fermi surfaces are determined via the Bloch spectral
function Aðk; EÞ ¼ −ð1=πÞImGðk;k; EÞ, where G is the
single-particle Green’s function. Aðk; EÞ is the E and
k-space resolved density of states and dispersion. In the
limit of an ordered compound it reduces to Dirac δ
functions that define the band structure EðkÞ. For x ≠ 0
or 1 there is k-dependent spectral broadening and shifting
due to chemical disorder (impurity scattering) handled via
the CPA. The spectral full width at half maximum with
respect to energy is inversely proportional to the lifetime of
electronic states.
Results.—For Ba1−xKxFe2As2 (x ≥ 0.6), we find a
Lifshitz transition in the Fermi surface evolution (Fig. 1),
as is clearly evident at the X point near x ¼ 0.9. Spectral
intensity is scaled according to a false color map given in
Fig. 2(a). The BZ with high-symmetry labels is provided in
Fig. 2(a). Cross sections in Fig. 1 are along the kx − kz (top)
and kx − ky (bottom) plane. A corresponding cut in both
planes is shown as a dashed line at x ¼ 0.85. A 41-screw
symmetry along kz is obeyed at the X point.
As BKFA approaches KFA (i.e., x → 1), holes centered
at Γ grow and electrons at X shrink. Near the critical
concentration xc ¼ 0.9 the electrons disappear and hole
blades appear. We find from x ¼ 0.6 to 0.85 the electron
pockets have shrunk without topological change. Just
before the transition the bands flatten. Each electron pocket
TABLE I. For each sphere, Wyckoff (I4=mmm) positions and
coordinates in face-centered cell with Ba at the corners.
E1 2b ð0.5000a; 0.0000a; 0.0000cÞ
E2 4e ð0.0000a; 0.0000a; 0.2072cÞ
E3 16m ð0.2007a; 0.0000a; 0.1715cÞ
FIG. 1 (color online).
Ba1−xKxFe2As2 Fermi sur-
face evolution of electron
cylinders versus K content.
Intensity is in units of 103
states Ryd−1cell−1, with
scale bar in Fig. 2. Top (bot-
tom): Bloch spectral function
along (010) [(001)] planes in
k space. Solid lines indicate
BZ boundaries. Thick dashed
lines indicate corresponding
cuts between the top and
bottom panels.




maintains its own character (cf. Fig. 2) and undergoes
transitions separately. The electron cylinder with a major
axis along kx splits first between 0.85 < x < 0.90. Three
dimensionality at x ¼ 0.9 is apparent in the top frame. Hole
pockets then appear lateral to X. The second electron
cylinder with a major axis along ky undergoes a split
between 0.90 < x < 0.925. Subsequently, two additional
hole cylinders are established just before x ¼ 1, and at the
end point all Fermi surfaces are holelike. The density of
states nðEÞ is not peaked at the Lifshitz point, suggesting
a more involved relation to SC.
For further perspective, at x ¼ 0.85, just before the
Lifshitz transition, we plot the orbital decomposition
[Fig. 2(b)] and the dispersion (Fig. 3). The evolution of
the transition can be more reliably ascertained at this
concentration (rather than the end compounds) by shifting
the Fermi energy (EF) in Fig. 3 up across the Lifshitz
transition (e− doping) or down (hþ doping). The “band”
broadening is ∼50 meV in energy, comparable to the band
shifts needed to match DFT and ARPES [2]. The k-space
broadening is ∼0.03 reciprocal lattice units. The electron
and hole pockets are osculating; the dissolution of electrons
and appearance of holes is nearly simultaneous. Traveling
from Γ to X across EF, the first three band crossings
correspond to hole cylinders about Γ. The next two cross-
ings represent either the outer and inner e− pockets about X
(above EF), or a single hole cylinder (below EF). Similar
crossings occur traveling from Z to X. The bands that cross
EF arise from Fe 3d orbitals. The character of electron
pockets [Fig. 2(b)] is majority dxz and dyz character, with
some dx2−y2 hybridization. There is a modest dz2 hybridi-
zation on the middle band of the hole pocket about Γ (not
shown), which compares favorably to line nodes on this
hole cylinder found in ARPES [24]. However, the experi-
ment places the dz2 band closer to EF, and crossing at KFA.
The dx2−y2 correspond to the direct Fe-Fe σ bond.
Finally, formation energies (ΔEf) for Ba1−xKxFe2As2
solid solutions at 0 K are shown in Fig. 4. A negative ΔEf
indicates that the sample is more favorable than segregating
to the end point compounds; however, only those alloys
below Maxwell tie lines are globally stable at 0 K, e.g.,
x ¼ 0.35, which is close to optimal doping and where
FeAs4 form ideal tetrahedra. This stability is likely
enhanced by spectral peak overlap of the two electron
cylinders about X near x ¼ 0.4 (Fig. S2 [50]). At small x,
we find, as observed, the orthorhombic phase is more stable
than the tetragonal phase. Tetragonal solid solutions whose
ΔEf lies above the Maxwell tie line are unstable at 0 K to a
mixed compound formed from concentrations at the end
points of the line segment on the tie line. The Maxwell tie
line consists of two segments: one from x ¼ 0 to 0.35 and
another from x ¼ 0.35 to 1.0. This unusual curve reflects in
part the variation of the lattice constants versus x, whose
slopes change near x ¼ 0.3; see Fig. S4 in the
Supplemental Material [50]. For underdoping (0.15–0.3)
the high-T, tetragonal phase form is slightly unstable to
segregation, in agreement with experiment [31]. At nonzero
temperatures entropy will favor the disordered states. To
account for this, the free energy [51] at the experimental
annealing temperature of 1000 K is also shown in Fig. 4,
which exhibits similar behavior to ΔEf (0 K). While the
most stable (global) configuration for x ≥ 0.35 should be
an admixture of Ba0.65K0.35Fe2As2 plus KFe2As2, the free
energy difference to drive this diffusion-limited state is
weak, which explains the large range of concentrations in
samples and conflicting reports on properties. For x > 0.6,
there is a stronger segregation instability, with a maximum
near x ¼ 0.8 (Fig. 4, inset). Experiments indicate a possible
FIG. 2 (color online). (a) Fermi surfaces near X points
(3D perspective) for nonmagnetic, tetragonal Ba0.15K0.85Fe2As2
in units of 103 states Ryd−1cell−1. Cylinderlike electron sheets are
evident. Inset showsBZwith symmetry labels (theBZheight shrinks
as x increases). (b) Electron cylinders are decomposed into Fe-site
orbital projections. x and y directions in real space coincide with
neighboring Fe-Fe bonds in the Fe square net. Spectral intensities
projected by character do not follow the symmetry of the crystal.
FIG. 3 (color online). Electronic dispersion (Bloch spectral
functions) of Ba0.15K0.85Fe2As2 near Fermi energy (0 eV) from Γ ¼
½000 to X ¼ ½100 to Z ¼ ½110. Spectral broadening is evident.




miscibility gap from x ¼ 0.64 to 0.82 at a growth temper-
ature of 1000 °C[52].
For completeness, in Fig. 4 we include calculations of
ΔEf (0 K) versus x for the paramagnetic DLM state in
which Fe moments of 1.0μB are randomly oriented, from a
self-consistent electronic structure with spin disorder.
These results show very similar energetics to the non-
magnetic ones, indicating both paramagnetic states lead to
similar results. Either way, our formation energy results
certainly clarify some of the difficulty of controlling sample
composition and quality, which is reflected in the asso-
ciated conflicting results on experimentally characterizing
the electronic structure of BKFA.
In summary, among Fe SCs, BKFA is of particular
interest because it undergoes a transition at heavy over-
doping that has yet to be fully understood, and deviates
from known FeSC trends. Making homogenous samples in
this concentration range has proved difficult, as explained
via our results on stability. Using KKR-CPA methods, we
have gone beyond the rigid-band approximation to explore
the full concentration range. We find a Lifshitz transition
near x ¼ 0.9 that occurs in parts; both electron cylinders
disappear at slightly different x. The Lifshitz transition
marks a reduction of interband transitions and likely a
weakening of SF-mediated pairs. The orbital character of
the dispersion near the transition is strongly pronounced,
unlike that observed on the underdoped side [9]. This may
suggest increased competition of spin and orbital fluctua-
tions; there have been SFs observed in KFA at the (π, π)
mode [53]. We also find the electronic disorder broadening
is comparable to band shifts required for DFT to ARPES to
match. The Lifshitz transition behavior detailed here also
suggests an explanation for the observed deviation from the
linear BNC scaling [23].
More ARPES studies in this regime, and indirect bulk
measurements of the Lifshitz transition, such as the Hall
coefficient, would connect directly to our results. A reversion
fromnodalSC to standardsmayoccurunder the application
of pressure to KFA [26]. This may also be due to a Lifshitz
transition, as electron doping has been found to correlatewith
pressure for FeSCs [54]. Studying theFermi surface response
to pressure to see if a Lifshitz response can be ruled out may
resolve this. However, the response of Tc with e− doping is
continuous, while response under pressure is discontinuous,
suggesting these changes have different origins.
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