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“I learned that courage was not the absence of fear, but the triumph over it. 
The brave man is not he who does not feel afraid, but he who conquers that fear.” 







A crescente importância da extração de petróleo e gás natural na economia 
brasileira tem resultado em relevantes investimentos no setor, resultando nos 
últimos anos recordes históricos de produção. Em contrapartida, à medida que um 
reservatório de petróleo amadurece, começam a ser observadas instabilidades na 
produção. A principal fonte desse fenômeno é o escoamento em golfadas 
(slugging). Seu surgimento é indesejado por causar dificuldades de operação e 
perdas na produção. 
Estudos sobre supressão das golfadas são realizados desde 1930. Dentre as 
medidas possíveis, o uso de controle automático no sistema de elevação tem 
recebido especial atenção em anos recentes. A metodologia mais comum consiste 
em controlar uma medida de pressão na tubulação através da manipulação da 
válvula choke de produção. A incorporação de um modelo simplificado dá ao 
controlador recursos de antecipação para as medidas de controle. 
Contudo, a qualidade de predição do modelo é limitada pelos parâmetros de 
ajuste utilizados. Os métodos de obtenção dos parâmetros são complexos e 
geralmente requerem tentativa e erro. Poucos autores propuseram metodologias 
de estimação desses parâmetros com base em algoritmos de otimização. O grande 
obstáculo para essa linha é inerente aos dados de referência utilizados por 
apresentarem ciclo limite estável. 
Assim, o presente trabalho propõe uma nova metodologia para estimação de 
parâmetros de modelos com ciclo limite. Seu uso está condicionado a uma 
metodologia de tratamento dos dados que visa concentrar as informações de 
múltiplos ciclos em um único ciclo representativo através de superposição de 
dados. Além disso, critérios de estabilidade foram estabelecidos devido à natureza 
dos modelos. O método foi aplicado a dois modelos da literatura, cujos resultados 
publicados foram comparados estatisticamente aos aqui obtidos. 
Os parâmetros obtidos com a nova metodologia apresentaram ajustes melhores 
nos dois casos estudados. Dado que a capacidade preditiva de uma estrutura de 
controle baseada em modelos depende justamente da representatividade do 
modelo utilizado, a obtenção de bons ajustes se traduz em resultados melhores 
para o controlador. Assim, a metodologia proposta neste trabalho se comprova 
como um importante acessório na melhoria da eficiência de recuperação dos 










The rising importance of the oil and gas industry for the Brazilian economy has 
brought significant investments to this sector. Recent years have registered record 
levels of production. On the other hand, as a reservoir reaches advanced stages of 
its life cycle, production instabilities begin to arise due to the slugging phenomenon. 
This causes operation problems as well as production losses that justify researching 
methods of suppression. 
Slugging suppression has been investigated as early as the 1930s. Among the 
anti-slugging measures is the usage of automated control in oil elevation systems. 
The most common methodology revolves around controlling a pressure measure in 
the production line by manipulating the production choke valve. The addition of 
simplified slugging models incorporates a predictive response to the control system. 
However, the quality of model predictions is limited by the parameters used. 
Methods of obtaining these parameters are complex and often require trial and error. 
Few authors have proposed parameter estimation methods based on optimization 
algorithms. The main issue for this approach is the limit cycle behavior of the 
reference data required to adjust these models. 
Therefore, the present work proposes a new objective function for parameter 
estimation of limit cycle models. Its usage is conditioned to a data treatment 
methodology that aims at representing multiple cycles in a reference data set into a 
single mean cycle. Furthermore, stability criteria were established due to the dual 
nature of these models, which may present steady state or limit cycle responses. 
The proposed method was applied to two published models, whose results were 
statistically compared to those obtained hereafter. 
The parameters estimated using the new method presented better model fits for 
both case studies. Given that the predictive capacity of a control structure based on 
models heavily depends on the quality of the employed models, obtaining better fits 
will present better results for the controller. Therefore, the proposed method is 
proven to be an important accessory in the road to improving the recovery efficiency 
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A extração de petróleo e gás natural representam uma significativa parcela do 
PIB nacional. Após o decreto da chamada Lei do Petróleo, em 1998, foi criada a 
Agência Nacional do Petróleo, Gás Natural e Biocombustíveis (ANP) e instituiu-se 
o fim do monopólio de extração da Petrobras. Isso causou o início da crescente 
participação do setor de petróleo no PIB nacional, como pode ser observado na 
Figura 1.1: 
 
Figura 1.1: Participações estimadas do setor de petróleo e da Petrobras no PIB a 
preços de mercado (PIBpm) brasileiro de 1955 a 2003. (ARAGÃO, 2004) 
Somente no período entre 1998 e 2003, essa participação cresceu de 2,5% para 
6,9% (ARAGÃO, 2004). Estima-se que em 2017 a participação tenha sido de 13% 
do PIB nacional, representando 50% da oferta interna de energia do país. A 
produção de barris por dia de petróleo cresceu 268% só entre o período de 1998 a 
2017, aumentando de 970 mil para 2,6 milhões de barris por dia. Já a produção de 
gás natural cresceu 370%, de 30 milhões para 111 milhões de metros cúbicos por 
dia (ANP, 2018). Um fator que contribuiu para o aumento da participação do setor 
foi a descoberta da camada pré-sal em 2007, que em julho de 2017 representou 






À medida que um poço alcança um estágio maduro de sua vida útil, torna-se 
necessário o emprego de técnicas de elevação artificial que aumentem a 
recuperação de produto do poço. A técnica mais comum para essa etapa é 
conhecida como gas-lift e representava em 2009 uma parcela de 72% das técnicas 
de elevação artificial alocadas à produção da Petrobras. (RIZZO FILHO, 2011) 
A popularidade do gas-lift se dá pela versatilidade: pode ser aplicado em poços 
com até 2.600 metros de profundidade em fluidos que apresentem alto teor de areia 
e elevada razão gás-líquido. Consiste basicamente na aeração do sistema de 
elevação pela injeção de gás natural. A contrapartida do método de gas-lift consiste 
no surgimento do regime de escoamento chamado de golfadas ou slug. (THOMAS, 
2001) 
Sob esse regime, o sistema de elevação de petróleo apresenta períodos 
intermitentes de produção de óleo e gás, configurando um ciclo limite. O excesso 
de produção de óleo pode fazer com que o separador transborde, ocasionando shut 
down do mesmo. Já um período de alta produção de gás causa dificuldades 
operacionais durante o flaring. Além disso, as altas oscilações de pressão no 
sistema diminuem a produção total obtida. (JANSEN, F.E.; SHOHAM; TAITEL, 
1996) 
As origens dessas flutuações podem ser relacionadas tanto a aberturas maiores 
da válvula choke de produção (Figura 1.2a) quanto a vazões menores de gas-lift 
(Figura 1.2b), configurando um sistema com bifurcação Hopf. É visível que existe 
uma margem considerável para aumento da eficiência de recuperação de petróleo 
se as instabilidades puderem ser atenuadas. Com isso em mente, uma das 
soluções possíveis consiste no emprego de métodos de automação e controle. 
(FOSS, 2012) 
 
Figura 1.2: Ilustração da influência das instabilidades oriundas do regime de 
golfadas na produção de petróleo em malha aberta. Adaptado de Hu (2004) e Di 
Meglio et al. (2012). 
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Alguns autores apresentaram resultados promissores utilizando um controlador 
PI com uma medida de pressão do fundo da tubulação (DALSMO; HALVORSEN; 
SLUPPHAUG, 2002; GODHAVN; FARD; FUCHS, 2005; HAVRE; STORNES; 
STRAY, 2000). Contudo, medidas desse tipo nem sempre estão disponíveis. Além 
disso, um controlador tão simples pode apresentar dificuldades de aplicação para 
faixas maiores de pontos operacionais porque não incorpora termos de antecipação 
(DI MEGLIO et al., 2012). 
1.2 Objetivos 
Esses obstáculos impulsionaram o desenvolvimento de modelos simplificados 
que pudessem descrever sistemas em regime de golfadas para melhorar a 
eficiência dos métodos de controle. Modelos baseados em Equações Diferenciais 
Ordinárias são suficientes para capturar as principais características das golfadas 
(DI MEGLIO; KAASA; PETIT, 2009; DIEHL et al., 2017; JANSEN, BÅRD et al., 
1999; STORKAAS, E, 2005). Contudo, a obtenção dos parâmetros de ajuste 
desses modelos é complexa devido ao surgimento de ciclo limite. A literatura sobre 
a estimação dos parâmetros utilizando algoritmos de otimização também é escassa 
(APIO; BOTELHO; TRIERWEILER, 2018; DIEHL et al., 2017). 
Dessa forma, o objetivo primário do presente trabalho é melhorar a performance 
de algoritmos de otimização para estimação de parâmetros de modelos com 
bifurcação Hopf através de uma nova metodologia baseada em Mínimos 
Quadrados Ponderados. Foram estudados dois modelos simplificados para 
sistemas de elevação de petróleo. A nova metodologia foi aplicada em três casos 
de estudo: um caso teórico com distúrbio e discrepância de modelo; e dois casos 
com dados reais de operação. O objetivo secundário do trabalho é comparar 
estatisticamente os resultados obtidos com as metodologias disponíveis na 
literatura.   
1.3 Estrutura da dissertação 
O Capítulo 2 apresenta os conhecimentos necessários para o melhor 
entendimento do trabalho. São apresentados os sistemas de elevação de petróleo, 
bem como as misturas multifásicas envolvidas e as origens principais do regime de 
golfadas. Também são discutidos os conceitos de ciclo limite e bifurcação Hopf, 
assim como as metodologias disponíveis na literatura para estimação de 
parâmetros de modelos com esse tipo de bifurcação. Os principais métodos de 
controle automático baseado em modelo são comentados. Por fim, são 
apresentados os modelos estudados e os métodos de ajuste dos parâmetros 
sugeridos pelos respectivos autores. 
O Capítulo 3 mostra a influência do ciclo limite na estimação de parâmetros com 
Mínimos Quadrados. A nova função objetivo é descrita em detalhes e suas 
vantagens são ilustradas com uma função senoidal. Para sua aplicação em 
modelos de golfadas foi necessária a determinação de critérios de estabilidade dos 
conjuntos de dados estudados.  
O Capítulo 4 apresenta os recursos estatísticos empregados na avaliação dos 
resultados. A fundamentação teórica é baseada na literatura e visa explicar as 
métricas utilizadas tanto para os resultados obtidos quanto para os resultados de 





No Capítulo 5 são apresentados os resultados para três estudos de caso com 
base em dois modelos. Para o primeiro modelo, são estudados três cenários em 
que diferentes referências são utilizadas na estimação; para o segundo, estudaram-
se três cenários relacionados a um dos parâmetros do modelo e também um 
cenário em que três referências são usadas em uma mesma estimação. 
O Capítulo 6 apresenta as conclusões e as sugestões de trabalhos futuros. 
Comenta-se a qualidade dos resultados obtidos e também possíveis estratégias 
para a estimação de parâmetros de um dos modelos, baseadas nos resultados 
apresentados. Outras aplicações da metodologia são sugeridas com base na 
versatilidade da obtenção de um ciclo representativo de um conjunto de dados em 
ciclo limite. 
Por fim, o Apêndice A – apresenta os principais códigos implementados para a 
obtenção dos resultados. São apresentados tanto códigos autorais quanto códigos 
disponíveis de forma gratuita. 
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Neste capítulo serão descritos os sistemas de elevação de petróleo que utilizam 
gas-lift como fonte de elevação artificial. São descritos os escoamentos multifásicos 
apresentados por esses sistemas, bem como as condições para o surgimento do 
regime de golfadas. Também são definidos os conceitos de ciclo limite e bifurcação 
Hopf. Comenta-se a metodologia de automação e controle baseada em modelos 
para atenuação de golfadas. Por fim, são apresentados os modelos utilizados para 
a obtenção dos resultados deste trabalho. 
2.1 Sistemas de elevação de petróleo 
Na produção de petróleo, os sistemas de elevação de poços offshore são um 
conjunto de válvulas e longos tubos que transportam uma mistura complexa de 
água, areia, gás e óleo proveniente de um reservatório para suas instalações de 
processamento de superfície, conforme ilustrado na Figura 2.1. As seções do 
sistema podem ser divididas em reservatório, poço, flowline, riser e instalações de 
superfície. Os poços transportam a mistura do reservatório até o fundo do mar. 
Múltiplos poços podem ser ligados a uma única linha de produção por um conjunto 
de válvulas chamado de manifold ou "árvore de Natal". Do manifold, a mistura 
segue pelo flowline conforme a disposição da tubulação em relação ao terreno. 
Finalmente, a tubulação inclina até a plataforma de produção, na seção do riser. 
(DI MEGLIO et al., 2012) 
Contudo, certas condições de temperatura e pressão podem favorecer o 
surgimento de um sistema bifásico, um sistema trifásico ou até um sistema com 
emulsões. Ainda, muitos poços apresentam o sistema gas-lift como fonte de 
elevação natural. Como ilustrado na Figura 2.2, esse sistema consiste em uma 
casca externa ao poço que injeta o gás produzido na superfície de volta à linha de 
produção para diminuir a pressão hidrodinâmica e facilitar o fluxo da mistura. O uso 
de gas-lift é comum porque aumenta a recuperação de produtos conforme o 
reservatório se aproxima do fim de sua vida útil, o que diminui sua pressão (RIZZO 
FILHO, 2011). 




Figura 2.1: Representação de sistema de elevação offshore. Adaptado de Di 
Meglio et al. (2012). 
 
 
Figura 2.2: Representação de um sistema gas-lift. Adaptado de Aamo et al. 
(2005). 
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2.2 Escoamento multifásico 
A natureza da mistura obtida dos reservatórios faz com que o processo de 
deslocar os produtos até plataformas de processamento envolva complexos 
escoamentos multifásicos. A disposição espacial das fases nos dutos pode 
caracterizar regimes ou padrões de escoamento com propriedades bem diferentes 
em relação à clássica abordagem monofásica para escoamentos (BAKER, 1954). 
A classificação e as características de escoamentos líquido-gás são bem 
conhecidas e documentadas em revisões sobre escoamento multifásico (WALLIS, 
1969; WEISMAN, 1983). A partir da configuração da tubulação (vertical ou 




onde  é a velocidade superficial,   é a taxa de fluxo volumétrico,  é a área da 
seção transversal e os subíndices  e  representam líquido e gás, 
respectivamente. Regimes comuns são ilustrados na Figura 2.3 e na Figura 2.4. As 
classificações gerais de regime são (JAHANSHAHI, 2013): 
 Escoamento estratificado: somente possível para geometria horizontal. 
Apresenta duas fases distintas de gás e líquido em que o gás permanece 
acima do líquido por diferença de massa específica. 
 Escoamento em bolha alongada: apresenta bolhas alongadas com três 
regiões distintas: nariz, corpo e cauda. 
 Escoamento em golfadas: caracterizado por bolhas intermitentes cuja seção 
transversal tende a ocupar toda a área disponível para escoamento da 
tubulação. 
 Escoamento em bolhas: apresenta bolhas de gás dispersas no meio líquido. 
 Escoamento anular: a fase gás é predominante enquanto um filme de líquido 
escoa nas paredes do tubo. 
Estudos foram feitos para relacionar as velocidades superficiais de gás e líquido 
com os regimes de escoamento observados (BAKER, 1954; JANSEN, F.E.; 
SHOHAM; TAITEL, 1996; SCHMIDT; BRILL; BEGGS, 1980, 1979; WEISMAN; 
KANG, 1981). Os resultados foram usados para gerar mapas de escoamento que 
representassem essas relações graficamente, como ilustrado na Figura 2.5. Além 
disso, esses estudos incluem esforços feitos na tentativa de matematicamente 
prever as regiões de transição. Apesar disso, os experimentos realizados 
restringem a validade dos modelos preditivos por serem feitos utilizando tubulações 
de diâmetro específico e misturas bifásicas com características físico-químicas 
distintas das misturas reais (BRENNEN, 2005). 




Figura 2.3: Tipos de escoamento horizontal. Adaptado de Jahanshahi (2013). 
 
Figura 2.4: Tipos de escoamento vertical. Adaptado de Jahanshahi (2013). 
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Figura 2.5: Mapa de regimes para escoamento vertical. Zonas tracejadas indicam 
regiões de transição. Adaptado de Weisman e Kang (1981). 
2.3 Regime de golfadas 
Dentre os padrões de escoamento multifásicos observados, o regime de 
golfadas é um grande obstáculo para a produção de petróleo. Seu surgimento 
decorre de uma distribuição não-homogênea de gás e líquido em tubulações de 
transporte de petróleo, podendo causar significativas perdas na produção e, 
consequentemente, no lucro obtido. (DI MEGLIO et al., 2012) 
Sob regime de golfadas, o sistema alterna entre períodos de alta produção de 
gás e baixa produção de líquido e períodos com baixa produção de gás e alta 
produção de líquido. Existem seis tipos distintos de mecanismos para golfadas em 
sistemas de elevação (JAHANSHAHI, 2013), três dos quais têm recebido maior 
interesse na área de modelagem: golfadas por acidente, golfadas por casing-
heading e golfadas por ondas de densidade. 
2.3.1 Golfadas por acidente 
Esse tipo de mecanismo ocorre quando acidentes na disposição espacial da 
tubulação favorecem o acúmulo de líquido em um ponto mínimo ou acidente. Seu 
surgimento é mais frequente no limite entre pipeline e riser. O mecanismo pode ser 
descrito por um ciclo em quatro etapas, ilustrados pela Figura 2.6 (STORKAAS, 
2005): 
1. Líquido acumula em um ponto de mínimo, bloqueando a passagem de 
gás; 
2. Gás acumula à montante do acidente em uma bolha; 
3. A pressão da bolha vence a pressão à jusante, gás começa a fluir e 
líquido é abruptamente expulso da tubulação; 
4. A pressão de gás no acidente é insuficiente para manter o fluxo através 
do ponto de mínimo e líquido volta a acumular. 




Figura 2.6: Exemplo de ciclo das golfadas por acidente em sistemas pipeline-riser 
sendo a fase líquida representada em azul. Adaptado de Storkaas (2005). 
 
2.3.2 Golfadas por casing-heading 
Ocorre em sistemas gas-lift, quando a válvula de injeção de gás opera fora da 
zona supersônica. Nessas condições, variações na diferença de pressão entre 
casco e tubing têm impacto direto sobre a vazão de gas-lift para o tubing. O 
surgimento das golfadas se dá quando a vazão de gás da superfície é insuficiente 
para manter a pressão do casco constante frente às flutuações de vazão do gás 
injetado por causa das variações de pressão no tubing. O processo pode ser 
descrito como um ciclo com as seguintes etapas (AAMO et al., 2005): 
1. Conforme o gás do casco anular flui para o tubing, a pressão do tubing 
diminui, acelerando a entrada de gás;  
2. Gás empurra o líquido para fora do tubing, enquanto a pressão do casco 
diminui drasticamente; 
3. A pressão do casco é insuficiente para permitir o fluxo de gás. Líquido 
começa a acumular no tubing, e gás, no casco; 
4. Eventualmente, o acúmulo de gás no casco permite a reentrada de gás 
no tubing, e o ciclo recomeça. 
2.3.3 Golfadas por ondas de densidade 
Esse mecanismo ocorre em sistemas gas-lift quando a válvula de injeção opera 
em condições supersônicas. Nessa situação, a taxa de injeção de gas-lift depende 
apenas da pressão do casco, e não da diferença de pressão entre casco e tubing. 
Pode-se descrever o processo cíclico com as seguintes etapas (SINEGRE; PETIT; 
MENEGATTI, 2006): 
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1. A produção de óleo na superfície é nula, mas a pressão de fundo do 
tubing é menor do que a pressão do reservatório. Assim, há fluxo de óleo 
do reservatório para o sistema e a pressão de fundo do tubing aumenta; 
2. A pressão de fundo do tubing se torna constante e a entrada de óleo 
cessa. Contudo, a vazão de gas-lift é constante, fazendo com que o óleo 
produzido na etapa 1 alcance a superfície. 
3. A produção de óleo na etapa 2 causa uma queda de pressão no poço. A 
pressão de fundo do tubing diminui, permitindo novamente a entrada de 
óleo no sistema. 
 
2.4 Ciclo limite e bifurcação Hopf 
As perturbações causadas pelas golfadas se apresentam nos sistemas como 
um ciclo limite estável. Ciclo limite é uma solução periódica de um sistema dinâmico 
não linear quando para uma variável  existe um tempo  tal que 
 para todo . Para modelos, se a variação de um parâmetro  faz com que 
o sistema migre de um estado de equilíbrio para um ciclo limite a partir de um valor 
, então o sistema apresenta bifurcação Hopf, onde  é o ponto de bifurcação. 
(SEYDEL, 2010) 
Um exemplo de sistema com bifurcação Hopf é dado pelas Equações (2.3) e 
(2.4). Quando , o sistema apresenta equilíbrio. A partir de , o sistema 
sempre apresenta ciclo limite. As duas condições independem dos valores iniciais 




Figura 2.7: Bifurcação Hopf gerada a partir do exemplo. (SEYDEL, 2010) 
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2.5 Modelagem aplicada a automação e controle 
Dadas as instabilidades descritas anteriormente, torna-se interessante o uso de 
métodos que atenuem as oscilações geradas pelo regime de golfadas. A solução 
mais simples consiste na diminuição da abertura da válvula de produção 
(SCHMIDT; BRILL; BEGGS, 1980, 1979). Isso elimina as oscilações, 
caracterizando um sistema com bifurcação Hopf: valores menores do que o valor 
crítico de abertura apresentam resposta amortecida, enquanto valores maiores 
apresentam oscilações em ciclo limite estável. Contudo, a produção total depende 
diretamente da abertura da válvula. Assim, o aumento de produção sem influência 
de golfadas se torna dependente do desenvolvimento de outros métodos. 
Considerando-se que os sistemas de elevação estão submersos, a manutenção 
de qualquer equipamento representa um custo elevado de dinheiro e tempo. Além 
disso, o número de instrumentos e de medidas disponíveis é geralmente mínimo 
devido a restrições impostas ao projeto do sistema (PEDERSEN; DURDEVIC; 
YANG, 2017). Com isso em mente, muitos autores têm proposto soluções pouco 
custosas para aumento de produção nessas condições (BAILEY et al., 2014; DI 
MEGLIO et al., 2012; GODHAVN; FARD; FUCHS, 2005; HAVRE; DALSMO, 2002; 
JANSEN, F.E.; SHOHAM; TAITEL, 1996; SARICA; TENGESDAL, 2000; 
SKOGESTAD; JAHANSHAHI; HANSEN, 2012; STORNES; HAVRE; STRAY, 
2000). 
Dentre os métodos estudados está o controle preditivo baseado em modelos. 
Esse tipo de medida anti-golfada utiliza medidas de pressão do sistema de 
elevação para manipular a válvula de produção. Contudo, a aplicação desse 
método é condicionada a modelos de baixa complexidade, que apresentem pouco 
custo computacional. Modelos como o OLGA (BENDIKSEN et al., 1991), baseados 
em Equações Diferenciais Parciais (EDP), apresentam alta precisão ao custo de 
um grande tempo computacional que impossibilita sua aplicação online.  
Já modelos baseados em Equações Diferenciais Ordinárias apresentam baixo 
custo computacional, gerando resultados numa pequena fração do tempo de 
simulação de modelos com EDP. Em contrapartida, esses modelos são baseados 
em simplificações do sistema que requerem parâmetros de ajuste de complexa 
determinação analítica e de difícil estimação numérica (AAMO et al., 2005; DI 
MEGLIO; KAASA; PETIT, 2009; DIEHL et al., 2017; EIKREM; AAMO; FOSS, 2008; 
JAHANSHAHI, ESMAEIL; SKOGESTAD, 2011; SKOGESTAD; JAHANSHAHI; 
HANSEN, 2012; STORKAAS, ESPEN, 2005). 
2.6 Modelo de Di Meglio, Kaasa e Petit (2009) 
Em seu trabalho, Di Meglio, Kaasa e Petit (2009), tendo em vista os modelos 
desenvolvidos até a data, propuseram um modelo simples que pudesse reproduzir 
as golfadas severas observadas na seção do riser. A grande contribuição dos 
autores está em utilizar fenômenos físicos em conjunto com um mecanismo artificial 
para a simulação das golfadas. 
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2.6.1 Descrição do modelo 
Considere a seção ilustrada na Figura 2.8. É considerado que a geometria da 
tubulação favorece a obstrução e o acúmulo de gás. O fluxo de gás através dessa 
obstrução é modelado por uma válvula virtual. É suposto que à montante da válvula 
existe um volume fixo de gás, denominado de bolha alongada. Assumindo que a 
válvula não permite fluxo inverso, enquanto a pressão da bolha não excede a 
pressão hidrodinâmica do riser, não existe fluxo de gás através da válvula, gerando 
o acúmulo de gás que causa as instabilidades observadas.  
 
Figura 2.8: Representação do modelo de três estados. (DI MEGLIO et al., 2012) 
O modelo pressupõe então a existência de três seções de acúmulo distintas: 
dois volumes de gás separados pela válvula virtual e um volume de líquido. Assim, 
as variáveis de estado são a massa de gás na bolha alongada, , a massa de 





onde  e  são as taxas de vazão mássica entrando ( ) e saindo ( ) do 
riser para o líquido ( ) e para o gás ( ),  é a taxa de vazão mássica do gás através 
da válvula virtual e  corresponde à fração do gás que entra diretamente no 
riser, sendo o restante acumulado na bolha alongada de volume fixo . Dada a 
vazão mássica total , as seguintes suposições são feitas: 
 (2.8) 




ou seja, considera-se que . Originalmente, os autores propuseram que 
ambas as válvulas virtual e de produção fossem modeladas como válvulas lineares 
em relação às diferenças de pressão, sem permitir fluxo inverso: 
 (2.10) 
 (2.11) 
onde  é a pressão da bolha alongada,  é a pressão na saída da válvula 
virtual,  é a abertura da válvula de produção,  é a constante da válvula 
virtual,  é a constante da válvula de produção e  é a pressão do separador na 
saída da válvula de produção. Contudo, em trabalhos recentes a válvula de 
produção foi modificada de modo a melhor representar o fluxo bifásico (DI MEGLIO 
et al., 2010, 2012): 
 (2.12) 
O volume de gás no riser  é considerado como todo o volume que não é 
ocupado pelo líquido no riser: 
 (2.13) 
 (2.14) 
onde  é o volume do riser,  é o comprimento da tubulação,  é a área da seção 
transversal,  é a massa específica da fase líquida e  representa a massa de 
líquido sempre presente no riser que não é afetada pela dinâmica do sistema. Para 
o cálculo das pressões, o sistema é considerado como dominado pelo efeito da 
gravidade, sendo a perda de carga desconsiderada. Além disso, assume-se que a 





onde  é a pressão no riser,  é a constante universal dos gases,  é a 
temperatura,  é a massa molar da fase gasosa,  é a aceleração da gravidade e 
 é a inclinação do riser. 
Assim, o modelo apresenta onze parâmetros fixos relacionados às 
características físico-químicas e geométricas do sistema:  
 ; e cinco parâmetros de ajuste -  e . Procedimentos 
de obtenção dos parâmetros foram propostos (DI MEGLIO et al., 2010; DI MEGLIO; 
KAASA; PETIT, 2009). Contudo, trabalhos que incluíram o modelo para fins de 
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comparação tentaram utilizar esses procedimentos e não obtiveram resultados 
satisfatórios, sendo que os parâmetros foram então ajustados por tentativa e erro 
(JAHANSHAHI, E. et al., 2014; JAHANSHAHI, 2013). 
2.6.2 Ajuste de parâmetros 
Em seu trabalho, Di Meglio et al. (2010) descrevem métodos de obtenção dos 
parâmetros. Contudo, diversas considerações são feitas para a determinação 
analítica ou numérica dos parâmetros. Primeiramente, o modelo assume que as 
vazões de entrada são constantes. Isso facilita os cálculos das equações 
diferenciais, mas os autores notam que esses valores não são constantes nem são 
medidos nos sistemas reais. Assim, são utilizadas as próprias vazões médias de 
saída, obtidas com medidores multifásicos de vazão ou com simuladores como o 
OLGA. 
Segundo os autores, é matematicamente difícil de se estudar os impactos da 
constante da válvula virtual  sobre a dinâmica do sistema, de modo que é 
sugerido um valor de  (kg.s.m-1). Já a constante da válvula de produção  é 
geralmente fornecida pelo fabricante. Porém, a Equação (2.12) assume que a 
massa específica da mistura é constante, o que significa que a pressão de topo na 
condição de equilíbrio não representa o sistema para todos os valores de abertura.  
A partir das vazões de entrada, os autores propõem que a constante de válvula 
da saída, , seja calculada em uma condição de equilíbrio utilizando-se uma 
pressão de topo medida   para uma única abertura  tal que  , onde  é 
o ponto de bifurcação Hopf do sistema: 
 
(2.18) 
O parâmetro  é obtido para uma medida real da pressão de fundo   





O volume da bolha alongada  é determinado a partir da matriz Jacobiana do 
sistema na condição crítica, . Com o auxílio de um algoritmo de otimização, o 
valor de  deve satisfazer a seguinte equação: 
 (2.23) 
onde  é um dos dois autovalores complexos conjugados de . Por fim, a 
obtenção do parâmetro  depende da disponibilidade de medidas da pressão de 
fundo do riser. Quando essa medida existe, é possível calcular o valor do parâmetro 
com o pico de pressão, : 




Sem essa medida, o valor deve ser obtido por tentativa e erro de forma a ajustar 
a magnitude das oscilações da pressão de topo. 
2.7 Modelo de Diehl et al. (2017) 
De forma a modelar o sistema de elevação completo, ilustrado na Figura 2.9, 
Diehl et al. (2017) uniram e aprimoraram os trabalhos de Jahanshahi et al. (2012) 
e Di Meglio et al. (2012). O Fast Offshore Wells Model (FOWM) inclui as dinâmicas 
de reservatório, gas-lift, poço e riser. 
2.7.1 Descrição do modelo 
Primeiramente, considera-se que a principal força-motriz do processo é a 
pressão do reservatório, , assumida constante. A taxa mássica de produção do 
reservatório, , é dada pelo modelo não-linear proposto por Vogel (1968): 
 (2.25) 
onde  é o coeficiente de fluxo do reservatório e  é a pressão no fundo do poço 
(bottomhole). Do reservatório em diante, as dinâmicas do sistema são modeladas 
por balanço de massa. Considera-se que a mistura produzida pelo reservatório é 
composta de uma fase gás e uma fase líquida cuja fração gasosa é dada por . 
As variações de massa das fases no poço são então equacionadas por: 
 (2.26) 
 (2.27) 
onde   e   são as taxas de variação mássica no tubing do gás e do líquido, 
 é a taxa de vazão mássica de gas-lift do casco anular para o tubing e  é a 
taxa de vazão mássica do topo do poço (wellhead) para o flowline. É suposto que 
o casco anular recebe uma vazão mássica de gas-lift constante, . A variação 
mássica no casco é equacionada por: 
 (2.28) 
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Figura 2.9: Representação do modelo de seis estados. (DIEHL et al., 2017) 
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onde  e  são as taxas mássicas da válvula virtual e da válvula de produção, 
respectivamente,  é a massa específica no casco anular,  é a massa 
específica média do líquido, considerada constante,  é a fração de gás no tubing 
e  é a fração de gás no riser.  
Considera-se que a pressão de saída do manifold é a própria pressão na base 
do riser, ou seja, as dinâmicas do flowline são desconsideradas.  e  
são constantes das equações de válvula do sistema, enquanto  é a fração de 
abertura da válvula de produção. Assume-se que não ocorre fluxo inverso em 
nenhum momento, o que é equacionado pela função . A partir da Lei dos Gases 
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 (2.47) 
 (2.48) 
onde  é a massa molar do gás,  é a constante universal dos gases,  é a 
temperatura,  é a aceleração da gravidade,  é a inclinação média do riser,  é o 
volume do casco,  é o comprimento do casco,  é a pressão no casco,  é a 
pressão de topo no tubing,  é a pressão de fundo no tubing,  é a pressão na 
posição PDG (permanent downhole gauge),  é a pressão de fundo no riser e  
é a pressão de topo no riser. A massa específica do reservatório  é 
considerada constante.  
As distâncias verticais a partir do manifold até a válvula de gas-lift, o transmissor 
da PDG e a pressão de fundo no poço são representadas respectivamente por 





onde  e  são respectivamente os diâmetros da tubulação subsea, do casco 
e do tubing,  e  são a área da seção transversal e o volume da tubulação 
subsea e  é o volume do tubing.  
As massas específicas de gás e da mistura no tubing,  e , assim como o 




Assim, o modelo FOWM utiliza nove parâmetros de ajuste: os cinco parâmetros 
do modelo de Di Meglio, Kaasa e Petit (  e ) e quatro parâmetros 
adicionais (  e ). O parâmetro  é utilizado para ajuste do 
volume da tubulação subsea. Como o sistema é baseado em parâmetros 
concentrados, esse parâmetro compensaria essa simplificação de modo a melhor 
ajustar os resultados do modelo. Contudo, os autores recomendam o ajuste desse 
parâmetro como último recurso, quando a otimização não apresenta resultados 
satisfatórios. 
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2.7.2 Ajuste de parâmetros 
Para que o modelo consiga descrever o comportamento de diferentes sistemas, 
os algoritmos de otimização global Direct (FINKEL, 2005) e Particle Swarm 
Optimization (POLI; KENNEDY; BLACKWELL, 2007) são empregados. Como os 
sistemas reais apresentam bifurcação Hopf, uma função objetivo baseada em 
mínimos quadrados foi proposta de forma a penalizar condições de equilíbrio em 
favor de situações de ciclo limite. O conjunto de dados é dividido em  janelas com 
 pontos: 
 (2.56) 
onde  é a função objetivo,  é o valor medido de pressão e  é o valor simulado 
de pressão. Dado que a otimização do problema costuma atingir um mínimo local 
em que o sistema está em equilíbrio, os parâmetros  e  foram adicionados 
como um peso para cada ponto amostral  e para cada janela : 
 (2.57) 
 (2.58) 
onde  é a média dos dados simulados na janela ,  é o desvio padrão dos 
dados simulados na janela  e  é o coeficiente de correlação de Pearson entre 
dados reais e simulados na janela . Assim,  é um coeficiente normalizado, de 
modo que ,  e  representam perfeita correlação negativa, 
nenhuma correlação e perfeita correlação positiva, respectivamente (DIEHL et al., 
2017). 
Contudo, a hipersuperfície de otimização é complexa. Os autores notam que 
mesmo um algoritmo global pode ser incapaz de encontrar uma solução adequada 
sem um ajuste cuidadoso dos limites de estimação dos parâmetros. Por isso, 
também é sugerida uma metodologia de ajuste dos parâmetros com base em dados 
de projeto, dados de operação ou dados de simuladores rigorosos. Os parâmetros 
 e  podem ser diretamente calculados com as Equações (2.59) a (2.61), 
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A massa de líquido  pode ser determinada pelo método proposto por Di 
Meglio et al. (2010). O parâmetro  é ajustado baseado em experiência com o 
modelo e requer um processo de tentativa e erro, embora  kg s m-1 seja 
considerado um valor inicial adequado para qualquer problema. A constante de 
produção  pode ser obtida através das informações fornecidas pelo fabricante 
ou através da Equação (2.62): 
 (2.62) 
Já os demais parâmetros requerem dados de um simulador rigoroso. As 
informações de interesse nesse caso são as vazões mássicas de gás no manifold 
e na saída da válvula de produção. A Figura 2.10 ilustra o comportamento desses 
dados, obtidos com o simulador OLGA. Os tempos  e  caracterizam os inícios 
das fases de formação e produção da golfada de gás, respectivamente  (FABRE et 
al., 1990). A fração de gás que entra pelo meio líquido pode ser então calculada 
por: 
 (2.63) 
O gás acumulado é considerado como a massa de gás da bolha alongada. 





Figura 2.10: Ciclo completo de uma golfada obtido com o simulador OLGA. 
Adaptado de Diehl et al. (2017). 
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2.8 Estimação de parâmetros para modelos com 
bifurcação Hopf 
Para melhor compreender as metodologias disponíveis para estimação de 
parâmetros de modelos com ciclo limite, é interessante destacar a importância do 
Método de Mínimos Quadrados. Esse método baseia a função objetivo do problema 
de otimização em duas hipóteses. A primeira é a Hipótese do Modelo Perfeito. 
Considere um modelo  dado pela função  com  estados e  parâmetros: 
 (2.65) 
Assumindo que o modelo descreve exatamente as relações entre as variáveis 
do problema, o modelo é dito perfeito. Isso significa que as medidas experimentais 
 apresentam desvios em relação ao modelo somente devido aos erros 
experimentais : 
. (2.66) 
A segunda hipótese é a Hipótese do Experimento Bem Feito. Se os erros de 
medição durante os experimentos equivalem ao mínimo erro admissível no 
processo de medição, os experimentos são ditos bem feitos. Assim, os erros 
experimentais não devem apresentar tendência ou polarização (média zero). Em 
decorrência disso, é possível avaliar a variância dos erros experimentais, , na 
forma: 
 (2.67) 
onde  é o número de graus de liberdade e  é o número de experimentos. Dado 
que a variância  é uma métrica dos erros experimentais, torna-se interessante 
minimizá-la. Como  é constante, é possível definir a função objetivo  como: 
 (2.68) 
Minimizar a Equação (2.68) corresponde ao Método de Mínimos Quadrados. 
Sua importância se dá pela interpretação estatística associada à função objetivo 
relativa à variância dos erros experimentais. Contudo, sua aplicação em modelos 
com bifurcação Hopf não é capaz de produzir resultados que consigam representar 
a periodicidade dos sistemas (APIO, 2017). 
Na literatura, metodologias têm sido desenvolvidas para estimação de 
parâmetros de modelos com ciclo limite baseada no ponto de bifurcação (APIO; 
BOTELHO; TRIERWEILER, 2018; CEDERSUND; KNUDSEN, 2005; ELMAN et al., 
2012; GUCKENHEIMER; MYERS; STURMFELS, 1997; HYNNE; DANØ; 
SØRENSEN, 2001; HYNNE; GRAAE SØRENSEN; MØLLER, 1993; 
MEERBERGEN; SPENCE, 2010). Dentre essas, Apio (2017) propôs uma função 
objetivo baseada em mínimos quadrados com a soma de uma parcela relacionada 
ao ponto de bifurcação: 
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 (2.69) 
onde  é um peso cujo valor decai com o número de iterações da otimização,  
é o fator de amortecimento associado ao modelo linearizado no seu estado 
estacionário e  é o conjunto de parâmetros estimado. 
Contudo, métodos baseados no ponto de bifurcação requerem a determinação 
exata desse ponto. Apesar de apresentarem resultados teóricos eficientes, esses 
métodos também apresentam dificuldades de aplicação pratica. A localização exata 
do ponto de bifurcação nem sempre é conhecida e pode mudar conforme as 
condições do sistema. 
Com isso em mente, alguns autores têm proposto modificações à função 
objetivo como alternativa para melhorar a performance de algoritmos de otimização 
em sistemas com ciclo limite (DIEHL et al., 2017; GEREVINI, 2017; HÜFFNER, 
2018). Diehl et al. (2017) propuseram uma função objetivo baseada em mínimos 
quadrados que divide o conjunto de dados em  janelas e utiliza pesos  e  




onde  e  são respectivamente a média e o desvio padrão das medidas 
simuladas da janela , e  é o coeficiente de correlação de Pearson entre as 
medidas e o modelo. Gerevini (2017) propôs uma função objetivo baseada em 
mínimos quadrados com a soma de uma parcela relacionada ao período e à 
derivada em cada ponto experimental: 
 (2.73) 
onde  é o período. As derivadas são calculadas numericamente através de 
diferenças finitas: 
 (2.74) 
Hüffner (2018) propôs uma função objetivo baseada na soma de diferenças 
quadráticas relacionadas ao período, ao número de oscilações e à média: 
 (2.75) 
onde  é o período,  é o número de oscilações e   é a média das medidas de 
pressão. 
 




 Fundamentos de avaliação 
estatística para modelos 
Para se quantificar a qualidade dos resultados obtidos, é necessário o uso de 
recursos estatísticos. As seções a seguir descrevem a metodologia adotada para 
fazer essa avaliação dos resultados. Todos os métodos foram baseados no livro de 
Schwaab e Pinto (2007). 
3.1 Qualidade dos modelos 
Para comprovar a qualidade representativa dos modelos em relação aos dados 
de referência utilizados, dois critérios estatísticos são empregados. O primeiro 




onde  é a função objetivo de Mínimos Quadrados Ponderados,  é o 
conjunto de parâmetros obtidos na estimação,  é a função Chi Quadrado,  é o 
grau de confiança e  é o número de graus de liberdade, definido pela diferença 
entre o número de experimentos e o número de parâmetros. Caso a desigualdade 
seja satisfeita, o modelo representa suficientemente bem os dados experimentais. 
Caso contrário, duas situações podem ocorrer: 
 : o modelo reproduz os dados experimentais melhor do 
que o esperado; 
 : o modelo não explica os erros experimentais de forma 
satisfatória. 
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A primeira situação indica que há algo errado, porque um modelo não pode levar 
a previsões melhores do que os dados usados para gerá-lo. Portanto, o modelo 
está provavelmente superparametrizado e pode ser simplificado. Também é 
possível que os erros experimentais estejam superestimados, abrindo margem para 
se reavaliar a precisão das informações de referência. Já a segunda situação indica 
que os erros de predição são significativamente maiores do que os erros 
experimentais, indicando que o modelo pode ser aperfeiçoado. Analogamente à 
primeira situação, é possível que os erros experimentais estejam subestimados, 
também sugerindo a reavaliação dos dados de referência. 
O segundo critério é definido a partir de um coeficiente de correlação entre os 
valores experimentais e os valores calculados, , definido como: 
 (3.4) 
onde  é o número de experimentos,  são as amostras do ciclo obtido para os 
dados experimentais,  são as amostras do ciclo obtido para os dados simulados 
e   é o valor médio. Esse critério quantifica o quanto os dados simulados 
acompanham a tendência dos dados experimentais. Se o valor obtido é superior a 
, o modelo é satisfatório e os valores preditos variam linear e proporcionalmente 
com os valores experimentais. Assim, um modelo representativo e um conjunto de 
dados de boa qualidade satisfazem os dois critérios. 
3.2 Qualidade dos parâmetros 
Para se determinar a qualidade dos parâmetros, é necessário que se calcule a 
matriz de covariância dos parâmetros, . Contudo, soluções analíticas para esse 
cálculo só existem para modelos lineares. Dada a não-linearidade dos modelos 
estudados, é conveniente que se obtenha a matriz  de forma numérica. 
Considerando a ausência de erros de medida nas variáveis independentes, é 
possível definir a matriz  a partir da matriz Hessiana  para  parâmetros: 
 (3.5) 
 (3.6) 
Definindo-se a função objetivo como: 
 (3.7) 




É possível reescrever os elementos  da matriz Hessiana  como: 
 (3.9) 
Supondo que as diferenças entres os valores preditos e os valores observados 
são pequenas e que flutuam ao redor do zero de forma aleatória (hipótese do 
modelo perfeito e hipótese do experimento bem feito), o termo  pode ser 




Esse resultado é chamado de Aproximação de Gauss e sua importância surge 
pelo fato de que a matriz  pode então ser calculada utilizando-se apenas 
derivadas primeiras dos valores preditos em relação aos parâmetros: 
 (3.12) 
As derivadas podem ser obtidas numericamente através de diferenças finitas 
centrais para um passo  com um erro de ordem : 
 (3.13) 
Assim, obtém-se uma matriz que contém as variâncias de cada parâmetro bem 
como a covariância entre cada par de parâmetros. Para facilitar a interpretação das 
covariâncias, é interessante definir o coeficiente de correlação paramétrica entre 
um par de parâmetros  e : 
 
(3.14) 
Essa definição leva a uma matriz de correlações  da forma: 
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 (3.15) 
Essa matriz contém todas as correlações entre todos os pares de parâmetros e 
sua interpretação é facilitada, visto que os coeficientes de correlação sempre 
apresentam valores entre  e . Valores positivos ou negativos indicam 
correlações positivas ou negativas, ou seja, o aumento de um parâmetro causa um 
aumento ou uma diminuição em seu par em questão, respectivamente.  
Valores próximos de zero aumentam a eficiência dos procedimentos de 
estimação. Por outro lado, valores absolutos de correlação acima de 0.9 indicam 
correlação alta. O resultado disso é que os parâmetros não podem ser obtidos 
independentemente e que, ao invés de um intervalo de confiança, torna-se 
necessária uma região de confiança para avaliar a faixa de validade dos 
parâmetros. 
3.2.1 Intervalos de confiança 
Define-se como intervalo de confiança o conjunto de resultados que concentra 
% dos resultados possíveis, dada uma distribuição de probabilidades. Em outras 
palavras, intervalos de confiança são faixas de valores dentro das quais qualquer 
valor do parâmetro em questão mantém a qualidade do ajuste do modelo aos dados 
experimentais com grau de confiança . Se os erros são normalmente distribuídos, 
o intervalo de confiança toma a forma: 
 (3.16) 
onde   é o parâmetro ótimo,  é o desvio padrão do parâmetro,  é o valor da 
distribuição normal para uma probabilidade  e  é o grau de confiança 
utilizado. Qualquer parâmetro  que satisfaça a desigualdade é capaz de manter a 
qualidade do modelo. 
Porém, a Equação (3.16) assume que o erro dos parâmetros segue a 
distribuição normal, ou seja, muitas medidas experimentais estão disponíveis. Para 
um número pequeno de graus de liberdade, torna-se conveniente utilizar a 
distribuição t de Student. Isso causa o aumento do intervalo de confiança frente à 
limitação dos graus de liberdade, modificando a desigualdade: 
 (3.17) 
Onde  é a estimativa do desvio padrão do parâmetro e  é o valor da distribuição 
t para uma probabilidade  com  graus de liberdade. 
3.2.2 Regiões de confiança 
Quando existem altas correlações entre parâmetros, os intervalos de confiança 
não representam adequadamente a faixa de validade dos parâmetros. Ao invés de 
um intervalo, utiliza-se uma região dentro da qual os valores dos parâmetros 
mantêm a qualidade do modelo. Assumindo que a variância experimental é 
conhecida com precisão e que os parâmetros seguem a distribuição normal, é 
possível aproximar a função objetivo por uma série de Taylor truncada no termo 
quadrático em torno do ponto ótimo, obtendo-se duas relações em termos da 
distribuição Chi Quadrado: 





onde  é o número de parâmetros e  é o valor da função Chi Quadrado com 
 graus de liberdade e grau de confiança .  
Quando a variância experimental não é precisamente conhecida, é possível 
reescrever as relações anteriores em termos da distribuição F de Fisher: 
 (3.20) 
 (3.21) 
onde  é o número de amostras e  é o valor da função F com  e 
 graus de liberdade para um grau de confiança . Esse formato leva a regiões 
de confiança maiores, mas isso representa o custo por não se conhecer a variância 
experimental. As Equações (3.18) e (3.20) levam a regiões elípticas. Já as 
Equações (3.19) e (3.21) não forçam o formato elíptico, o que para modelos não-
lineares pode levar a resultados distintos e mais corretos, mas sua obtenção 
representa um alto custo computacional porque requer muitas avaliações da função 
objetivo. 
A região de confiança torna-se mais complexa quanto maior o número de 
parâmetros. Quando esse número é maior do que três, a visualização gráfica só é 
possível através da projeção da sombra da hiper-região para cada par de 
parâmetros. Para o formato elíptico, é conveniente decompor a matriz  em 
autovetores e autovalores: 
 (3.22) 
onde  são os autovetores e  são os autovalores. Além disso, definindo-se: 
 (3.23) 
Da Equação (3.18), obtém-se: 
 (3.24) 
Que tem a forma explícita: 
 (3.25) 
A partir da Equação (3.25), torna-se trivial o uso de métodos implícitos de 
plotagem de elipses. Considerando-se dois parâmetros  e , qualquer par de 
parcelas da forma  representa uma projeção da sombra da hiper-
elipse. Considerando que , a visualização da sombra requer a obtenção dos 
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comprimentos do semi-eixo principal, , e do semi-eixo secundário, , assim como 




3.2.3 Comparação entre conjuntos de parâmetros 
Para avaliar os parâmetros obtidos neste trabalho frente a outros parâmetros, 
um teste F bilateral é empregado. Primeiro, obtém-se um ciclo característico do 
modelo para cada conjunto de parâmetros. A partir do valor da Função Objetivo 
, dividindo-se pelo número de graus de liberdade , obtém-se a variância dos 
modelos: 
   (3.29) 
A hipótese nula  é de que não há diferença entre as duas variâncias para um 
nível de confiança : 
  (3.30) 
onde  é o valor da distribuição de Fisher. Se a hipótese nula é aceita, não é 
possível comprovar estatisticamente com grau de confiança  que existe diferença 
na qualidade de ajuste entre os conjuntos de parâmetros avaliados.  
3.3 Qualidade de predição do modelo 
Na Seção 3.1, comentou-se sobre a avaliação da qualidade do modelo. Os 
critérios dessa avaliação são relacionados às características gerais do modelo e 
quantificam a qualidade do ajuste aos dados. Por outro lado, torna-se interessante 
também quantificar os erros de predição do modelo, que mostram explicitamente a 
influência da propagação dos erros paramétricos sobre a capacidade preditiva. 
Através da Aproximação de Gauss, é possível calcular as variâncias de predição: 
 (3.31) 
onde  é a matriz das variâncias de predição. O eixo diagonal de  é composto 
dos valores das variâncias de predição   para cada ponto experimental . A 
partir disso é possível plotar os valores preditos com os valores observados e suas 
respectivas variâncias, o que mostra graficamente a influência dos desvios 
experimentais e dos desvios de predição sobre o resultado do modelo.  
Modelos bons com dados de referência adequados apresentam diferenças entre 
valores preditos e valores observados condizentes com os desvios envolvidos. 
Quando isso não ocorre, é possível que o modelo seja ruim ou que os desvios 
experimentais estão subestimados. Além disso, se os valores apresentam uma 
tendência fora da linha central dos valores observados, é possível que o modelo 
não apresente desempenho uniforme na região dos dados de referência.





Com base nos procedimentos de ajuste de parâmetros dos modelos de 
interesse, fica evidente a possibilidade de melhorias frente aos métodos propostos. 
Neste capítulo serão abordadas as dificuldades de estimação de parâmetros para 
modelos com ciclo limite, em particular os que apresentam bifurcação Hopf. Uma 
nova função objetivo é proposta de forma a melhorar o desempenho de algoritmos 
de otimização utilizando tratamento e sobreposição de dados. 
4.1 Funções objetivo 
O alicerce de um problema de otimização é a boa formulação da função objetivo 
a ser minimizada. A função mais simples consiste na soma dos mínimos quadrados. 
As seções a seguir visam ilustrar a resposta desta e outras funções objetivo para 
modelos com ciclo limite. 
4.1.1 Modelos com ciclo limite 
Em seu trabalho, Nabavi e Williams (2012) propuseram uma nova função 
objetivo para sistemas biológicos oscilatórios. O cerne da metodologia está em 
utilizar um conjunto de dados dinâmicos em ciclo limite para se obter um único ciclo 
representativo a ser usado na estimação de parâmetros. A motivação desse 
método é o comportamento da soma de mínimos quadrados para modelos 
oscilatórios frente a parâmetros que tenham impacto direto na frequência do 
sistema. Para ilustrar o problema em questão, mínimos quadrados foram aplicados 
entre uma função seno de referência e uma função seno estimada em relação ao 
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onde  é a função de referência,  é a função estimada,  é o conjunto de 
parâmetros de ajuste da função estimada (representando período e fase) e  é 
a função objetivo de mínimos quadrados. Como mostra a Figura 4.1, a variação do 
período faz com que a função objetivo oscile ao redor do ótimo, criando mínimos 
locais. Além disso, a condição inicial do sistema, dada pela fase, também causa 
oscilações da função objetivo. Isso inviabiliza a utilização de algoritmos locais de 
otimização, enquanto algoritmos globais têm sua performance prejudicada porque 
a região convexa ao redor do ótimo é extremamente restrita. 
Com isso em mente, Nabavi e Williams utilizaram tratamento de dados para 
tornar a função objetivo mais convexa. Para ilustrar o método, considere três 
funções senoidais idênticas à equação (4.2) de períodos ,  e 
 (Figura 4.2), com fase . Assumindo que um ciclo 
é constituído por todos os pontos entre dois vales consecutivos, obtém-se um ciclo 
característico para cada conjunto de dados. Para a soma de mínimos quadrados 
utiliza-se o ciclo de referência, , e o ciclo estimado,  (Figura 4.3). 
Os autores propõem, dada uma diferença de períodos entre ciclos, que a falta 
de amostras entre conjuntos de dados seja suprida preenchendo-se o menor ciclo 
com zeros. Assim, as equações dos ciclos são dadas por: 
 (4.4) 
 (4.5) 
onde  é o ciclo de referência,   é o ciclo estimado,   é o vetor dos 
parâmetros estimados,  é o período de referência e   é o período estimado. 




Essas modificações resultam em uma função objetivo convexa, como ilustra a 
Figura 4.4. Contudo, a convexidade obtida é altamente dependente da taxa de 
amostragem  utilizada. Para taxas suficientemente pequenas, as equações 
senoidais apresentam o resultado anterior, mostrando comportamento de funções 
contínuas. Conforme a taxa de amostragem aumenta, a função objetivo começa a 
apresentar uma tendência convexa com comportamento tipo serrote ao redor do 
ótimo, como mostrado na Figura 4.5. Além disso, o método requer o uso de um 





Figura 4.1: (a) Superfície de otimização e (b) curvas de níveis, da função objetivo 
de mínimos quadrados para o exemplo. 
 
Figura 4.2: Funções senoidais utilizadas como exemplo. 
 




Figura 4.3: Ciclos de referência para comparação ponto a ponto. 
 
Figura 4.4: (a) Superfície de otimização e (b) curvas de níveis. da função objetivo 
proposta por Nabavi e Williams para o exemplo. 
Para sistemas perfeitamente periódicos como a função seno, a obtenção de um 
ciclo representativo é direta e não requer nenhuma modificação adicional. Na 
prática, sistemas sob regime de golfadas não são perfeitamente periódicos e ainda 
podem apresentar flutuações relevantes nas medições. Assim, o objetivo deste 
trabalho foi estender a aplicação da função objetivo de Nabavi e Williams a 
sistemas quase periódicos com variações nas medições. A Figura 4.6 apresenta 






Figura 4.5: Influência da taxa de amostragem na resposta da função objetivo 
proposta por Nabavi e Williams. 
 
Figura 4.6: Medições reais de pressão de um poço de petróleo. 
4.1.2 Modelos com ciclo limite e alta variabilidade 
Para ilustrar a aplicação do método, erro com distribuição normal foi adicionado 
a uma função seno de período variável, dado por: 
 (4.8) 
 (4.9) 
onde  é o vetor da variável dependente,  é o vetor da variável independente e  
é o vetor do erro com distribuição normal. Primeiramente, é necessária a 
identificação dos picos e vales nos dados de referência (Figura 4.7a). Isso é feito 
através de um algoritmo de detecção de picos (BERGMAN, 2016) e permite a 
separação de todos os ciclos identificados: todos os pontos entre e incluindo dois 
vales consecutivos configuram um ciclo (Figura 4.7b e Figura 4.7c). 
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Os ciclos identificados são então deslocados a um novo espaço amostral a partir 
do tempo  (Figura 4.7d e Figura 4.7e). Contudo, fica claro que os ciclos 
obtidos não apresentam o mesmo número de pontos por ciclo. Assim, para cada 
ciclo os dados são regularmente interpolados através de splines sem suavização 
(Figura 4.7f e Figura 4.7g). Um novo tempo amostral é criado de modo a permitir a 
comparação ponto a ponto: 
 (4.10) 
 (4.11) 
onde  é um tempo amostral com   amostras de igual frequência de amostragem 
do ciclo ,  é o novo tempo amostral médio,   é a média de amostras por ciclo 
e   é o período médio dos dados de referência, obtido por autocorrelação 
(GERHARD, 2003).  
Aplicando o espaço amostral  para cada spline, são obtidos  pontos para 
cada ciclo, mas é considerado que o espaço amostral real é dado por . Isso faz 
com que os ciclos sejam expandidos ou reduzidos a um mesmo tempo amostral, 
como se todas as medidas fossem tomadas à mesma taxa amostral (Figura 4.7h e 
Figura 4.7i). Assim, torna-se possível a comparação ponto a ponto (Figura 4.7j) que 
resulta em um ciclo médio com uma variância experimental correspondente para 
cada amostra (Figura 4.7k). Esse é o ciclo experimental de referência utilizado 
então para a estimação de parâmetros. 
Para interpretar os passos descritos, é conveniente considerar como se cada 
ciclo fosse um único experimento. Como será mostrado posteriormente nos 
resultados, a obtenção de um ciclo médio é particularmente útil quando os dados 
de referência apresentam uma tendência clara com muita variabilidade das 
amostras. Para a otimização, cada iteração aplica o método proposto aos dados 
simulados de modo a atenuar erros numéricos relacionados à tolerância do solver. 
Isso diminui consideravelmente o tempo de otimização por possibilitar o uso de 
tolerâncias mais brandas. A função spline obtida gera então o ciclo médio baseado 
no tempo amostral da referência. 
Caso o período do modelo seja menor do que o período da referência, a 
abordagem de Nabavi e Williams de preenchimento dos dados é aplicada utilizando 
o valor médio do ciclo ao invés de zeros. As pressões de fundo das tubulações são 
da ordem de 200 bar, de modo que o preenchimento com zeros gera um erro alto 
para o algoritmo de otimização. Finalmente, Mínimos Quadrados Ponderados 
(WLS) são aplicados entre o ciclo de referência e o ciclo do modelo, utilizando a 






Figura 4.7: Ilustração passo a passo do método proposto: (a) identificação de 
picos e vales; (b) identificação de todos os ciclos; (c) separação dos ciclos; (d,e) 
avaliação da diferença entre os ciclos; (f,g) interpolação através de splines; (h,i) 
verificação da amostragem; (j) sobreposição dos ciclos; (k) ciclo médio com 
variância. 
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Para comparar a função objetivo de Mínimos Quadrados (LS) com a função 
objetivo proposta por este trabalho, os parâmetros de uma função seno foram 
estimados: 
 (4.13) 
onde   é o seno estimado e  é o vetor dos parâmetros. Para ajuste gráfico, é 
conveniente definir um valor de fase  para melhor observar os resultados. A 
Equação (4.14) define esse valor de modo que o modelo apresente um vale no 
valor de  em que é identificado o início do primeiro ciclo, : 
 (4.14) 
A escolha de um seno com período constante está baseada no fato de que os 
modelos simplificados de golfadas apresentam ciclo limite de período 
aproximadamente constante para valores fixos de abertura de choke. O resultado 
para as duas estimações está representado na Figura 4.8. É possível observar que 
o modelo obtido com WLS representa as principais características do ciclo limite 
melhor do que o modelo obtido com LS. Além disso, a Figura 4.9 e a Figura 4.10 
mostram as superfícies de otimização para os dois métodos. Fica evidente como a 
superfície se torna convexa com o método proposto mesmo para dados ruidosos, 
embora apresente o comportamento tipo serrote mencionado anteriormente. 
 







Figura 4.9: (a) Superfície de otimização do exemplo para Mínimos Quadrados, e 
(b) curvas de nível da função objetivo. 
 
Figura 4.10: (a) Superfície de otimização do exemplo para Mínimos Quadrados 
Ponderados, e (b) curvas de nível da função objetivo. 
4.1.3 Critérios de convergência para modelos com bifurcação Hopf 
O método desenvolvido para dados com ciclo limite é restrito a essas condições 
periódicas ou quase periódicas. Caso essas condições não sejam identificadas, a 
função objetivo de Mínimos Quadrados clássica é aplicada. Um peso arbitrário  é 
adicionado para penalizar dados convergentes: 
 (4.15) 
Os parâmetros estimados podem fazer com que o sistema lentamente entre em 
equilíbrio, como ilustrado pela Figura 4.11. Essa condição em particular apresenta 
um comportamento similar a um oscilador harmônico subamortecido. Para se obter 
a distinção entre as condições de equilíbrio, estado transiente e ciclo limite, alguns 
critérios são utilizados para se determinar a convergência dos dados: 




Figura 4.11: Resposta da pressão na base do riser, , do modelo de Meglio, 
Kaasa e Petit (2009) para diferentes aberturas de válvula choke, . Os pontos 
representam a média (quando o valor de choke é inferior ao valor crítico) ou os 
picos e vales (quando esse valor é superior ao crítico). A linha tracejada cinza 
representa o diagrama de bifurcação do sistema. 
1. O conjunto de dados deve apresentar pelo menos três ciclos de forma que: 
 (4.16) 
2. As últimas amostras de um conjunto devem apresentar uma variância maior 
do que uma dada tolerância : 
 (4.17) 
3. A equação limitante do modelo de um oscilador harmônico subamortecido 
não pode representar adequadamente os picos ou vales do conjunto de 
dados. 
A primeira condição identifica o ciclo limite e visa produzir um ciclo médio de 
modo a atenuar os erros numéricos relacionados ao solver, anteriormente 
mencionados. A segunda condição é uma medida simples para determinar se um 
conjunto de dados varia significativamente com o tempo, o que indica a presença 
ou não de equilíbrio. A última condição é mais complexa e é implementada de modo 
a identificar condições que caracterizem o estado transiente.  
Como dito anteriormente, nessas condições o sistema se comporta 
analogamente a um oscilador harmônico subamortecido. Esses modelos são 
representados por um sistema de massa-mola-amortecedor, como ilustrado no 
exemplo da Figura 4.12 onde o objeto de massa  encontra-se suspenso por uma 
mola de constante elástica  e também por um amortecedor de coeficiente de 
amortecimento viscoso . O equacionamento da posição do objeto em relação ao 
tempo  pode ser obtido através da Segunda Lei de Newton e, dada a ausência 






Figura 4.12: Representação de um oscilador harmônico com amortecimento. 
que pode ser reescrita da forma: 
 (4.19) 
onde  é a razão de amortecimento e  é a frequência angular não-amortecida, 
respectivamente dados por: 
 (4.20) 
 (4.21) 
O valor de  indica o tipo de sistema em questão (Figura 4.13): 
 : sistema superamortecido 
 : sistema criticamente amortecido 
 : sistema subamortecido 
Para sistemas subamortecidos, a solução da Equação (4.19) é uma função seno 
multiplicada por um fator exponencial responsável pela dissipação da energia do 
movimento, da forma: 
 (4.22) 
 (4.23) 
onde  é a amplitude,  é a fase,  é a frequência angular não-amortecida e  é 
a frequência angular amortecida. Dada a similaridade da resposta com modelos de 
golfadas em estado transiente, é possível que a parcela exponencial do sistema 
subamortecido consiga adequadamente prever os picos e vales dos modelos. 
Torna-se necessária a obtenção dos parâmetros da parcela exponencial. A 
determinação da frequência não-amortecida  é feita encontrando-se a frequência 
fundamental  do sistema através da Transformada Discreta de Fourier e 
utilizando a Equação (4.24): 
 (4.24) 




Figura 4.13: Resposta da posição de um oscilador harmônico com amortecimento 
para diferentes valores de . 
Os picos e vales do sistema ocorrem quando a parcela senoidal da equação é 
máxima ou mínima, respectivamente. Dessa forma, é possível obter os parâmetros 
 e  através de manipulações da Equação (4.22) utilizando-se a média dos valores 
dos parâmetros para todos os pares de  picos ou vales: 
 (4.25) 
 (4.26) 
Como ilustra a Figura 4.14, a referência de picos ou vales tem grande influência 
na equação de contorno obtida quando os dados de referência provêm de um 
modelo de golfadas. Isso se dá porque o sistema não é perfeitamente descrito como 
um oscilador harmônico subamortecido, mas a equação de contorno é capaz de 
corretamente predizer os valores dos picos ou dos vales.  
Para modelos de golfadas, quando o sistema se encontra em equilíbrio, não 
existem picos a serem identificados; no caso do ciclo limite, a relação entre picos é 
uma reta de valor constante porque o modelo é perfeitamente periódico. Para 
comparação, neste caso, utiliza-se como referência uma reta constante composta 
do valor médio dos picos. Assim, caso a equação de contorno exponencial consiga 
representar os picos melhor do que uma equação de reta, o sistema é dito em 





Figura 4.14: (a) Exemplo de ajuste da parcela exponencial de um oscilador 
harmônico subamortecido para valores de abertura de choke inferiores ao crítico o 
modelo de Meglio, Kaasa e Petit. (b) Quando os parâmetros  e  são ajustados 
para picos ou vales (linhas cheias), o lado recíproco apresenta um ajuste ruim 
(linhas tracejadas). 
Essa diferenciação é feita através de um teste F, com a hipótese nula  de que 
a variância do modelo exponencial é menor do que a variância do modelo linear. 














onde   é o modelo exponencial,   é o modelo linear,  é a variância 
estimada,  é a soma dos mínimos quadrados,  é o número de graus de 
liberdade,  é o número de picos/vales de referência,  é o nível de confiança e 
 é o valor da distribuição de Fisher para um nível de confiança  com  e  
graus de liberdade. Se a hipótese  for aceita, o sistema não apresenta ciclo limite. 
4.2 Recursos computacionais 
Todos os resultados foram obtidos no ambiente Python 2.7.1. Utilizou-se o 
algoritmo de otimização global Particle Swarm Optimization (POLI; KENNEDY; 
BLACKWELL, 2007) a partir da implementação Pyswarm, disponível sob licença 
BSD (LEE, 2014). Os parâmetros de ajuste escolhidos para o algoritmo foram de 
 e  (CLERC; KENNEDY, 2002). As rotinas de 
otimização foram realizadas com 50 partículas e um máximo de 2000 iterações, o 
que significa que a função objetivo é avaliada até 100.050 vezes. 
Os modelos foram simulados com a plataforma open source JModelica. Suas 
implementações estão disponíveis nas seções A.1 e A.2 do Apêndice A. Para o 
modelo de Di Meglio et al. (2009), utilizou-se o solver CVode com um passo mínimo 
de ; para o de Diehl et al. (2017), o solver Radau5ODE. 
O algoritmo de detecção de picos utilizado foi o Peakdetect, disponível sob 
licença WTFPL (BERGMAN, 2016). O código é mostrado na seção A.3 do Apêndice 
A. Essa implementação é derivada do algoritmo de domínio público Peakdet, 
proposto em MATLAB (BILLAUER, 2012). 
Um exemplo de implementação da função objetivo é mostrado na seção A.9 do 
Apêndice A. 
Valores extraídos de artigos foram obtidos diretamente dos gráficos onde os 
resultados são apresentados através do software Pega Ponto 1.0 (OLIVEIRA; 
GAMBETTA; PINTO, 2006). 




 Estudos de caso  
Este capítulo apresenta os resultados obtidos para a estimação de parâmetros 
dos modelos estudados utilizando a nova metodologia proposta para três cenários 
distintos: um cenário com distúrbio não medido e discrepância de modelo e dois 
cenários com dados de poços reais. Os modelos e seus parâmetros são então 
analisados estatisticamente. Também é apresentada uma comparação entre a 
qualidade de ajuste entre os parâmetros estimados pelo novo método e os 
parâmetros originalmente ajustados pelos autores. 
5.1 Modelo Meglio com distúrbio 
O modelo de Di Meglio, Kaasa e Petit (2009), a partir daqui denominado de 
modelo Meglio, foi simulado para uma abertura fixa de  com os parâmetros 
propostos no artigo de Di Meglio et al. (2010). A pressão do separador , 
inicialmente 6,6 bar, foi lentamente reduzida até 5 bar. Passado um período de 
tempo, a pressão foi novamente elevada até 6,6 bar. Aos resultados da pressão de 
fundo  foram adicionados valores de erro com distribuição normal, média  
e desvio padrão  (Figura 5.1a). 
O objetivo para este conjunto de dados é a estimação dos parâmetros do 
modelo Meglio baseado em uma pressão de separação fixa  bar, 
considerando que a variação de pressão que gerou os dados seja um distúrbio não 
medido. Contudo, a aplicação direta do método desenvolvido cria um ciclo médio 
intermediário entre os ciclos de  bar e os de  bar.  
Para melhorar o resultado obtido, considerou-se que os seis primeiros ciclos 
podem ser usados como referência para incluir os outros ciclos presentes na rotina 
de otimização (Figura 5.1b). A partir do valor médio dos sete primeiros vales, , 








Figura 5.1: Dados utilizados para estimação de parâmetros: (a) modelo Meglio 
(azul) com erro normalmente distribuído, todos os picos (vermelho) e vales 
(verde) detectados, e variação da pressão do separador  (roxo); (b) resultado da 
reconstrução (vermelho) dos dados (azul) baseada na diferença entre a média 
dos vales dos ciclos sem distúrbio (verde tracejado) e os valores da spline dos 
vales dos ciclos com distúrbio (verde cheio). 
onde  é o valor da função spline de todos os vales a partir do último 
considerado estável aplicada no ponto ,  é a diferença de pressão entre 
referência e o valor da função spline,  é o valor original de pressão e  é o 
valor reconstruído de pressão. 
Esse processo de reconstrução apresenta um ciclo mais representativo com 
menor variância (Figura 5.2). Os parâmetros obtidos são mostrados na Tabela 1. 
Fica evidente como os resultados da estimação sem reconstrução (Figura 5.3a) 
apresentam menor aderência aos dados do que os resultados obtidos a partir da 
reconstrução (Figura 5.3b). A Figura 5.4 mostra a comparação entre os ciclos. 
A aderência pode ser comprovada pelo teste Chi Quadrado entre os dois 
resultados, apresentado na Tabela 2. Os parâmetros obtidos com reconstrução 
apresentam resultados muito bons, o que é esperado se considerando que os 
dados foram gerados a partir do modelo. Já os parâmetros obtidos sem 
reconstrução não conseguem justificar os erros experimentais introduzidos. 




Figura 5.2: Comparação entre ciclo representativo dos dados reconstruídos 
(vermelho) e dos dados sem reconstrução (azul). 
 
Figura 5.3: Resultados das estimações (a) sem reconstrução e (b) com 
reconstrução. 




Figura 5.4: Comparação entre ciclo dos dados reconstruídos (pontos vermelhos), 
ciclo do modelo estimado com dados reconstruídos (linha vermelha) e ciclo do 
modelo estimado sem reconstrução (linha azul). 
Tabela 1: Comparação entre os resultados das estimações de parâmetros do 
modelo de Meglio et al. (2010). 





    
    
    
    
    
 
Tabela 2: Teste Chi Quadrado entre os resultados com e sem reconstrução dos 
dados. 





Dados reconstruídos  
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A qualidade do ajuste também pode ser quantificada pelo teste F (Tabela 3): 
Tabela 3: Teste F entre os resultados com e sem reconstrução dos dados. 
    





Di Meglio (1) e 
reconstrução (2)  
 
A Tabela 3 mostra que o ajuste obtido com reconstrução apresenta variância 
estimada de predição menor do que o ajuste sem reconstrução. Os parâmetros 
originais apresentam resultado pior do que o esperado porque o ciclo de referência 
utilizado leva em consideração os distúrbios não medidos. Também é possível 
obter uma matriz de correlações (Tabela 4). Fica evidente a alta correlação entre 
parâmetros (  e ;  e ) que é uma das fontes de dificuldade para 
estimação desses parâmetros. 
A Figura 5.5, a Figura 5.6 e a Figura 5.7 mostram as superfícies de otimização 
entre os parâmetros  e  considerando Mínimos Quadrados, a função 
objetivo de Diehl et al. (2017) e a função objetivo proposta neste trabalho, 
respectivamente. Destaca-se a diminuição da não-convexidade, atingindo a quase 
total convexidade para a função proposta. O degrau apresentado é referente ao 
comportamento tipo serrote comentado na Seção 4.1.1 (Figura 4.5). Já a Figura 5.8 
mostra como as regiões de confiança dos parâmetros são complexas. As regiões 
elípticas são pouco representativas frente às regiões de máxima verossimilhança, 
obtidas a partir das avaliações da função objetivo com o algoritmo PSO. 
Tabela 4: Matriz de correlações dos resultados com reconstrução dos dados. 







Assim, é possível concluir que a função objetivo proposta foi capaz de estimar 
parâmetros adequados. O tratamento dos dados auxilia na obtenção de um ciclo 
de referência mais representativo, o que leva a um ajuste melhor do modelo. 
Também fica explícita a alta correlação entre parâmetros do modelo e a melhor 
representatividade da região de confiança de máxima verossimilhança. 




Figura 5.5: (a) Superfície de otimização e (b) curvas de níveis de Mínimos 
Quadrados para os parâmetros  e . 
 
Figura 5.6: (a) Superfície de otimização e (b) curvas de níveis da função objetivo 
proposta por Diehl et al. (2017) para os parâmetros  e . 
 
Figura 5.7: (a) Superfície de otimização e (b) curvas de níveis da função objetivo 
proposta neste trabalho para os parâmetros  e . 




Figura 5.8: Regiões de confiança para um grau de confiança   dos 
parâmetros obtidos com reconstrução dos dados: região elíptica (vermelho) e 
região de máxima verossimilhança (azul). 
5.2 Modelo Meglio aplicado a dados reais 
Os dados reais de pressão de topo  e de pressão de fundo  foram obtidos 
da Figura 7 do artigo de Di Meglio et al. (2012). O software Pega Ponto gerou os 
dados representados na Figura 5.9. As leituras de  apresentam uma baixa 
frequência de amostragem que foi reproduzida manualmente para as leituras de 
. Por outro lado, os dados de  obtidos apresentam pouca variabilidade; 
assim, suas variâncias foram consideradas constates e removidas do cálculo da 
função objetivo quando a  é usada como referência. Isso aumenta 
significativamente a performance da otimização. 
Os parâmetros originais são idênticos aos apresentados anteriormente. Sabe-
se que a pressão de separação é de  bar, mas é assumido que a abertura 
de válvula é de . Discrepâncias nesse valor devem ser compensadas pelo 
ajuste do parâmetro .  
Primeiramente, o modelo foi simulado nessas condições com os parâmetros 
publicados para se determinar a qualidade original com base nas métricas 
anteriormente discutidas. Os parâmetros foram então estimados em três cenários: 
utilizando como referência somente ; somente ; e a combinação de  e 
. A Tabela 5 mostra a comparação entre os parâmetros obtidos nesses cenários. 
 






Figura 5.9: Dados obtidos do artigo de Di Meglio et al. (2012). 
Tabela 5: Comparação entre os parâmetros estimados para o modelo Meglio. 
Parâmetro Di Meglio et al. Somente  Somente   e  
     
     
     
     
     
 
Os limites superior e inferior da otimização são mostrados na Tabela 6. Os 
limites dos parâmetros ,  e  foram estabelecidos por experiência com a 
resposta do modelo: limites mais largos prejudicam muito a otimização. Já os 
parâmetros  e  foram limitados com uma diferença de uma ordem de 
grandeza em relação à grandeza original. 
A média de tempo por avaliação da função objetivo foi de 576 ms, obtida com 
auxílio da função “%%timeit” do Python. Contudo, esse tempo é avaliado com os 
parâmetros ótimos, que apresentam ciclo limite. Como os valores iniciais dos 
estados nunca são atualizados, um conjunto de parâmetros que cause dificuldades 
iniciais de convergência pode aumentar o tempo de avaliação para mais de 1 s. 
Tabela 6: Limites de otimização para os parâmetros do modelo Meglio. 
Parâmetro Limite inferior Di Meglio et al. Limite superior 
    
    
    
    
    
 




5.2.1 Resultados originais 
A Figura 5.10 mostra a comparação entre os ciclos representativos dos dados 
e do modelo original. Os coeficientes de correlação obtidos para as pressões  e 
 foram  e , respectivamente. A Tabela 7 mostra o teste 
Chi Quadrado para esses dados. Fica evidente que o modelo por si só não é capaz 
de predizer satisfatoriamente os dados experimentais.  
 
Figura 5.10: Ciclos representativos: dados de referência (azul); modelo Meglio 
conforme publicado (vermelho). 
Tabela 7: Teste Chi quadrado para o modelo Meglio original. 






5.2.2 Estimação com base em  
A Figura 5.11 mostra os resultados obtidos para a estimação baseada em , 
enquanto a Figura 5.12 mostra a evolução da melhor posição global das partículas 
com as iterações. O número total de iterações foi de 1373. Os coeficientes de 
correlação obtidos foram de  . A Tabela 8 mostra os 
resultados do teste Chi Quadrado. O modelo consegue acompanhar as tendências 
da , mas não consegue justificar os erros experimentais nem para  nem para 
 embora apresente claras melhorias na representatividade dos dados de . 




Figura 5.11: Ciclos representativos: dados originais (azul); modelo Meglio original 
(vermelho); modelo Meglio estimado com base na pressão  (verde). 
Tabela 8: Teste Chi Quadrado para o modelo Meglio estimado com a pressão . 






A matriz de correlações obtida é mostrada na Tabela 9. Fica evidente a alta 
correlação entre os parâmetros. Como pode ser observado na Figura 5.13, o 
modelo resultante tem dificuldade de prever os picos de pressão da . Já a  
está totalmente desajustada em relação aos dados. 
 
Figura 5.12: Evolução da melhor posição da função objetivo para a estimação 
com . 
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Tabela 9: Matriz de correlações do modelo Meglio estimado com a pressão . 
      
 1 -0.90911 -0.91422 0.968896 -0.96352
 -0.90911 1 0.74841 -0.93961 0.878606
 -0.91422 0.74841 1 -0.86222 0.906134
 0.968896 -0.93961 -0.86222 1 -0.9875
 -0.96352 0.878606 0.906134 -0.9875 1
 
A Figura 5.14 mostra as regiões de máxima verossimilhança resultantes. Como 
foi observado para o modelo teórico com distúrbio, as regiões elípticas são pouco 
representativas e dificultam a representação das regiões de máxima 
verossimilhança; portanto, não foram plotadas. Com essas regiões é possível 
observar graficamente a alta correlação entre os parâmetros. A Tabela 10 mostra 
o teste F entre o modelo original e o modelo estimado. Os parâmetros são melhores 
para representar , mas não apresentam diferença quanto à estimação da .  
Tabela 10: Teste F do modelo Meglio estimado com a pressão . 
    
 estimada (1)  




 estimada (1)  
 original (2) 
 
 
Figura 5.13: Valores preditos e valores observados de  e  do modelo Meglio 
estimado com . 




Figura 5.14: Regiões de confiança de máxima verossimilhança para o modelo de 
Di Meglio et al. (2009) estimado com . Valores ótimos são representados em 
vermelho. 
5.2.3 Estimação com base em  
Os resultados da estimação baseada em  são mostrados na Figura 5.15. 
Foram avaliadas 155 iterações. A evolução da função objetivo é apresentada na 
Figura 5.16. Os coeficientes de correlação obtidos foram de  
. A Tabela 11 mostra os resultados do teste Chi Quadrado. O modelo 
apresenta dificuldades de acompanhar as tendências de  e , embora o teste 
Chi Quadrado recomende o uso do modelo para a estimação da . A Tabela 12 
mostra a matriz de correlações obtida. 
 
Figura 5.15: Ciclos representativos: dados originais (azul); modelo Meglio original 
(vermelho); modelo Meglio estimado com base na pressão  (verde). 




Figura 5.16: Evolução da melhor posição da função objetivo para a estimação 
com . 
O modelo claramente não consegue ajustar os valores de  e a  estimada 
não é adequada para todos os pontos experimentais, como ilustrado na Figura 5.17. 
Apesar disso, os resultados obtidos apresentam correlações menores entre os 
parâmetros, o que é representado pelas regiões de confiança menos 
correlacionadas e mais abrangentes do que os resultados anteriores (Figura 5.18). 
A Tabela 13 mostra o teste F entre o modelo original e o modelo estimado. Os 
parâmetros originais representam melhor a , enquanto os parâmetros estimados 
representam melhor a . 
Tabela 11: Teste Chi Quadrado do modelo Meglio estimado com a pressão . 







Tabela 12: Matriz de correlações do modelo Meglio estimado com a pressão . 











Tabela 13: Teste F do modelo Meglio estimado com a pressão . 
    
 estimada (1)  




 estimada (1)  
 original (2) 
 
 
Figura 5.17: Valores preditos e valores observados de  e  do modelo Meglio 
estimado com . 
 
Figura 5.18: Regiões de confiança de máxima verossimilhança para o modelo 
Meglio estimado com . Valores ótimos são representados em vermelho. 
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5.2.4 Estimação com base em  e  
De modo a aumentar a performance dos parâmetros estimados, incluiu-se como 
referência tanto  quanto  na mesma estimação. O cálculo da função objetivo 
foi modificado da forma: 
 (5.3) 
onde  é a função objetivo e  é a função de Mínimos Quadrados 
Ponderados aplicada aos dados de .  é a função de Mínimos Quadrados 
Ponderados aplicada aos dados de , considerando uma variância unitária para 
os experimentos porque as variâncias da  são muito menores do que da . 
Essa modificação pode ser interpretada como a inclusão de mais pontos 
experimentais ao conjunto de dados. Contudo, considere um caso experimental 
hipotético em que são medidas as frações molares  e  de uma mistura binária 
qualquer. Como  e  estão matematicamente correlacionados, tem-se de fato 
duas medidas experimentais de uma única variável independente, e não duas 
medidas de duas variáveis como pode parecer à primeira vista.  
Analogamente, se os parâmetros do modelo Meglio fossem capazes de 
representar adequadamente os valores de  e  simultaneamente para 
qualquer resultado da otimização, a modificação da função objetivo seria 
redundante. Porém, como observado nos resultados anteriores, a referência 
utilizada tem um impacto profundo nas capacidades preditivas do modelo.  
Isso levou à investigação da estimação com mais de um conjunto de dados. A 
Figura 5.19 ilustra os resultados obtidos. A Figura 5.20 mostra a evolução da função 
objetivo. Os coeficientes de correlação obtidos foram de  . 
As  Tabela 14 e Tabela 15 mostram os resultados do teste Chi Quadrado e do teste 
F, respectivamente. O teste Chi Quadrado foi feito considerando a função objetivo 
modificada, enquanto o teste F levou em conta os resultados de  e  
separadamente. 
O teste Chi Quadrado recomenda o uso do modelo e o teste F mostra que os 
parâmetros obtidos são mais adequados do que os parâmetros originais para  
e para . Fica evidente que a inclusão dos dois conjuntos de dados auxiliou na 
obtenção de parâmetros mais representativos para as duas pressões. Além disso, 
as Tabela 16 e Tabela 17 mostram uma significativa redução na correlação entre 
os parâmetros. A Figura 5.21 ilustra como os resultados dos valores preditos estão 
mais próximos do eixo dos valores observados para  e . Em contrapartida, a 
Figura 5.22 mostra como também diminuíram as regiões de confiança para os 
parâmetros. 
Esse resultado é de suma importância. Em seu artigo, Di Meglio et al. (2012) 
estudaram quatro possíveis estruturas de controle para um sistema pipeline-riser. 
A solução mais estável é baseada na diferença de pressão entre  e , 
aplicando uma lei de controle que utiliza a estimação das pressões dada pelo 
modelo. Portanto, fica claro que um bom ajuste das pressões apresentará melhores 
resultados para a estrutura de controle. 




Figura 5.19: Ciclos representativos: dados originais (azul); modelo Meglio original 
(vermelho); modelo Meglio estimado com base nas pressões  e  (verde). 
 
Figura 5.20: Evolução da melhor posição da função objetivo para a estimação 
com  e . 
 
Tabela 14: Teste Chi Quadrado para o modelo Meglio estimado com as pressões 
 e . 
    
 e     
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Tabela 15: Teste F do modelo Meglio estimado com as pressões  e . 
    
 estimada (1)  




 estimada (1)  
 original (2) 
0,023 
 
Tabela 16: Matriz de correlações para as medidas de  do modelo Meglio 
estimado com as pressões  e . 







Tabela 17: Matriz de correlações para as medidas de  do modelo Meglio 
estimado com as pressões  e . 







Figura 5.21: Valores preditos e valores observados de  e  do modelo Meglio 
estimado com  e . 




Figura 5.22: Regiões de confiança de máxima verossimilhança para o modelo 
Meglio estimado com  e . Valores ótimos são representados em vermelho. 
5.3 Modelo FOWM com dados reais 
Os parâmetros do modelo FOWM foram estimados com base nos dados do 
poço Real Well A, apresentados no artigo de Diehl et al. (2017) e ilustrados na 
Figura 5.23. Considera-se uma abertura média de válvula de  e uma vazão 
média de entrada de gas-lift de  kg/s.  
Alcançar 2000 iterações da função objetivo leva em torno de 24 h. O tempo 
computacional com o solver Radau5ODE para um conjunto de parâmetros com fácil 
convergência do modelo é de aproximadamente 870 ms. O tempo para o solver 
CVode, com passo mínimo de , nas mesmas condições, é de 1,5 s. Ambos 
os tempos foram medidos com a função %%timeit do Python. 
Primeiramente, foram estimados três conjuntos de parâmetros baseados na 
 considerando três cenários para o parâmetro , que modifica 
multiplicativamente o volume da tubulação subsea, . O estudo de diferentes 
cenários possibilita a melhor compreensão dos efeitos do parâmetro sobre a 
estimação. Em seguida, foram estimados parâmetros do modelo com base nas 
pressões ,  (que no modelo é dada por ) e . Esses parâmetros 
foram comparados com os obtidos por Diehl et al. (2017), Apio (2017) e Huffner 
(2018), que também estimaram parâmetros para o modelo FOWM utilizando as 
mesmas três pressões. 




Figura 5.23: Dados de referência para o Real Well A. 
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5.3.1 Influência do parâmetro  
Como o parâmetro  representa a modificação de um parâmetro geométrico 
do sistema, é interessante estudar sua influência nos outros parâmetros. No 
primeiro cenário,  é fixo e não é incluso na estimação de parâmetros. Isso 
representa um custo computacional menor e, possivelmente, a diminuição de 
correlações entre os parâmetros. No segundo cenário, os limites de busca do 
algoritmo de otimização para  são definidos entre 1 e 1,8 para avaliar o aumento 
do volume real de tubulação na resposta do modelo. O terceiro cenário estende o 
limite superior até 2,2 somente para demonstrar a influência do limite desse 
parâmetro. 
A Tabela 18 mostra a comparação entre os parâmetros originais e os 
parâmetros estimados com a nova função objetivo. A Figura 5.24 ilustra os ciclos 
médios dos dados, dos parâmetros originais e dos novos parâmetros. É preciso 
notar que não foi possível reproduzir o modelo como apresentado no artigo 
provavelmente devido à diferença de integrador utilizado. Os dados de referência 
apresentam um comportamento similar, mas uma média maior do que o visto no 
artigo; os dados originais não estavam disponíveis. Trata-se do mesmo poço, mas 
provavelmente em condições diferentes das utilizadas na publicação. O resultado 
apresentado em vermelho na Figura 5.24 foi extraído com o software Pega Ponto. 
Tabela 18: Comparação entre resultados originais e resultados obtidos com a 
nova metodologia. 
Parâmetro 
Real Well A 






      
      
      
      
      
      
      
      
      
 




Figura 5.24: Comparação entre ciclos obtidos entre os cenários para o modelo 
FOWM. 
Os testes Chi Quadrado para os resultados são mostrados na Tabela 19. A 
Tabela 20 mostra os coeficientes de correlação obtidos. Como pode ser observado, 
os parâmetros originais apresentam tendência similar à referência, mas o uso do 
modelo não é recomendado pelo teste. Já os parâmetros estimados se adequam 
bem à tendência e o modelo satisfaz o teste. 
O teste F para os cenários mostra que não existe diferença significativa entre 
os ajustes obtidos (Tabela 21). Assim, os resultados obtidos em cada cenário são 
igualmente capazes de representar os dados de referência. Já o teste F entre os 
cenários e os resultados originais mostra que os parâmetros estimados apresentam 
melhores resultados do que os originais (Tabela 22), embora isso fosse previsto 
dado que a referência não é a mesma para os dois modelos. 
Tabela 19: Teste Chi Quadrado para o modelo FOWM baseado em dados reais. 





Cenário 1  
Cenário 2  
Cenário 3  
 
Tabela 20: Coeficientes de correlação obtidos do resultado original e dos cenários 
para o modelo FOWM. 
Conjunto  
Diehl et al.  
Cenário 1  
Cenário 2  
Cenário 3  
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Tabela 21: Teste F para o modelo FOWM entre os cenários. 
    
Cenário 1 (1)  




Cenário 1 (1)  
e Cenário 3 (2) 
 
 
Tabela 22: Teste F para o modelo FOWM entre os cenários e o resultado original. 
    
Cenário 1 (1)  




Cenário 2 (1)  
e parâmetros originais (2) 
 
Cenário 3 (1)  
e parâmetros originais (2) 
 
 
As Tabela 23, Tabela 24 e Tabela 25 mostram as matrizes de correlações dos 
cenários 1, 2 e 3, respectivamente. Como não foi possível reproduzir o modelo 
original, também não é possível obter a matriz de correlações original. Fica evidente 
que o parâmetro  tem uma alta influência nas correlações entre os parâmetros. 
O cenário 3, que apresenta o  mais elevado, é também o que apresenta o maior 
número de correlações altas. Dado que não há diferença estatística entre os ajustes 
obtidos, a necessidade de inclusão de  na estimação de parâmetros se torna 
questionável. 
A Figura 5.25 mostra a comparação entre os valores preditos e os valores 
observados. Considera-se a variância de predição do modelo original como igual à 
variância experimental obtida, dado que representa a variância mínima associada 
à predição. Os erros observados para os resultados são justificados pela variância 
experimental e pela de predição. Já os erros relacionados ao modelo original 
simplesmente reforçam a ideia de que esse conjunto de parâmetros é inadequado. 
A Figura 5.26, a Figura 5.27 e a Figura 5.28 mostram as regiões de confiança 
de máxima verossimilhança para os cenários 1, 2 e 3, respectivamente. O algoritmo 
de otimização tende a priorizar valores-limite dos parâmetros, como mostrado na 
Tabela 18. Isso gera regiões menores a menos que se faça uma varredura manual 
com alto custo computacional alto e foi desconsiderado. Assim, foram obtidos bons 
ajustes com a metodologia proposta.  
A distinção entre os resultados dos cenários requer novos pontos experimentais. 
Para tanto, pode-se incluir dados de outras aberturas de válvula choke, ou dados 
de outras pressões de forma análoga à realizada para o modelo Meglio. Sem outros 
dados para comparação, os modelos obtidos possuem igual capacidade de 
predição da pressão  nas condições operacionais simuladas.  
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Tabela 23: Matriz de correlações do modelo FOWM para cenário 1. 










Tabela 24: Matriz de correlações do modelo FOWM para cenário 2. 











Tabela 25: Matriz de correlações do modelo FOWM para cenário 3. 















Figura 5.25: Valores preditos e observados da pressão : (a) dados originais, 
(b) cenário 1, (c) cenário 2 e (d) cenário 3. 
  




Figura 5.26: Regiões de máxima verossimilhança para o cenário 1. 




Figura 5.27: Regiões de máxima verossimilhança para o cenário 2. 
 




Figura 5.28: Regiões de máxima verossimilhança para o cenário 3. 
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5.3.2 Estimação de parâmetros com outras referências 
Analisando a Figura 5.29, que mostra o comportamento das pressões  
e  dos modelos estimados com a , é possível notar que o uso da  como 
única referência não garante a aderência do modelo às outras pressões. Assim, 
analogamente ao que foi feito com o modelo de Di Meglio et al. (2009), foram 
estimados os parâmetros do modelo FOWM utilizando três conjuntos de dados de 
referência: ,  e . Foi necessário considerar o início e o fim do ciclo da  
com base nos picos ao invés dos vales porque são mais facilmente identificados. 
Os resultados foram então comparados com os obtidos por Diehl et al. (2017), Apio 
(2017) e Hüffner (2018). A Figura 5.30 mostra a evolução da função objetivo, 
enquanto a Tabela 26 mostra a comparação entre os parâmetros obtidos. 
 
Figura 5.29: Ciclos médios das pressões (a) , (b)  e (c) , considerando 
a referência e os resultados de diferentes valores de . Os resultados foram 
obtidos utilizando somente  como referência. 
 




Figura 5.30: Evolução da função objetivo para a estimação do modelo FOWM 
com base em três pressões. 
Tabela 26: Comparação entre parâmetros estimados do modelo FOWM para o 
Real Well A. 





      
      
      
      
      
      
      
      
      
 
Como o trabalho de Diehl et al. (2017) não apresenta os resultados do modelo 
para a , foram utilizados somente dados simulados para a avaliação dos 
resultados. A Figura 5.31 mostra os ciclos médios das três pressões para a 
referência e os quatro conjuntos de parâmetros do modelo FOWM. Os parâmetros 
de Diehl et al., Apio e Hüffner apresentam baixa aderência (Tabela 27) e não são 
recomendados pelo teste Chi Quadrado (Tabela 28). Os parâmetros obtidos com a 
nova função objetivo, por outro lado, apresentam maior aderência, mas também 
não são recomendados pelo teste. Contudo, a representatividade dos dados é 
maior com os parâmetros estimados (Figura 5.32). Isso indica que há margem para 
melhorias no equacionamento do modelo. 




Figura 5.31: Comparação entre as pressões (a) , (b)  e (c)  para a 
referência e os diferentes conjuntos de parâmetros obtidos para o modelo FOWM. 
Tabela 27: Coeficientes de correlação para os conjuntos de parâmetros 
estudados para o modelo FOWM. 
    
Diehl et al. (2017)    
Apio (2017)    
Hüffner (2018)    
Rodrigues    
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Tabela 28: Teste Chi Quadrado para o modelo FOWM estimado com três 
pressões. 
    




Apio (2017)  
Hüffner (2018)  
Rodrigues  
 
Figura 5.32: Comparação entre as pressões (a) , (b)  e (c)  para a 
referência e o conjunto de parâmetros estimado para o modelo FOWM. 
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O teste F é mostrado na Tabela 29. As Tabela 30, Tabela 31 e Tabela 32 
mostram as matrizes de correlação das pressões ,  e , 
respectivamente. A Figura 5.33 mostra a comparação entre valores preditos e 
observados. Por fim, a Figura 5.34 mostra as regiões de confiança de máxima 
verossimilhança para os parâmetros considerando a estimação com a nova função 
objetivo. 
Para cada referência foram observados conjuntos de até três parâmetros que 
não apresentam correlações altas ( ). No caso da , são os 
parâmetros ,  e ; para a , os parâmetros ,  e ; para a , 
os parâmetros  e . Isso significa, por exemplo, que utilizar a  como 
referência facilita a estimação de ,  e .  
Além disso, é possível afirmar com 95% de confiança que os parâmetros 
estimados ajustam melhor o modelo aos dados do que os trabalhos anteriores. O 
modelo também nem sempre consegue justificar os erros experimentais 
observados, embora os valores preditos sejam próximos dos valores observados 
na maior parte dos pontos experimentais. 
Tabela 29: Teste F para o modelo FOWM entre os diferentes conjuntos de 
parâmetros obtidos para o Real Well A. 
    
Rodrigues (1) e 




Rodrigues (1) e 
Apio (2017) (2) 
 
Rodrigues (1) e 
Hüffner (2018) (2) 
 
 
Tabela 30: Matriz de correlações da  do modelo FOWM estimado com três 
pressões. 
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Tabela 31: Matriz de correlações da  do modelo FOWM estimado com três 
pressões. 










Tabela 32: Matriz de correlações da  do modelo FOWM estimado com três 
pressões. 














 Figura 5.33: Valores preditos e observados da (a) , (b)  e (c)  do 
modelo FOWM estimado com três pressões. 




Figura 5.34: Regiões de máxima verossimilhança para o modelo FOWM estimado 
com três pressões. 




 Conclusões e Trabalhos 
futuros 
Neste capítulo são apresentadas as conclusões a respeito dos resultados. 
Também são feitas sugestões de trabalhos futuros tendo em vista outras aplicações 
do método proposto. 
6.1 Conclusões quanto à metodologia 
A nova metodologia desenvolvida neste trabalho propõe que se obtenha um 
ciclo representativo para todo o conjunto de dados em ciclo limite que incorpore a 
variabilidade dos dados. Isso facilita as avaliações feitas a respeito dos dados, 
considerando que um grande número de amostras pode ser condensado em um 
conjunto menor sem perdas de informação. A interpretação estatística também se 
torna mais direta porque se aproveita da natureza periódica dos dados como se 
fossem realizados vários experimentos seguidos. 
Como foi mostrado no Capítulo 5 –, a nova abordagem foi capaz de apresentar 
resultados mais significativos para os dois modelos estudados. As variâncias 
experimentais foram essenciais na estimação de parâmetros quando a referência 
apresenta alta variabilidade. Isso foi comprovado estatisticamente através dos 
testes F e Chi Quadrado. 
6.2 Estratégia de otimização do modelo FOWM 
Considerando a alta correlação entre parâmetros apresentada nos resultados 
para o modelo FOWM, sugere-se a avaliação da necessidade da inclusão de todos 
os parâmetros na rotina de otimização. A determinação da sensibilidade dos 
parâmetros pode auxiliar na decisão de se obter um valor fixo ou um valor estimado. 
Isso teria uma influência direta na correlação entre os parâmetros, que precisaria 
ser novamente estudada. As estimações mostram que o parâmetro  muda 
dramaticamente as regiões de confiança dos parâmetros. Contudo, não existe 
melhora significativa quanto ao ajuste do modelo. Assim, esse parâmetro poderia 
ser fixado em  até que não seja possível obter um ajuste adequado com a 
estimação dos demais parâmetros. 
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Além disso, seria interessante a estimação simultânea com diferentes aberturas 
de válvulas. Isso melhoraria a capacidade preditiva do modelo e a 
representatividade de múltiplos conjuntos de dados. Analogamente como foi feito 
ao modelo Meglio, outras pressões, como a  e a , também poderiam ser 
inclusas na otimização.  
6.3 Sugestões de trabalhos futuros 
A comparação entre diferentes conjuntos de parâmetros é feita através do teste 
F. Contudo, o teste assume que os erros seguem a distribuição normal. Determinar 
se essa suposição é válida ou não através de um teste Kolmogorov–Smirnov (KS) 
permitiria decidir se há necessidade de outro teste para comparação entre 
conjuntos de parâmetros. 
A obtenção de um ciclo médio para um espaço amostral gera uma base de 
comparação para dados similares. Da mesma forma que o modelo é comparado 
com a referência na função objetivo, referências diferentes podem ser avaliadas a 
fim de determinar a presença ou não de diferenças significativas. 
No segmento de elevação de petróleo, pode-se aplicar o método de modo a 
auditar dados de pressão e produção em diferentes condições operacionais. A 
criação de uma base de dados para cada condição auxiliaria na identificação de 
distúrbios do sistema. 
No segmento de automação, válvulas de controle podem apresentar 
agarramento. Nesses casos, surge uma condição de ciclo limite devido à 
resistência ao movimento da haste da válvula (DAMBROS, 2016). Como as 
oscilações prejudicam a performance da malha de controle, vários autores estudam 
métodos de detecção de agarramento. Um ciclo representativo das oscilações 
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Apêndice A – Códigos implementados 
em Python 
Esta seção é dedicada a apresentar os principais códigos utilizados neste 
trabalho. Para os arquivos .py, o título em itálico representa a função descrita. O 
fluxograma da Figura A.1 ilustra as tomadas de decisão para uma iteração. 
 
Figura A.1: Fluxograma para obtenção do valor da função objetivo para uma 
iteração. 
  




Modelo Meglio implementado em JModelica. 
1. model meglio   
2.                
3.     //PARAMETERS   
4.         parameter Real rol=900;   
5.         parameter Real Ps=6.6e5;   
6.         parameter Real R=8.314;   
7.         parameter Real T=363.0;   
8.         parameter Real M=2.2e-2;   
9.         parameter Real g=9.81;   
10.         parameter Real teta=0.7854;   
11.         parameter Real A=1.77e-2;   
12.         parameter Real mlstill=3.73e4;   
13.         parameter Real D=1.5e-1;   
14.         parameter Real Wgin=8.2e-1;   
15.         parameter Real Wlin=11.75;   
16.         parameter Real L=5200;   
17.        
18.         parameter Real Cg=1e-4;   
19.         parameter Real E=0.78;   
20.         parameter Real Veb=48.0;   
21.         parameter Real Cout=2.8e-3;   
22.        
23.         parameter Real x1_0=5.4132e3;    
24.         parameter Real x2_0=0.2704e3;    
25.         parameter Real x3_0=4.9669e3;    
26.        
27.         //parameter Real u=0.5;   
28.         parameter Real pi=3.14;   
29.         parameter Real epsi = 1e-10;   
30.        
31.     //Initial Conditions   
32.         Real x1(fixed=true,start=x1_0);    
33.         Real x2(fixed=true,start=x2_0);    
34.         Real x3(fixed=true,start=x3_0);    
35.            
36.     //Outputs   
37.         Real Vr;   
38.         Real Peb;   
39.         Real Prt;   
40.         Real Prb;   
41.         Real Wout;   
42.         Real Wlout;   
43.         Real Wgout;   
44.         Real Wg;   
45.            
46.         input Real u;   
47.        
48. equation   
49.        
50.     Vr = L*pi*D*D/4;   
51.     Peb = x1*R*T/(M*Veb);   
52.     Prt = x2*R*T/(M*(Vr-(x3+mlstill)/rol));   
53.    
54.     Prb = Prt + (x3+ mlstill)*g*sin(teta)/A;   
55.     Wout = Cout*u*sqrt(rol)*sqrt(((Prt-Ps)+sqrt((Prt-Ps)^2+epsi))/2);   
56.     Wgout  = x2*Wout/x3;   
57.     Wlout  = Wout;   
58.     Wg = Cg*((Peb - Prb)+sqrt((Peb - Prb)^2+epsi))*(0.5);   
59.        
60.     der(x1) = (1-E)*Wgin-Wg;   
61.     der(x2) = E*Wgin+Wg-Wgout;    
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62.     der(x3) = Wlin - Wlout;   
63.        
64. end meglio;   
 
1.2 FOWM.mo 
Modelo FOWM implementado em JModelica. 
1. model ABL56   
2.                
3.     //PARAMETERS   
4.         parameter Real Rol     = 900;   
5.         parameter Real R       = 8314;   
6.         parameter Real T       = 298;   
7.         parameter Real M       = 18;   
8.         parameter Real g       = 9.81;   
9.         parameter Real teta    = 3.14/4;   
10.         parameter Real Ps      = 1013250;   
11.         parameter Real Pr      = 2.25e7;   
12.         parameter Real ALFAgw  = 0.0188;   
13.         parameter Real Romres  = 891.9523;   
14.         parameter Real L       = 4497;   
15.         parameter Real Lt      = 1639;   
16.         parameter Real La      = 1118;   
17.         parameter Real D       = 0.152;   
18.         parameter Real Dt      = 0.150;   
19.         parameter Real Da      = 0.140;   
20.         parameter Real Hvgl    = 916;   
21.         parameter Real Hpdg    = 1117;   
22.         parameter Real Ht      = 1279;   
23.         parameter Real epsi    = 1e-10;   
24.    
25.     //ADJUST PARAMETERS   
26.         parameter Real mlstill = 6.222e1;   
27.         parameter Real Cg      = 1.137e-3;   
28.         parameter Real Cout    = 2.039e-3;   
29.         parameter Real Veb     = 6.098e1;   
30.         parameter Real E       = 1.545e-1;   
31.         parameter Real Kw      = 6.876e-4;   
32.         parameter Real Ka      = 2.293e-5;   
33.         parameter Real Vr      = 226.74;   
34.         parameter Real Kr      = 1.269e2;   
35.    
36.    
37.     //PARAMETERS OF DECISION          
38.         parameter Real z      = 0.05;       
39.         parameter Real Wgc      = 0.693246557269;   
40.        
41.    
42.         parameter Real A       = D*D*3.14/4;   
43.         parameter Real Vt      = Lt*Dt*Dt*3.14/4;   
44.         parameter Real Va      = La*Da*Da*3.14/4;   
45.    
46.     //Initial Conditions   
47.         parameter Real x1_0      = 9347.5467727;   
48.         parameter Real x2_0      = 5347.53586993;   
49.         parameter Real x3_0      = 35014.1218045;   
50.         parameter Real x4_0      = 2395.94295262;   
51.         parameter Real x5_0      = 1788.01439135;   
52.         parameter Real x6_0      = 11725.3198923;           
53.            
54.     //Outputs    
55.         Real x1(fixed=true,start=x1_0);    
56.         Real x2(fixed=true,start=x2_0);    
57.         Real x3(fixed=true,start=x3_0);    
58.         Real x4(fixed=true,start=x4_0);    
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59.         Real x5(fixed=true,start=x5_0);   
60.         Real x6(fixed=true,start=x6_0);    
61.        
62.         Real Peb;   
63.         Real Prt;   
64.         Real Prb;   
65.         Real ALFAg;   
66.         Real ALFAl;         
67.         Real Wout;   
68.         Real Wlout;   
69.         Real Wgout;   
70.         Real Wg;   
71.    
72.          
73.         Real Vgt;      
74.         Real ROgt;    
75.         Real ROmt;           
76.         Real Ptt;   
77.         Real Ptb;   
78.         Real Ppdg;   
79.         Real Pbh;           
80.         Real ALFAgt;           
81.         Real Wwh;   
82.         Real Wwhg;   
83.         Real Wwhl;   
84.         Real Wr;   
85.             
86.         Real Pai;         
87.         Real ROai;                              
88.         Real Wiv;   
89.    
90. equation   
91.    
92.         Peb = x1*R*T/(M*Veb);   
93.         Prt = x2*R*T/(M*(Vr-(x3+mlstill)/Rol));   
94.         Prb = Prt + (x3 + mlstill)*g*sin(teta)/A;   
95.         ALFAg = x2/(x2 + x3);   
96.         ALFAl = 1 - ALFAg;         
97.         Wout = Cout*z*sqrt(Rol*((Prt - Ps)+sqrt((Prt - Ps)^2+epsi))*(1/2));   
98.         Wlout = ALFAl*Wout;   
99.         Wgout = ALFAg*Wout;   
100.        Wg = Cg*((Peb - Prb)+sqrt((Peb - Prb)^2+epsi))*(1/2);   
101.   
102.         
103.        Vgt = Vt - x6/Rol;      
104.        ROgt = x5/Vgt;    
105.        ROmt = (x5 + x6)/Vt;           
106.        Ptt  = ROgt*R*T/M;   
107.        Ptb  = Ptt + ROmt*g*Hvgl;   
108.        Ppdg = Ptb + Romres*g*(Hpdg-Hvgl);   
109.        Pbh    = Ppdg + Romres*g*(Ht-Hpdg);           
110.        ALFAgt = x5/(x6 + x5);           
111.        Wwh = Kw*sqrt(Rol*((Ptt - Prb)+sqrt((Ptt - Prb)^2+epsi))*(1/2));   
112.        Wwhg = Wwh*ALFAgt;   
113.        Wwhl = Wwh*(1 - ALFAgt);   
114.        Wr   = Kr*(1-0.2*Pbh./Pr-0.8*(Pbh./Pr).^2);   
115.            
116.        Pai  = ((R*T/(Va*M)) + (g*La/Va))*x4;         
117.        ROai = M*Pai/(R*T);                              
118.        Wiv  = Ka*sqrt(ROai*((Pai - Ptb)+sqrt((Pai - Ptb)^2+epsi))*(1/2));   
119.           
120.        der(x1) = (1 - E)*(Wwhg) - Wg;                      
121.        der(x2) = E*(Wwhg) + Wg - Wgout;                   
122.        der(x3) = Wwhl - Wlout;                              
123.        der(x4) = Wgc - Wiv;                                 
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124.        der(x5) = Wr * ALFAgw + Wiv - Wwhg;                  
125.        der(x6) = Wr * ( 1 - ALFAgw ) - Wwhl;               
126.   
127. end ABL56;   
 
1.3 peakdetect.py 
peakdetect - Algoritmo de detecção de picos. 
1. import numpy as np   
2.    
3. def _datacheck_peakdetect(x_axis, y_axis):   
4.     if x_axis is None:   
5.         x_axis = range(len(y_axis))   
6.        
7.     if len(y_axis) != len(x_axis):   
8.         raise ValueError(    
9.                 "Input vectors y_axis and x_axis must have same length")   
10.        
11.     #needs to be a numpy array   
12.     y_axis = np.array(y_axis)   
13.     x_axis = np.array(x_axis)   
14.     return x_axis, y_axis   
15.    
16. def peakdetect(y_axis, x_axis = None, lookahead = 200, delta=0):   
17.     """  
18.     Converted from/based on a MATLAB script at:   
19.     http://billauer.co.il/peakdet.html  
20.       
21.     function for detecting local maxima and minima in a signal.  
22.     Discovers peaks by searching for values which are surrounded by lower  
23.     or larger values for maxima and minima respectively  
24.       
25.     keyword arguments:  
26.     y_axis -- A list containing the signal over which to find peaks  
27.       
28.     x_axis -- A x-axis whose values correspond to the y_axis list and is used  
29.         in the return to specify the position of the peaks. If omitted an  
30.         index of the y_axis is used.  
31.         (default: None)  
32.       
33.     lookahead -- distance to look ahead from a peak candidate to determine if  
34.         it is the actual peak  
35.         (default: 200)   
36.         '(samples / period) / f' where '4 >= f >= 1.25' might be a good value  
37.       
38.     delta -- this specifies a minimum difference between a peak and  
39.         the following points, before a peak may be considered a peak. Useful  
40.         to hinder the function from picking up false peaks towards to end of  
41.         the signal. To work well delta should be set to delta >= RMSnoise * 5.  
42.         (default: 0)  
43.             When omitted delta function causes a 20% decrease in speed.  
44.             When used Correctly it can double the speed of the function  
45.       
46.       
47.     return: two lists [max_peaks, min_peaks] containing the positive and  
48.         negative peaks respectively. Each cell of the lists contains a tuple  
49.         of: (position, peak_value)   
50.         to get the average peak value do: np.mean(max_peaks, 0)[1] on the  
51.         results to unpack one of the lists into x, y coordinates do:   
52.         x, y = zip(*max_peaks)  
53.     """   
54.     max_peaks = []   
55.     min_peaks = []   
56.     dump = []   #Used to pop the first hit which almost always is false   
57.           
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58.     # check input data   
59.     x_axis, y_axis = _datacheck_peakdetect(x_axis, y_axis)   
60.     # store data length for later use   
61.     length = len(y_axis)   
62.        
63.        
64.     #perform some checks   
65.     if lookahead < 1:   
66.         raise ValueError("Lookahead must be '1' or above in value")   
67.     if not (np.isscalar(delta) and delta >= 0):   
68.         raise ValueError("delta must be a positive number")   
69.        
70.     #maxima and minima candidates are temporarily stored in   
71.     #mx and mn respectively   
72.     mn, mx = np.Inf, -np.Inf   
73.        
74.     #Only detect peak if there is 'lookahead' amount of points after it   
75.     for index, (x, y) in enumerate(zip(x_axis[:-lookahead],    
76.                                         y_axis[:-lookahead])):   
77.         if y > mx:   
78.             mx = y   
79.             mxpos = x   
80.         if y < mn:   
81.             mn = y   
82.             mnpos = x   
83.            
84.         ####look for max####   
85.         if y < mx-delta and mx != np.Inf:   
86.             #Maxima peak candidate found   
87.             #look ahead in signal to ensure that this is a peak and not jitter   
88.             if y_axis[index:index+lookahead].max() < mx:   
89.                 max_peaks.append([mxpos, mx])   
90.                 dump.append(True)   
91.                 #set algorithm to only find minima now   
92.                 mx = np.Inf   
93.                 mn = np.Inf   
94.                 if index+lookahead >= length:   
95.                     #end is within lookahead no more peaks can be found   
96.                     break   
97.                 continue   
98.             #else:  #slows shit down this does   
99.             #    mx = ahead   
100.            #    mxpos = x_axis[np.where(y_axis[index:index+lookahead]==mx)]   
101.           
102.        ####look for min####   
103.        if y > mn+delta and mn != -np.Inf:   
104.            #Minima peak candidate found    
105.            #look ahead in signal to ensure that this is a peak and not jitter   
106.            if y_axis[index:index+lookahead].min() > mn:   
107.                min_peaks.append([mnpos, mn])   
108.                dump.append(False)   
109.                #set algorithm to only find maxima now   
110.                mn = -np.Inf   
111.                mx = -np.Inf   
112.                if index+lookahead >= length:   
113.                    #end is within lookahead no more peaks can be found   
114.                    break   
115.            #else:  #slows shit down this does   
116.            #    mn = ahead   
117.            #    mnpos = x_axis[np.where(y_axis[index:index+lookahead]==mn)]   
118.       
119.       
120.    #Remove the false hit on the first value of the y_axis   
121.    try:   
122.        if dump[0]:   
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123.            max_peaks.pop(0)   
124.        else:   
125.            min_peaks.pop(0)   
126.        del dump   
127.    except IndexError:   
128.        #no peaks were found, should the function return empty lists?   
129.        pass   
130.           
131.    return [max_peaks, min_peaks]   
 
1.4 freq.py 
freq - Determinação de frequência baseada em autocorrelação. 
1. from numpy.fft import rfft   
2. from numpy import argmax, mean, diff, log, copy, arange   
3. from scipy.signal import fftconvolve   
4.    
5.    
6. def parabolic(f, x):   
7.        
8.     """Quadratic interpolation for estimating the true position of an  
9.     inter-sample maximum when nearby samples are known.  
10.      
11.     f is a vector and x is an index for that vector.  
12.      
13.     Returns (vx, vy), the coordinates of the vertex of a parabola that goes  
14.     through point x and its two neighbors.  
15.      
16.     Example:  
17.     Defining a vector f with a local maximum at index 3 (= 6), find local  
18.     maximum if points 2, 3, and 4 actually defined a parabola.  
19.      
20.     In [3]: f = [2, 3, 1, 6, 4, 2, 3, 1]  
21.      
22.     In [4]: parabolic(f, argmax(f))  
23.     Out[4]: (3.2142857142857144, 6.1607142857142856)  
24.      
25.     """   
26.     xv = 1/2. * (f[x-1] - f[x+1]) / (f[x-1] - 2 * f[x] + f[x+1]) + x   
27.     yv = f[x] - 1/4. * (f[x-1] - f[x+1]) * (xv - x)   
28.     return (xv, yv)   
29.    
30. def freq(signal, fs):   
31.        
32.     """Estimate frequency using autocorrelation  
33.       
34.     Pros: Best method for finding the true fundamental of any repeating wave,   
35.     even with strong harmonics or completely missing fundamental  
36.       
37.     Cons: Not as accurate, doesn't work for inharmonic things like musical   
38.     instruments, this implementation has trouble with finding the true peak  
39.       
40.     """   
41.     # Calculate autocorrelation (same thing as convolution, but with one input   
42.     # reversed in time), and throw away the negative lags   
43.     signal = signal - mean(signal) # Remove DC offset   
44.     corr = fftconvolve(signal, signal[::-1], mode='full')   
45.     corr = corr[len(corr)/2:]   
46.        
47.     # Find the first low point   
48.     d = diff(corr)   
49.     start = next(i for i in range(len(d)) if d[i] > 0)   
50.        
51.     # Find the next peak after the low point (other than 0 lag).  This bit is    
52.     # not reliable for long signals, due to the desired peak occurring between    
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53.     # samples, and other peaks appearing higher.   
54.     i_peak = argmax(corr[start:]) + start   
55.     i_interp = parabolic(corr, i_peak)[0]   
56.        
57.     return fs / i_interp   
 
1.5 cycle.py 
Cycle - Obtenção do ciclo representativo. 
1. import scipy.interpolate as inter   
2. from numpy import *   
3. from freq import freq   
4. from peakdetect import peakdetect   
5.    
6. def Cycle(traw,yraw):   
7.        
8.     """  
9.     Input 1 - time data  
10.     Input 2 - signal data  
11.       
12.     Output 1 - cycle time data  
13.     Output 2 - cycle signal data  
14.     Output 3 - cycle variance data  
15.       
16.     """   
17.        
18.     if len(traw) != len(yraw): raise ValueError('Input arrays must have same leng
th')   
19.        
20.     Ts = traw[1]-traw[0]   
21.     T = 1./freq(yraw,1./Ts)   
22.     L = len(traw)   
23.     LA = T/Ts/1.5   
24.     if LA < 1.: LA = 1   
25.     peaks = peakdetect(yraw, lookahead=LA)   
26.    
27.     tshift = []   
28.     yshift = []   
29.     for i in range(len(peaks[1])-1):   
30.         tshift.append(array(traw[peaks[1][i][0]:peaks[1][i+1][0]+1])-
traw[peaks[1][i][0]])   
31.         yshift.append(yraw[peaks[1][i][0]:peaks[1][i+1][0]+1])   
32.         #plot(tshift[i],yshift[i])   
33.    
34.     NP = int(mean([ len(i) for i in tshift ]))   
35.    
36.        
37.     tspline = []   
38.     yspline = []   
39.     yshift = []   
40.     spliner = linspace(0,1./freq(yraw,1./(float(traw[1]-traw[0]))),NP)   
41.     for i in range(len(peaks[1])-1):   
42.         yshift.append(yraw[peaks[1][i][0]:peaks[1][i+1][0]+1])   
43.         ranger = linspace(0,1./freq(yraw,1./(float(traw[1]-
traw[0]))),len(yshift[i]))   
44.         tspline.append(ranger)   
45.         yfspline = inter.InterpolatedUnivariateSpline(tspline[i],yshift[i])   
46.         yspline.append(yfspline(spliner))   
47.    
48.     ymean = [ mean([ yspline[k][i] for k in range(len(yspline))]) for i in range(
len(spliner)) ]   
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49.     yvar = [ var([ yspline[k][i] for k in range(len(yspline))]) for i in range(le
n(spliner)) ]   
50.        
51.     return spliner,ymean,yvar   
 
1.6 stability.py 
StabilityCheck - Determina a condição do sistema (estado estacionário, 
transiente ou ciclo limite); 
1. import scipy   
2. import numpy as np   
3. from numpy import mean, array as A, log, exp   
4. from peakdetect import peakdetect   
5.    
6.    
7. def LS(ye,ym,gl): return sum( ( A(ye) - A(ym) ) **2 ) / gl   
8.    
9. def f(t,y):   
10.        
11.     DFT = np.fft.fft(y)/len(y)   
12.     fs = 1./(t[1]-t[0])   
13.     xDFT = np.fft.fftfreq(len(DFT),d=1./fs)   
14.     M = np.argmax(abs(DFT))   
15.     return abs(xDFT[M])   
16.    
17. def b(t,y,la):   
18.        
19.     pmax,pmin = peakdetect(y,lookahead=la)   
20.     tpeak,ypeak = [],[]   
21.     for i in range(len(pmax)):   
22.         tpeak.append(t[pmax[i][0]])   
23.         ypeak.append(pmax[i][1])   
24.            
25.     bmean = mean([log(ypeak[i]/ypeak[i+1])/(tpeak[i+1]-
tpeak[i]) for i in range(len(tpeak)-1)])   
26.        
27.     return bmean   
28.    
29. def C(t,y,la):   
30.        
31.     pmax,pmin = peakdetect(y,lookahead=la)   
32.     tpeak,ypeak = [],[]   
33.     for i in range(len(pmax)):   
34.         tpeak.append(t[pmax[i][0]])   
35.         ypeak.append(pmax[i][1])   
36.            
37.     Cmean = 0.5*mean([(ypeak[i]/exp(-b(t,y,la)*tpeak[i])+ypeak[i+1]/exp(-
b(t,y,la)*tpeak[i+1])) for i in range(len(tpeak)-1)])   
38.        
39.     return Cmean   
40.        
41. def Exp(b,c,t): return c*exp(-b*A(t))   
42.    
43. def StabilityCheck(t,y,debug=False):   
44.        
45.     """  
46.     Input 1 - time data  
47.     Input 2 - signal data  
48.       
49.     Output - True = Yes, the system is stabilizing / False = No, the system prese
nts limit cycle  
50.       
51.     """   
52.        
53.     ## 1 - Tem periodo e pelo menos 3 ciclos?   
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54.     try:   
55.         T = 1./f(t,A(y)-mean(y))   
56.         ts = t[1] - t[0]   
57.         N = int(t[-1]/T)   
58.         n = int(3.*T/ts) + 1   
59.         if not N >= 6:    
60.             if debug: print('N < 6, T = '+str(T)+', N = '+str(N)+', t[-
1] = '+str(t[-1]))   
61.             return True # com menos de 6 ciclos, o metodo nao funciona (3 ciclos 
de corte, 3 ciclos de ajuste)   
62.     except:   
63.         return True   
64.         if debug:    
65.             print 'erro na avaliacao de periodos'   
66.             return True   
67.        
68.     ## 2 - A variancia dos tres ultimos periodos tem significancia? / Todos os pi
cos sao decrescentes?   
69.     if np.var(y[-n:]) < 1e-5:   
70.         if debug: print 'variancia insignificante'   
71.         return True   
72.     t,y = A(t[n:])-t[n],y[n:]   
73.     la = int(len(t)/(t[-1]/T)/1.5)   
74.     if la < 1: la = 1   
75.     pmax,pmin = peakdetect(y,lookahead=la)   
76.     thpeak,yhpeak,tlpeak,ylpeak = [],[],[],[]   
77.     for i in range(len(pmax)):   
78.         thpeak.append(t[pmax[i][0]])   
79.         yhpeak.append(pmax[i][1])   
80.     for i in range(len(pmin)):   
81.         tlpeak.append(t[pmin[i][0]])   
82.         ylpeak.append(pmin[i][1])   
83.            
84.     if np.var(yhpeak) < 1e-3:   
85.         if debug: print 'picos nao variam significativamente'   
86.         return False   
87.     elif np.var(ylpeak) < 1e-3:   
88.         if debug: print 'picos nao variam significativamente'   
89.         return False   
90.            
91.     dec = all([yhpeak[i] > yhpeak[i+1] for i in range(len(yhpeak)-1)])   
92.     if not dec:    
93.         if debug: print 'picos nao sao decrescentes'   
94.         return False   
95.            
96.     ## 3 - Um oscilador harmonico subamortecido ajusta os picos melhor do que a m
edia dos picos?   
97.     med = mean(yhpeak+ylpeak)   
98.     yh = Exp(b(t,A(y)-med,la),C(t,A(y)-med,la),thpeak)   
99.     gl1 = len(thpeak)-2   
100.    ls1 = LS(A(yhpeak)-med,yh,gl1)   
101.    gl2 = len(tlpeak)-1   
102.    ls2 = LS(yhpeak,mean(yhpeak),gl2)   
103.    rls = ls1/ls2   
104.    F1 = 1./scipy.stats.f.ppf(0.90,gl1,gl2)   
105.    F2 = scipy.stats.f.ppf(0.90,gl2,gl1)   
106.       
107.    if F1 < rls and rls < F2:    
108.        if debug: print 'passou no teste de Fisher'   
109.        return False   
110.    else:    
111.        if debug: print 'estavel'   
112.        return True   
 




Settings – Compila o modelo. 
1. def Settings(SimName,N,minh = 0.001,solver='Radau5ODE',directory=''):   
2.        
3.     """  
4.     Inputs:  
5.     SimName - Nome do modelo  
6.     N - Numero de pontos  
7.     minh - Valor do passo minimo (somente valido para BDF)  
8.     solver - Nome do solver a ser utilizado. Opcoes recomendadas: Radau5ODE ou CV
ode.  
9.     directory - Nome do diretório do arquivo. Exemplos: FOWM/, Meglio/...  
10.       
11.     Outputs:  
12.     slugging - Modelo compilado  
13.     opts - Opções de simulação  
14.     """   
15.     # Compila e carrega a simulacao   
16.     fmu_name = compile_fmu(SimName, directory+SimName+'.mo')   
17.     slugging = load_fmu(fmu_name, log_level=0)   
18.    
19.     opts = slugging.simulate_options()   
20.     opts['ncp'] = N - 1 #numero de pontos no intervalo   
21.     opts['solver'] = solver   
22.     opts[solver+'_options']['verbosity'] = 50 # omite dados de simulacao   
23.     opts[solver+'_options']['atol'] = 1e-8   
24.     opts[solver+'_options']['rtol'] = 1e-8   
25.     opts['result_handling'] = 'memory'   
26.     if solver == 'CVode':   
27.         opts['CVode_options']['discr'] = 'BDF' # Backward differentiation formula
 - metodo de passo multiplo    
28.         opts['CVode_options']['minh'] = minh   
29.    
30.     return slugging,opts   
 
Exemplo de utilização: 
1. sim,opts = Settings('Real Well A',700,solver='CVode',minh=1e-4,directory='Real 
Well A/')   
 
1.8 ZeroPad.py 
ZeroPad – Preenchimento do ciclo do modelo com a própria média. 
1. import scipy.interpolate as inter   
2. from numpy import array as A   
3.    
4. def ZeroPad(ym,tm,te):   
5.        
6.     ym,tm,te = A(ym),A(tm),A(te)   
7.     if debug: print(tm,te)   
8.     Tsm = tm[1]-tm[0]   
9.     if tm[-1] < te[-1]:   
10.         Sm = inter.InterpolatedUnivariateSpline(tm,ym)   
11.         if tm[-1] + Tsm < te[-1]:   
12.             i2 = next(list(te).index(i) for i in te if i > tm[-1])   
13.             Ym = list(Sm(te[:i2])) + [mean(ym)]*(len(te)-i2)   
14.         else:   
15.             Ym = Sm(te)   
16.            
17.     elif te[-1] < tm[-1]:   
18.         Sm = inter.InterpolatedUnivariateSpline(tm,ym)   
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19.         Ym = Sm(te)   
20.     else:   
21.         Ym = ym   
22.            
23.     return Ym   
  
1.9 FO.py 
Abaixo segue um exemplo de função objetivo Fobj. Supõe-se que:  
 O modelo FOWM está compilado com o exemplo da função Settings (sim 
e opts); 
 O número de pontos compilado com a função Settings é maior do que o 
número de pontos dos dados de referência; 
 Os dados de referência têm a mesma amostragem do modelo (somente 
relevante se o modelo não está apresentando ciclo limite); 
 A estimação é para o Cenário 1 dos resultados, onde 8 parâmetros são 
estimados enquanto o volume do riser  é fixo; 
 Os valores de tempo da referência estão em horas; 
 Os valores do sinal da referência estão em bar. 
1. from stability import f, StabilityCheck   
2. from ZeroPad import ZeroPad   
3. from Cycle import Cycle   
4. import numpy as *   
5.    
6. def Fobj(P,yraw,te,ye,vare,NP,sim=(),opts=(),IN=()):   
7.        
8.     """  
9.     Inputs:  
10.     P - Lista de parametros  
11.     yraw - dados de referencia  
12.     te - tempo do ciclo de referencia  
13.     ye - sinal do ciclo de referencia  
14.     vare - variancia do ciclo de referencia  
15.     NP - numero de pontos a serem simulados.  
16.     //CUIDADO// ==> !!! NP deve ser igual ao numero de pontos da compilacao do mo
delo !!!  
17.     sim,opts - Resultado da compilacao obtida com a funcao Settings  
18.     IN - informacao adicional a ser adicionada na simulacao  
19.       
20.     Output:  
21.     Valor da funcao objetivo  
22.     """   
23.        
24.     # Simulacao   
25.     sim.reset()   
26.     sim.set(['mlstill','Cg','Cout','Veb','E','Kw','Ka','Kr'],P)   
27.     sim.set(['Wgc','Vr'],[1.406,4497*0.152**2*3.14/4])   
28.     try:   
29.         Sim = sim.simulate(start_time=0,final_time=(NP-
1)*60.,options=opts,input=IN)   
30.         t,ymod = Sim['time']/3600.,array(Sim['Ppdg'])/1e5   
31.     except: return 1e12   
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32.        
33.     # Tenta descartar dados da convergencia inicial (3 ciclos)   
34.     T = 1./f(t,ymod-mean(ymod))   
35.     ts = t[1] - t[0]   
36.     n = int(3*T/ts)   
37.     ym = []   
38.     try: t,ym = A(t[n:])-t[n],ymod[n:]   
39.     except: t,ym = t,ymod   
40.        
41.     FO = 0.   
42.    
43.     # O sistema esta em estado estacionario, estado transiente?   
44.     try: steadystate = Stable(t,ym)   
45.     except: steadystate = True   
46.    
47.     # Se apresenta ciclo limite, aplica WLS;   
48.     # Se nao apresenta ciclo limite, aplica LS.   
49.     if not steadystate:   
50.         try:   
51.             ctm,cym,cvarm = Cycle(t,ym)   
52.             Ym = ZeroPad(cym,ctm,te)   
53.             FO += sum(( array(Ym) - array(ye) ) ** 2 / array(vare))   
54.         except:   
55.             FO += sum( ( array(ymod[:len(yraw)]) - array(yraw) ) ** 2 )   
56.     else: FO += sum( ( array(ymod[:len(yraw)]) - array(yraw) ) ** 2 )   
57.                
58.     return FO   
 
