Dynamical sampling deals with frames of the form {T n ϕ} ∞ n=0 , where T ∈ B(H) belongs to certain classes of linear operators and ϕ ∈ H. The purpose of this paper is to investigate a new representation, namely, Fibonacci representation of sequences {fn} ∞ n=1 in a Hilbert space H; having the form fn+2 = T (fn + fn+1) for all n 1 and a linear operator T : span{fn} ∞ n=1 → span{fn} ∞ n=1 . We apply this kind of representations for complete sequences and frames. Finally, we present some properties of Fibonacci representation operators.
Introduction
We recall some definitions and standard results from frame theory.
(ii) F is called a Bessel sequence with Bessel bound B F if at least the upper frame condition holds.
k=1 c k f k = 0 for some scalar coefficients {c k } m k=1 , then c k = 0 for all k = 1, · · · , m. We say F is linearly dependent if F is not linearly independent. 
is a well-defined mapping from ℓ 2 onto H. Moreover, the adjoint of T F is given by
⊆ H is a Bessel sequence for H, then T F is well-defined and bounded.
In [2] , Aldroubi et al. introduced dynamic sampling which it deals with frame properties of sequences of the form {T n ϕ} ∞ n=0 , where T ∈ B(H) belongs to certain classes of linear operators (such as diagonalizable normal operators) and ϕ ∈ H. Various characterizations of frames having the form {f k } k∈I = {T k ϕ} k∈I , where T is a linear (not necessarily bounded) operator can be found in [5, 6, 7, 8] . 
(and hence all)
(iii) The ker T F is invariant under the right-shift operator T : ℓ 2 → ℓ 2 defined by T (c 1 , c 2 , · · · ) = (0, c 1 , c 2 , · · · ).
Special sequences
It is well known, cf. [4, Example 5.4.6 ] that if {e n } ∞ n=1 is an orthonormal basis {e n } ∞ n=1 for H, then {e n + e n+1 } ∞ n=1 is complete and a Bessel sequence but not a frame. This motivates us to investigate some results concerning the sequences F = {f n } ∞ n=1 , M = {f n + f n+1 } ∞ n=1 and N = {f n − f n−1 } ∞ n=1 in a Hilbert space H. 
Then M and N are Bessel sequences. For the opposite implication, let B M and B N be Bessel bounds for sequences M and N , respectively. Then
(ii) Suppose that F is complete and f ∈ H such that f, αf n + βf n+1 = 0 for all n ∈ N.
Then α f, f n = −β f, f n+1 for all n ∈ N. Since |α| |β| and
we get f, f 1 = 0 and consequently f, f n = 0 for n ∈ N. Hence f = 0 and this shows that {αf n + βf n+1 } ∞ n=1 is complete. In order to show the other implication, assume that M is complete and f ∈ H such that f, f n = 0 for all n ∈ N. Since
we conclude that f = 0 and therefore F is complete.
be sequences in a Hilbert space H and α = 0. Then F is a frame for H, if and only if M ∪ N is a frame for H.
Proof. Let µ = max{|α| 2 , |β| 2 }. Then the result follows from
where S F , S M and S N are frame operators for F, M and N , respectively.
Proof. By Proposition 2.1, F is a Bessel sequence for H. Let A M and A N be lower frame bounds for M and N , respectively. Then we have
we obtain
Then we obtain (2.1).
Fibonacci representation
In this section we want to consider representation of a sequence {f n } ∞ n=1 ⊆ H on the form f n = T (f n−1 + f n−2 ) for n 3, where T is a linear operator defined on an appropriate subspace of H.
In the affirmative case, we say that F is represented by T , and T is called a Fibonacci representation operator with respect to F . Throughout this segment, H denotes a Hilbert space and {e n } ∞ n=1 is an orthonormal basis for H.
..} is a frame for H. We define the linear operator T : span{e n } ∞ n=1 → span{e n } ∞ n=1 by T e 1 = e 2 2 , T e n = n−2 i=0 (−1) i e n−i+1 + (−1) n+1 e 2 2 , n 2.
Then F is represented by T . Indeed, T e 1 + T e 2 = e 3 and for n 4 we have
Note that F is not linearly independent, and so by [6, Proposition 2.3], there does not exist a linear operator S : span{e n } ∞ n=1 → span{e n } ∞ n=1 such that Se 1 = e 1 and Se n−1 = e n , n 2.
T e 4 = e 5 − T e 1 , T e n = e n+1 − T e n−1 , n 5.
Proof. First, let F be represented by T . For every n ∈ N, we have
Then M and N are represented by T . Conversely, if M and N are represented by T , then
Hence F is represented by T .
A frame may have more than one Fibonacci representation and a frame may not have any. which is a contradiction. We note that {f n + f n+1 } ∞ n=1 is not linearly independent.
be linear operators defined by T e 1 = T e 2 = 1 2 e 3 , T e n = (−1) n n e 3 − n+1 i=4 (−1) n+i e i , n 4,
Then it is easy to see that E is represented by T and S. We note that {e n + e n+1 } ∞ n=1 is linearly independent.
. Now, we want to get a sufficient condition for a frame F = {f n } ∞ n=1 to have a Fibonacci representation. We need the following lemma.
Then the following hold:
For the proof of (ii), it is clear that
Then we have
Since {f n } ∞ n=1 is linearly independent, we get c 1 = c k = 0 and c n−1 + c n = 0 for all 2 n k. Therefore, c n = 0 for all 1 n k. This completes the proof of (iii).
To prove (iv), let {c n } N n=1 ⊆ C such that N n=1 c n f n = 0. Then by (i), we have
Since
Hence we conclude that c n = 0 for all n = 1, 2, .., N. Then {f n } ∞ n=1 is linearly independent.
In the following, we give a sufficient condition for a sequence F = {f n } ∞ n=1 to have a Fibonacci representation.
Since {f n + f n+1 } ∞ n=1 is linearly independent sequence, T is well-defined and F is represented by
is linearly independent and so by Lemma 3.7 (iv), {f n } ∞ n=1 is linearly independent. Hence we can define a linear operator
We show that F is represented by T . Indeed,
The following example shows that the converse of Theorem 3.8 is not satisfied in general.
Example 3.9. The frame F = {f n } ∞ n=1 = {e 1 , e 2 , e 3 , e 2 , e 2 , e 4 , e 5 , e 6 , ...} is represented by the linear operator T : span{f n } ∞ n=1 → span{f n } ∞ n=1 given by
But {f n + f n+1 } ∞ n=1 = {e 1 + e 2 , e 2 + e 3 , e 3 + e 2 , 2e 2 , ...} is not linearly independent. Proof. It follows from Lemma 3.7 (iii) and Theorem 3.8. Now, we provide sufficient conditions to make the converse of Theorem 3.8 satisfy.
Let V = span{f n } l n=1 , where l = max{n 0 + 1, m}. By (3.
2) and f m+1 ∈ span{f n } m n=1 , we get f l+1 ∈ V . We show V is invariant under T . Suppose that f = l n=1 c n f n ∈ V . By using (i) of Lemma 3.7, we have Proof. Since {f n } ∞ n=1 is linearly dependent, there exists k 2 such that f k ∈ span{f n } k−1 n=1 . We claim that there exists an integer l > k such that
n=1 is complete and dim H = ∞, the contradiction is achieved. Now, let i ∈ N be the smallest number such that f k+i / ∈ span{f n } k+i−1 n=1 . Putting m = k + i − 1, we get f m ∈ span{f n } m−1 n=1 and f m+1 / ∈ span{f n } m n=1 .
Proposition 3.13. Let F = {f n } ∞ n=1 be a sequence in H which is represented by T . Suppose that f m ∈ span{f n } m−1 n=1 and f m+1 / ∈ span{f n } m−1 n=1 for some integer m 2. Then T f i ∈ span{f n } m+1 n=3 for 1 i m.
Proof. By the assumption, we have f m = m−1 n=1 c n f n , so
Since F is represented by T , the equality (3.3) implies that
which is a contradiction. Hence (3.4) implies that
Also, by (i) of Lemma 3.7, for 1 j m − 1, we have
Hence it follows from (3.5) and (3.6 ) that T f i ∈ span{f n } m+1 n=3 for each 1 i m − 1.
Proof. Since T f m+i = f m+i+1 − T f m+i−1 , the result follows by induction on i and Proposition 3.13. (i) If F is linearly independent, then it has a Fibonacci representation T such that R(T ) = span{f n } ∞ n=3 . (ii) If F is linearly dependent, then for any Fibonacci representation T of F we have R(T ) = span{f n } ∞ n=3 . Proof. First we note that if F is represented by T , then f n = T (f n−1 + f n−2 ) ∈ R(T ) for every n 3, and consequently span{f n } ∞ n=3 ⊆ R(T ). To prove (i), consider the linear operator T : span{f n } ∞ n=1 → span{f n } ∞ n=1 defined by
Then
Hence F is represented by T and it is obvious that R(T ) ⊆ span{f n } ∞ n=3 . In order to prove (ii), by Proposition 3.12 there exists m 2 such that f m ∈ span{f n } m−1 n=1 and f m+1 / ∈ span{f n } m−1 n=1 . If F is represented by T , then by Proposition 3.13 and Corollary 3.14 we have R(T ) ⊆ span{f n } ∞ n=3 .
In Theorem 3.11, we showed that {f n + f n+1 } ∞ n=1 is linearly independent under some conditions. In the following, we show that (under some conditions) by removing finitely many elements of {f n + f n+1 } ∞ n=1 the remaining elements will be linearly independent. Theorem 3.16. Let F = {f n } ∞ n=1 be a complete sequence in an infinite dimensional Hilbert space H which is represented by T . Then there exists m ∈ N such that {f m+n + f m+n+1 } ∞ n=1 is linearly independent.
Proof. If F is linearly independent, then the result follows by (iii) of Lemma 3.7. Suppose that F is linearly dependent. Then by Proposition 3.12 and Proposition 3.13, there exists
c n f n ∈ V . Then by (i) of Lemma 3.7, we have
Using T f 1 ∈ span{f n } m+1 n=3 ⊆ V and (3.7), we get T f ∈ V . Then we conclude f n ∈ V for all n m + j + 2. Thus, span{f n } ∞ n=1 = V and since {f n } ∞ n=1 is complete in H, we have H = span{f n } ∞ n=1 = V = V which is a contradiction.
Fibonacci Representation Operators
In a frame that indeed has the form {T n ϕ} ∞ n=0 , where T ∈ B(H) and ϕ ∈ H, all sequence members are represented by iterative actions of T on ϕ. In the case where {f n } ∞ n=1 has a Fibonacci representation operator T , we expect (Theorem 4.2) all members of the sequence {f n } ∞ n=1 to be identified in terms of iterative actions of T on elements f 1 and f 2 . In this section, we present some results concerning Fibonacci representation operators. One of the results characterizes types of frame which can be represented in terms of a bounded operator T . We let n k := 0 when k > n or k < 0.
Theorem 4.2. Let T : span{f n } ∞ n=1 → span{f n } ∞ n=1 be a linear operator, then the following statements are equivalent:
where a n = [ n−1 2 ] , b n = n − 2a n − 2.
Proof. (i) ⇒ (ii) We prove (4.1) by induction on n. For n = 4, we have a 4 = 1 and b 4 = 0. Then
Now, assume that k > 4 and (4.1) holds for all n k and we prove (4.1) for n = k + 1. If k + 1 is even, then b k = −1, b k−1 = b k+1 = 0 and a k+1 = a k = 1 + a k−1 . Hence
Since b k+1 = 0 and a k+1 = a k , we obtain (4.1). If k + 1 is odd, then b k = 0, b k−1 = b k+1 = −1 and 1 + a k−1 = 1 + a k = a k+1 . Hence
Hence we get (4.1). To prove (ii) ⇒ (i), there are two possibilities. If n > 4 is odd, then b n = −1, b n−1 = b n+1 = 0 and a n+1 = a n = 1 + a n−1 . Hence
Therefore,
If n 4 is even, the argument is similar to the previous case. 
n=1 d n f n+2 = 0 and consequently T f = ∞ n=1 r n f n+2 . Therefore by applying [4, Lemma 5.5.5], we have
For the other implication, let {c n } ∞ n=1 ∈ ker T M . Since ∞ n=1 c n (f n + f n+1 ) = 0 and T is bounded, we have 
Since T is injective, we get ∞ n=1 c n (f n + f n+1 ) = 0 and consequently {c n } ∞ n=1 ∈ ker T M . Conversely, assume that f ∈ H and T f = 0.
Hence {c n } ∞ n=1 ∈ ker T T 2 L F and consequently {c n } ∞ n=1 ∈ ker T M . This means f = ∞ n=1 c n (f n + f n+1 ) = 0 and the proof is completed. To prove (ii), by [4, Lemma 2.4.1], K * is injective and has closed range. Also KK * is invertible. Then (i) implies (ii). c n (f n + f n+1 ) ∈ R(T ).
Then span{f n } ∞ n=3 ⊆ R(T ). Since T f 1 ∈ span{f n } ∞ n=3 , we can now apply (ii) of Lemma 3.7 to conclude that c n (f n + f n+1 ) ∈ R(T ).
Hence span{f n } ∞ n=3 ⊆ R(T ) and this completes the proof. Theorem 4.10. Let {f n } ∞ n=1 be represented by T and S. If T f 1 = Sf 1 , then T = S. Proof. Since T f 1 = Sf 1 and T (f n +f n+1 ) = f n+2 = S(f n +f n+1 ) for all n ∈ N, we get T f n = Sf n for all n ∈ N (we can use (i) of Lemma 3.7). This proves T = S on span{f n } ∞ n=1 . Corollary 4.11. Let {f n } ∞ n=1 be represented by T and S. If f 1 ∈ span{f n + f n+1 } ∞ n=k for some k ∈ N, then T = S.
Proof. Since f 1 ∈ span{f n + f n+1 } ∞ n=k , we have f 1 =
