We test both bottom-up and top-down approaches in learning the phonemic status of the sounds of English and Japanese. We used large corpora of spontaneous speech to provide the learner with an input that models both the linguistic properties and statistical regularities of each language. We found both approaches to help discriminate between allophonic and phonemic contrasts with a high degree of accuracy, although top-down cues proved to be effective only on an interesting subset of the data.
Introduction
Developmental studies have shown that, during their first year, infants tune in on the phonemic categories (consonants and vowels) of their language, i.e., they lose the ability to distinguish some within-category contrasts (Werker and Tees, 1984) and enhance their ability to distinguish betweencategory contrasts (Kuhl et al., 2006) . Current work in early language acquisition has proposed two competing hypotheses that purport to account for the acquisition of phonemes. The bottom-up hypothesis holds that infants converge on the linguistic units of their language through a similaritybased distributional analysis of their input (Maye et al., 2002; Vallabha et al., 2007) . In contrast, the top-down hypothesis emphasizes the role of higher level linguistic structures in order to learn the lower level units (Feldman et al., 2013; Martin et al., 2013) . The aim of the present work is to explore how much information can ideally be derived from both hypotheses.
The paper is organized as follows. First we describe how we modeled phonetic variation from audio recordings, second we introduce a bottomup cue based on acoustic similarity and topdown cues based of the properties of the lexicon.
We test their performance in a task that consists in discriminating within-category contrasts from between-category contrasts. Finally we discuss the role and scope of each cue for the acquisition of phonemes.
Modeling phonetic variation
In this section, we describe how we modeled the representation of speech sounds putatively processed by infants, before they learn the relevant phonemic categories of their language. Following Peperkamp et al. (2006) , we make the assumption that this input is quantized into context-dependent phone-sized unit we call allophones. Consider the example of the allophonic rule that applies to the Previous work has generated allophonic variation using random contexts (Martin et al., 2013) . This procedure does not take into account the fact that contexts belong to natural classes. In addition, it does not enable to compute an acoustic distance. Here, we generate linguistically and acoustically controlled allophones using Hidden Markov Models (HMMs) trained on audio recordings.
Corpora
We use two speech corpora: the Buckeye Speech corpus (Pitt et al., 2007) , which consists of 40 hours of spontaneous conversations with 40 speakers of American English, and the core of the Corpus of Spontaneous Japanese (Maekawa et al., 2000) which also consists of about 40 hours of recorded spontaneous conversations and public speeches in different fields. Both corpora are timealigned with phonetic labels. Following Boruta (2012), we relabeled the japanese corpus using 25 phonemes. For English, we used the phonemic version which consists of 45 phonemes.
Input generation

HMM-based allophones
In order to generate linguistically and acoustically plausible allophones, we apply a standard Hidden Markov Model (HMM) phoneme recognizer with a three-state per phone architecture to the signal, as follows.
First, we convert the raw speech waveform of the corpora into successive vectors of Mel Frequency Cepstrum Coefficients (MFCC), computed over 25 ms windows, using a period of 10 ms (the windows overlap). We use 12 MFCC coefficients, plus the energy, plus the first and second order derivatives, yielding 39 dimensions per frame. Second, we start HMM training using one threestate model per phoneme. Third, each phoneme model is cloned into context-dependent triphone models, for each context in which the phoneme actually occurs (for example, the phoneme /A/ occurs in the context [d-A-g] as in the word /dAg/ ("dog"). The triphone models are then retrained on only the relevant subset of the data, corresponding to the given triphone context. These detailed models are clustered back into inventories of various sizes (from 2 to 20 times the size of the phonemic inventory) using a linguistic feature-based decision tree, and the HMM states of linguistically similar triphones are tied together so as to maximize the likelihood of the data. Finally, the triphone models are trained again while the initial gaussian emission models are replaced by mixture of gaussians with a progressively increasing number of components, until each HMM state is modeled by a mixture of 17 diagonal-covariance gaussians. The HMM were built using the HMM Toolkit (HTK: Young et al., 2006) .
Random allophones
As a control, we also reproduce the random allophones of Martin et al. (2013) , in which allophonic contexts are determined randomly: for a given phoneme /p/, the set of all possible contexts is randomly partitioned into a fixed number n of subsets. In the transcription, the phoneme /p/ is converted into one of its allophones (p 1 ,p 2 ,..,p n ) depending on the subset to which the current context belongs.
3 Bottom-up and top-down hypotheses
Acoustic cue
The bottom-up cue is based on the hypothesis that instances of the same phoneme are likely to be acoustically more similar than instances of two different phonemes (see Cristia and Seidl, in press ) for a similar proposition). In order to provide a proxy for the perceptual distance between allophones, we measure the information theoretic distance between the acoustic HMMs of these allophones. The 3-state HMMs of the two allophones were aligned with Dynamic Time Warping (DTW), using as a distance between pairs of emitting states, a symmetrized version of the KullbackLeibler (KL) divergence measure (each state was approximated by a single non-diagonal Gaussian):
Where {(i, j) ∈ DTW (x, y)} is the set of index pairs over the HMM states that correspond to the optimal DTW path in the comparison between phone model x and y, and N x i the full covariance Gaussian distribution for state i of phone x. For obvious reasons, the acoustic distance cue cannot be computed for Random allophones.
Lexical cues
The top-down information we use in this study, is based on the insight of Martin et al. (2013) . It rests on the idea that true lexical minimal pairs are not very frequent in human languages, as compared to minimal pairs due to mere phonological processes. In fact, the latter creates variants (alternants) of the same lexical item since adjacent sounds condition the realization of the first and final phoneme. For example, as shown in figure 1 , the phoneme /r/ surfaces as [X] or [K] depending on whether or not the next sound is a voiceless obstruent. Therefore, the lexical item /kanar/ surfaces as [kanaX] or [kanaK] . The lexical cue assumes that a pair of words differing in the first or last segment (like [kanaX] and [kanaK] ) is more likely to be the result of a phonological process triggered by adjacent sounds, than a true semantic minimal pair.
However, this strategy clearly gives rise to false alarms in the (albeit relatively rare) case of true minimal pairs like [kanaX] ("duck") and [kanal] ("canal"), where ([X], [l]) will be mistakenly labeled as allophonic.
In order to mitigate the problem of false alarms, we also use Boruta (2011)'s continuous version, where each pair of phones is characterized by the number of lexical minimal pairs it forms.
where {Ax ∈ L} is the set of words in the lexicon L that end in the phone x, and {(Ax, Ay) ∈ L 2 } is the set of phonological minimal pairs in L × L that vary on the final segment.
In addition, we introduce another cue that could be seen as a normalization of Boruta's cue:
Task
For each corpus we list all the possible pairs of attested allophones. Some of these pairs are allophones of the same phoneme (allophonic pair) and others are allophones of different phonemes (nonallophonic pairs). The task is a same-different classification, whereby each of these pairs is given a score from the cue that is being tested. A good cue gives higher scores to allophonic pairs.
Evaluation
We use the same evaluation procedure as in Martin et al. (2013) . It is carried out by computing the area under the curve of the Receiver Operating Characteristic (ROC). A value of 0.5 represents chance and a value of 1 represents perfect performance.
In order to lessen the potential influence of the structure of the corpus (mainly the order of the utterances) on the results, we use a statistical resampling scheme. The corpus is divided into small blocks (of 20 utterances each). In each run, we draw randomly with replacement from this set of blocks a sample of the same size as the original corpus. This sample is then used to retrain the acoustic models and generate a phonetic inventory that we use to re-transcribe the corpus and re-compute the cues. We report scores averaged over 5 such runs. Table 1 shows the classification scores for the lexical cues when we vary the inventory size from 2 allophones per phoneme in average, to 20 allophones per phoneme, using the Random allophones. The top-down scores are very high, replicating Martin et al.'s results, and even improving the performance using Boruta's cue and our new Normalized cue. Table 2 shows the results for HMM-based allophones. The acoustic score is very accurate for both languages and is quite robust to variation. Top-down cues, on the other hand, perform, surprisingly, almost at chance level in distinguishing between allophonic and non-allophonic pairs. A similar discrepancy for the case of Japanese was actually noted, but not explained, in Boruta (2012). , and yet others will simply not generate lexical variation at all, we will call those: invisible pairs. For instance, in English, /h/ and /N/ occur in different syllable positions and thus cannot appear in any minimal pair. As defined above, top-down cues are set to 0 in such pairs (which means that they are systematically classified as non-allophonic). This is a correct decision for /h/ vs. /N/, but not for invisible pairs that also happen to be allophonic, resulting in false negatives. In tables 3, we show that, indeed, invisible pairs is a major issue, and could explain to a large extent the pattern of results found above. In fact, the proportion of visible allophonic pairs ("allo" column) is way lower for HMM-based allophones. This means that the majority of allophonic pairs in the HMM case are invisible, and therefore, will be mistakenly classified as non-allophonic. There are basically two reasons why an allophonic pair would be invisible ( will not generate lexical alternants). The first one is the absence of evidence, e.g., if the edges of the word with the underlying phoneme do not appear in enough contexts to generate the corresponding variants. This happens when the corpus is so small that no word ending with, say, /r/ appears in both voiced and voiceless contexts. The second, is when the allophones are triggered on maximally different contexts (on the right and the left) as illustrated below:
Results
When A doesn't overlap with C and B does not overlap with D, it becomes impossible for the pair ([p 1 ], [p 2 ]) to generate a lexical minimal pair. This is simply because a pair of allophones needs to share at least one context to be able to form variants of a word (the second or penultimate segment of this word).
When asked to split the set of contexts in two distinct categories that trigger [p 1 ] and [p 2 ] (i.e., A B and C D), the random procedure will often make A overlap with B and C overlap with D because it is completely oblivious to any acoustic or linguistic similarity, thus making it always possible for the pair of allophones to generate lexical alternants. A more realistic categorization (like the HMM-based one), will naturally tend to minimize within-category distance, and maximize between-category distance. Therefore, we will have less overlap, making the chances of the pair to generate a lexical pair smaller. The more allophones we have, the bigger is the chance to end up with non-overlapping categories (invisible allophonic pairs), and the more mistakes will be made, as shown in Table 3 .
Restricting the role of top-down cues
The analysis above shows that top-down cues cannot be used to classify all contrasts. The approximation that consists in considering all pairs that do not generate lexical pairs as non-allophonic, does not scale up to realistic input. A more intuitive, but less ambitious, assumption is to restrict the scope of top-down cues to contrasts that do generate lexical variation (lexical alternants or true minimal pairs). Thus, they remain completely agnostic to the status of invisible pairs. This restriction makes sense since top-down information boils down to knowing whether two word forms belong to the same lexical category (reducing variation to allophony), or to two different categories (variation is then considered non-allophonic). Phonetic variation that does not cause lexical variation is, in this particular sense, orthogonal to our knowledge about the lexicon.
We test this hypothesis by applying the cues only to the subset of pairs that are associated with at least one lexical minimal pair. We vary the number of allophones per phoneme on the one hand (Table 4 ) and the size of the input on the other hand (Table 5) . We refer to this subset by an asterisk (*), by which we also mark the cues that apply to it. Notice that, in this new framing, the M cue is completely uninformative since it assigns the same value to all pairs.
As predicted, the cues perform very well on this subset, especially the N cue. The combination of top-down and bottom-up cues shows that the former is always useful, and that these two sources of information are not completely redundant. However, the scope of top-down cues (the proportion of the subset * ) shrinks as we increase the number of allophones. Table 5 shows that this problem can, in principle, be mitigated by increasing the amount of data available to the learner. As we were limited to only 40 hours of speech, we generated an artificial corpus that uses the same lexicon but with all possible word orders so as to maximize the number of contexts in which words appear. This artificial corpus increases the proportion of the subset, but we are still not at 100 % coverage, which according the analysis above, is due (at least in part) to the irreducible set of non-overlapping pairs.
Conclusion
In this study we explored the role of both bottomup and top-down hypotheses in learning the phonemic status of the sounds of two typologically different languages. We introduced a bottom-up cue based on acoustic similarity, and we used already existing top-down cues to which we provided a new extension. We tested these hypotheses on English and Japanese, providing the learner with an input that mirrors closely the linguistic and acoustic properties of each language. We showed, on the one hand, that the bottom-up cue is a very reliable source of information, across different levels of variation and even with small amount of data. Top-down cues, on the other hand, were found to be effective only on a subset of the data, which corresponds to the interesting contrasts that cause lexical variation. Their role becomes more relevant as the learner gets more linguistic experience, and their combination with bottom-up cues shows that they can provide non-redundant information. Note, finally, that even if this work is based on a more realistic input compared to previous studies, it still uses simplifying assumptions, like ideal word segmentation, and no low-level acoustic variability. Those assumptions are, however, useful in quantifying the information that can ideally be extracted from the input, which is a necessary preliminary step before modeling how this input is used in a cognitively plausible way. Interested readers may refer to for a more learningoriented approach, where some of the assumptions made here about high level representations are relaxed.
