We consider the problem of constructing an optimal set of orthogonal vectors from a given set of vectors in a real Hilbert space. The vectors are chosen to minimize the sum of the squared norms of the errors between the constructed vectors and the given vectors. We show that the design of the optimal vectors, referred to as the least-squares (LS) orthogonal vectors, can be formulated as a semidefinite programming (SDP) problem. Using the many well-known algorithms for solving SDPs, which are guaranteed to converge to the global optimum, the LS vectors can be computed very efficiently in polynomial time within any desired accuracy.
Introduction
Constructing a set of orthogonal vectors from a given set of vectors is a well-known problem. Specifically, let {s k , 1 k N } denote a set of N vectors in a real Hilbert space H. Then the problem is to construct a set of orthogonal vectors {h k , 1 k N } from the vectors {s k , 1 k N }.
One of the most common procedures to orthogonalize a set of vectors is the GramSchmidt (GS) [23] method. The GS orthogonal vectors h k are chosen such that h 1 is in the direction of s 1 , h 2 is in the direction of s 2 perpendicular to s 1 , and so forth. Thus, h 1 is perfectly aligned with s 1 , however h N may be relatively "far" from s N . It is immediately obvious that the GS vectors depend on the order in which the vectors {s k } are arranged. Furthermore, the GS approach is not known to be optimal in any sense.
Recently a new method of orthogonalization, or more generally, inner product shaping, has been proposed [10, 11] which does not depend on the order of the vectors {s k }, and is optimal in a least-squares (LS) sense. Specifically, the constructed vectors h k are chosen to have some desired inner product structure, so that h m , h k = r mk for a set of numbers r mk , and at the same time to minimize the sum of the squared norms of the error vectors
In the case in which the desired inner products r mk are specified, the form of the optimal vectors was derived in [10, 11] . When the eigenvectors of the inner product matrix with elements r mk are known, and the eigenvalues are chosen to minimize the LS error (1) , an analytical solution is hard to obtain. Finding the optimal vectors in this case involves solving a LS orthogonalization problem, which is the problem of constructing an orthogonal set of vectors h k satisfying h m , h k = 0 for m / = k (2) that minimize (1) , so that they are closest in an LS sense to the given vectors s k . Note, that in this problem, the norms of the constructed vectors h k , h k are not specified but rather chosen to minimize the LS error (1) . The LS orthogonalization problem of (1) and (2) was first treated in [10] , in which it was shown that in general obtaining a closed form analytical expression for the optimal vectors is a difficult problem. An iterative method that is guaranteed to converge to a local optimum was proposed. For the special case in which the vectors s k are defined over a finite abelian group of unitary matrices and generated by a single generating vector, a closed form analytical solution for the LS vectors was derived.
In this paper we show that the orthogonal LS vectors can be found by solving a semidefinite programming (SDP) problem, which is a convex optimization problem. By exploiting the many well-known algorithms for solving SDPs [29, 2, 3, 26] , the optimal vectors can be computed very efficiently in polynomial time within any desired accuracy. Furthermore, in contrast to the iterative algorithm proposed in [10] which is only guaranteed to converge to a local optimum, algorithms based on SDP are guaranteed to converge to the global optimum.
To derive the LS orthogonal vectors as a solution to an SDP, we first formulate (1) and (2) as a non-convex problem in a higher dimension. We then obtain an SDP relaxation of the problem, and establish that the relaxed and original problem have the same solution. Using the SDP formulation, we develop necessary and sufficient optimality conditions on the orthogonal vectors. These conditions are shown to be equivalent to optimality conditions that arise in a certain detection problem in quantum mechanics. We then rely on results obtained in that context to derive simple closed form expressions for the LS orthogonal vectors for vector sets with various symmetry properties, generalizing the result in [10] . Specifically, we consider the case in which the original vector set is defined over a finite group of unitary matrices and generated by a single generating vector, where the group is not constrained to be abelian as in [10] . Such vector sets are referred to as geometrically uniform (GU). We then treat compound GU (CGU) [12] vector sets in which the vectors are generated by a group of unitary matrices using multiple generators. In this case we show that the LS orthogonal vectors are also CGU with generators that can be computed by solving a reduced-size SDP. When the generators of the CGU vector set satisfy a certain constraint, a closed form analytical expression for the optimal generators is given.
After a statement of the problem in Section 2, we develop, in Sections 3 and 4, an SDP representation of our problem. Using this formulation, in Section 5 we consider efficient iterative algorithms that are guaranteed to converge to the globally optimum vectors. We then illustrate the computational steps in the context of a concrete example in Section 6. In Section 7 we rely on results obtained in the context of quantum detection to derive explicit expressions for the LS vectors for vector sets with a broad class of symmetry properties.
Least-squares orthogonalization
We denote vectors in a real Hilbert space H by lowercase letters. General linear transformations are denoted by uppercase letters. P U denotes the orthogonal projection onto the subspace U, (·) * and Tr(·) denote the adjoint and the trace, respectively.
Suppose we are given a set of N vectors {s k , 1 k N } in a real Hilbert space H, with inner product x, y for any x, y ∈ H. The vectors {s k } span an M-dimensional subspace U ⊆ H. If the vectors are linearly independent, then M = N ; otherwise M < N. Our objective is to construct a set of orthogonal vectors {h k , 1 k N } from the given vectors {s k , 1 k N } that are "closest" to the vectors s k in the LS sense. Thus we seek the vectors h k that minimize the LS error (1) subject to (2) .
Several potential applications of LS orthonormalization, in which the vectors h k are constrained to have unit norm, are discussed in [10] . Each of these problems can be generalized to the case in which we allow for additional freedom by also optimizing the norms of the vectors h k , and not constraining them a priori. For example, a potential application of LS orthonormalization, mentioned in [10] , is to a generic classical detection problem in which one of a set of known signals is transmitted, and the objective is to detect the transmitted signal from the signal which has been received over an additive noise channel. The typical receiver used in such problems is the well-known matched filter receiver which consists of correlating the received signal with the possible transmitted signals. We can improve the performance over the matched filter receiver in many cases by correlating the received signal with a set of signals with a specified inner product structure, tailored to the particular problem, that are closest in an LS sense to the transmitted signals [13, 11] . Similar applications have also been explored for suppressing interference in multiuser wireless communication systems [14] [15] [16] . In such detection problems, we may be able to further improve the performance, by also optimizing the inner products, rather than choosing them a priori. As we noted in the introduction, this involves solving a LS orthogonalization problem.
Expressing the error E of (1) as
and defining a set of orthonormal vectors y k such that
To determine the optimal vectors h k we have to minimize E with respect to b k and y k . Fixing y k and minimizing with respect to b k , the optimal value of b k , denotedb k , is given bŷ
Substitutingb k back into (3), the vectors y k are chosen to maximize
subject to the constraint
where δ mk = 1 if m = k, and 0 otherwise. Obtaining a closed form analytical expression for the orthonormal vectors y k that maximize (4) is in general a difficult problem. An iterative algorithm for computing the optimal vectors that is guaranteed to converge to a local optimum was proposed in [10] .
In the next section we show that the solution to the problem of (4) and (5) can be obtained by solving an SDP, which is a convex optimization problem. By exploiting the many well-known algorithms for solving SDPs [26, 2] , the optimal vectors can be computing very efficiently in polynomial time within any desired accuracy. Since an SDP is convex, it does not suffer from local optima, so that SDP-based algorithms are guaranteed to converge to the global optimum.
Semidefinite relaxation
To develop an efficient algorithm for computing the LS orthogonal vectors, we begin by expressing our problem as a constrained optimization problem in a higher dimension.
Alternative formulation
We first note that the vectors {y k , 1 k N } are orthonormal if and only if N k=1 y k y * k = P V where P V is the orthogonal projection onto the N-dimensional space V, spanned by the vectors y k . Since the vectors y k are chosen to maximize R ys , it is obvious that U ⊆ V where U is the M-dimensional space spanned by the vectors s k , and M N . Now because s k ∈ U, we can write s k = P U s k , so that R ys of (4) can be expressed as
Tr( k k ),
Since for any choice of orthonormal vectors y k we must have
the problem of (4) and (5) reduces to finding a set of operators k that maximize
Tr( k k ) (6) subject to
The conditions (7) and (8) together imply that the vectors {q k , 1 k N } form a normalized tight frame 1 [9, 19] for the M-dimensional space U.
Note that in the case in which M < N, the optimal orthonormal vectors are not unique. In particular, we have seen that R ys of (4), equivalently J of (6), depend on the vectors y k only through the projections q k = P U y k . Once we obtain the vectorŝ q k that maximize (6), the optimal orthonormal vectorsŷ k can be chosen as any set of orthonormal vectors whose projections onto U satisfy P Uŷk =q k . For example, let Q be the matrix with columnsq k and let Q have a singular value decomposition Q = U V * where U is a matrix with N orthonormal vectors where the first M vectors span U, is an N × N diagonal matrix and V is an N × N unitary matrix. To satisfy (7), the first M diagonal elements of must be equal to 1 and the remaining diagonal elements must be equal 0. Then, we may choose the vectorsŷ k as the columns of
In the remainder of the paper we focus on finding the optimal projectionsq k . The LS vectorsĥ k are then equal toĥ k = q k , s k ŷ k with the vectorsŷ k given e.g., by (9).
Convex relaxation
The constraint (8) implies that k is symmetric, positive semidefinite (PSD), and of rank 1. Due to this constraint, the problem of (6)- (8) is a non-convex optimization problem and therefore hard to solve. Removing the rank-1 constraint results in the relaxed convex problem of maximizing (6) 
where k 0 means that k is symmetric and PSD. We note that a similar approach has been used in the context of Euclidean distance matrix problems; see [1, 24] . Let J and J R denote the optimal values of the original and relaxed problems, respectively. Clearly, J R J , so that the optimal value of the relaxed convex problem provides an upper bound on the optimal value of the original nonconvex problem. If in addition we can show that the operators k that maximize the relaxed problem have rank 1, then it follows that J R = J and that these operators are also optimal for the original problem.
In the next section we establish the equivalence between the original and relaxed problems by examining the optimality conditions associated with the SDP relaxation.
the vectors x k are orthonormal; however, when M < N, the vectors x k are linearly dependent, and therefore cannot be orthonormal.
Optimality of the semidefinite relaxation

Optimality conditions
Since the problem of maximizing J ({ k }) of (6) subject to (10) is convex and strictly feasible (i.e. there exists operators k > 0 such that k k = P U ), the Karush-Kuhn-Tucker (KKT) conditions [6] are necessary and sufficient for optimality. In our case, these conditions imply that { k ∈ U} are optimal if and only if there exists matrices and k 0, 1 k N such that:
(2) Feasibility:
In writing the Lagrangian we used the fact that the condition N k=1 k = P U can equivalently be written as
Differentiating the Lagrangian with respect to k and equating to 0,
Since k 0, (11) implies that
Substituting (11) into the complementary slackness condition,
Since U k and k 0, (13) is satisfied if and only if
Summing both sides of (14) over k and using (10), we have that at the optimal solution
Summing only one side of (14) over k, leads to U = N k=1 k k , which together with (12) implies that
We conclude that if = { k } N k=1 is optimal, then it must satisfy (15) and (16) . The conditions (15) and (16) together with (10) are also sufficient. Indeed, suppose that the operators k satisfy (15) and (16) . Since k ∈ U, we can define U = N k=1 k k and k = U − k . It is easy to see that with this choice, the KKT conditions are satisfied.
Substituting (11) back into the Lagrangian, we can immediately determine the dual problem associated with (6) and (10), which becomes
As we will see in Section 5, the dual is useful for deriving efficient computational algorithms.
Note that the dual solution can always be chosen to satisfy = P U P U . We therefore denote the solution by U .
Equivalence of relaxed and original problems
We now use the KKT conditions for optimality to show that if k = s k s * k for some set of vectors s k spanning U, then k = q k q * k for a set of vectors q k , so that the solution of the relaxed convex problem, and the original non-convex problem, are the same.
From (14) it follows that the operators k must lie in the intersection of U and the null space of U − k . We denote this intersection by
follows that U is positive definite on U. Indeed, since the vectors {s k , 1 k N } span U, for any u ∈ U there exists a k such that | u, s k | 2 = u, k u > 0, which implies that u, U u > 0 for any u ∈ U. Therefore, dim(N U ( U − k )) 1 and
We conclude that the operators maximizing the relaxed problem of (6) subject to (10) have the form k = q k q * k for a set of vectors q k . This then implies that the solution to the original problem of (6) subject to (7) and (8) is equal to the solution of the relaxed problem, which is a convex SDP.
We summarize our results in the following theorem: 
Consider the dual problem of maximizing T ( ) = Tr(P U ) subject to k , 1 k N, and let denote an optimal . Then a necessary and sufficient condition on the optimal vectorsq
Except in some particular cases [22, 8, 27, 5, 18, 17] , obtaining a closed-form analytical expression for the optimal vectorsq k directly from the necessary and sufficient conditions of Theorem 1 is a difficult and unsolved problem. However, since our problem can be formulated as a (convex) SDP [29, 2, 26] , there are very efficient methods for its solution.
In the next section we develop fast computational methods for finding the optimal normalized tight frame vectorsq k . In Section 7 we consider some special cases in which these vectors have a closed form expression, by applying results developed in the context of quantum detection.
Computational aspects
To develop efficient computational methods, we note that the dual problem (17) involves fewer decision variables than the primal maximization problem (6) . Therefore, it is advantageous to solve the dual problem and then use (14) with k =q kq * k to determine the optimal vectorsq k , rather than solving the primal problem directly. The operator U that minimizes Tr(P U ) subject to k , 1 k N can be computed in Matlab using the linear matrix inequality (LMI) Toolbox. Convenient interfaces for using the LMI toolbox are the Matlab packages IQC [25] and selfdual-minimization (SeDuMi) [28] (together with the Yalmip interface).
Once we determine U , the optimal operators k =q kq * k can be computed using (14) and (7). Specifically, from (14) it follows that k can be expressed as
where a k 0, and x k is a normalized vector that spans the null space of U − k which can be determined using the eigendecomposition of U − k . To satisfy (7) we must have
Let e = vec(P U ) and z k = vec(x k x * k ), where v = vec(V ) denotes the vector obtained by stacking the columns of V. Then we can express (19) as
where Z is the matrix of columns z k and a is the vector with components a k . If the matrix Z has full column rank, then the unique solution to (20) is
In the general case, Z will not have full column rank and there will be many solutions a to (20) . Each such vector defines a corresponding set of optimal operators k via (18) . To find a unique solution we may seek the vector 2 a 0 that satisfies (20) , and such that
a k is minimized. Our problem therefore reduces to min 1, a ,
where 1 denotes the vector with components that are all equal 1, subject to Za = e; a 0.
The problem of (21) and (22) is a linear programming problem that can be solved very efficiently using standard linear programming tools [7] .
Example of the least-squares orthogonal vectors
We now consider an example illustrating the computational steps involved in determining the LS orthogonal vectors.
Consider the case in which we are given two vectors s k , 1 k 2 in R 2 where
In this example the vectors s k are linearly independent so that U = R 2 and P U = I . To compute the LS orthogonal vectorsĥ k , we first find the orthonormal vectorsq k that maximize (6), using the procedure developed in Section 5. Specifically, we define k = s k s * k and determine the matrix U that minimizes Tr( ) subject to k by using any SDP software package, which results in
Using the eigendecomposition of U − k we conclude that the null space of U − k has dimension 1 for k = 1, 2 and is spanned by the vector x k where 
Since the matrix in (25) has full column rank, there is a unique solution a 1 = a 2 = 1 so thatq
We can immediately verify that the vectorsq k of (26) together with U of (24) satisfy the necessary and sufficient conditions of Theorem 1. Finally, the LS orthogonal vectors are given byĥ k = b kqk with b k = q k , s k which yieldŝ
In Fig. 1 we plot the original vectors s k given by (23) , together with the LS orthogonal vectors of (27) . Fig. 1 . Illustration of the least-squares orthogonal vectors. The original vectors s k are given by (23) , and the optimal orthogonal vectorsĥ k are given by (27) .
Least-squares orthogonalization for symmetric vector sets
We now consider several special cases under which the optimality conditions of Theorem 1 can be solved to yield closed form solutions for the vectorsq k . Instead of deriving these results from scratch, we rely on the connection between our problem and a detection problem that arises in quantum mechanics.
Connection with quantum detection
In a quantum detection problem, a system is prepared in one of N known states, where each state is represented by an Hermitian PSD operator drawn from a collection of known operators {ρ k , 1 k N } with prior probabilities {p k > 0, 1 k N }. The system is then subjected to a measurement comprising N PSD Hermitian measurement operators { k , 1 k N }, in order to determine the state prepared. The problem is to choose these operators to maximize the probability of correct detection which is given by [22] 
where ρ k = p k ρ k . With U denoting the space spanned by the eigenvectors of the operators {ρ k , 1 k N}, to constitute a measurement, the operators k must satisfy
Comparing (6) and (10) with (28) and (29) we see that our problem is equivalent to choosing a set of quantum measurement operators to maximize the probability of correct detection in a quantum detection problem, with k = ρ k . In this context, it has been shown in [20] that necessary and sufficient optimality conditions on the operators k are exactly the conditions (15) and (16) . From these conditions, closed form solutions where derived for some special cases [18, 17] . In this section we summarize results from [17] relevant to LS orthogonalization.
Geometrically uniform vector sets
We first treat the case in which the vectors {s k , 1 k N } are defined over a (not necessarily abelian) group of unitary matrices and are generated by a single generating vector. Such a vector set is called geometrically uniform (GU) [21] .
Let G = {U k , 1 k N } be a finite group of N unitary matrices U k . That is, G contains the identity matrix I; if G contains U k , then it also contains its inverse U −1 k = U * k ; and the product U k U j of any two elements of G is in G [4] . A vector set generated by G using a single generating vector s is a set S = {s k = U k s, U k ∈ G}. Such a vector set has strong symmetry properties and is called GU. We note that in [10] a GU state set was defined over an abelian group of unitary matrices; here we are not requiring the group G to be abelian.
For a GU vector set the optimal vectorsq k are also GU with the same generating group G as the original vector set. Thus, {q k = U k q, U k ∈ G} where the generator q is given by
Here (·) 1/2 denotes the unique symmetric PSD square root, and (·) † denotes the Moore-Penrose pseudo inverse.
Compound geometrically uniform vector sets
We now consider vector sets which consist of subsets that are GU, and are therefore referred to as compound geometrically uniform (CGU) [12] .
A CGU vector set is defined as a set of vectors S = {s km = U k s m , 1 k L, 1 m R} where the matrices {U k , 1 k L} are unitary and form a group G, and the vectors {s m , 1 m R} are the generators. For concreteness we assume that U 1 = I so that s 1m = s m . A CGU vector set is in general not GU. However, for every m, the vectors {s km , 1 k L} are GU with generating group G.
An example of a CGU vector set is illustrated in Fig. 2 . In this example the vector set is {s km = U k s m , U k ∈ G} where G = {I 2 , U} with 
The matrix U represents a reflection about the dashed line in Fig. 2 . Thus, the vector s 21 is obtained by reflecting the generator s 1 about this line, and similarly the vector s 22 is obtained by reflecting the generator s 2 about this line.
As can be seen from the figure, the vector set is not GU. In particular, there is no isometry that transforms s 11 into s 12 while leaving the set invariant. However, the vector sets S 1 = {s 11 , s 21 } and S 2 = {s 12 , s 22 } are both GU with generating group G.
For CGU vector sets the optimal vectorsq km are also CGU with the same generating group G as the original vector set, so thatq km = U k q m for a set of generators {q m , 1 m R}. These generators can be found by first finding the symmetric operators m that maximize The optimal generators q m are then given by m = q m q * m , where the operators m are guaranteed to have rank 1. Since this problem is an SDP, the generators can be computed very efficiently.
There are some special cases in which there is a simple closed form solution for the generators q m . Specifically, if
A special class of CGU vector sets that satisfy (31) are CGU vector sets with commuting GU generators. In this case {s km = U k s m , U k ∈ G} where the generators s m are GU, so that {s m = V m s, V m ∈ Q} for some generator s and unitary matrices V m that form a group Q. In addition, U p and V t commute up to a phase factor for all t and p: U p V t = V t U p e jθ(p,t) where θ(p, t) is an arbitrary phase function that may depend on the indices p and t. (In the special case in which θ = 0 the resulting vector set is GU [12] ). For such sets the optimal generators q m are also GU with generating group Q, i.e. q m = V m q, where
As an example of a CGU vector set with commuting GU generators, consider the set 
Since UB = −BU , the groups G and Q commute up to a phase factor. The vectors s km span the subspace R 2 of R 4 , so that the optimal normalized tight frame vectorsq km will also lie in R 2 . In Fig. 3 we plot the vector set s km in R 2 . From our general results, However, the group of generators Q = {I 2 , B} does not commute up to a phase with the generating group G = {I 2 , U}, where U is given by (30) and represents a reflection about the dashed line in Fig. 2 . This can be verified graphically from Fig. 2 : Applying B to s 11 followed by U results in the vector s 22 . On the other hand, if we apply U to s 11 followed by B, then the resulting vector is the reflection of s 21 about the x-axis, which is not related to s 22 by a phase factor. Next, consider the vector set in Fig. 3 . In this case Q = {I 2 , B} and G = {I 2 , U} where now B represents a reflection about the x-axis and U represents a reflection about the dashed line in Fig. 3 . We can immediately verify from the figure that applying U and then B to any vector in the set results in a vector that is equal up to a minus sign to the vector that is obtained from first applying B and then U. For example, applying B to s 11 followed by U results in s 22 . If, on the other hand, we first apply U and then B to s 11 , then we obtain the reflection of s 21 about the x-axis, which is equal to −s 22 .
We summarize our results regarding CGU vector sets in the following theorem:
Theorem 2 (CGU vector sets). Let S = {s km = U k s m , U k ∈ G, 1 m R} be a compound geometrically uniform vector set generated by a finite group G of unitary matrices and generators {s m , 1 m R}, and let U denote the space spanned by the vectors s km . Then the normalized tight frame vectorsq km that maximize (6) subject to (7) and ( 
