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The world relies heavily on fossil fuels including coal, oil, and natural gas for its energy. As a 
non-renewable resource, fossil fuels are the main sources for the production of carbon dioxide and 
will become more expensive as the supplies diminish. As the demand in energy rises (by 70% by 
2040 per an estimate by the International Energy Agency) and the looming threat of climate change 
becomes more evident through rising sea level and record high temperatures, renewable energy is 
increasingly regarded as a critical part in the path to an energy-secured future and in the fight 
against climate change. The important role of renewable energy is evidenced by the increasing in 
its investment and promising performance. In 2016, investment in wind and solar beat that in fossil 
fuels by 2-to-1. Also in 2016, Portugal used renewable energy as its sole power source for four 
consecutive days; Denmark produced enough wind power to meet its domestic energy demand and 
still had enough power left to export to Norway, Germany, and Sweden; and the United Kingdom 
generated more electricity from wind than coal.  
Hydrogen fuel cells are clean, reliable, and efficient devices to produce high-quality energy 
that can be used in a wide range of applications including transportation, stationary, portable and 
emergency backup power. Compared to conventional combustion-based technologies, fuel cells 
have higher efficiency and lower emission. The performance of hydrogen fuel cells relies critically 
on the development of state-of-the-art catalysts for cathodic oxygen reduction reaction (ORR) that 
have high catalytic activity, durability, and stability. To be able to synthesize nanometer (nm)-





This dissertation seeks to shed light onto the mechanism and kinetics of phenomena including 
the formation and degradation of nm-scaled catalysts by employing novel in situ characterization 
methods. In Chapter 2, the novel methods of in situ liquid transmission electron microscopy 
(LTEM) and x-ray absorption spectroscopy (XAS) are presented. More specifically, this chapter 
aims to explain the fundamentals that enable the material characterizations by in situ LTEM and 
XAS and showcase the capability and usefulness of those two techniques in the study of 
nanocatalysts. 
Chapter 3 of this dissertation describes the quantification of the formation of an ensemble of 
gold (Au) nanoparticles by utilizing the technique of in situ LTEM presented in Chapter 2. In this 
study, a droplet of aqueous Au precursor solution is sandwiched between electron-transparent 
silicon nitride windows. The growth of Au nanoparticles from an aqueous Au precursor solution 
is initiated by the same electron beam used to image the growth process. Then, the rate of growth 
of the nanoparticles is analyzed against rates predicted by classical theories predicted by Lifshitz-
Slyozov-Wagner (LSW) and Smoluchowski aggregative kinetics. It is shown that the rate of 
formation of nanoparticles cannot be fully explained by any single growth regime described by 
classical theories. Instead, the growth rate is more likely a combination of growth via monomer 
addition (LSW) and coalescence (Smoluchowski). Detailed analysis of the particle size 
distribution shows that the mode via which the nanoparticles grow shifts from one to another over 
time. The results presented in Chapter 3 shows the capability of in situ LTEM in unveiling 
processes that cannot be observed otherwise. 
In Chapter 4, the degradation of Pt-Ni/C catalyst under extensive potential cycling is studied 
using in situ x-ray absorption spectroscopy (XAS). The in situ XAS measurement is enabled by 




in house. Results from x-ray absorption near edge spectra (XANES) show the fluctuation in 
oxidation level of Pt and Ni atoms in the catalyst structure. The relationship between Pt-Pt and Pt-
Ni coordinations during the potential cycling process was also explored. Though the mechanism 
is not fully uncovered, it was demonstrated in this study that post-reaction characterization is 
unable to offer the kind of insights into a process the way data collected in real time is. 
Overall, the research reported in this dissertation provides insights into the mechanism and 
kinetics of the growth and degradation of nanoscaled catalysts, which hopefully will help to guide 
the production of high-performing, more durable, and more stable catalysts. In addition to 
summarizing these insights, Chapter 5 offers a look into the future of research that can be done 
using in situ characterization methods by presenting preliminary results from the real-time 
dissolution of trimetallic iridium-nickel-platinum catalyst in acidic media. Furthermore, the studies 
presented in this dissertation emphasizes how valuable in situ characterization methods are in 
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1.1 Human-Induced Climate Change and the Role of Renewable Energy in the Mitigation 
of Carbon Dioxide (CO2) 
Climate change, driven by the release and accumulation of greenhouse gases into Earth’s 
atmosphere, is one of the most defining challenges of the 21st century. Although the Earth’s climate 
has seen changes throughout history—most caused by very small variations in the Earth’s orbit—
the recent warming trends are proceeding at an alarming rate and are extremely likely an outcome 
of human activity.1-2 Earth’s 2017 average temperature has increased approximately 1.62 degree 
Fahrenheit (ºF) since the mid-20th century, making 2017 the second hottest year in record (the five 
warmest years on record have all occurred after 2010 with 2016 being the hottest).3 Much of this 
increased heat has been absorbed by the oceans causing the temperatures of the top 2,300 feet of 
the oceans to rise by about 0.302ºF.4 The consequences of these record rises in global and ocean 
temperatures are visibly damming:  
• Melting glaciers and shrinking ice sheets are causing sea water levels to rise: Between 1992 
and 2017, the Antarctic ice sheet lost 2,720 ± 1,390 billion tons of ice, corresponding to an 
increase in mean sea level of 7.6 ± 3.9 millimeters.5-6 In between 2012 and 2017 alone, 
Antarctic ice losses have tripled in rate, resulting in an increase of about 3 millimeters 
(mm) in global sea levels.5 Rise in sea levels brings about tidal floods, which has increased 
5- to 10-fold since the 1960s in several U.S. coastal cities, threatening coastal communities, 
infrastructure, and ecosystems;7 
• The warming and acidification of the oceans are disturbing the natural habitats of marine 
wildlife: As sea ice becomes harder to find, the livelihood of sea ice-dependent species like 
 2 
walruses and polar bears are profoundly impacted. Polar bears, the poster child of the 
negative impacts of climate change, require sea ice to act as a platform to hunt for seals, to 
rest during long-distant swims, for mating and some maternal denning.8 The reproduction 
and survival of polar bears were found to associate with decline in sea ice.8-9 In years with 
longer ice-year periods, polar bears have less time in summer and autumn to hunt, forcing 
them to enter the winter in poorer nutritional condition.8 This is because polar bears are 
forced to expend more energy in the pursuit of food.10 Declines in sea ice also affect 
walruses, who also use sea ice as their favored hunting and resting platforms. In 2014, the 
largest-ever haul-out of more than 35,000 walruses on a single beach was documented in 
northern Alaska.11-13 These mass gatherings are dangerous for walruses as they increase 
the risk of death by trampling. Increase in atmospheric CO2 also causes ocean water to 
become more acidic as CO2 is converted into carbonic acid. Acidification of the oceans has 
been found to have a direct impact on phytoplankton: some species are predicted to extinct 
while others flourish, changing the balance of plankton species.14 
• Increasing rates of forest fires and storms: Since the early 1980s, the incidence of large 
forest fires in western U.S. has increased and is forecasted to further increase as the climate 
warms.15-16 In the years between 1986 and 2003, wildfires occurred almost four times as 
often, burned more than six times the land area, and lasted nearly five times as long 
compared to the 16 years before that.17 While land management is a contributing factor, 
increasing variability in moisture conditions due to climate change is also found to be 
connected to increased wildfire activity.15-16 Increase in global temperature also brings 
about higher risk of more severe storms. While some parts of the ocean experience 
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unprecedented rise in temperature, other parts are experiencing cooling. Because storms 
draw energy from the difference in ocean temperatures, they are getting stronger.11 
Several lines of evidence link human activities, especially emissions of greenhouse gases, to 
the observed climate changes over the last six decades.18-19 Although natural variability such as 
amount of cloud coverage, solar flux and ashes from volcanic eruptions can all cause changes in 
the Earth’s climate, as has been seen throughout history, there has been no convincing evidence 
showing that these natural variability is mainly responsible for or contribute significantly to the 
amount of global warming observed over the last few decades.19-22 Greenhouse gases such as water 
vapor, carbon dioxide (CO2), methane (CH4), halocarbons, nitrous oxide (N2O), and ozone (O3) 
are known for their heat-trapping nature. Through a vital natural phenomenon called the 
greenhouse effect, these different greenhouse gases absorb and redistribute heat energy from the 
sun to maintain Earth’s average global temperature at about 59ºF (15ºC).23-24 Some greenhouse 
gases originate from natural sources: water vapor is a result of evaporation, CO2 is released when 
animals and plants respire, CH4 is a naturally occurred product of low-oxygen environments such 
as swamps, and N2O is produced from certain processes in soil and water. Since the Industrial 
Revolution of the late 1700s, large quantities of greenhouse gases have been released into the 
atmosphere by human activities, intensifying the greenhouse effect.23-24 Among different types of 
greenhouse gases, CO2 attracts the most attention because of its abundance and long lifetime in 
the atmosphere. In 1896, Swedish scientist Svante Arrhenius became the first to quantitatively 
estimated the effect of increasing atmospheric CO2 on long-term variations in global climate 
through the greenhouse effect.25 Based on his calculations, Arrhenius predicted that “temperature 
in the arctic regions would rise about 8º to 9ºC, if the carbonic acid increased to 2.5 or 3 times its 
present value.”25 Arrhenius also foresaw that the level of atmospheric CO2 would increase due to 
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the burning of fossil fuels. Even though Earth has not warmed as much as he thought it would, the 
level of CO2 in the atmosphere has increased much quicker than the thought. Over the industrial 
era, the global CO2 average concentration saw an increase of 40%, from 278 parts per million 
(ppm) in 1750 to 390 ppm in 2011.26 As of 2018, CO2 atmospheric concentration has exceeded 
400 ppm.27  
Climate change is predicted to continue over this century and beyond with the magnitude of 
change depending primarily on the amount of greenhouse gases emitted. Significant reduction of 
the emissions of greenhouse gases, in particular the emission of CO2, could help to limit 
temperature increase to 3.6ºF or less.18 Because most of the anthropogenic CO2 emission comes 
from burning fossil fuels, the generation of energy using renewable sources is one of the currently 
sought-after methods to mitigate the emissions of greenhouse gases. Energy generated from 
renewable sources such as solar and winds is becoming increasingly competitive compared to that 
generated from fossil fuels. Since 2010, the cost of energy generation using renewable sources 
have all fallen within the range of energy generated using fossil fuels.28 As generation cost falls 
and electricity from solar and wind takes up a larger portion of the national energy mix, the need 
for a way to store renewable energy rises. Water electrolysis, in which water (H2O) is split into 
hydrogen (H2) and oxygen (O2), is one of the most flexible and tenable methods to store renewable 
energy on a large, long-term scale.29 H2 essentially acts as a medium to store energy until a fuel 
cell converts it back to electricity. Hydrogen fuel cells finds a wide range of applications from 
stationary to portable to transportation. Section 1.2 will discuss the electrochemical processes via 
which a fuel cell converts H2 into electricity as well as the challenges associated with the current 
state-of-the-art fuel cell technology.  
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1.2 Hydrogen Fuel Cells: Current Status and Challenges 
Against the backdrop of rising global temperature at an alarming rate caused by increasing 
carbon emission, hydrogen fuel cells have received increasing research interest over the last few 
decades for their potential to play a key role in the realization of a fossil fuel-independent future 
in which energy can be cleanly produced without the generation of greenhouse gases. Provided 
that the hydrogen fuel is produced in a clean manner, hydrogen fuel cells can efficiently convert 
chemical energy of hydrogen to electrical energy while only emitting water as waste.30 A complete 
cycle analysis by Argonne National Laboratory suggests that the natural gas – hydrogen – fuel cell 
vehicle process would result in a 41% reduction in total primary energy use, a 56 % reduction in 
greenhouse gases, and a 100 % reduction in petroleum use as compared to the petroleum – gasoline 
– internal combustion vehicle cycle.31 Despite the recent surge of attention, hydrogen fuel cells 
have a long history of more than 150 years. In 1842, William R. Grove invented the first hydrogen 
Figure 1.1 Schematic of William Grove's 1943 gaseous voltaic battery. 
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fuel cell, at which time he called a gaseous voltaic battery, by arranging two platinized platina foils 
with one end of each immersed in an aqueous sulfuric acid solution and the other ends separately 
connect to tubes carrying oxygen (O2) and hydrogen (H2) gases.32 Grove constructed his gaseous 
battery by arranging a series of fifty pairs of platina foils in the arrangement shown in Figure 1.1. 
Upon allowing the platina to touch the sulfuric acid solution, Grove noted a shock felt by five 
people joining hands and observed a rising level of water (H2O) in the battery.32 At that time, the 
principles behind what causes the current to flow in Grove’s gas battery was still a puzzle to the 
scientific community. Two rival theories ensued: a “contact theory”, which implied the current 
was caused by the mere physical contact between certain materials; and a “chemical theory”, which 
proposed that the electricity was a result of a chemical reaction.33 Eventually, scientists learned 
that both theories held truth: the chemical reaction that results in a flow of electrons will only occur 
in the “contact zone where reaction, electrolyte and catalyst meet.34” Figure 1.2 shows the inner 
working of a proton exchange membrane fuel cell (PEMFC), which uses platinum (Pt)-based 
electrodes, a water-based, acidic polymer membrane as its electrolyte, and hydrogen (H2) as the 
Figure 1.2 Schematic of a proton exchange membrane fuel cell (PEMFC). 
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fuel source. As it enters the anode, hydrogen is split into protons and electrons; this reaction is 
called hydrogen oxidation reaction (HOR). The protons pass through the proton exchange 
membrane to the cathode side of the cell while the electrons travel in an external circuit, generating 
the electrical output of the cell. At the cathode, protons are combined with electrons and oxygen 
to produce water, which is expelled from the cell as the sole waste product. The cathodic reaction 
is also known as the oxygen reduction reaction (ORR). The cathodic and anodic electrochemical 
reactions are summarized in Eq. 1.1 through Eq. 1.3: 
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Even with a long history, fuel cell technology was not introduced to the world until the 1960s 
when fuel cells were used on board the spacecrafts of NASA’s Gemini Program.35-36 The 
successful usage of fuel cells in the Gemini Program patched the way forward for America to land 
the first man on the moon in the subsequent Apollo Program.35 NASA’s investment in fuel cell 
technology has borne fruits—fuel cell technology has since evolve exponentially, moving from 
the luxury of space travel to providing power for everyday applications in transportation 
(passenger vehicles, buses, trucks, trains and trams), utilities for homes and businesses, forklifts 
in airports and large warehouses, and more. One of the more notable examples is passenger 
vehicles: between 2013 and 2017, a total of nearly 6,500 fuel cell cars have been sold or leased in 
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the United States.37-38 The number of total sales in 2017 alone was doubled that from 2013–2016, 
which was a remarkable progress considering the current lack of refueling infrastructure.38  
Along with the increase in hydrogen fuel cell usage is the burst in research and development 
of fuel cells components. Most notable is the drastic increase in research activity of catalysts used 
in the anode and cathode of a fuel cell. For a catalyst to be effective in PEMFC applications, it 
needs to possess the following four main characteristics:39  
(1) Activity – to be able to adsorb the reactant strongly enough for a reaction to occur but 
weakly enough so that the catalysts do not become blocked by the reactants or products; 
(2) Selectivity – to make the desired product while minimizing the generation of undesired 
intermediates and side products; 
(3) Stability – to be able to withstand a fuel cell’s harsh, highly acidic and oxidative 
environment, in the presence of reactive radicals, all whilst under an applied voltage; and 
(4) Poisoning resistance – to be resilient against the poisoning by impurities likely to be found 
in the fuel cell and in the feed gases. 
Platinum (Pt) metal possesses characteristics in all four aforementioned categories that make it the 
ideal electrocatalysts for both the anode and cathode of an PEMFC.39 In the anode, Pt provides a 
surface on which HOR takes place. The kinetics of the anodic HOR on a Pt electrode is relatively 
fast compared to that of the cathodic ORR.40 Voltage loss is insignificant even at very small Pt 
loadings (< 5 mV of voltage loss at automotive target Pt anode loading of 0.05 mgPt/cm2).40 
Therefore, the main focus for catalyst improvement has always been on the cathodic ORR, which 
is well known for its complicated mechanism and sluggish kinetics.39, 41  
 9 
In order to motivate the research community, the US Department of Energy funds research of 
PEMFC on many ends and provides clear technical targets for PEMFC catalysts.42 Through intense 
research effort, the activity of electrocatalysts for ORR in transportation applications have 
improved tremendously, as demonstrated in Figure 1.3. The values of DOE 2020 technical targets 
against 2015 status are tabulated and shown in Table 1.1. Figure 3 and Table 1 show that the 
research community has delivered in mass activity, as evidenced in the fact that the mass activity 
in 2015 was larger than 0.5 A/mgPGM, surpassing the targeted mass activity of 0.44 A/mgPGM. 
Technical targets for characteristics associated with Pt content and durability, however, have not 
been fulfilled. Because of the high cost associated with the use of Pt metal, the current challenges 
facing the research community are to maintain/increase mass activity and increase durability while 
using less Pt metal.  
 
Figure 1.3 Department of Energy 2020 technical targets against 2015 status for electrocatalysts 
for transportation applications. The arrows indicate the direction of improvement necessary to 
reach technical targets. Data collected from Ref [13]. 
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Table 1.1 DOE 2020 technical targets against 2015 status for electrocatalysts for transportation 
applications.42 
Characteristics Units 2015 Status 2020 Targets 
Platinum group metal (PGM) total 
content (both electrodes) 
g/kW (rated, gross) @ 150 kPa 
(abs) 
0.16 0.125 
PGM total loading (both electrodes) mg PGM/cm2 electrode area 0.13 0.125 
Mass activity A/mg PGM @ 0.9 V > 0.5 0.44 
Loss in initial catalytic activity % mass activity loss 66 < 40 
Loss in performance at 0.8 A/cm2 mV 13 < 30 
Electrocatalyst support stability  % mass activity loss 41 < 40 
Loss in performance at 1.5 A/cm2 mV 65 < 30 
 
The challenges of maintaining or obtaining even higher mass activity and increasing durability 
while lowering the Pt content of ORR catalysts are tackled by a variety of approaches. These 
include alloying Pt with one or more other metals, coat the core of another metal with Pt to create 
core shell structures, and dealloying of the alloyed Pt structures to retain some of the original 
structural strain resulted from alloying. Most of the above approaches are designed with a focus 
on fine tuning the electronic properties of Pt to optimize the catalytic activity of the resulting 
catalyst material while coupling Pt with a cheaper metal to lower cost. Of the above approaches, 
the alloying of Pt with 3d transition metals (M) such as nickel (Ni), cobalt, (Co), and iron (Fe) to 
make alloys with the general formula Pt3M is particularly successful and resulted in catalyst with 
high activity compared to that of pure Pt.43-44 The Pt3Ni(111) surface is specifically active toward 
ORR with an observed mass activity 10 times that of the corresponding Pt(111) surface and 90 
times that of the current state-of-the-art Pt/C catalysts for PEMFC.43, 45 The discovery of the high 
activity that Pt3Ni(111) surface displayed toward ORR inaugurated a new generation of research 
focused largely on the synthesis of shape controlled nanoparticles bounded by Pt3Ni(111) facets 
such as octahedrons and icosahedrons.46-47 Since then, significant progress in the synthesis of shape 
controlled Pt-based nanoparticles has been made – faceted Pt3M nanoparticles with controlled 
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compositions, sizes, and shape can now be synthesized in high uniformity.46, 48-51 Despite 
impressive achievements in the activity enhancement front, issues associated with stability and 
durability lingered and present a major barrier to the use of alloyed Pt materials in commercial fuel 
cell applications.52 During long–term stability tests and under the harsh operating environment in 
a fuel cell (pH £ 1, T = 80ºC), the less noble transition metal continuously leached out, causing a 
degradation in mass activity.53-56 Carbon supported truncated octahedral Pt3Ni catalysts was shown 
to lose 21% of its initial electrochemical surface area and 40% of its mass activity after 30,000 
potential cycles under acidic environment.53 A closer look at particle size distribution and lattice 
spacing before and after potential cycling linked the decrease in mass activity to the leaching and 
dissolution of Ni atoms from the bimetallic structure.53 Clearly, the durability and stability of any 
given catalyst is tied closely to the process via which the catalyst is synthesized. In this sense, it is 
crucial to gain a clear understanding of the mechanisms and kinetics of the growth as well as the 
degradation of the catalyst in order to pave the path toward maintaining high catalytic activity and 
achieving high stability. This understanding can be achieved by utilizing characterization tools 
that allow for real-time observation of dynamic chemical processes, which are highlighted in 
Chapter 2. 
 
1.3 Outline of Dissertation 
As Section 1.2 of this chapter has emphasized, the commercialization of hydrogen fuel cells 
is currently hindered by the stability, durability and cost associated with Pt-based electrocatalysts 
for the cathodic ORR. In order to design and enhance stability and durability of Pt-based ORR 
electrocatalysts, there is a crucial need to understand how those catalysts behave in reactive 
environments. More specifically, it is in the research community’s best interest to gain insights 
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into how catalysts grow and dissolve in reductive, oxidative, and highly acidic conditions. In this 
context, the studies presented in this dissertation aim to shine the light into the mechanism and 
kinetics of nanoparticle growth and degradation in reactive environment.  
Chapter 2: introduces the powerful techniques of liquid transmission electron microscopy 
(LTEM) and in situ x-ray absorption spectroscopy (XAS). In the past, synthesized nanomaterials 
are characterized post-reaction using TEM. One crucial limitation of post-reaction characterization 
is the inability to catch details of chemical processes as they take place. Using electron transparent 
materials such as silicon nitride (Si3Ni4) and graphene as window, LTEM allows direct observation 
in real time of chemical and biological processes at the nanoscale. Meanwhile, in situ X-ray 
Absorption Spectroscopy (XAS) offers information complimentary to visual observations afforded 
by LTEM. These techniques will be discussed in greater details in section 2.2 and section 2.3, 
respectively. 
In Chapter 3:, the kinetics of the growth of an ensemble of gold (Au) nanoparticles was 
extracted based on data collected using in situ LTEM. The study presented in Chapter 3 shows 
that realistically, nanoparticle growth cannot be described by any single theory but a combination 
of them. Chapter 4:, on the other hand, explores the degradation of Pt-Ni/C nanoparticles during 
accelerated durability test. In situ x-ray absorption spectroscopy (XAS) was utilized to show the 
evolution of Pt and Ni atoms in Pt-Ni/C as the catalyst is exposed to potential cycling. Finally, 
Chapter 5: summarizes the insights gained from the research in this dissertation along with a 
proposal for future directions. More specifically, the outlooks section of Chapter 5 presents some 
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2.1 Chapter Overview 
 
When it comes to studying the morphology of nanoscaled materials like Pt-based 
nanoparticles, transmission electron microscopy (TEM) is the go-to tool. Indeed, TEM is routinely 
used to check for the desired shape and dispersity. By using electrons as the illumination source, 
TEM is able to capture details down to the Angstrom scale. However, the use of electrons also 
limits TEM imaging to only dehydrated and ultra–thin samples. Until recently, TEM imaging lacks 
the ability to catch detailed dynamics of chemical processes as they take place. The arrival of in 
situ liquid transmission electron microscopy (LTEM) has helped to resolve the TEM’s main 
limitation by allowing a liquid sample to be encapsulated in a vacuum sealed cell.1 Researchers 
may now observe directly various dynamic process from growth and dissolution of nanoparticles 
to formation of minerals. To complement morphological changes observed in LTEM, 
characterization methods using x-ray as the probe may offer insights into the electronic and 
structural properties of catalysts under reaction conditions. Among the different x-ray methods, x-
ray absorption spectroscopy (XAS) is one of the most practical, simple, and element–specific 
methods that gives information about the electronic and structural properties of heterogeneous 
catalysts. X-ray diffraction (XRD) is another popular x-ray-based characterization technique to 
probe heterogeneous catalysts, but it might not give real structural information. XRD only provides 
information about the long–range ordering and periodicities preferably on highly crystalline 
materials.2 Therefore, conclusions regarding the alloy structure of nanosized particles cannot be 
                                               
* Part of this chapter has been adapted from the following publication: Ngo, T.; Yang, H. Toward Ending the Guessing 
Game: Study of the Formation of Nanostructures Using In Situ Liquid Transmission Electron Microscopy. J. Phys. 
Chem. Lett. 2015, 6, 5051 – 5061.  
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drawn from XRD. One example is the misidentification of the different phases in Pt-Ru 
nanoparticles: XRD was not able to identify that the structure contains Pt metal, Pt hydrous oxides, 
Ru hydrous oxides, and Ru metal phases.3 Techniques such as x-ray photoelectron spectroscopy 
(XPS) and Auger spectroscopy are surface–sensitive and do not give average information about 
the structure.2 By adapting XAS as an in situ probe for PEMFC catalysts, a great wealth of 
information regarding the electronic structure and composition of the considered species might be 
obtained.  
The characterization tools of in situ LTEM and XAS were utilized in the research presented in 
this dissertation to gain insights into the mechanisms and kinetics of the growth of an ensemble of 
Au nanoparticles and the degradation of carbon-supported Pt-Ni nanoparticles, respectively. This 
chapter describes in great length the basic fundamentals of the techniques of LTEM (see section 
2.2) and XAS (section 2.3) and their values in expanding the vault of knowledge in the field of 
catalysis.  
 
2.2 In Situ Liquid Transmission Electron Microscopy (LTEM): A Window into the 
Nanoscaled World 
2.2.1 An Introduction to In Situ LTEM 
The invention of transmission electron microscopy (TEM) has led to major advancements in 
many research fields, including the nucleation and growth of nanoparticles.4 In many studies on 
the formation mechanism, a glimpse into growth stages is acquired with TEM micrographs taken 
with specimen of nanoparticles made post-synthetically.5-7 Such ex situ technique, however, 
cannot illuminate the dynamic process of nucleation and growth in solution, and there is a need to 
bridge the gap between what happens in real time and what is observed in post-synthesis imaging. 
 18 
The idea of using a closed chamber to image liquid-suspended samples in TEM is so appealing 
that the initial concept was conceived five years after the invention of TEM.8 Two years later, a 
closed chamber was made using two Pt discs with a colloid film as window materials and sealed 
by rings of adhesive.9 
Fast forward to 2003, a practical, functional liquid cell was finally introduced for use in TEM. 
The key advancement was the use of ultra-thin silicon nitride (SiN) substrate as window material, 
which is capable of withstanding ultra-high vacuum.10 In the early design, the liquid cell used 
silicon (Si) wafers, which were glued face-to-face and sealed from vacuum by an O-ring, as the 
supporting substrate. The top and bottom of Si pieces were deposited with electronically 
Figure 2.1 Illustration of different types of liquid cells. (a) Components of an early design of a 
liquid cell with electrical biasing capability. Image is adapted with permission from ref 10. 
Copyright 2003 Nature Publishing Group. (b) Components of a liquid static cell. (c) Liquid 
graphene cell. Image if reprinted with permission from ref 24. Copyright 2012 American 
Association for the Advancement of Science. (d) Cross section of liquid flow cell. Image is 
reprinted with permission from ref 16. Copyright 2011 Nature Publishing Group. 
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transparent SiN films as the windows as shown in Figure 2.1a. The liquid cell was used to 
investigate the electrochemical growth of copper nanoclusters at the solid-liquid interface in a 
TEM at a rate of 30 images/s and a spatial resolution of 5 nm.10 Direct observation of nanoparticle 
growth in real time and in a liquid environment thus became possible.  
The liquid cell has since been utilized in a number of research areas, including crystal growth, 
mineralization,11-12 lithium battery,13-14 and life sciences.15-18 Study on the formation of 
nanocrystals in particular has benefitted from this new technology.19-24  In one popular design, a 
liquid mixture is introduced between two SiN windows. The cell is placed in the tip region of the 
sample holder using vacuum-tight O-rings, as shown in Figure 2.1b. Recent innovations of liquid 
cell technology also include the use of graphene as novel window materials to bring the resolution 
to the atomic level (Figure 2.1c),18, 24  the introduction of microchannels to allow the flow of 
liquid,25 and electrical biasing for electrochemical study (Figure 2.1d).10  
For years the nucleation and growth of nanoparticles have been described by the theories 
developed by LaMer, Ostwald and others.26-27 In all these framework, the process is described as 
an intertwined, three-staged process involving rapid increase in the concentration of precursors 
until a critical concentration is achieved, reduction in the concentration of free monomers due to 
the burst nucleation, and the growth influenced by the diffusion of precursors from solution to 
nuclei, surface deposition and ripening. Such nucleation and growth theory is often illustrated by 
the LaMer diagram, which depicts the concentration of solutes as a function of time,26 and is 
modeled by the Lifshitz-Slyozov-Wagner (LSW) theory, which takes both diffusion and reaction 
into consideration.28-29 
Recent innovations in using in situ liquid cell technology in studying the formation of 
nanoparticles offers a new direct method to verify existing theories and, in many cases, uncover 
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complex processes that were once thought to follow different pathways. For example, Zheng et al. 
showed that nuclei underwent monomer addition and coalescence simultaneously. In the later 
process, particles relaxed and rearranged, reaching to the sizes similar to those formed via addition 
of monomers.19 Details of oriented attachment, in which two Pt nanoparticles rotated to a preferred 
orientation and then coalesced, were also observed in situ.30 Yang and Zuo groups recently showed 
that deposition of Au on icosahedral Pt nanoparticles is a much more complex process than those 
for two-dimensional heterogeneous nucleation and growth, involving initial process at corners, 
followed by surface diffusion and finally layer-by-layer growth.31 In this section, these studies, 
along with other significant advancements in nucleation and growth using LTEM, will be 
discussed. This section aims to show how LTEM has propelled the understanding of nucleation 
and growth of nanoparticles to a more quantitative level than ever before by focusing on recent 
work in the following three main areas: 1) liquid static cells, including the graphene cell, 2) liquid 
flow cells, and 3) the use of electron from the beam to study the formation of nanoparticles.  
 
2.2.2 In Situ LTEM Study of the Formation of Nanostructures in Static Environment  
Liquid static cell has been used to study the mechanism of nucleation and growth of 
nanoparticles in solution. In a typical experiment, solution mixture or liquid suspense is placed on 
top of a chip or drawn into a liquid cell by capillary force during assembly. Using such a static 
cell, the formation of colloidal Pt nanocrystals was revealed to follow two competing processes: 
addition of monomers and coalescence of small particles, as shown in Figure 2.2a.19 Moreover, 
the particles formed via coalescence were found to undergo a period of structural relaxation, called 
punctuated growth, while monomers continued to add to the other particles. The relaxation time, 
t, followed a power law relationship with the size in diameter of nanoparticle, that is, t is 
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proportional to d3.3, where d is diameter. After the relaxation, particles resumed the growth via 
addition of precursors. The quantitative analysis showed a jump in size after each coalescence 
event, resulting in a particle with a larger average size from a bimodal distribution through size 
focusing (Figure 2.2a). Multiple coalescence mainly contributed to the size focusing and was 
common among small particles due to their high surface energy and mobility, thus high collision 
rate. This study shows the size focusing of nanocrystals through punctuated growth correlated with 
coalescence. This feature has not been taken into consideration in the classical models for 
nanocrystal growth, demonstrating the remarkable capability of LTEM in direct visualization of 
missing details in the nucleation and growth processes. 
In addition to SiN, graphene is another excellent material in keeping liquid samples sealed 
under vacuum for LTEM study because of its several unique properties. First, graphene has 
Figure 2.2 Quantitative analyses of nucleation and growth kinetics of nanoparticles. (a) Growth 
of colloidal Pt nanocrystals via monomer addition and coalescence. Image is adapted with 
permission from ref 19. Copyright 2009 American Association for the Advancement of Science. 
(b) Growth of colloidal Pt nanocrystals in a graphene liquid cell. Image is adapted with permission 
from ref 23. Copyright 2012 American Association for the Advancement of Science.  
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excellent electron transparency due to its single-carbon-layer thickness.32 Second, carbon atoms 
pack closely, making graphene highly impermeable even to helium atoms.33 Third, graphene sheet 
is highly flexible and can tightly wrap around a liquid droplet.34 Fourth, graphene can withstand 
large difference in pressure between the inside and outside of a liquid cell in a TEM chamber.34 
Finally, buildup of electrostatic charge can be reduced because graphene has good electrical 
conductivity.35-36 Similarly, heat generated due to the irradiation of electron beam can be dissipated 
efficiently because of the good thermal conductivity.  
Graphene liquid cell (GLC) was made by encapsulating a solution between two pieces of 
graphene.24 Site-selective coalescence, structural reconstruction and other phenomena were 
examined by GLC.  Both monomer addition and multiple coalescence of Pt nanocrystals were 
observed using such graphene cells (Figure 2.2b). The use of GLC also enables direct 
visualization of important details of the coalescence, such as requirement for specific nanocrystal 
orientation. The nanoparticles were seen to coalesce at {111} planes through joining either two 
identical planes to form a single crystal or mirror planes for a twin crystal. The Pt nanoparticles 
preferred to coalesce at the {111} planes of an fcc phase crystal, because they have the lowest 
surface energy and are expected to have a low coverage by ligands. Thus, metal nanocrystals that 
come in contact on the {111} planes are able to coalesce, since they experience minimal 
obstruction due to surface capping. Another important observation was the correlated motion of 
two nanocrystals from about 100 s prior to coalescence, which aided in alignment to match the 
lattices. As the Pt nanoparticles approached one another, the center-to-center distance fluctuated 
between 4 to 6 nm for 26 s. The nanoparticles rolled and slid over each other until the lattice 
aligned, and then they coalesced. The GLC not only helped to confirm the growth trajectories but 
also provided new details because it offered high-resolution in situ images of liquid samples.  
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LTEM has also helped to identify a new method to reverse particle coarsening via Ostwald 
ripening, in which small particles dissolve and redeposit onto large particles to reduce the overall 
surface energy.23 Alternating growth and dissolution of bismuth (Bi) nanocrystals were achieved 
by creating a precursor-scarce environment in a liquid cell. The precursor-scarce solution was 
created by adding a limited number of large Bi nanoparticles in a mixture of oleylamine and 
dicholorobenzene into the liquid cell. As temperature rose to 180 ºC, the Bi nanoparticles started 
to dissolve to generate precursors in the solution. The Bi precursors then diffused to the 
surrounding area, nucleated to form new Bi nanoparticles. Nearly all nanoparticles experienced an 
oscillation of growth and dissolution, which was accomplished via the exchange of precursors 
between nanoparticles through their local environment. By tracking the volume change of 
nanoparticles along their growth trajectories, the growth rate was established to be inversely 
dependent on particle size, that is, dr/dt is proportional to 1/r. The dissolution rate, however, was 
more complex as it was not a simple function of particle size. The presence of a depletion zone 
around a nanoparticle, resulted from small clusters in a diffusion layer being consumed by large, 
stable clusters, was evidenced by the direct observation of change in the pairwise correlation 
coefficient as the distance between two particles decreased. This depletion zone often plays an 
important role in the mass transport between a pair of nanoparticles going though oscillatory 
growth. As a particle grew, it consumed precursors in the surrounding environment. The dynamics 
between the deposition of precursors and dissolution of particles resulted in an oscillatory growth. 
The coarsening of nanoparticles via Ostwald ripening often results in a loss of active surface area, 
an important reason for the decreased catalytic activity over time. Thus, these in situ results should 
help to develop a strategy on making stable and durable nanocatalysts by preventing coarsening 
due to Ostwald ripening.  
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LTEM study was able to supply data with new insight on the coalescence of nanoparticles in 
solution through oriented attachment, wherein particles in close proximity spontaneously rotate 
and align at proper crystalline surfaces prior to the attachment.37 Precise control of oriented 
attachment is potentially useful in the generation of interesting anisotropic nanostructures.37 In this 
context, oriented attachment was observed in the formation of nanostructures of various shapes38-
39 and compositions,40-43 but the details of the processes for the formation were often missing.  One 
specific example is the formation of platinum-silver (PtAg) nanowires in the presence of 
oleylamine and oleic acid.6 Experimental data showed the resulting morphology of alloyed 
nanostructures was closely related to the composition. Ex situ TEM study and computer simulation 
Figure 2.3 (a) Ex situ TEM study on the growth of PtAg nanowires. Image is adapted with 
permission from ref 6. Copyright 2010 American Chemical Society. (b) LTEM images showing 
the rotation of two nanoparticles of iron oxyhydroxide in oriented attachment. Image is adapted 
with permission from ref 30. Copyright 2012 American Association for the Advancement of 
Science. (c) In situ LTEM study of growth of Pt3Fe nanowires using a liquid static cell.  Image is 
adapted with permission from ref 44. Copyright 2012 American Association for the Advancement 
of Science.  
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results suggest that nanowires grew via attachment on the Ag-rich facets of primary PtAg 
nanoparticles (Figure 2.3a).6 The dynamics of this oriented attachment process, however, 
remained unclear until recently through a study of the growth of iron oxide nanoparticles in a liquid 
cell.30 Similar to colloidal Pt,19 iron oxide nanoparticles grew via both monomer addition and 
multiple coalescence events. In situ LTEM revealed repeated contacts and rotations of two 
particles at nanometer length scale prior to the attachment.  Translational and rotational speeds 
increased as the particles approached one another.30 When two particles coalesced, they aligned at 
either the same crystallographic orientation or through the formation of twin. In particular, this in 
situ study showed two particles misaligned by 54º rotated in opposite directions by +45º and –9º, 
respectively, resulting in perfect crystallographic alignment (Figure 2.3b). In this case, oriented 
attachment was thought to be driven by a short-range force, likely originated from the Coulomb 
interaction, and was highly sensitive to orientation and affinity at a distance less than 1 nm.  Direct 
observation of the growth of Pt3Fe nanorod in solution was also achieved (Figure 2.3c).44 In situ 
TEM observation revealed the winding polycrystalline chains formed first via shape-directed 
attachment before these nanoparticles finally turned into straight single crystalline rods through 
the following steps. First, nanoparticles formed from monomers and/or through coalescence, 
followed by relaxation into spherical shape. Second, these nanoparticles interacted with each other 
to form chains.  Finally, adjacent nanoparticles in the chain contracted to form a neck at which 
surfactant molecules were excluded. In situ GLC data were used to obtain quantitative velocity 
profile as a function of distance as a particle approached another particle or a chain. The results 
showed that a nanoparticle typically moved randomly until it reached a critical distance to another 
one or chain, at which point it started to drift.24   
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Shape control of faceted nanocrystals such as octahedron and icosahedron is important due to 
its technological relevance in catalysis and beyond. Despite impressive recent achievements in this 
area, many questions remain about the formation mechanisms and kinetics, with limited new 
advancement by theoretical models.7, 45-46 In situ LTEM study has offered important clues on the 
formation of faceted nanostructures. New insights were obtained on the cooperative effect of 
neighboring nanoparticles on shape evolution of Pt-Fe nanocrystals in oleylamine (Figure 2.4a).47 
When nanoparticles assembled into a chain, the one in the middle grew into a rectangular shape 
while those at the end turned into a cube shape. The growth rate along the width direction was 
identical to that along the length of a nanoparticle at the end of the chain. The nanoparticle in the 
middle of the chain ceased to grow along the width direction when it was about 1 to 2 nm away 
Figure 2.4 In situ LTEM study of the development of facets using liquid static cell. (a) Shape 
development of Pt-Fe nanoparticles. Image is reprinted with permission from ref 47. Copyright 
2013 American Chemical Society. (b) Formation of the facets during the growth of Pt nanocubes. 
Image is adapted with permission from ref 20. Copyright 2014 American Association for the 
Advancement of Science. 
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from the neighboring nanoparticles. When the nanoparticles assembled into a circle, many turned 
into trapezoid shape apparently because of the stereo hindrance imposed by neighboring 
nanoparticles.47 Clearly such detailed information of growth and change in morphology could only 
be achieved with LTEM study in situ in a solution and is too complex to be predictable by theory.  
A detailed in situ study was also carried out on the facet development of cubic Pt nanocrystals 
(Figure 2.4b).20 The in situ results show all low index facets grew at similar rates in the presence 
of oleylamine at the beginning of the process. After the center to surface distance of the crystal 
reached 2.5 nm, growth of {100} facets stopped; while the other low index surfaces such as {110} 
and {111} continued to develop until {110} facets became confined by two neighboring {100} 
facets and then stopped. Similarly, growth of {111} facets proceeded until it was halted by three 
neighboring {100} facets. TEM analysis showed that small clusters of atoms directly attached and 
propagated on the {100} and {111} facets. The {110} facets however grew with steps as atomic 
clusters (Figure 2.4b).20 Such quantitative kinetic analysis offered many details on the formation 
of facets, which have never been seen before and could play an important role in the future design 
of nanostructures with desired morphology.  
 
2.2.3 In Situ LTEM Study of Nucleation and Growth of Oxide Nanocrystals from Electrolyte 
Solutions  
LTEM has mainly been used to observe the formation of metal and alloy nanoparticles, but it 
was used lately to examine the nucleation of crystals of metal oxides from salt solutions. 
Nucleation of such systems has been described by several theories including the classical 
nucleation theory and non-classical elements such as dense liquid phases48-50 or metastable 
clusters.51 In the cases that involve minerals, it is unclear whether the formation of a final, stable 
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phase is the result of direct nucleation from solution or multi-step phase transformation.52 A recent 
LTEM study shows both direct and indirect pathways took place simultaneously in the nucleation 
of calcite crystals (CaCO3).11 Evidence for the direct nucleation includes the formation of 
amorphous calcium carbonate (ACC) and vaterite from solutions. In the multi-step transformation 
pathway, ACC particles formed, then shrunk in size before transforming into aragonite or vaterite. 
The secondary phase then grew by consuming the initially-formed amorphous particles. 
Nucleation of calcite rhombohedra and hemi-spherical particles of either ACC or vaterite was 
detected, together with the nucleation of multiple phases, which was followed by the 
transformation to secondary phases. In the latter case, vateritic-like crystals along with aragonitic-
like particles formed, followed by the nucleation and growth of a calcite rhombohedron as the 
aragonitic particles dissolved. Finally, ACC particles dissolved either uniformly until complete 
disappearance, or in a way that left the particles rough and with pits over time, or a combination 
of the two. This observation suggests that the ACC could have a variety of structures including 
dense liquid phase, hydrous and anhydrous forms instead of a single or a few closely related 
structures; and the direct transformation from ACC to calcite is highly unlikely. 
 
2.2.4 In Situ LTEM Study of Oxidative Etching  
Preparation of various nanostructures of metallic nanocrystals has been achieved through 
oxidative etching. This etching process are used to  retard reduction rate of precursors,53-54 to 
reconstruct as-formed metallic nanocrystals,55-56 and to generate single crystalline nanocrystals 
through the removal of highly reactive forms with twin defects or stacking faults.57 In this regard, 
in situ LTEM was used to elucidate many details in the oxidative etching processes, such as ion-
promoted etching of palladium (Pd) cubic nanocrystals.58 Figure 2.5 shows the transformation of 
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a Pd nanocrystal from well-defined cubic to spherical shape. The reduction in size started from the 
apexes and edges of the nanocube. For isolated particles, the dissolution rate, dr/dt, was found to 
increase as the size of the nanocrystal decreased, i.e., dr/dt ~ 1/r. As the nanocrystal became 
smaller and rounder, chemical potential increased with increasing local curvature, resulting in a 
faster dissolution rate. For aggregated particles, the dissolution rate was dramatically reduced due 
to stereo hindrance, though overall dissolution dynamics remained similar to those of isolated 
particles. In situ LTEM study shows the presence of Br– ions was important and dissolution of Pd 
nanocrystals was not observed without Br– ions. When Br– ions were replaced with Cl– ions, 
oxidative etching did not occur, possibly because [PdCl4]2– ion, which is the likely product formed 
between Cl– with Pd2+ ions, is 1013 times less stable than the [PdBr4]2– ion.  
Figure 2.5 In situ LTEM study of the dissolution of Pd nanocubes using a liquid static cell. Image 
is reprinted with permission from ref 58. Copyright 2014 American Chemical Society. 
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This study also shows electron beam irradiation played a role in oxidative etching. Without the 
irradiation of electron beam, Pd nanocrystals remained unchanged even in the presence of Br– ions. 
In addition, increasing electron dosage resulted in higher dissolution rates of Pd nanocrystals. 
These observations indicate that the oxidizing species resulted from electron radiolysis likely 
participated in the etching process. Nevertheless, the in situ LTEM study offers a close look at the 
details of the oxidative etching process, which should contribute to the new design principles of 
nanostructures.  
 
2.2.5 In Situ LTEM Study of the Formation of Nanostructures in a Liquid Flow Cell  
While a static liquid cell can be used to obtain many details on the nucleation and growth, the 
fluid flow cell technology offers additional advantages for using in situ LTEM in such studies. 
When a static liquid cell is used, growth solution containing all reaction ingredients and solvents 
for the synthesis need to be added all together prior to imaging. Initial nucleation events may occur 
prior to the cell being loaded to the chamber and cannot be recorded. Continuous irradiation of 
liquid mixtures by an electron beam also lead to unwanted side reactions.59 In fact, under high dose 
levels of electron beam, kinetically-controlled dendritic growth is often observed and overshadows 
the processes that one intends to study. Liquid flow cell coupled with low electron dose imaging 
conditions can be used to address the aforementioned problems. For instance, a liquid flow cell 
was successfully used to study the details of seed-mediated nucleation and growth, because seeds 
were separated from the precursor solution from the onset and the dendritic growth due to electron 
beam was greatly suppressed in the fresh growth media.31 Continuous fluid flow also helps to 
remove the products from radiolysis, such as solvated electrons and excess heat, and thus 
minimizes undesirable, side reactions.25, 60 
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Liquid flow cell was used initially to study the formation of lead sulfide (PbS) nanoparticles 
in a TEM equipped with electron and laser irradiation sources.60 Solution concentration was shown 
to affect the rate of reaction, while change in composition led to the growth of nanoparticles with 
different size and shape. Recently, Yang and Zuo groups used liquid flow cell to quantitatively 
investigate the growth of Au on well-defined icosahedral Pt nanoparticles.31 By coupling with a 
low electron dose imaging technique, such liquid environment represents a step closer to 
mimicking real synthetic conditions. The in situ study using liquid flow cell reveals a hybrid 
nucleation and growth process in 3D nanostructures that had not yet been observed in detail, which 
Figure 2.6 Quantitative in situ LTEM study of the growth of Au on Pt icosahedral nanoparticles 
using a liquid flow cell. Image is reprinted with permission from ref 31. Copyright 2015 American 
Chemical Society. 
 32 
involves nucleation-initial island growth, surface diffusion and subsequent layer-by-layer growth, 
as shown in Figure 2.6. One important observation was the diffusion of Au atoms to flat facets of 
the Pt icosahedron began after their initial nucleation and growth at the corner regions. The in situ 
LTEM shows the distances between two opposite corners or sides did not always increase 
monotonically but could be in an oscillating fashion, indicating the existence of competing 
processes. A surface-reaction controlled growth could be confirmed unambiguously based on the 
quantitative analysis of the in situ data using the LSW theory, which takes reaction and diffusion 
into account (Figure 2.6). In the treatment, the growth rate, dr/dt, can be described by the 
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where r is the radius, 𝑟E is the critical radius, 𝜎 is the interfacial energy between metal and water, 
𝑐∞ is the concentration of a monomer in the bulk, 𝑉9 is the molar volume, D is the diffusion 
coefficient, 𝑘B is the rate constant for the deposition, and R is the gas constant. When the reaction 
is diffusion-limited, the growth rate is dominated by the diffusion of atoms to the surface, i.e., D 











where KD is a constant. The LSW theory shows that the ratio r/rb is a constant if the total mass of 



















where ro is the initial radius of the particle. When the growth rate is limited by the surface reaction 
of the monomers, i.e., D >> kbr, Eq. 2.1 can be solved in a way similar to the diffusion-limited 
case to yield following equation:  
 







Fitting experimental measurements with theoretical values calculated using Eq. 2.4 and Eq. 
2.5 indicated that the growth rate was dominated by surface reaction. The surface diffusion 
constant was also obtainable based on the in situ LTEM data.  
 
2.2.6 Effect of Electron Beam on the Formation of Nanoparticles Using In Situ LTEM  
In an in situ LTEM study, effects of electron beam are unavoidable and sometimes used 
intentionally in the preparation of nanostructures, although interactions between electron beam and 
liquid samples often need to be minimized to make sure nanoparticle nucleation and growth take 
place under typical conditions.31, 59 Most of the LTEM studies take place with a constant electron 
beam at low dosage current in order to limit electron-induced reactions. Wu et al. performed a 
control experiment and found that beam induced dendritic growth of Au was not readily observable 
at an electron dose of 30 electrons/Å2-s under fluid flow conditions.31 At the same time, electron 
beam has been used to make metal nanoparticles from the metal precursors.62-63 A kinetic model 
was recently developed to simulate the concentration profile of various radiolytic products as a 
function of irradiation time and dose (Figure 2.7a).63 When the entire liquid was homogeneously 
irradiated, concentration of radiolytic species such as solvated electron, H2O2, and OH- increased 
monotonically with time and reached steady state within 1 ms after the start of irradiation. In the 
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case of non-uniform irradiation, in which only a fraction of the liquid medium was irradiated, it 
took seconds for the radiolytic products to reach equilibrium. This is because the radiolytic species 
that were generated within the irradiated region diffused outwards and continued to interact during 
the process. At the low dose rate, there are different concentration profiles for radiolytic species 
between the aerated and de-aerated aqueous solutions (Figure 2.7a).  In the presence of oxygen, 
Figure 2.7 (a) Computed concentration profiles of radiolysis products as functions of time and 
dose rate. Image is reprinted with permission from ref 63. Copyright 2014 American Chemical 
Society. (b) Growth of Au nanocrystals using electron beam in LTEM. Image is reprinted with 
permission from ref 62. Copyright 2015 American Chemical Society. 
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concentrations of radical species such as HO• and H• were reduced during the irradiation, while 
those of molecular species such as H2, H2O2, and O2 increased.  Concentrations of all radiolytic 
species were independent of initial oxygen concentration when they reached the steady state, 
(Figure 2.7a). Both growth and etching of gold Au nanorods could occur, because the ratio of 
concentration between reducing and oxidizing species changed with various dose rates.63  
Electron beam current in LTEM may be correlated to the concentration of reducing agent in 
conventional synthesis. An induction threshold of 0.5 electrons/Å2-s was identified for the 
formation of Ag nanoparticles by electron beam irradiation in a liquid static cell.64 At a beam 
current close to the threshold, growth of Ag nanoparticles was limited by the surface reduction 
reaction, leading to the formation of faceted nanocrystals such as nanoplates. At a beam current 
~7 times higher than the threshold, the growth was limited by diffusion, resulting in the formation 
of spherical nanoparticles. Understanding of the effects of electron beam on the growth and 
faceting of Au planar and 3D nanoparticles was also achieved using in situ LTEM.62 Electron dose 
rate was found to exhibit an effect similar to the concentration of a reducing agent in aqueous 
synthesis. Low dose conditions led to surface reaction-limited growth, while high dose conditions 
resulted in diffusion-limited growth. More importantly, LTEM data show that in order to form 
nanoplates and well-faceted 3D nanoparticles, the rate of deposition needs be less than three atomic 
layers per second.62 Such a supply rate of metal precursors was measured directly for the formation 
of faceted nanoparticles. In addition, the role of twin plane in the formation of facets were also 
explored using in situ LTEM.62 Figure 2.7b presents the irreversible transition of Au nanoplates 
from triangular to hexagonal shapes. This shape transition was thought to originate from the 
formation of additional twin planes in a growing single-twin nanoprism. When the first twin plane, 
indicated by the red dashed line in Figure 2.7b, formed parallel to the top and bottom (111) 
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surfaces, alternating concave and convex structures appeared, resulting in a different growth rate 
between these two types of edges and the formation of triangular prism. With the appearance of 
additional twin plane, all sides had both concave and convex structure, and thus an unformal 
growth in all six side directions to form a hexagon.  Parallel (111) twin planes were crucial in the 
growth and facet formation of 2D nanostructures because monomers preferred to react along 
selected edges of twin planes.  
 
2.2.7 Summary 
The wealth of details offered by in situ LTEM has turned it into a powerful tool for studying 
the formation of nanoparticles in liquid and allowed to reveal many never-before-seen insights of 
the nucleation and growth processes. Design of the liquid cells for LTEM are improving rapidly 
in many ways, resulting in new capabilities. There are recent developments aimed at reducing the 
thickness of window65 and liquid layer,66 as well as methods to either mitigate electron damage58 
or use electron beam in the synthesis.62, 64 
There are interesting problems that lie ahead, including the improvement of image resolution 
and minimization of electron beam-induced effects. Continuous optimizations of liquid cells are 
often essential in order to better control and understand the conditions during an in situ study. On 
the design of liquid cell, minimization of window bowing due to pressure difference and reduction 
in window thickness may greatly improve imaging resolution. Fabrication of nano-columns 
bridging the two windows together in a monolithic fashion may minimize the issue of window 
bowing. The replacement of silicon nitride by graphene has helped to reduce the thickness of 
window greatly, as graphene is both strong and thin, ideal for constructing a liquid cell.  
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Resolution can also be improved with the development of faster and more sensitive electron 
detectors that are capable of imaging robustly at sub-ms frame rates. Such a detector should bring 
about faster imaging speed to help capture important kinetic details of individual nucleation and 
growth events, thus greater capability in quantitative analysis. In addition to improving liquid cells, 
there is a clear need to develop the capability which enables the use of in situ LTEM results to 
guide the design and preparation of nanoparticles with high level of control over structure, shape 
and composition.  Further understanding of the electron beam effect is thus necessary.  
It is clear though that with the rapid development of liquid cell technology, LTEM has brought 
about numerous new research opportunities on understanding the fundamental phenomena of 
nucleation and growth of nanostructures with much-needed in situ data for quantitative analysis. 
LTEM has the potential to become the go-to technique for quantitative study of various phenomena 
at true nanoscale in solution, including the new 3D three-dimensional imaging capability56 and for 
self-assembly of nanostructures.57 One may also anticipate the development of new liquid cell 
technology based on other cues to stimulate growth of nanostructures, such as temperature and 
electrical biasing. While greater understanding on the effect of electron-solution interaction is still 
needed in order to develop the knowledge base for guiding the design and preparation of 
nanostructures under practical synthetic conditions, there is little doubt that LTEM will enable new 
exciting discovery and, in turn, the development of methods for even greater control over the 
synthesis of various nanostructures with a high level of precision.  
 
 38 
2.3 In Situ X-ray Absorption Spectroscopy   
2.3.1 Fundamentals of X-ray Absorption Spectroscopy  
While LTEM enables the real time observation of nanomaterials in reactive environment, it 
currently lacks the ability to simultaneously track the structural and compositional evolution of the 
Pt-based catalysts. In situ X-ray Absorption Spectroscopy (XAS) could provide structural and 
compositional information complimentary to direct observation afforded by in situ LTEM. XAS 
refers to the details of how an atom absorbs x-rays at energies near and above the core–level 
binding energies. Since each element has a characteristic set of excitation and fluorescence 
energies, XAS is element specific and especially sensitive to the absorbing atom’s formal 
oxidation state, coordination chemistry, and the distances, coordination number and species of 
neighboring atoms.67 Because all atoms have core level electrons, XAS provides a practical and 
relatively simple way to determine the chemical state and local atomic structure of essentially 
every element on the periodic table.67 Furthermore, XAS places little constraints on the samples – 
crystallinity is not required, meaning highly disordered materials such as solutions can be 
measured. Indeed, XAS is routinely used in a wide range of fields from biology to material science 
to environmental science.  
XAS measurements are straightforward, given one has access to an intense and energy-tunable 
source of x-rays. Such high-energy x-rays are typically produced by synchrotrons, such as the one 
from Argonne National Laboratory, shown in Figure 2.8. The high-energy x-rays are passed 
through a moving monochromator system that scans the energy range for a desired range. For x–
ray absorption to take place, the energy of the incident x-ray must be greater than the binding 
energy of an electronic core level. If the energy of the incident x-ray is less than that of the binding 
energy, the bound electron will not absorb the x-ray and remains undisturbed. If the energy of the 
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incident x-ray is greater than the binding energy of the core electron, the x-ray is absorbed by the 
electron and any excess energy will give rise to the ejection of a photo–electron from the atom.67 
The process in which x-ray is absorbed by a core electron of an element give rise to an x-ray 
absorption spectrum.  
For a given sample, the extend of absorption of incident x-rays of intensity I0 depends on the 
absorption coefficient, µ, and the thickness t of the sample, as described by Beer’s Law:  




 where I is the intensity transmitted through the sample. The absorption coefficient, µ, represents 
the probability that x-rays will be absorbed and is a function of x-ray energy E, the density of the 










The strong dependence of µ on Z and E is a fundamental property of x-rays and is the reason why 
x-ray absorption is a powerful probe for different materials. When the incident x-ray has an energy 
equal to that of the binding energy of a core electron, the core electron absorbs the x-ray and is 
promoted to the continuum. In an x-ray absorption spectrum, this event is reflected in the rise of 
Figure 2.8 X-ray absorption spectroscopy (XAS) data acquisition set-up. 
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an absorption edge. With a photo-electron in the continuum and a core hole, the atom is now in an 
excited state, typically lasts for a few femtoseconds. This core hole is eventually filled by an 
electron from a higher energy state and the corresponding energy difference depends on whether 
de-excitation was via x-ray fluorescence or Auger effect (Figure 2.9). The energy dependent 
absorption coefficient 𝜇 can then be measured in transmission mode as  


















where If is the intensity of a fluorescence line associated with the absorption process.67 
Figure 2.9 Decay of the excited state via x-ray fluorescence and the Auger effect. 
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A typical x-ray absorption spectrum is composed of two regions: x-ray absorption near-edge 
spectroscopy (XANES) and extended x-ray absorption fine structure (EXAFS). XANES is the part 
of the XAS spectrum spanning from ~10 eV below up to ~30 eV above the absorption edge and 
provides information regarding the electronic properties of the material including oxidation state 
and charge distributions.68 XANES arises from the ejection of a core electrons into unoccupied 
valence orbitals, which gives rise to a discontinuity in the absorption spectrum, known as the 
absorption edge. XANES provides information regarding oxidation state, valence band 
occupation, and electronic environment of the absorbing atom.69 The oscillatory part of the 
spectrum starting at ~30 eV above the absorption edge is known as EXAFS. EXAFS is caused by 
the interaction between the outgoing photoelectrons from the absorbing atom and the backscattered 
Figure 2.10 Schematics of an XAS spectrum and the phenomena responsible for rise of XANES 
and EXAFS.  
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electrons from its neighbors. The outgoing and scattered waves interfere in a way that is specific 
to the geometry of the absorber environment and on the photoelectron wavelength.70 Therefore, 
EXAFS gives information regarding the local structure such as number and type of neighbors as 
well as distance to those neighbors.68 The origins of XANES and EXAFS are illustrated in Figure 
2.10. The interpretation of XANES is often qualitative due to the lack of a simple analytical 
expression while the interpretation of EXAFS may be carried out using the EXAFS equation.71 














In Eq. 2.10, the denominator is approximated by a constant typically chosen at the height of the 
absorption edge, i.e. Δ𝜇P = 𝜇P(𝐸P) where 𝐸P is the energy of the absorption threshold. Using a 
multiple scattering path expansion, as described elsewhere,71 the EXAFS equation can be 
expressed as a sum over the scattering contributions from the various different paths, which is a 
function of the photoelectron wavenumber k,  
 
 
















where 𝑁j is the number of atoms in the coordination shell i, and 𝜎j" is the mean-square variation 
of distance (also known as the Debye-Waller factor) about the average 𝑅j to atoms in the ith shell. 
These parameters can be determined using EXAFS fitting. The amplitude reduction factor, 𝑆P", is 
typically determined with experimental standards. The remaining parameters such as the 
backscattering amplitude, 𝐹j(𝑘), effective scattering phase shift, 𝜑j(𝑘), and mean-free path, 𝜆(𝑘), 
may be calculated with XAS analysis software. 
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2.3.2 Applications of X-ray Absorption Spectroscopy in the Study of Catalysts  
Thanks to its simplicity and the amount of information it offers, the well-established analytical 
technique of XAS has been highly utilized to study heterogeneous catalysts in general, and Pt-
based catalysts in particular, for many decades.2, 72-79 The adaptation of XAS as an in situ technique 
is also not new: as early as 1992, aqueous cells have been designed for the purpose of in situ XAS 
measurements.74 Heron et al. built a thin–layer cell for XAS measurement of Pt on carbon fuel cell 
electrode in 1 M H2SO4 in order to understand the surface oxidation process on Pt at potentials in 
the range 0.10–1.20 V vs. saturated calomel reference electrode (SCE).74 Mukerjee and McBreen 
learned that for methanol oxidation, the strength of adsorption of H, OH and CO increased as Pt 
particle size decreased to below 5 nm.76 More importantly, the formation of PtOH was identified 
to be the rate determining step in methanol oxidation.76 By using in situ XAS to investigate the 
electrocatalysis of ORR by Pt and Pt alloys, it was found that the interplay between electronic and 
geometric parameters in Pt alloys catalysts plays an important role in the electrocatalysis of ORR.80 
In a more recent study, in situ XAS helped to discover that in the electrocatalysis of ORR, the 
activity is largely dependent on the Pt–Pt bond distance of the Pt alloys regardless of the atomic 
ordering or morphology.81 As evidenced via the multiple applications in catalysis, in situ XAS has 
already been proven to be a very powerful characterization tool that could be used to extract 
information regarding a catalyst’ electronic structure. Coupled with kinetic analysis using in situ 
LTEM results, compositional analysis obtained by in situ XAS could provide a fuller picture and 
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 QUANTIFYING THE FORMATION KINETICS OF AN ENSEMBLE OF 





3.1 Chapter Overview 
 
The nucleation and growth of nanoparticles has always been a topic of great interest to many 
in the research community. The ability to synthesize nanoparticles of desired shape, size and 
composition relies strongly on one’s understanding of how to finely control various factors 
influencing the mechanism and kinetics of growth. Fundamental study on the nucleation and 
growth of nanoparticles found itself at the forefront with the widespread use of liquid transmission 
electron microscopy (LTEM) to investigate dynamic growth and assembly processes.1 One early 
study used LTEM to observe and quantify the nucleation and growth of single colloidal platinum 
(Pt) nanoparticles.2 Since then, several theories on the nucleation and growth of nanoparticles have 
been validated. In other study, other information was even added to existing knowledge. One 
instance was the revelation of a new hybrid growth process of gold (Au) on Pt icosahedral 
nanoparticles to form core-shell structures.3 The aforementioned studies have been carried out by 
focusing on a small number of particles. The study presented in this chapter uses the electron beam 
to induce growth of an ensemble of Au nanoparticles in situ. It was observed that the growth rate 
could not be explained by any single growth mode such as the diffusion- and reaction-controlled 
growth by the Liftshitz-Slyosov-Wagner (LSW) theory or growth via coalescence as described by 




3.2 Introduction  
 
Nanomaterials are important in a number of fields of study including catalysis,4 biomedicine,5-
6 gas sensing,7-8 and magnetic data storage9 because of their unique physical, chemical, 
mechanical, and optical properties.4, 10-14 The size-dependent properties of nanomaterials are 
especially important and thus have long been a topic of great interest in the research community.15 
At the nanometer scale, small changes in sizes could result in totally different properties in the 
materials.16 For example, gold (Au) nanorods exhibit characteristically vivid colors as their aspect 
ratio increases, which makes them extremely useful in bioimaging applications.17 The formation 
of superlattices are known to be sensitive to cluster size, which affect the optical properties and 
electron transport properties of the lattices.18 In the electrocatalysis of the fuel cell’s oxygen 
reduction reaction, Pt nanoparticles exhibit the highest mass activity at a critical size of 2.2 nm 
among Pt nanoparticles with sizes ranging from 1 – 5 nm.19 Density functional theory calculations 
on full relaxed nanoparticles show that oxygen bonding on nanoparticles at this critical size is the 
weakest.19  
Because of the close relationship between size and properties, quantitative understanding on 
the nucleation and growth of nanoparticles in reaction media is essential. Transmission electron 
microscopy (TEM) is the method of choice for the extraction of the kinetics of the process.11, 20 It 
is often used to capture the information of growth of nanoparticles using samples taken out from 
solutions at predetermined time points. This method, however, often falls short of providing an 
accurate picture of the growth in solution. In this regard, liquid phase transmission electron 
microscopy (LTEM) is a powerful new tool to investigate the formation of nanoparticles through 
various dynamic processes, such as growth and attachment, in reaction media.1, 21 Indeed, LTEM 
has recently been used to quantify the growth rate of colloidal Pt nanostructures,2 Pt3Fe nanorods,22 
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and core-shell nanoparticles.23 LTEM is also instrumental in revealing growth processes that have 
not been directly observed before, such as hybrid growth and surface diffusion of core-shell 
structures of Au on Pt icosahedral nanoparticles,3 the development of cubic nanoparticles,24 
oscillatory growth of bismuth nanoparticles,25 oriented attachment to form alloy nanowires,26-27 
and the formation of supperlattices.28 In short, LTEM has not only furthered the development of 
existing theories but also uncovered new growth processes that do not strictly adhere to those 
classical models based on the precipitation.1  
Currently, the majority of the LTEM studies are focused on a single nanocrystal or few 
nanoparticles with little attention being paid to the dynamic of nanoparticle growth as an 
ensemble.29 This is not realistic because in a solution containing a population, herein referred to 
as an ensemble, of growing nanoparticles, the growth of one nanoparticle is influenced by the 
competition of surrounding nanoparticles for a finite amount of monomer.30 The number of 
nanoparticles changes gradually due to the birth of new particles and the consumption of others.  
Therefore, there is a clear need to develop analytical methods to study the formation of an 
ensemble of nanoparticles in a solution environment so that the LTEM results can be used to assist 
or guide the design of synthesis of nanoparticles. Previously, non-classical growth modes 
involving the aggregation and coalescence were reported to be responsible for the formation of Au 
nanoparticles in an ensemble.29 Quantitative data on particle size revealed that although the rate of 
growth follows that explained by the classical Lifshitz-Slyozov-Wagner (LSW) theory, particle 
size distribution follows the model described by Smoluchowski aggregative kinetics.29 In this 
study, we present a quantitative method to extract and analyze information regarding the formation 
of an ensemble of Au nanoparticles through measurement and mathematical fitting of particle size 
and size distribution. Such quantitative data are then used to analyze the growth models based on 
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the comparative study of the Lifshitz-Slyozov- Wagner (LSW) theory and Smoluchowski kinetics. 
It is shown that no one theoretical model could truly fits experimental results obtained from 
different conditions. Instead, the growth rate was influenced by both regimes described by LSW 
theory (diffusion- and reaction-controlled) and coalescence. Moreover, the analysis of the particle 
size distribution (PSD) showed that over the period of time the growth was observed, the growth 
mode via which the nanoparticles followed was continuously shifting, demonstrating once again 
the ability of LTEM to capture and reveal interesting and new dynamic processes.   
 
3.3 Experimental Methods 
3.3.1 In Situ Growth of Au Nanoparticles  
The growth solution used in this study was a 0.1 M tetrachloroauric acid (HAuCl4) prepared 
by dissolving hydrated HAuCl4 (Sigma-Alrich, 99.995% trace metal basis) in deionized water (DI 
H2O). A 2 µL droplet of this growth solution was placed in a liquid cell made of two 50 nm thick 
Figure 3.1 Illustration of the liquid cell used in this in situ LTEM study. 
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silicon nitride (SiN) windows supported on Si wafers separated by a 250 nm thick spacer (Figure 
3.1). The cell was placed in a liquid cell holder (Hummingbird Scientific, WA, USA). Movies of 
nanoparticle growth were acquired using a Hitachi 9500 transmission electron microscope (TEM), 
operated in transmission mode. A beam current density of 8 x 10-12 A/cm2 and magnification of 
12,000 which results in a constant electron dosage of 0.727 electron per Å2 per second (e/Å2-s). 
Total recording time was 40 min, after which no further changes were observed.  
 
3.3.2 Image Analysis  
Still frames of 1 min apart each were obtained from the recorded in situ video. Then, ImageJ 
was used to count and measure the sizes of the Au nanoparticles over time. By utilizing the 
difference in contrast between the nanoparticles and the surrounding solution, outlines of the 
nanoparticles in each frame were extracted (Figure 3.2). Then, ImageJ was used to measure the 
projected area of the nanoparticle. For the purpose of comparing the growth rate of these 
nanoparticles over time with the growth rate predicted by LSW theory, the areas were converted 
to radius according to the equation 𝐴 = 𝜋𝑟", where A is the area and r is the radius. To compare 
Figure 3.2 Illustration of the analysis of particle number and size from a LTEM micrograph using 
ImageJ software. (a) Still frame extracted from the LTEM video recorded during the growth, (b) 
processed image based on the contrast, and (c) image showing the outlines of the counted 
nanoparticles. 
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the particle size distribution of experimental radii with LSW theory and Smoluchowski kinetics, 
all experimental radii were normalized to the respective mean nanoparticle radius for that time, 
and then normalized by their total integral. The details of these fittings will be discussed in 
subsequent sections. 
 
3.4 Results and Discussion 
As shown in Figure 3.3, the growth of an ensemble of Au nanoparticles was carried out over 
a period of 38 min in an aqueous solution with the electron beam irradiation at a dose rate of 0.727 
e/Å2-s. This rate is significantly lower than the typically imaging condition of 1500 e/Å2-s, thus 
the dendritic growth of Au particles was efficiently suppressed at the beginning.3 Based on the 
count of the number of nanoparticles done by using ImageJ software, the formation could be 
divided into three stages, as determined by the rate of change in the number of nanoparticles, ns, 
and particle size over time, shown in Figure 3.4. In stage I, nanoparticles grew rapidly at a rate of 
~59 particles/min up to about 6 min and appeared to grow via monomer addition. During Stage II, 
the total number of nanoparticles in the imaging area decreased with time at a rate of 22.76 
particles/min. It can be observed in Figure 3.5 that in stage II, the Au particles are growing both 
by the addition of monomer from the precursor solution and by combining with other particles. 
Two types of particle combination are seen: the consumption of smaller particles by particles 
(Ostwald ripening) and the coalescence of particles of similar sizes. Finally, in stage III, the 
combination of the particles slowed down, as indicated by a decrease in the rate of change ns over 
time from 22.76 particles/min in stage II to 6.60 particles/min. Here, the main mode of growth is 
formation of dendrite from the existing particles with some particles combination. Beyond 38 min, 
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no more changes in ns and particle size are observed.  Toward the end of growth, however, 
dendritic growth could be observed even though the dose rate was still kept at a sufficiently low 
level. Because the growth was done in a static environment (no flow), the solvated electrons 
generated by the interaction between the electron beam and the aqueous solution was able to 
Figure 3.3 Still images extracted from in situ video of the growth of an ensemble of Au 
nanoparticles over 38 min. The scale bars are 200 nm each.  
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accumulate over time.31 In addition, the last two frames at 36 and 38 min in Figure 3.3 are 
noticeably lighter in contrast compared to the other frames, indicating a decrease in the thickness 
of the liquid layer. The accumulation of solvated electrons and thinning of liquid thickness are 
suspected to cause the formation of dendrites. 
In order to quantify the growth of the nanoparticles, it is useful to turn to the classical Lifshitz-
Slyozov-Wagner (LSW) theory. The growth of a nanoparticle in the solution occurs in two steps: 
the first is the diffusion of the monomers from the bulk solution onto the surface of a pre-formed 
seed, and the second is the reaction of the monomers on the surface. The flux of monomers, J, 











Figure 3.4 Number of particles, ns, as a function of reaction time. 
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where D is the diffusion coefficient, C is the monomer concentration, and x is the distance from 
the center of the particle. At steady state, when J is constant over the diffusion layer x, Eq. 3.1 can 
be integrated from the surface of a particle with radius r to a distance 𝑟 + 𝛿, where 𝛿 is the 











where 𝐶E and 𝐶w are the monomer concentration in the bulk and at the solid/liquid interface, 
respectively. Under real conditions, the size of the particle is negligible compared to the thickness 
of the diffusion layer, i.e., 𝑟 ≪ 𝛿, and Eq. 3.2 can be simplified to  






 Similarly, an expression can be written for the rate of surface reaction:  
 
Figure 3.5 Growth of Au nanoparticles via different growth modes:     represents growth 
via monomer addition,     stands for growth via coalescence, and      represents growth via 
Ostwald ripening. The scale bar is 200 nm.  
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 𝐽 = 4𝜋𝑟"𝑘B(𝐶w − 𝐶) Eq. 3.4 
 
 where 𝐶 is the solubility of the particle, and 𝑘B is the rate constant of a simple first order 
deposition reaction. The variable of 𝐶w in Eq. 3.3 and Eq. 3.4 needs to be eliminated because it is 
not easily measured in solution. To do so, an expression relating the monomer consumption rate 























Inserting Eq. 3.6 into Eq. 3.3 and using Eq. 3.5 yields an expression for growth rate of a 
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At the nanometer scale, the solubility of a particle is extremely sensitive to its radius and can be 
described using the Gibbs-Thomson equation, which expresses the extra chemical potential that a 









The solubility of a nanoparticle 𝐶 can then be expressed as a function of r:  
 
 𝐶 = 𝐶; exp `
2𝛾𝑉9








Similarly, the monomer concentration in the bulk 𝐶E can be written as  
 
 𝐶E = 𝐶; exp `
2𝛾𝑉9
𝑟E𝑅𝑇











where 𝐶; is the concentration of a flat particle, and 𝛾 is the interfacial energy. Substituting Eq. 
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Next, it is useful to consider the different behaviors of growth and develop Eq. 3.11 further to 
predict the relationship between particle size and time. In the case of a diffusion limited growth, 
the growth of the particle is controlled by the diffusion of the monomers to the surface. Eq. 3.11 












Given that the total mass of the system is conserved, the LSW theory shows that the ratio 𝑟 𝑟E⁄  is 










Eq. 3.13 can be solved to obtain the time-dependent expression for particle size:  
















For the growth of particle controlled by the reaction of the monomers at the surface of the 













Similar to the case of a diffusion-controlled growth, the ratio 𝑟 𝑟E⁄  remains constant if the total 
mass of the system is conserved. Integrating Eq. 3.16 yields the relationship between particle size 
and time for the case of a reaction-controlled growth:  





 Median radii over time and Eq. 3.14 and Eq. 3.17 were plotted in the inset of Figure 3.6 for 
comparison purpose. Median instead of average radii were used because of the wide variation in 
size as time increases, as shown by the box plot with outliers. As can be seen in Figure 3.6, neither 
the expression for diffusion nor reaction-controlled derived from LSW theory is adequate in 
Figure 3.6 Particle size over time in the form of a box plot with outliers. The line inside each box 
represents the median particle size. The top of the box represents the upper quartile while the 
bottom of the box represents the lower quartile. The upper and lower whiskers represent particles 
with sizes that fall outside the middle 50%. Inset: Experimental data and theoretical fits of median 
particle size as a function of time using expressions describing reaction- and diffusion-controlled 
growth by LSW theory. The median particle size used in the inset are the lines inside each box. 
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explaining the relationship between particle size and time for the experimental data. For growth 
under real experimental conditions, it is more practical to expect that the growth is influenced by 
both the diffusion of monomers and surface reaction.30, 32 Previously, the evolution of an ensemble 
of nanoparticles was studied theoretically using Monte Carlo simulation. The resulted growth rate 
obtained from the simulation was shown to be much higher compared to that predicted by the LSW 
theory,30 similar to the growth rate obtained experimentally in this study. The authors further 
suggested that the growth of nanocrystals could not be satisfactorily explained by the LSW theory 
because the LSW theory was developed using only two terms expansion of the Gibbs-Thompson 
equation (see Eq. 3.9 and Eq. 3.10). Therefore, it is useful to consider an intermediate growth 
regime in which both diffusion and surface reaction contribute to the growth process and the ratio 

























which can then be integrated to obtain  
 𝐴𝑟O + 𝐵𝑟" + 𝐶 = 𝑡 Eq. 3.20 
 
 where 𝐴 = T
"Im
, 𝐵 = T
"lm
, and C is a constant.  
The effect of coalescence can be factored in by adding a term describing the growth of particles 
due to the coalescence using the Smoluchowski coagulation kinetics, a model that describes the 
time evolution of an ensemble of particles as they aggregate.33 It has been shown through Monte 
Carlo simulation that particle growth via coalescence also follows a power law similar to that 
described by the LSW theory, i.e. 𝑟~𝑡.34 Unlike the LSW theory, in which the power 𝛽 is either 
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1/3 for the case of diffusion-limited growth or 1/2 for the case of reaction-limited growth, 𝛽 is a 
function of a parameter 𝛼 that describes the nature of the movement of the clusters. The 
relationship between 𝛽 and 𝛼 is described by the following expression:  
 𝛽 =
1






Eq. 3.21 offers a way via which information regarding the mechanisms of coalescence can be 
obtained by measuring the coalescence exponent, 𝛽. To obtain the coalescence exponent, 𝛽, the 
changes in size of 15 nanoparticles individual nanoparticles grown via coalescence were tracked 
(Figure 3.7a). Their size was measured only over the period during which coalescence took place 
and plotted against time, as shown in Figure 3.7b. The radii as a function of time in Figure 3.7b 
were fitted using a power law, i.e., 𝑟~𝑡, and the results for 𝛽 are shown in Figure 3.8. It has been 
reported that values for 𝛼 are in the range of 0 < 𝛼 < 2, meaning that 𝛽 values should not exceed 
Figure 3.7 (a) Nanoparticles grown via coalescence, and (b) the radius of the 4 
nanoparticles in (a) over time. 
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0.5.35 The experimental	𝛽 values from the power law fittings all satisfies this upper limit. For the 
remaining analysis, an average 𝛽 value of 0.412 corresponding to an 𝛼 value of 0.214 is used. 
To factor in contribution from coalescence, a term presenting the particle growth via 
coalescence in the form of 𝑡~𝑟|/ was added to Eq. 3.20 to obtain  
 𝑡 ≈ 𝐴𝑟O + 𝐵𝑟" + 𝐶𝑟|/ + 𝐷 Eq. 3.22 
 
 Eq. 3.22 was used to fit the experimental growth. The result of this fit is shown in Figure 3.9. 
Clearly, Eq. 3.22 is a better description of the growth process observed in this study, indicating 
that diffusion of monomers, surface reaction and coalescence are all contributing factors. The 
coefficients leading the radius terms, A, B, C and D are 8.06 x 10-19, 0.31, 0.062, and 1.92, 
respectively. 
Finally, the particle size distribution (PSD) was analyzed and shown in Figure 3.10. The PSD 
of the nanoparticles is obtained by normalizing the radii of nanoparticles in each time frame to the 
respective mean nanoparticle radius at that time. The normalized radii are then normalized to the 
Figure 3.8 𝛽 values of nanoparticles formed via coalescence. 
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total integral to gain the frequency (colored squares). To compare experimental data with existing 
theories, PSD predicted by LSW theory and Smoluchowski aggregation kinetics were included. 
Based on the LSW theory, the PSD for diffusion-limited growth was described by the following 
equation:  
 



















where 𝐷(𝜙) is the LSW PSD, 𝜙 = 𝑟 < 𝑟 >⁄ , r the is individual particle radius, and 𝜅I depends 

























Figure 3.9 Time, t, as a function of median radius, rmedian (black circles), and a fit based on 
Eq. 3.22 describing growth of nanoparticles by mixed diffusion- and reaction-controlled 
process as well as coalescence (red curve).  
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By normalizing 𝐷(𝜙) using the integral of the distribution, we obtained the LSW probability 
distribution function for the diffusion-limited case (dashed orange curve in Figure 3.10).  
The probability distribution function for the reaction-limited case as described by the LSW 
theory is expressed by the following equation:  
 




































The Smoluchowski equation was used to analyze the kinetics of particle coalescence.35 This 
kinetic model was developed based on the assumption that coalescence occurs only through 
collisions between pairs of particles, and the change in the number of the particles, 𝑛w, over time 

















In Eq. 3.29, the terms on the right-hand side represent the formation and reduction of clusters 
of mass s. The first summation term describes the increase in the number of particles, 𝑛w, due to 
the aggregation of clusters of mass s’ and 𝑠 − 𝑠. The second summary term refers to the decrease 
in the number of particles, 𝑛w, due to the aggregation of clusters of mass s and s’. The 
Smoluchowski kernel, 𝐾(𝑠, 𝑠), defines the rate at which clusters of mass s and s’ collide. The 
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Smoluchowski kernel contains the details of the coalescence process; its exact form depends on 
the spatial correlation between clusters. Eq. 3.29 can be used to derive an analytical solution for 










where 𝐹(𝜙) is the Smoluchowski PSD, scaled to the average radius, 𝛼 is the scaling exponent 
for cluster diffusion, 𝛤 is the standard gamma function, and 𝑊 = (𝛼 + 1)𝛤(𝛼 + 3 2⁄ )/𝛤(𝛼 +
2). The value of 𝛼 used to construct the Smoluchowski PSD (solid blue curve in Figure 3.10) 
was 0.1, as resulted from experimental values of 𝛽.  
As can be seen in Figure 3.10, the PSD extracted from the growth of nanoparticles did not 
follow those predicted by either LSW or Smoluchowski theories. The experimental PSD is 
observably more symmetric compared to theoretical PSD curves in general. For the first stage of 
growth (stage I), the PSD decreased in magnitude and shifted to the left, as indicated by the red 
arrow. Based on the PSD predicted by the LSW theory and the Smoluchowski coalescence 
kinetics, the changes in the PSD for the first 6 min reflected a shift from growth via mixed 
diffusion- and reaction-limited regime toward growth via coalescence. This is indicated by the fact 
that the experimental data seem to be better represented by the Smoluchowski curve at the end of 
stage I. During the second stage of growth (stage II), PSD shifts from right to left with an increase 
in magnitude, indicating a shift from coalescence back to mixed diffusion- and surface reaction-
limited growth. Because there was no surfactant, it is natural for freely moving nanoparticles to 
coalescence in order to reduce surface energy.36 However, once the nanoparticles that can move 
around already combined, those that are immobilized to the windows cannot and so they revert 
back to growing via monomer addition. In the last stage of growth (stage III), the experimental 
 66 
PSD indicates little change in term of shifts in direction and magnitude. It is also worthwhile to 
note that during the last stage of growth, nanoparticles continued to grow via the formation of 
Figure 3.10 Particle size distribution (PSD) of the experimental radii (colored squares) 
compared to those predicted from the LSW theory (dashed orange curve for growth by a 
diffusion-limited process and dotted purple curve for growth by a reaction-limited process) 
and the Smoluchowski coalescence kinetics (solid blue curve).  
 67 
dendrites. The formation of dendrites is highly sensitive to the monomer supersaturation level in 
the growth solution.37 More particularly, dendrites tend to form under high supersaturation 
conditions and evaporation time of the aqueous precursor solution.38 Oversaturation, S, was 
calculated and plotted against time, t, in Figure 3.11 using experimental growth rate, based on the 
relationship between critical radius, 𝑟®:30 
 𝑟® =
2𝛾𝑉9






Figure 3.11 shows that oversaturation decreased rapidly over time as a result of monomer 
consumption during the growth process. However, it might be possible that other factors such as 
evaporation or thinning of the liquid layer, as evidenced by the change to lighter contrast of the 
background in the later stage of growth (as shown in the inset of Figure 3.11) or movement of the 
liquid within the cell causes oversaturation to be much higher than expected, leading to dendrite 
Figure 3.11 Oversaturation, S, as a function of time, t. Inset shows the change in contrast 
of the background at the beginning and at the end of the in situ growth. Scale bars are 200 
nm each. 
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formation. The changes in the liquid thickness inside a liquid cell, however, is not trivial to 
measure and predict and will be an interesting topic to study in the near future. 
 
3.5 Conclusions and Outlooks 
 
In this study, the growth of an ensemble of Au nanoparticles were carried out using in situ 
LTEM. The kinetics of the growth were extracted and analyzed against theoretical kinetic models 
established by LSW theory and the Smoluchowski coalescence. No single theory could 
satisfactorily describe the growth observed in this study, as evidenced by the inability to use 
theoretical models to fit experimental data. Experimentally, the particles grew at a rate much faster 
than those predicted by LSW and Smoluchowski alone. Therefore, it is most likely a combination 
of all three growth regimes that was responsible for the growth observed here. A polynomial 
expression describing growth via a mixed diffusion-controlled, reaction-controlled, and 
coalescence was developed and found to fit the experimental data much better compared to a fit 
using a power law. An analysis of the particle size distribution showed that over time, the ensemble 
grew first via monomer addition, controlled by both the diffusion and surface reaction process 
(stage I), then via monomer addition and coalescence (stage II), and via dendritic formation at the 
end (stage III). For future work, it is necessary to develop an expression capable of describing the 
PSD of an ensemble of nanoparticle grown simultaneously by monomer addition and coalescence. 
Additionally, more detailed and quantitative analysis could be carried out in future studies by 
taking into account other parameters such as shape factors, which would be a good parameter to 
analyze the growth kinetics of nanoparticles coalesce into non-spherical shapes such as chains. 
Another interesting parameter to study further would be the rate at which the liquid layer inside a 
static liquid cell evaporate or thin out. Because the amount of monomer in a static liquid cell is 
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finite, information regarding subtle changes in monomer concentration over time, caused by 
changes in the thickness of the liquid layer, would be of extreme usefulness to research on growth 
behavior of nanoparticles. 
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 STUDYING THE DURABILITY OF PLATINUM-BASED 
ELECTROCATALYSTS FOR OXYGEN REDUCTION REACTION USING IN SITU X-




4.1 Chapter Overview 
 
One major challenge hindering the large-scale utilization of high-performing polymer 
electrolyte membrane fuel cells (PEMFCs) is the durability of catalysts for the cathodic oxygen 
reduction reaction (ORR). In catalytic systems that show enhanced activity such as faceted 
platinum-transition metal (Pt-M) bimetallic catalysts (M = Fe, Co, Cu and Ni), continuous leaching 
of the non-noble, more reactive metals during long-term stability tests contributes to degradation 
in mass activity. A previous study by the Yang group had demonstrated that carbon-supported 
truncated octahedral Pt3Ni electrocatalysts lost 21% of its initial electrochemical surface area 
(ECSA) and 40% of its mass current density (from 0.55 to 0.33 A/mgPt) of commercial catalysts.1 
To control metal leaching and improve catalytic performance and durability, it is essential to 
understand the underlying mechanism and kinetics of metal leaching in faceted Pt-M bimetallic 
electrocatalysts. This chapter describes an attempt to adapt x-ray absorption spectroscopy (XAS) 
as an in situ technique to probe the changes in the electronic structure of Pt-Ni electrocatalysts 
during extensive potential cycling. Real time data acquisition was enabled by an aqueous 
electrochemical cell, which was designed and made in house. Current results suggest the catalysts 
underwent restructuring during extensive potential cycling, as evidenced by the fluctuation in 




4.2 Introduction  
 
Platinum (Pt) is an essential component in electrocatalysts with high activity and durability for 
the cathodic oxygen reduction reaction (ORR) in acidic media of polymer electrolyte membrane 
fuel cells (PEMFCs).2-5 However, the commercial viability of PEMFCs is still hindered by the 
high cost of Pt metal. For instance, the cost of the Pt metal alone in the catalyst layer of a PEMFC 
for a small 100 kW car is higher than the cost of an entire 100 kW engine that is run by gasoline.6 
Another issue associated with Pt is its limited supply: Researchers at Yale University estimated 
that the currently known lithospheric Pt is able to sustain 500 million of fuel cell vehicles for 15 
years.7 This approximation was based on the assumptions that all available Pt metal would be used 
in fuel cell vehicles each with an average power of 75 kW and requires 0.4 g of Pt per kW. In 
addition, the fuel cell life was 10 years with a 90% recycling rate, which recovered 50% of the Pt 
content.7 Approaches to combat issues associated with the high cost and limited supply of Pt 
include reducing the amount of Pt and to enhance the durability of the Pt based catalysts. One 
strategy to reduce the Pt content in a PEMFC’s catalysts layer is to alloy Pt with a cheaper 
transition metal (Pt-M) such as nickel (Ni),8-11 copper (Cu),10, 12-13 and cobalt (Co).10, 14-15 These 
alloyed Pt-transition metal electrocatalysts not only use less Pt metal but also exhibit relatively 
high activity compared to commercial Pt electrocatalysts.11, 16 However, one of the impending 
challenge lies in the poor durability of these alloyed electrocatalysts – during the electrochemical 
cycling, the more reactive transition metal component dissolves causing changes in atomic and 
electronic structures of alloyed Pt-M catalysts, which subsequently lead to dramatic activity loss.1, 
11 To enhance the durability of Pt-M electrocatalysts, it is useful to gain an deeper understanding 
into the changes of atomic and electronic structures of these catalysts during electrochemical 
cycling. 
 73 
X-ray absorption spectroscopy (XAS) has been proven to be a powerful method for the 
systematic study of the composition and structure of nanoparticles.10, 17-19 XAS is divided into two 
regions, each contains valuable information regarding the electronic structure of the materials, x-
ray absorption near edge structure (XANES) and extended x-ray absorption fine structure 
(EXAFS). XANES provides information regarding oxidation state, valence band occupation, and 
electronic environment of the absorbing atom while EXAFS is used to quantify bond length, bond 
type, and coordination number between the x-ray absorbing atom and its neighbors. While XAS 
has been used extensively on the study of bimetallic nanoparticles, its applications as an in situ 
technique is somewhat limited. In situ XAS could provide information regarding the evolution of 
the electronic structure of the electrocatalysts. In fact, it had been used to reveal important 
mechanisms and kinetics of several process including the interaction between Pt (II) ions and 
metal-organic frameworks,20 the changes in electronic structure of Pt particles upon the 
applications of potential21 and as a function of particle size.22 In these studies, the materials were 
being studied in a dynamic environment, which eliminated the possibility of the materials 
undergoing further changes during sample preparation. Herein, the results from a study which 
tracks the changes in electronic structures of Pt in Pt-Ni electrocatalysts during potential cycling 
by utilizing an in situ aqueous electrochemical cell in XAS are presented. The in situ measurement 






4.3 The Design and Fabrication of an Aqueous Electrochemical Cell for In Situ XAS Data 
Acquisition  
An aqueous electrochemical cell was designed and fabricated via 3D printing for the in situ 
acquisition of XAS data. A schematic of the design and a photograph of this aqueous cell are 
shown in Figure 4.1. The design features a stand with a slot into which an electrode holder could 
be easily inserted. The electrode holder has two slots, separated from one another by a thin film 
made of the 3D printing acrylic material. The working electrode (represented by a piece of purple 
paper in Figure 4.1) is a 2 cm-by-1 cm piece of carbon paper that had been soaked in the catalysts 
ink for 24 hours in order to maximize the returned elemental count. The counter electrode is a 2 
cm-by-2 cm piece of carbon paper with a 1 cm-by-1 cm cut-out in the middle at the bottom to 
minimize contact with the working electrode. A leak-free Ag/AgCl reference electrode (Harvard 
Apparatus) was used and could be inserted to the cell via the electrolyte inlet in Figure 4.1 (Note: 
there are 2 inlets). The working and counter electrodes are in contact with gold wires, which are 
wound around the interior of the electrode holder and through the ports on top of the electrode 
holder. Once assembled, electrolyte (0.1 M perchloric acid) was introduced to the cell via the 
electrolyte inlet. The sample region of an assembled cell is shown in Figure 4.2.  
Figure 4.1 An aqueous electrochemical cell for in situ data acquisition using XAS. 
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The total thickness of the electrolyte cross section was optimized based on a calculation for 
total cross sections of materials found in Hephaestus. From a materials’ chemical formula and 













where 𝜇 is the absorption coefficient, the sums are over the elements i in the chemical formula, ni 
is the element stoichiometry, Mi is the atomic mass (in amu), and 𝜎j(𝐸) is the absorption cross-
section. The values for the absorption cross section, 𝜎(𝐸), are tabulated in the McMaster tables.23 
Using the program Hephaestus, the thickness of a cell filled with an aqueous electrolyte being 
measured at 11,564 eV (Pt L3-edge energy) was calculated to have a thickness of about 3 mm.  
 
4.4 Experimental Methods  
4.4.1 Synthesis and Preparation of Carbon-Supported Pt-Ni Nanoparticles 
PtNi nanoparticles were synthesized via a gas reducing agent in liquid solution (GRAILS) 
method. This method has been described in lengthy details elsewhere.2, 24-27 For the synthesis of 
the Pt-Ni nanoparticles used in this study, 8 mg of platinum (II) acetylacetonate (Sigma-Aldrich, 
97%) and 12.9 mg of nickel (II) acetylacetonate (Sigma-Aldrich, 95%) were dissolved in 9 mL of 








Figure 4.2 The sample region of an assembled aqueous cell.  
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reaction flask immersed in an oil bath at 130ºC. The content of the reaction flask was then degassed 
6 times using a Schlenk line set-up to rid the content of oxygen. Meanwhile, a second oil bath was 
heated to 210ºC. Upon the completion of degassing, the reaction flask was immediately transferred 
to the second oil bath. A tube carrying carbon monoxide flowing at a rate of 190 mL per min was 
then inserted into one of the necks of the reaction flask. The reaction was left to react for 30 min. 
The synthesized nanoparticles were separated from supernatant via centrifugation. Then, the 
nanoparticles were washed 3 times, each time by sonicating them in 2 mL chloroform and 8 mL 
of ethanol followed by separation via centrifugation. The washed nanoparticles were redispersed 
in 5 mL of chloroform. Pt-Ni nanoparticles were loaded onto carbon black (Vulcan XC-72, Cabot 
Corp.) by adding carbon black in a ratio of 4:1 carbon black to PtNi nanoparticles to a vial. Then, 
a balanced amount of chloroform was added so the final volume of the vial was 10 mL. This 
mixture was then sonicated for 30 min, followed by centrifugation to separate the Pt-Ni/C 
nanoparticles. The separated carbon loaded Pt-Ni nanoparticles were then treated with 10 mL of 
acetic acid (Sigma-Aldrich, glacial 99.85%) at 70ºC over night under 600 rpm stirring. The final 
acid-treated Pt-Ni/C nanoparticles were separated via centrifugation and dried in a vacuum oven 
at 60ºC over night. Catalysts ink was prepared by sonicating a mixture containing dried Pt-Ni/C in 
9 mL DI H2O, 1 mL isopropyl alcohol, and 25 µL of Nafion (Sigma-Aldrich, Nafion 117 solution) 
for 30 min.   
 
4.4.2 In Situ XAS Data Acquisition 
In situ x-ray absorption spectra were collected at beamline 20-BM-B at the Advanced Photon 
Source at Argonne National Laboratory. The data was collected in fluorescence mode at the Pt L3-
edge (11,564 eV) and the Ni K-edge (8,333 eV), which were calibrated to a Pt foil and a Ni foil, 
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respectively. Pt L3-edge XAS spectra were collected for both in situ and ex situ samples whereas 
Ni K-edge XAS spectra were only collected for ex situ samples. Absorption spectra of Pt foil and 
Ni foil were also collected in L3-edge and K-edge, respectively, and used as references. Working 
electrodes are prepared by soaking several 2 cm-by-1 cm pieces of carbon paper in catalyst ink for 
24 hours and then allowing the carbon papers to dry in air. For in situ data collection, the aqueous 
electrochemical cell was assembled using the working carbon paper electrode then loaded onto the 
stage at the beam line. An initial XAS spectra was collected prior to starting the accelerated 
durability test. Then, accelerated durability test (ADT, 0.6 to 1.0 V at 500 mV/s) was carried out 
in increments of 250 cycles up to a total of 5,000 cycles. An XAS spectrum was collected at every 
250 cycles. During data collection, the level of electrolyte was closely monitored and continuously 
refilled to make sure it did not dip below the counter carbon paper electrode.  
For ex situ data collection, a total of 10 working electrodes were prepared by soaking carbon 
papers in catalysts ink for 24 hours. Then, ADT were carried out on each of the prepared working 
electrodes with increasing number of potential cycles (250, 500, 750, and so on until 5,000 cycles). 
The electrodes are then taken out of the aqueous cell, left to dry in ambient conditions before being 
loaded onto an XAS holder for XAS measurement. 
 
4.4.3 XAS Data Analysis 
The analysis of XAS data was performed using the IFEFFIT based programs Athena and 
Artemis following published standard procedures.28 Athena was used to remove the pre-edge and 
post-edge background from the raw absorption spectra. For EXAFS analysis, the background 
above the edge was first subtracted from a fit determined by using a cubic spline. It is important 
to note that background removal here should not eliminate any of the oscillating information from 
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the raw data. The k-space data was then Fourier transformed to R-space using Artemis. EXAFS 
data were fit according to the EXAFS function:  
 


















where 𝑁j is the number of atoms in the coordination shell i, and 𝜎j" is the mean-square variation 
of distance (also known as the Debye-Waller factor) about the average 𝑅j to atoms in the ith shell. 
These parameters can be determined using EXAFS fitting. The amplitude reduction factor, 𝑆P", is 
typically determined with experimental standards. By performing an EXAFS fitting on Pt foil 
(shown in Figure 4.3), which has a known coordination number N of 12, an 𝑆P" value of 0.83 was 
obtained and used in the remaining EXAFS fitting for Pt L3-edge.  The remaining parameters such 
as the backscattering amplitude, 𝐹j(𝑘), effective scattering phase shift, 𝜑j(𝑘), and mean-free path, 
𝜆(𝑘), are calculated with FEFF. 
 
Figure 4.3 EXAFS fitting of Pt foil to determine the amplitude reduction factor, 𝑆P". 
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4.4.4 Transmission Electron Microscopy (TEM) Characterization 
TEM was used to image the as-made Pt-Ni/C nanoparticles and after each potential cycle step. 
After XAS data was obtained, the carbon papers containing the PtNi/C nanoparticles was sonicated 
in a vial containing ethanol for 30 min. These samples are then drop casted onto carbon grids for 
imaging using TEM (JEOL Cryo 2100). The analysis of the nanoparticles was carried out using 
the image processing software, ImageJ. 
 
4.5 Results and Discussion 
The structure of the as-synthesized Pt-Ni/C nanoparticles were first characterized using TEM 
and powder x-ray diffraction (XRD). TEM images of unsupported and carbon-supported PtNi 
Figure 4.4 (a) TEM image of the unsupported PtNi catalyst, inset: HRTEM of a Pt-Ni 
particle; (b) TEM image of Pt-Ni/C catalyst; and (c) XRD pattern of the supported Pt-Ni/C, 
dashed black and green lines show the peak positions of Pt and Ni, respectively. 
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catalyst are shown in Figure 4.4a and b; the PtNi nanoparticles are mostly cubic in shape with an 
average edge length of 12.2 ± 1.8 nm and are well dispersed on carbon support. Measurement of 
the lattice spacing from HRTEM images (see inset of Figure 4.4) results in a lattice spacing of 
0.190 nm, which corresponds to the d-spacing of (200) planes of Pt-rich Pt-Ni nanoparticles.27 The 
powder XRD patterns of the as-made nanoparticles (Figure 4.4c) show peaks at 40.1, 46.7, 68.1, 
and 82.0º, which could be assigned to the Pt(111), Pt(200), Pt (220) and Pt(311) diffraction 
indexes, indicating a face-centered cubic (fcc) structure of Pt for the Pt-Ni/C catalyst. Compared 
to the peak positions of pure Pt, the diffraction peaks of Pt-Ni/C catalyst shift to some extend to 
higher angles toward the peak positions of pure Ni. According to Vegard’s law, the 2𝜃 peak 
positions change monotonically from low angle for Pt-rich alloy to high angle for Ni-rich alloy. 
Therefore, based on the peak positions, the as-made Pt-Ni/C catalyst is more likely Pt-rich in 
composition.  
The Pt L3-edge XANES spectra of PtNi/C collected in situ every 250 potential cycles are 
shown in Figure 4.5a. The XANES region of an x-ray absorption spectrum provides information 
regarding the oxidation state of the absorbing species based on the edge position and the white line 
intensity.21 The position of the edge reflects the electron density of the absorbing atom and is 
defined as the peak in the first derivative of the absorption spectrum; the edge position becomes 
more positive for more oxidized species.21 Meanwhile, white lines are large peaks in the absorption 
coefficient occurring near the absorption edges.29 The offset plot and heat map in Figure 4.5a 
show the white lines of Pt L3-edge. In Pt L3-edges, the appearance of the white lines is due to the 
transition from the 2p to the 5d empty state.10, 29 The quantification of 5d vacancies is often based 
on calculating the differences between L3 and L2 white line intensities. This is achievable because 
a white line is observed at the Pt L3-edge but not at the L2-edge, meaning that the difference 
 81 
between L2- and L3-edge may be used to quantify 5d vacancies in metallic Pt.30-31 Mott pointed 
out that a sharp line at the edge due to transition into the empty d states is not presented in Pt L1 
x-ray absorption edge because the initial L1 core states have s symmetry and thus would not be 
able to transition to the empty d states according to the dipole section rule.31 The initial core states 
of L2 and L3 absorption edges, on the other hand, have p symmetry. For a free Pt atom, the empty 
state in the 5d shell has a j value of 5/2. According to the j selection rule for the unoccupied d 
states (Δ𝑗 = 0,±	1), one could expect a transition from the L3-edge (j = 3/2) but not from the L2-
edge (j = 1/2).30 Moreover, an increase in the intensity of the white line of species becoming more 
oxidized is due to the more likelihood of an x-ray absorption event to occur.21 Since Pt L2-edge 
Figure 4.5 (a) Pt L3-edge XANES spectra of PtNi/C nanoparticles collected ex situ after every 250 
potential cycles (0.6 – 1.0 V vs. RHE) in the forms of an offset plot and a heat map, (b) edge 
position extracted from the first peak in the first derivative (inset), and (c) normalized absorption 
intensity at white lines extracted from (a). 
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XANES spectra were not collected in this study, the precise quantification of 5d vacancies using 
the differences between L3 and L2 white line intensities is not possible.30 It is possible, however, 
to qualitatively deduce the changes in the electronic structures of Pt based on the intensity and 
location of the white lines over time.  
Figure 4.5a shows that the shape of the white lines of the experimental Pt L3-edge XANES of 
Pt-Ni/C nanoparticles are similar to that of Pt foil, indicating that Pt in Pt-Ni/C nanoparticles exist 
predominantly in the form of metallic Pt.32 The edge position of Pt L3-edge was extracted from the 
first derivative of the Pt L3 absorption spectra (inset of Figure 4.5b) and plotted against the number 
of potential cycle in Figure 4.5b. It can be seen that with the exception of a few glitches in the 
data, the edge position remains relatively constant and is at the same position as Pt foil (black line). 
Based on the edge position, it could be said that Pt atoms were not oxidized over time. However, 
the correct identification of the edge position is tricky and so edge position by itself cannot be used 
to make concrete conclusions regarding the oxidation state of the absorbing species.33 Therefore, 
it is useful to also look at white line intensity, which is shown as a function of the number of 
potential cycles in Figure 4.5c. The intensity of the white lines is observed to be higher than that 
of Pt foil, indicating some degree of oxidation.34 The intensity of the white lines also fluctuates 
over time, meaning that the Pt atoms were continuously oxidized and reduced over time. 
Quantitative analysis using EXAFS will shed more light onto the oxidation process of the Pt atoms 
as the Pt-Ni/C catalyst is undergoing potential cycling. 
For comparison, Pt L3 absorption edge of Pt-Ni/C nanoparticles after each potential cycle step 
was also collected ex situ and presented in Figure 4.6. Like the in situ result, the shape of the white 
lines of Pt-Ni/C nanoparticles are similar to that of Pt foil (Figure 4.6a), an indication of the 
predominant metallic state of Pt in the alloy structure. The edge position of the white lines also 
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remains relatively constant, which is consistent with in situ results (Figure 4.6b). Meanwhile, the 
intensity exhibits a fluctuating tend, similar to that observed in in situ results. However, it is 
worthwhile to note that the magnitude of the absorption intensity displayed in ex situ results is 
lower than that of in situ results. The lower intensity in ex situ results is thought to reflect the ex 
situ nature of the measurement. Here, the Pt-Ni/C catalyst is loaded onto the carbon papers, 
undergone potential cycling, and allowed to dry at ambient conditions prior to having their Pt L3-
edge measurement collected. Since absorption intensity increases as the species becomes more 
oxidized, it seems that whatever changes the Pt-Ni/C catalyst experience, they have return to an 
equilibrium state. The subtle differences in the Pt L3-edge XANES between in situ and ex situ 
Figure 4.6 (a) Pt L3-edge XANES spectra of PtNi/C nanoparticles collected ex situ after every 250 
potential cycles (0.6 – 1.0 V vs. RHE) in the forms of an offset plot and a heat map, (b) edge 
position extracted from the first peak in the first derivative (inset), and (c) normalized absorption 
intensity at white lines extracted from (a).  
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measurements confirm that data collected post-reaction is not able to offer the kind of detail data 
collected during the reaction does.   
Due to the lower energy at which to Ni K absorption edge is collected (8,333 eV) and the 
limitation in the thickness of the liquid electrolyte, XANES for Ni K-edge could not be collected 
in situ. Instead, XAS of Ni K-edge was collected ex situ and shown in Figure 4.7, which shows 
the XANES of Ni K absorption edge collected ex situ after every 250 potential cycles. Despite the 
fact that it might not provide a full picture, ex situ x-ray absorption data is still useful in the absence 
of in situ data in providing a general sense of the evolution of the Ni atoms in the catalyst. From 
Figure 4.7a, it is apparent that the shape of the Ni K-edge XANES of the Pt-Ni/C are noticeably 
Figure 4.7 (a) Ni K-edge XANES spectra of PtNi/C nanoparticles collected ex situ after every 250 
potential cycles (0.6 – 1.0 V vs. RHE) in the forms of an offset plot and a heat map, (b) edge 
position extracted from the first peak in the first derivative (inset), and (c) normalized absorption 
intensity at white lines extracted from (a). 
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different from that of Ni foil. The appearance of white lines in the Pt-Ni/C catalyst suggests that 
the Ni atoms in the Pt-Ni/C catalyst are more oxidized than those in the Ni foil.  The first 
derivatives of Ni K-edge absorption spectra were used to identify the edge positions (shown in the 
inset of Figure 4.7b) and the white line intensity were extracted and shown in Figure 4.7c. Both 
the edge positions and white line intensities exhibit fluctuating trend and were higher than those 
of Ni foil, suggesting that Ni atoms experience a fluctuation in oxidation level during the potential 
cycling process.  
Results from XANES regions of Pt L3-edge and Ni K-edge suggest that both Pt and Ni 
experience some degree of oxidation during the process of potential cycling. The maximization of 
Ni absorption intensity after 1250 cycles is suspected to be the peak of oxidation of Ni0 to Ni2+, 
which correspond to the leaching of metallic Ni in the Pt-Ni/C catalyst into the electrolyte. This 
first and highest maximum in Ni K-edge intensity seems to suggest that after 1250 potential cycles, 
most of the Ni atoms on the surface of the catalyst have leached out. During this leaching process, 
Pt atoms become exposed and thus also become oxidized. Pt atoms then restructure to return to its 
metallic state, covering the inner Ni atoms, until those inner Ni atoms are oxidized and dissolved 
again at 2000 potential cycles. Quantitative analysis of the EXAFS region will further clarify this 
process.  
Local geometric structure of Pt atoms for Pt-Ni/C was obtained by analyzing the EXAFS 
region of Pt L3-edge data. Unfortunately, the EXAFS region of Ni K-edge was noisy and thus 
could be confidently used to make definitive conclusions regarding the structure of Ni atoms. 
Figure 4.8a shows the k3-weighted experimental 𝜒(𝑘) in k-space and Figure 4.8b shows the 
corresponding magnitudes of Fourier transform in R-space. For Pt foil, the main symmetric peak 
at around 2.7 Å is from Pt-Pt contribution. In FT magnitudes for Pt-Ni/C catalyst, it can be 
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observed that the main peaks are asymmetric at approximately 2.6 Å – a result of both Pt-Pt and 
Pt-Ni contributions.32 The FT magnitude of the main peak in Pt foil is due to high structural 
ordering of the metallic state, while lower FT magnitudes observed in the EXASF of Pt-Ni/C 
catalyst implies a disordered local structure around the absorbing species.35 The smaller peak to 
the left of the main peak, at approximately 2.15 Å, is attributed to Pt-O contribution.36 Fitting of 
Pt L3-edge experimental EXAFS was achieved using a two-shell model consisting of Pt-Ni and Pt-
Pi contributions to fit the first shell. The results are summarized in Table 4.1 and in Figure 4.9. 
EXAFS fitting results for Pt-Pt and Pt-Ni radial distances show that these bonds did not exhibit 
meaningful change in length during the extensive potential cycling when taking into account error 
bars (Figure 4.9a and Table 4.1). This result is expected since changes in bond length would 
suggest changes in bond strength, which is related to the edge positions. It has been shown earlier 
in Figure 4.5 that the edge position of Pt L3-edge remains relatively constant. Meanwhile, Pt-Pt 
coordination fluctuates significantly, indicating that Pt atoms underwent restructuring during the 
potential cycling process. The three maxima locating at 500, 2500, and 3250 potential cycles in 
Figure 4.8 (a) k3-weighted Pt L3-edge experimental 𝜒(𝑘) in k-space, and (b) the corresponding 
k3-weighted Fourier transform in R-space for Pt-Ni/C catalyst during potential cycling. Solid and 
dashed black line in (b) indicate the radial positions of Pt-Pt and Pt-O, respectively.   
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Figure 4.9b are at the points at which normalized intensity of Ni K-edge XANES is increasing  
(see Figure 4.7c). It is likely that as Ni atoms become oxidized and dissolve into the electrolyte, 
Pt atoms are surrounded by an increasing number of Pt atoms, leading to spikes in Pt-Pt 
coordination. Interestingly, the spikes in Pt-Pt coordination seem to coincide with small spikes in 
Pt-Ni coordination. It is speculated that the oxidization and dissolution of Ni atoms from the 
catalyst structure create a pathway via which more Ni atoms are exposed to the electrolyte. In an 
attempt to return the nanoparticle to its initial favorable energy state, Pt atoms surround remaining 
Ni atoms, causing Pt-Ni coordination to also increase. With the Ni atoms leaving the catalyst 
structure, it is reasonable to expect Pt-Ni coordination to decrease. According to Figure 4.9b, 
however, Pt-Ni coordination oscillates slightly during the potential cycling process and seem to 
return to its initial level at the end.  It is worthwhile to note that while XAS is useful, it is an 
average and not a surface technique. The process of Ni leaching is most likely only take place on 
the surface of the catalyst structure and thus might not result in noticeable changes in coordination. 
Moreover, initial XRD analysis of as-made sample suggests that the catalyst is rich in Pt, causing 
the Ni signals to be weaker and less reliable. To truly understand the degradation process of the 
Pt-Ni/C catalyst presented in this study, it is necessary to obtain higher quality data so that Ni K-
edge could be fit and the following information could be extracted: coordination and bond distance 
of Pt-O, Ni-Ni, and Ni-O. To accomplish this, the aqueous electrochemical cell requires further 
optimization. 
Finally, TEM micrographs were taken post-potential cycling and are shown in Figure 4..10.  
It can be seen that even after 5000 potential cycles, Pt-Ni nanoparticles did not experience a high 
degree of aggregation, indicating the changes observed in XAS data is not a result of nanoparticle 
aggregation. Furthermore, Figure 4..11 presents the analysis of particle size based on the TEM 
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micrographs in Figure 4.10 and shows that the average edge length of the particles from 12.2 to 
11.2 nm. This observation is consistent with those reported by ex situ study on the durability  most 
likely due to the dissolution of Ni from the alloy particles.1  
 
Table 4.1 Fitting results for in situ Pt L3-edge EXAFS  
Number of 
potential cycles 
Shell N R (Å) 𝝈𝟐	(× 𝟏𝟎(𝟑	Å𝟐) 𝜟𝑬𝟎	(𝒆𝑽) 
0 Pt-Pt 9.3 ± 2.7 2.74 ± 0.01 4.2 ± 1.4 6.4 ± 2.5 
 Pt-Ni 0.02 ± 0.9 2.58 ± 0.01 4.2 ± 0.6 6.3 ± 3.0 
250 Pt-Pt 10.8 ± 2.3 2.75 ± 0.01 5.4 ± 1.2 7.1 ± 1.7 
 Pt-Ni 0.2 ± 0.7 2. 60 ± 0.01 5.3 ± 0.5 6.7 ± 1.9 
500 Pt-Pt 11.9 ± 1.4 2.75 ± 0.005 6.3 ± 0.7 7.6 ± 0.9 
 Pt-Ni 0.4 ± 0.4 2.60 ± 0.005 6.2 ± 0.3 7.3 ± 0.9 
750 Pt-Pt 9.4 ± 1.2 2.74 ± 0.005 4.2 ± 0.7 6.9 ± 1.1 
 Pt-Ni 0.03 ± 0.4 2. 59 ± 0.005 4.2 ± 0.3 6.8 ± 1.3 
1000 Pt-Pt 9.5 ± 3.5 2.75 ± 0.01 6.3 ± 1.4 8.1 ± 1.8 
 Pt-Ni 1.4 ± 0.6 2. 60 ± 0.01 4.8 ± 0.5 6.5 ± 2.0 
1250 Pt-Pt 9.1 ±1.7 2.74 ± 0.01 3.8 ± 0.9 6.3 ± 1.7 
 Pt-Ni 0.3 ± 0.6 2.59 ± 0.01 3.8 ± 0.4 5.8 ± 2.0 
1500 Pt-Pt 9.0 ± 3.4 2.75 ± 0.01 5.9 ± 1.7 6.8 ± 2.4 
 Pt-Ni 0.8 ± 0.9 2.59 ± 0.01 4.6 ± 0.8 5.5 ± 3.3 
1750 Pt-Pt 9.2 ± 2.1 2.77 ± 0.01 4.9 ± 1.0 9.4 ± 1.2 
 Pt-Ni 0.8 ± 0.5 2.61 ± 0.01 4.7 ± 0.4 8.3 ± 1.4 
2000 Pt-Pt 8.8 ± 1.9 2.74 ± 0.01 3.4 ± 1.0 6.7 ± 1.9 
 Pt-Ni † 2.59 ± 0.01 3.5 ± 0.4 6.7 ± 2.5 
2250 Pt-Pt 8.50 ± 2.6 2.74 ± 0.01 4.3 ± 1.6 7.2 ± 2.7 
 Pt-Ni 0.3 ± 0.8 2.59 ± 0.01 4.3 ± 0.7 6.6 ± 3.1 
2500 Pt-Pt 10.7 ± 3.7 2.75 ± 0.01 5.9 ± 2.0 8.8 ± 2.8 
 Pt-Ni 1.2 ± 0.9 2.59 ± 0.01 5.8 ± 0.7 7.0 ± 2.5 
2750 Pt-Pt 8.8 ± 3.2 2.74 ± 0.01 5.3 ± 1.9 7.1 ± 3.1 
 Pt-Ni 0.4 ± 1.0 2.59 ± 0.02 5.2 ± 0.8 6.3 ± 3.5 
3000 Pt-Pt 7.4 ± 2.4 2.75 ± 0.01 3.0 ± 1.5 7.1 ± 2.8 
 Pt-Ni 0.6 ± 0.7 2.59 ± 0.01 2.8 ± 0.6 5.6 ± 3.2 
3250 Pt-Pt 12 ± 3.4 2.76 ± 0.01 8.0 ± 2.0 8.4 ± 2.1 
 Pt-Ni 1.4 ± 0.8 2.60 ± 0.01 8.0 ± 0.7 7.4 ± 1.6 
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Table 4.1 (cont.) 
3500 Pt-Pt 9.3 ± 2.7 2.76 ± 0.01 5.1 ± 1.6 8.6 ± 2.4 
 Pt-Ni 0.3 ± 0.8 2.60 ± 0.01 5.1 ± 0.7 8.0 ± 2.7 
3750 Pt-Pt 7.1 ± 3.3 2.75 ± 0.01 3.0 ± 2.2 7.9 ± 4.0 
 Pt-Ni 0.9 ± 0.7 2.60 ± 0.01 2.7 ± 0.5 5.8 ± 3.1 
4000 Pt-Pt 7.1 ± 2.8 2.75 ± 0.02 5.8 ± 2.3 6.4 ± 3.3 
 Pt-Ni 0.9 ± 1.3 2.59 ± 0.02 3.9 ± 1.0 4.0 ± 5.2 
4250 Pt-Pt 6.7 ± 2.2 2.74 ± 0.01 1.9 ± 1.5 5.4 ± 3.0 
 Pt-Ni †  2.59 ± 0.01 2.0 ± 0.6 6.4 ± 3.6 
4500 Pt-Pt 6.3 ± 2.8 2.75 ± 0.01 2.3 ± 2.1 6.9 ± 4.0 
 Pt-Ni 0.4 ± 1.0 2.60 ± 0.02 2.2 ± 0.7 5.9 ± 4.7 
4750 Pt-Pt 7.0 ± 2.7 2.74 ± 0.01 4.2 ± 1.3 8.0 ± 2.1 
 Pt-Ni 0.4 ± 0.6 2.60 ± 0.01 3.5 ± 0.6 7.9 ± 3.0 
5000 Pt-Pt 7.5 ± 2.5 2.75 ± 0.01 3.7 ± 1.6 8.2 ± 2.7 
 Pt-Ni 0.3 ± 0.8 2.6 ± 0.01 3.6 ± 0.6 7.6 ± 3.1 
† Values and negative and thus are not reported. 
 
Figure 4.9 Fitting results for in situ EXAFS of Pt L3-edge. (a) Radial distance, R, and (b) 
coordination number for Pt-Pt and Pt-Ni during potential cycling.  
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Figure 4.10 TEM micrographs of Pt-Ni/C catalyst before and during potential cycling. 
Figure 4.11 Edge lengths measured from Pt-Ni/C nanoparticles before and after 5000 
potential cycles. The solid blue and red lines indicate the average size for each frame.  
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4.6 Conclusions and Outlooks 
The evolution of the structure of Pt-Ni/C catalyst during extensive potential cycling was 
studied using in situ XAS. XANES results showed that during extensive potential cycling, both Pt 
and Ni atoms underwent oxidation, evidenced by the increase in normalized intensity at white lines 
of both Pt L3-edge and Ni K-edge as compared to those of Pt and Ni foil. Fluctuation in white line 
intensity for both Pt L3-edge and Ni K-edge indicated that Pt and Ni atoms were continuously 
oxidized and reduced. Further analysis via EXAFS fitting suggested that as Ni atoms became 
oxidized and dissolved into the electrolyte, Pt atoms came into contact with other Pt atoms, leading 
to spikes in Pt-Pt coordination. Each spike in Pt-Pt coordination coincided with a corresponding 
small increase in Pt-Ni coordination and followed by drastic decrease. This was speculated to be 
caused by the oxidation of Ni atoms, leaving Pt and the remaining Ni atoms exposed to the 
electrolyte and thus further oxidation. In order to return the catalyst to a stability, Pt atoms bond 
to one another and to Ni, which led to the simultaneous increases in Pt-Pt and Pt-Ni coordination. 
Over the entire period of time during which the catalyst underwent extensive potential cycling, Pt-
Pt coordination generally decreased, signifying an increase in surface Pt atoms. In order to fully 
understand the degradation process of Pt-Ni catalyst, more work is needed. In particular, the 
aqueous electrochemical cell requires further optimization to allow for the collection of high 
quality data. Regardless, this study shows that the adaptation of XAS as an in situ technique offers 




1. Wu, J.; Yang, H., Study of the Durability of Faceted Pt3Ni Oxygen-Reduction Electrocatalysts. 
ChemCatChem 2012, 4 (10), 1572-1577. 
2. Wu, J.; Yang, H., Platinum-Based Oxygen Reduction Electrocatalysts. Acc. Chem. Res. 2013, 
46 (8), 1848-1857. 
 92 
3. Chen, C., et al., Highly Crystalline Multimetallic Nanoframes with Three-Dimensional 
Electrocatalytic Surfaces. Science 2014, 343 (6177), 1339-1343. 
4. Greeley, J., et al., Alloys of Platinum and Early Transition Metals as Oxygen Reduction 
Electrocatalysts. Nat. Chem. 2009, 1 (7), 552-556. 
5. Sui, S., et al., A Comprehensive Review of Pt Electrocatalysts for the Oxygen Reduction 
Reaction: Nanostructure, Activity, Mechanism and Carbon Support in PEM Fuel Cells. J. 
Mater. Chem. A 2017, 5 (5), 1808-1825. 
6. Sealy, C., The Problem with Platinum. Mater. Today 2008, 11 (12), 65-68. 
7. Gordon, R. B., et al., Metal Stocks and Sustainability. P. Natl. Acad. Sci. USA 2006, 103 (5), 
1209-1214. 
8. Wu, J., et al., Truncated Octahedral Pt3Ni Oxygen Reduction Reaction Electrocatalysts. J. Am. 
Chem. Soc. 2010, 132, 4984-4985. 
9. Huaman, J. L. C., et al., Novel Standing Ni-Pt Alloy Nanocubes. CrystEngComm 2011, 13, 
3364-3369. 
10. Kaito, T., et al., In Situ X-ray Absorption Fine Structure Analysis of PtCo, PtCu, and PtNi 
Alloy Electrocatalysts: The Correlation of Enhanced Oxygen Reduction Reaction Activity and 
Structure. J. Phys. Chem. C 2016, 120, 11519-11527. 
11. Huang, X., et al., High-Performance Transition Metal–Doped Pt3Ni Octahedra for Oxygen 
Reduction Reaction. Science 2015, 348 (6240), 1230-1234. 
12. Mani, P., et al., Dealloyed Pt-Cu Core-Shell Nanoparticle Electrocatalysts for Use in PEM 
Fuel Cell Cathodes. J. Phys. Chem. C 2008, 112, 2770-2778. 
13. Oezaslan, M., et al., Pt3Cu, PtCu and PtCu3 Alloy Nanoparticle Electrocatalysts for Oxygen 
Reduction Reaction in Alkaline and Acidic Media. J. Electrochem. Soc. 2012, 159 (4), B444-
B454. 
14. Nonobe, Y., Development of the Fuel Cell Vehicle Mirai. IEEJ T. Electr. Electr. 2017, 12 (1), 
5-9. 
15. Choi, S.-I., et al., Composition-Controlled PtCo Alloy Nanocubes with Tuned Electrocatalytic 
Activity for Oxygen Reduction. ACS Appl. Mater. Inter. 2012, 4 (11), 6228-6234. 
16. Zhang, C., et al., A Review of Pt-based Electrocatalysts for Oxygen Reduction Reaction. 
Front. Eng. 2017, 11 (3), 268-285. 
17. Wang, X., et al., Platinum-Based Electrocatalysts for the Oxygen-Reduction Reaction: 
Determining the Role of Pure Electronic Charge Transfer in Electrocatalysis. ACS Catal. 2016, 
4195-4198. 
18. Mukerjee, S., et al., Role of Structural and Electronic Properties of Pt and Pt Alloys on 
Electrocatalysis of Oxygen Reduction: An In Situ XANES and EXAFS Investigation. J. 
Electrochem. Soc. 1995, 142 (5), 1409-1422. 
19. Hwang, B. J., et al., Structural Models and Atomic Distribution of Bimetallic Nanoparticles as 
Investigated by X-ray Absorption Spectroscopy. J. Am. Chem. Soc. 2005, 127 (31), 11140-
11145. 
20. Xiao, C., et al., In Situ X-ray Absorption Spectroscopy Studies of Kinetic Interaction between 
Platinum(II) Ions and UiO-66 Series Metal–Organic Frameworks. J. Phys. Chem. B 2014, 118 
(49), 14168-14176. 
21. Becknell, N., et al., Atomic Structure of Pt3Ni Nanoframe Electrocatalysts by In Situ X-ray 
Absorption Spectroscopy. J. Am. Chem. Soc. 2015, 137 (50), 15817-15824. 
22. Mukerjee, S.; McBreen, J., Effect of Particle Size on the Electrocatalysis by Carbon-Supported 
Pt Electrocatalysts: An In Situ XAS Investigation. J. Electroanal. Chem. 1998, 448, 163-171. 
 93 
23. Databases for X-ray Absorption and XAFS Measurements. http://xafs.org. 
24. Zhou, W., et al., Highly Uniform Platinum Icosahedra Made by Hot Injection-Assisted 
GRAILS Method. Nano Lett. 2013, 13 (6), 2870-2874. 
25. You, H. J., et al., Synthesis of Colloidal Metal and Metal Alloy Nanoparticles for 
Electrochemical Energy Applications. Chem. Soc. Rev. 2013, 42 (7), 2880-2904. 
26. Wu, J., et al., Icosahedral Platinum Alloy Nanocrystals with Enhanced Electrocatalytic 
Activities. J. Am. Chem. Soc. 2012, 134 (29), 11880-11883. 
27. Wu, J., et al., Shape and Composition-Controlled Platinum Alloy Nanocrystals Using Carbon 
Monoxide as Reducing Agent. Nano Lett. 2011, 11 (2), 798-802. 
28. Koningsberger, D. C., et al., XAFS Spectroscopy; Fundamental Principles and Data Analysis. 
Top. Catal. 2000, 10 (3), 143-155. 
29. Brown, M., et al., White Lines in X-ray Absorption. Phys. Rev. B 1977, 15 (2), 738-744. 
30. Mansour, A. N., et al., Quantitative Technique for the Determination of the Number of 
Unoccupied d-Electron States in a Platinum Catalyst using the L2,3 X-ray Absorption Edge 
Spectra. J. Phys. Chem. 1984, 88, 2330-2334. 
31. Mott, N. F., The Basis of the Electron Theory of Metals, with Special Reference to the 
Transition Metals. Proceedings of the Physical Society. Section A 1949, 62 (7), 416. 
32. Bao, H., et al., Structure of PtnNi Nanoparticles Electrocatalysts Investigated by X-ray 
Absorption Spectroscopy. J. Phys. Chem. C 2013, 117 (40), 20584-20591. 
33. Szeto, K. C., et al., Characterization of a New Porous Pt-Containing Metal-Organic Framework 
Containing Potentially Catalytically Active Sites: Local Electronic Structure at the Metal 
Centers. Chem. Mater. 2007, 19, 211-220. 
34. Mao, J., et al., Design of Ultrathin Pt-Mo-Ni Nanowire Catalysts for Ethanol Electrooxidation. 
Sci. Adv. 2017, 3 (8), 1-9. 
35. Hsieh, Y.-F., et al., Structural Characterization of Cu3Pt Electrocatalyst Featuring Pt-rich 
Surface Layers Synthesized via Mechanical Alloying and Selective Dissolution Routes. J. 
Alloys Compd. 2013, 552, 329-335. 
36. Chen, C. S., et al., Synthesis and Characterization of Pt Nanoparticles with Different 
Morphologies in Mesoporous Silica SBA-15 for Methanol Oxidation Reaction. Nanoscale 
2014, 6, 12644-12654. 
 
 94 





The performance and durability of electrocatalysts play a critical role in the cathodic oxygen 
reduction reaction (ORR) in hydrogen fuel cells and thus in the way toward a future in which the 
energy demand is met in a cheap and clean manner. In order to meet the performance and durability 
targets, much fundamental research into how nanoscaled catalysts grow and degrade is still needed. 
The research presented in this dissertation makes key contributions to this area by utilizing in situ 
characterization techniques to gain insights into the mechanism and kinetics of the growth and 
degradation of nanoparticles.   
Chapter 2 of this dissertation introduced the novel in situ characterization techniques of liquid 
transmission electron microscopy (LTEM) and x-ray absorption spectroscopy (XAS) and their 
invaluable roles in the research of nanoscaled catalysts. In situ LTEM enables researchers to probe 
liquid samples, something that had not been done often in the past due to the fact that electrons are 
easily scattered. By using electron-transparent materials like silicon nitride as window materials, 
a liquid sample as thick as 250 nm can be imaged in real time. This characterization technique has 
indeed been used countless times since its commercialization to capture the details of various 
phenomena from the development of faceted nanocrystals to the growth of minerals to oriented 
attachment between materials with high crystallinity. Chapter 2 also gave a brief overview of the 
fundamentals and adaptation of x-ray absorption spectroscopy (XAS) as an in situ technique. With 
its reputation as a reliable and established method often used to probe the electronic structure of 
new materials, XAS has been routinely used to study catalysts. Its adaptation as an in situ method, 
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though not new, is also not widespread. Chapter 2 remarked on the potential of coupling 
information afforded by LTEM with that acquired from in situ XAS.  
Using in situ LTEM, the real-time growth of an ensemble of Au nanoparticles was studied in 
Chapter 3. Kinetics information regarding the growth rate of Au nanoparticles was extracted and 
compared to growth rates predicted by classical theories such as those by Lifshitz-Slyozov-Wagner 
(LSW) and Smoluchowski. Experimental results showed that realistically, the growth of an 
ensemble cannot be satisfactorily explained by any single theoretical model. Growth of 
nanoparticles in reality is driven by a combination of forces all taking place at the same time.  
Chapter 4 reported the degradation of carbon-supported Pt-Ni electrocatalysts during 
extensive potential cycling using in situ XAS. XANES of Pt L3-edge and Ni K-edge indicated 
oxidation of Pt and Ni atoms to a certain extent when compared to XANES of Pt and Ni foils. 
Quantitative fittings of EXAFS found that as Ni atoms became oxidized and dissolved into the 
electrolyte, Pt atoms surround themselves around the remaining Ni atoms, leading to increases in 
Pt-Pt and Pt-Ni coordination numbers. Though the mechanism of the degradation process of Pt-
Ni/C catalyst during extensive potential cycling was not fully uncovered, this study demonstrated 
that in situ XAS was a promising technique capable of unveiling a wealth of information regarding 
dynamic processes.   
 
5.2 Future Directions 
The value of in situ characterization tools in the study of nanoscaled catalysts is indisputable, 
as evidenced by the number of studies that had been reported and the results presented here in this 
dissertation. The results reported in this dissertation serve as a baseline for several research 
directions that can be pursued in the future:  
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(1) Understanding the interaction and influence each nanoparticle in a growing ensemble of 
nanoparticles has toward one another 
The analysis done in Chapter 3: placed a focus on evaluating the growing nanoparticles 
together using mathematical models that are derived based on the growth of a single 
nanoparticle. To accurately arrive at a model that truly describes the growth of an ensemble of 
nanoparticles that are growing in close proximity to one another, it is important to understand 
how those growing particles interact with one another. For instance, nanoparticles located close 
to one another tend to aggregate to increase their particle size, and thus reduce overall surface 
energy.1 The aggregation of nanoparticles is often driven by the attractive van der Waals forces 
between these nanoparticles. However, there also exists electrostatic repulsive forces once the 
nanoparticles are within one another’s double layer. For future work, it is necessary to further 
develop the model in Chapter 3: to include the interplay of these forces.  
(2) Understanding the interaction between the electron beam and the aqueous media in a 
more quantitative way 
The growth and dissolution of nanoparticles using LTEM have been known to be influenced 
by the interaction between the electron beam and the liquid media.2 In a process known as 
radiolysis, an incident electron interacts with a water molecule to produce several species 
including solvated electrons, hydrogen radical, hydroxyl radical, and hydrogen gas. Of these 
species, solvated electrons are most capable of being a reducing agent in in situ growth 
experiments. Schneider et al. introduced a mathematical model to determine the concentrations 
of these radiolysis species.2 To date, the number of experimental results confirming the 
predicted concentrations of radiolysis species made by Schneider et al has been limited. There 
is thus a need to systematically quantify the concentrations of several radiolysis species 
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generated by the reaction between the incident electron beam and the aqueous solution within 
the liquid cell. More specifically, it is useful to identify certain processes that are influenced 
by specific species and quantify the kinetics of those processes with respect to electron 
dosages. The experimental quantification of radiolysis species would make a significant 
scientific contribution to the various field of research using in situ LTEM.  
(3) Extending in situ investigations from monometallic and bimetallic nanoparticles to 
trimetallic nanoparticles 
As discussed in Chapter 1:, a general strategy to reduce the amount of Pt used in 
electrocatalyst is to alloy Pt with other metals to make bimetallic and trimetallic Pt-based 
nanoparticles. This strategy has worked well for bimetallic Pt-based alloy, one prominent 
example being Pt3Ni nanoparticles. Less attention has been paid to trimetallic Pt-based 
electrocatalysts though recent reports show promising catalytic activity and durability from 
PtFeNi trimetallic system.3 Seeing that trimetallic systems increasingly gain more research 
attention, it is useful to extend in situ studies from monometallic and bimetallic systems to 
trimetallic systems. 
The preliminary results reported next is of the dissolution of trimetallic octahedral core-shell 
Ir-Ni-Pt nanoparticles in acidic environment using in situ LTEM. In a fuel cell, nanoscaled 
electrocatalysts are continuously exposed to a highly acidic electrolyte (see Chapter 1:). 
Therefore, it is useful to see the dissolution of electrocatalysts in a highly acidic environment. 
In addition, dissolution is utilized in several synthesis methods to selectively remove certain 
components while leaving others intact, leading to porous or framed structures.4-5 Figure 5.1 
depicts the dissolution of octahedral core-shell Ir-Ni-Pt nanoparticles in 0.1 M hydrochloric 
acid (HCl). This trimetallic Ir-Ni-Pt system has an Ir-rich frame, Ni-rich shell and a Pt-rich 
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core. A strong acid is used here to fasten the dissolution process. A closer look at one of the 
nanoparticles (Figure 5.2) in the cluster reveals that the nanoparticles initially dissolve 
individually, with gradual decrease in the corner-to-corner and side-to-side distances. In 
Figure 5.2, the corner-to-corner and side-to-side distances are denoted by blue and red arrows, 
Figure 5.1 Dissolution of trimetallic Ir-Ni-Pt nanoparticles in acidic media. Scale bars are 100 
nm each.  
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respectively. It can be observed that the dissolution occurs layer by layer: the frame seems to 
dissolve first, followed by dissolution of the shell. The particle fuses with other particles and 
dissolves as a linked cluster of particles. Within the cluster, nanoparticles at different location 
exhibit different dissolution behaviors, as shown in Figure 5.3. The dissolution behavior of 
Figure 5.2 A close-up panel of one nanoparticle in Figure 5.1. The blue arrow indicates 
the corner-corner distance while the red arrow indicates the side-to-side distance of the 
nanoparticle.  
Figure 5.3 Trimetallic Ir-Ni-Pt nanoparticles in a dissolving cluster and their dissolution rates. 
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each nanoparticle is clearly influenced by its location in the cluster and with respect to each 
other and to the direction of flow of the acidic media. Additionally, the well-defined core-shell 
structure of this trimetallic system would offer insights into the real-time dissolution behavior 
of three different kinds of metals – Ir, Ni, and Pt – as well as how each component interacts 
with the other two while it dissolves.  
(4) Further development of apparatus for in situ XAS measurement 
Chapter 4: has demonstrated the usefulness of XAS as an in situ characterization technique. 
However, the limitation of this adaptation of XAS as an in situ technique relies heavily on the 
apparatus that enables real time measurement. For the study presented in Chapter 4, an 
aqueous electrochemical cell was designed, optimized, and utilized in in situ measurement. 
However, the liquid layer was still much too thick, resulted in the inability to measure Ni K 
absorption edge in situ. Certainly, additional optimization of this cell is required. Currently, 
the cell is composed of separate pieces which are held together by screws (see Figure 4.1). In 
order to tightly seal the cell and prevent leakage of liquid electrolyte, O-rings are used. Over 
time, the sides of the cell bulges outward because of how tightly the O-ring is compressed, 
leading to an increase in thickness of the liquid. To prevent this, one idea would be to fabricate 
a uni-bodied cell with an enclosure on top and a slid to insert the assembled electrodes inside. 
By eliminating the O-rings and screws from the cell design, bulging will not occur. The 
optimization of this aqueous electrochemical will of course take time and multiple trial and 
errors. Once finished, however, such a cell will enable robust collection of in situ XAS data, 
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