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Abstract. We present a simple alternative to Mackey’s account of the (infinite) in-
equivalent quantizations possible on a coset space G/H. Our reformulation is based on the
reduction G→ G/H and employs a generalized form of Dirac’s approach to the quanti-
zation of constrained systems. When applied to the four-sphere S4 ≃ Spin(5)/Spin(4),
the inequivalent quantizations induce relativistic spin and a background BPST instanton;
thus they might provide a natural account of both of these physical entities.
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There is no unique quantization of any classical system. For example, the simple
configuration space R3 is purported to have a unique quantization courtesy of the cele-
brated Stone–von Neumann theorem, but as shown by Mackey [1], this is an artifact of
how we view R3. If we identify R3 with the coset space E(3)/SO(3), where E(3) is the
Euclidean group, then there are many quantizations possible labelled by the irreducible
unitary representations of SO(3). This possibility of different quantizations on R3 is not
just a mathematical curiosity but has important physical consequences. Indeed, the non-
trivial quantizations (those not described by the Stone–von Neumann theorem and hence
not equivalent to the standard Schro¨dinger description) correspond to quantum systems
on R3 with (non-relativistic) spin.
With this example in mind, when we, for example, analyze Yang-Mills theory we
should expect to no longer just talk about its specific quantization, but rather the differ-
ent quantum sectors possible and speculate about their physical significance. However,
there are serious technical problems in extending the above analysis to a more general con-
figuration space Q, such as that of Yang-Mills theory, and we are forced to only consider
the standard, Schro¨dinger quantization. This we feel is an unsatisfactory state of affairs
— one that can only be resolved through a better understanding of how best to quantize
on non-trivial configuration spaces.
The extension [1] of the analysis, discussed above for the configuration space R3 ≃
E(3)/SO(3), to any configuration spaces Q isomorphic to a coset space1 G/H shows that
one can construct many inequivalent quantum theories labelled by the irreducible unitary
representations of the closed subgroup H of G, and that there is no a priori reason to choose
the trivial one (which is derived from the trivial representation of H and corresponds to
the obvious Schro¨dinger type quantization in terms of wave functions on G/H) over the
other non-trivial ones. Mackey’s approach, and a number of other approaches developed
from it (e.g., [2, 3]), is based on the induced representations of G, and as such has the
unusual property that it deals with wave functions which are vector-valued rather than
scalar-valued, resulting in a path-integral which is path-ordered, describing a transition
matrix rather than an amplitude. One aim of this Letter is to announce that there is
an alternative, much simpler, method for quantizating on G/H which is free from such
vector-valued wave functions and yet gives the same result (a fuller account of this is given
in a separate paper [4]). The essense of the simplification lies in the recognition that the
1 The Lie group G under consideration is either compact, or locally compact and abelian, or a (semidi-
rect) product of such groups.
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induced representations used by Mackey can be recoverd from a generalization of Dirac’s
approach to the quantization of constrained systems [5]. The proposed generalization
states that the classical first class constraints which implement the classical reduction
G→ G/H must be allowed to become ‘anomalous’, i.e., some of the first class constraints
become second class in the quantum theory. (At the classical level the generalized Dirac
approach is hence realized effectively by a Marsden-Weinstein reduction [6, 7].) As a
concrete application of these ideas we shall show that when they are applied to Q = S4
regarded as Spin(5)/Spin(4), the non-trivial quantizations induce a background BPST
instanton [8] in addition to (relativistic) spin. (Regarding S4 ≃ SO(5)/SO(4) leads to a
similar result [4].) A general framework leading to this result was already discussed before
[9, 10, 11]; thus our aim here is to present a simple (and somewhat detailed) account of how
this arises and use it to reinforce our conviction that the non-triviality of the quantizations
on Q can indeed give rise to physically relevant effects. More speculatively, we feel that
this example hints at a new role for the BPST instanton as a probe to the finiteness of
space-time.
The systems we wish to quantize are those describing free (geodesic) motion on the
configuration space Q ≃ G/H, with respect to the metric gαβ induced from the Killing
metric on a semisimple group G. Classically, this dynamics can be recovered from a reduc-
tion of the free motion on the extended configuration space G, which we now recapitulate.
The kinematical arena for the Hamiltonian description of dynamics on the Lie group G is
the phase space given by the cotangent bundle T ∗G [6]. This is actually a trivial bundle
over G and can be identified with G × g where g is the Lie algebra of G, allowing the
pair (g, R), with g ∈ G and R ∈ g, to represent a point in the phase space. As with any
cotangent bundle, this phase space comes equipped with a canonical symplectic 2-form ω
from which the Poisson bracket between functions can be calculated. In terms of the above
trivialization of T ∗G, this symplectic 2-form is given by2
ω = dθ , where θ := −TrR(g−1dg) . (1)
Using a matrix representation of the elements of G so that g has matrix elements gij , this
symplectic form leads to the fundamental Poisson bracket,
{gij , gkl} = 0 , {Rm , gij} = (gTm)ij , {Rm , Rn} = f
l
mnRl , (2)
2 We use the normalized trace Tr(XY ) := − 1
c
tr(pi(X)pi(Y )), where pi(X) is the matrix form assigned
to X ∈ g in an irreducible representation of g, and c is a constant needed to make the trace representation-
independent. In terms of a basis {Tm} in g one has X = XmTm for X ∈ g, and one can raise or lower the
indices using ηmn := Tr(TmTn) and its inverse ηmn with ηmlηln = δ
m
n .
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where f lmn are the structure constants of G, and Rm := Tr(TmR) are the ‘right-currents’
which generate the right action of G on itself g → gg˜ for g˜ ∈G. For our Hamiltonian on G
we take
H = 12 TrR
2 = 12η
mnRmRn . (3)
The equations of motion derived from (3) are then ddt
(
g−1g˙
)
= 0 which describe geodesic
motion on G.
Since the right action of the subgroup H on G is generated by the right currents
Ri = Tr(TiR), where {Ti} is a basis of the Lie algebra h of the subgroup H, the currents
Ri, which form the algebra h under Poisson bracket {Ri , Rj} = f
k
ijRk, can be used to
reduce the phase space T ∗G to T ∗(G/H); namely, the classical reduction is implemented
by imposing the first class constraints
Ri = 0 . (4)
Dirac’s approach for the quantum reduction then converts (4) to the conditions imposed
on the physical states, R̂iψphy = 0.
The basic idea of our generalized Dirac approach, applied to such coset spaces, is that
the classical constraints (4) are no longer directly transcribed in their original form to the
quantum theory; rather, one has to take into account the possible ‘anomalous’ behaviour
mentioned earlier and replace (4) with the effective ones:
Ri = Ki , (5)
where Ki are (at this stage arbitrary) constants. The ambiguity in the constants Ki signals
the fact that one will have accordingly (infinitely) many distinct quantizations, and one
can show [4] that they are indeed the possible quantizations described by Mackey. In fact,
we shall see later that, due to a consistency at the quantum level, Ki must correspond
to the set of intergers that label the highest weight representation χ of H. Note that for
Ki 6= 0 the constraints φi := Ri − Ki = 0 are not first class; they are a mixture of first
and second class constraints since
{φi , φj} = f
k
ij φk + Tr([Ti, Tj ]K) ≈ Tr([Ti, Tj ]K) , (6)
where we have introduced K := KiTi. In order to isolate the first class subset of (5)
we consider the subalgebra sK := Ker(adK) ∩ h consisting of those elements X ∈ h for
which [K,X ] = 0. For a generic K, that is, if K is a regular semisimple element in h, the
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subalgebra sK is precisely the Cartan subalgebra t of h containing K [12]. If not, sK is
larger than t and, due to the non-degeneracy of t with respect to the Killing form, admits
the decomposition sK = t ⊕ c where c is the orthogonal complement. Choosing a basis
{Ts} in sK , we see that for any Tj ∈ h we have Tr([Ts, Tj]K) = 0 and hence the first class
components in (5) are given by φs := TrTs(R −K) . Conversely, from the semisimplicity
of h it follows that these φs form the maximal set of the first class components in (5).
We now implement the constraints in the path-integral framework using the familiar
prescription [13, 14]. The easiest way to do this is to add gauge fixing conditions ξs = 0
for the residual first class subset of constraints φs = 0 so that the total set of constraints
ϕk := (φi, ξs) becomes second class. With this second class set of constraints the phase
space path-integral reads
Z =
∫
DgDRδ(ϕk) det
1
2 |{ϕk, ϕk′}| exp
(
i
h¯
∫
θ −
i
h¯
∫ T
0
dtH
)
, (7)
where θ is the canonical 1-form in (1), that is,
∫
θ = −
∫ T
0
dtRm(g
−1g˙)m, and H is the
Hamiltonian (3). The path-integral measure in (7) is formally defined from the volume
(Liouville) form of the phase space ωN (N = dimG) by taking its product over time,
DgDR =
∏
t ω
N (t) where ωN =
∏N
m=1(g
−1dg)m dRm; thus Dg is a product of the Haar
measure of the group G over t.
The simplicity of the constraints (5), which are (at most) linear in the momentum
variables Ri, allows us to implement them trivially by integrating over all the momentum
variables Rm. Indeed, since the determinant factor in (7) is proportional to det|{φs , ξs′}|
on the constrained surface, we can choose the gauge fixing conditions ξs = 0 so that the
determinant be independent of Rm and thereby carry out the integrations on Rm at once;
the result is
Z =
∫
Dg δ(ξs) det|{φs, ξs′}| exp
(
i
h¯
∫ T
0
dt Ltot
)
, (8)
where
Ltot =
1
2
Tr(g−1g˙|r)
2 − TrK(g−1g˙|h) . (9)
In the above we denoted by |h (or |r) the projection to the space h (or r) in g defined by
the orthogonal decompostion g = h⊕r where r = h⊥, which is automatically reductive [15],
i.e., [h, r] ⊂ r. From this it follows that the first term in the Lagrangian (9) is invariant
under g → g h˜ for h˜ ∈ H and hence depends only on G/H. Clearly, the effects of non-trivial
quantizations are contained in the second term in (9) which is proportional to K. Before
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examining the effects, we wish to deduce the restrictions on the parameters inK mentioned
earlier.
To this end, we first observe that under the transformations g → g s, for s ∈ SK where
SK is the exponential group of sK , the total Lagrangian varies as
Ltot −→ Ltot +∆Ltot , where ∆Ltot = −TrK(s
−1s˙) . (10)
Then, parametrizing s = eθ
rTreξ
pTp where {Tr} and {Tp} are bases in t and c, we find
∆Ltot = −
d
dt
(Krθ
r). Thus the Lagrangian is invariant up to a total time derivative,
which is the residual gauge symmetry at the classical level. However, if we require the
symmetry to persist at the quantum level (which we must to ensure that the path-integral
(8) is independent of the gauge fixing), then we need to take into account the contribution
from the boundary in the path-integral. To examine this explicitly, consider the transition
amplitude from an initial point g0 at t = 0 to a final point g1 at t = T . The sum in the
path-integral contains all possible paths g(t) going from g(0) = g0 to g(T ) = g1, but to
each such path there is a class of paths related to each other by a gauge transformation,
g(t)→ g(t) s(t) with s(0) = s(T ) = 1. The gauge invariance at the quantum level requires
that the paths within a gauge equivalent class must contribute to the sum of the path-
integral with the same amplitude, i.e., they must have the same phase factor. Using Hαr
in the Chevalley basis3 for our basis in t as Tr =
1
iHαr , we find from the periodic property
that gauge transformations with s(t) = eθ
r(t)Tr that respect the boundary condition satisfy
θr(T ) − θr(0) = 2pinr, where nr are integers. (More precisely, nr are integers for the
universal covering group H˜ of H, but for a non-simply connected group H they are multiple
of integers; see footnote 3.) From this one sees that the requirement e
i
h¯
∫
T
0
dt∆Ltot = 1, or
∫ T
0
dt∆Ltot = −2pi nrKr = 2pih¯× integer , (11)
for any class of gauge transformations (i.e., for any nr), is equivalent to Kr/h¯ ∈ Z. But
since any weight can be brought to a dominant weight by using Weyl reflections, which
3 In the complex extension hc of h, one can choose the Chevalley basis {Hα, Eϕ} where α are simple
roots and ϕ are roots [12]. To every dominant weight χ there exists an irreducible representation — highest
weight representation — of hwhere the Cartan elementsHα are diagonal; in particular, on the states |χ,µ〉
specified by the weights µ connected to the the dominant weight χ (identified as the highest weight in the
representation) their eigenvalues are all integer, Hα|χ, µ〉 = µ(Hα) |χ, µ〉 with µ(Hα) = 2µ · α/|α|2 ∈ Z.
This integral property of Hα leads to the periodicity e2npiiHα = 1 for n ∈ Z in the exponential mapping
defined in the universal covering group H˜ of H. For a non-simply connected group H the periodicity is
different; it is mulitplied by a factor determined by the discrete normal subgroup N of H˜ for which H
≃ H˜/N. For instance, for Spin(n) = S˜O(n) we have n ∈ Z but for SO(n) ≃ Spin(n)/Z2 we find 2n ∈ Z.
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means that we can always choose the basis Hαr such that Kr ≥ 0, we see that these
integer parameters are precisely associated to the integers which label the highest weight
representations of H:
1
h¯
Kr = χ(Hαr) , for r = 1, . . . , rankH . (12)
Let us next examine the dynamical implications of the Lagrangian (9). For this,
it is convenient to decompose g as g = σ h with σ ∈ G, h ∈ H, where σ = σ(q) is a
section G/H 7→ G parametrized by a set of local coordinates {qα} on G/H. (Of course, σ
must necessarily be singular unless there exists a global section, and this is, in fact, the
reason why the H-connection A discussed later can be topologically non-trivial.) Then the
Lagrangian (9) becomes the sum of three terms
Ltot = LG/H + LOK + Lint =
1
2
gαβ(q) q˙
αq˙β − TrK(h−1h˙)− Tr
(
hKh−1Aα(q)
)
q˙α , (13)
where the metric gαβ = ηab e
a
α e
b
β on G/H is given from the vielbein e = e
a
α dq
α Ta :=
σ−1dσ|r . The first term LG/H is just the Lagrangian for a free particle on G/H, whereas
LOK and Lint, being proportional to K, deserve separate considerations.
First, we note that LOK is the first order Lagrangian [16, 17] for the system defined on
the coadjoint orbit OK ≃ H/SK of the group H passing through K [18]. The natural set of
local coordinates of the coadjoint orbit is given by Si := −Tr(TihKh
−1), which describe
the ‘generalized spin’ in the sense that they form the algebra h under the Dirac bracket
{Si , Sj}
∗ = fkij Sk defined with respect to the second class constraints ϕk = (φi, ξs). Upon
quantization, this Dirac bracket is replaced by the quantum commutator,
[Ŝi , Ŝj ] = ih¯ f
k
ij Ŝk . (14)
Observe, on the other hand, that the change of section, σ → σ h˜, h → h˜−1h for h˜ ∈ H,
induces the following transformation on the vielbein,
e = eaTa −→ h˜
−1e h˜ = eaM ba (h˜)Tb , with M
b
a (h˜) := η
bcTr(h˜−1Tah˜ Tc) , (15)
where {Ta} is a basis in r, which specifies the vielbein frame in the tangent space on the
coset space G/H. Since (15) leaves the metric gαβ invariant, it is an SO(n) (n = dim (G/H))
rotation of the vielbein frame. In fact, on account of the reductive decomposition the
complement r automatically furnishes a representation of the group H by the adjoint action
(15), producing the SO(n) frame rotation. Thus, given a representation of (14), one can
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determine the behaviour (respresentation) of the generalized spin under the ‘space-time’
frame rotation (15).
Second, the term Lint in (13) describes the interaction of the so-called canonical H-
connection [15, 19, 20] A := σ−1dσ|h = Aαdq
α minimally coupled to the particle and
the generalized spin. Note that under the change of section the H-connection transforms
as A → h˜−1A h˜ + h˜−1dh˜, and as a result the Lagrangian Ltot acquires a formal gauge
invariance observed in the Hamiltonian description by Landsman and Linden [9] (see also
[10, 11, 21]). The H-connection is concisely characterized by the fact that its curvature
F := dA+A ∧A in the vielbein frame has components F iab = −f
i
ab given precisely by the
structure constants appearing in [Ta, Tb] = f
i
abTi. Another important feature is that the
H-connection is actually a solution of the Yang-Mills equation on the coset space G/H (for
a proof, see [4, 22]).
From the equations of motion derived from Ltot, we find that the generalized spin S
obeys the covariant constancy equations,
DtS :=
dS
dt
+ [Aα(q), S] q˙
α = 0 , (16)
whereas the trajectory of the particle is determined by
q¨α + Γαβγ(q) q˙
β q˙γ − gαβ(q)Si F
i
βγ(q) q˙
γ = 0 , (17)
where Γαβγ is the Levi-Civita connection. Eqs. (16) and (17) are essentially the Wong equa-
tions [23, 24] under the special, background non-abelian potential (the H-connection) with
the couplings (the parameters in K) in S taking only discrete values (they are quantized).
Let us now apply the above construction to the quantization on the four-sphere S4
with radius r, which we regard as the coset Spin(5)/Spin(4). The four-sphere S4 may
be thought of as a finite Euclidean version of the four dimensional Minkowski space-time
(with t being a proper time), and our aim is to see the possible effects of inequivalent
quantizations for finite r. We shall use the defining representation of spin(5), i.e., the
spinor representation of so(5), and choose our bases in h and r as
Ti =


1
2i
(
σi
σi
)
, for i = 1, 2, 3,
1
2i
(
σi−3
−σi−3
)
, for i = 4, 5, 6,
(18)
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and
Ta =


1
2i
(
σa
σa
)
, for a = 1, 2, 3,
1
2
(
−1
1
)
, for a = 4,
(19)
for which tr(Tm Tn) = −δmn. To assign the radius r to S
4 for our spinor representation
we choose the constant in our ‘Tr’ as c = 1r2 (see Appendix C in [4]), which leads to the
metric in the vielbein frame ηab = r
2δab.
Since the two so(4) spinor representations given in (18) are reducible (which of course
is due to the direct sum structure so(4) = su(2) ⊕ su(2)), it is already clear that we have
two su(2)-valued variables for our generalized spin. We shall label the two su(2) by su(2)+
and su(2)− and introduce the chiral basis
T+i =
1
2
(Ti + Ti+3) =
1
2i
(
σi
0
)
, T−i =
1
2
(Ti − Ti+3) =
1
2i
(
0
σi
)
, (20)
for i = 1, 2, 3, and thereby write h = h+ h− where h± belong to the exponential groups
generated by the chiral su(2)± in the basis (20). Setting K = j+T+3 + j
−T−3 , we find that
the Lagrangian for the coadjoint orbit of Spin(4) consists of those for the coadjoint orbits
of the two SU(2)
±
, i.e., for the two conventional spins,
LOK = L
+
spin + L
−
spin , where L
±
spin := −h¯j
±TrT±3
(
(h±)−1h˙±
)
. (21)
Indeed, from (14) we have the spin variables S±i = −j
± Tr
(
T±i h
±T±3 (h
±)−1
)
forming two
commuting su(2) algebras upon quantization,
[Ŝ+i , Ŝ
+
j ] = ih¯ εijk Ŝ
+
k , [Ŝ
−
i , Ŝ
−
j ] = ih¯ εijk Ŝ
−
k , [Ŝ
+
i , Ŝ
−
j ] = 0 . (22)
Now, from the relations,
[T±i , Ta] =
1
2
εiab Tb ±
1
2
δia T4 , [T
±
i , T4] = ∓
1
2
δia Ta , (23)
it is also easy to see that the basis {T±± := T1∓ iT2, T±∓ := T3∓ iT4} in the space r forms
a tensor product representation 2+ ⊗ 2− of spin 1
2
with respect to each chiral su(2)±. Ac-
cordingly, the adjoint action (15) of H amounts to the product SU(2)+ × SU(2)− transfor-
mations in the vielbein frame, which are ‘double-valued’ in terms of SO(4) frame rotations.
This in turn implies that the representations of (22) determine the spin of the particle in
exactly the same manner as in the Minkowski space case, where the Lorentz frame rota-
tion (that is, the action of the proper, orthochronous Lorents group) is realized by the
9
group action of SL(2,C) consisting of two chiral SU(2) actions. Thus we have recovered
the conventional, two su(2) chiral ‘relativistic’ spins from the inequivalent quantizations
on S4.
Turning to the H-connection, we observe that the su(2)-valued H-connections A±,
defined by the decomposition A = A++A− in terms of the chiral basis (20), couple to the
two su(2)± spins chirally,
Lint = Tr(S
+A+α ) q˙
α +Tr(S−A−α ) q˙
α . (24)
It is then easy to confirm that these chiral H-connections A± are nothing but a BPST
instanton and anti-instanton, respectively [19]. We shall here compute explicitly the Chern
number C2 [25] of each of the su(2)-valued H-connection A
±. We start with
F± ∧ F± =
1
4r4
εabcd f iab f
j
cd T
±
i T
±
j Ω , (25)
where F± are the curvatures corresponding to A± and Ω = r4e1 ∧ e2 ∧ e3 ∧ e4 is the
volume form on S4, that is,
∫
S4
Ω = 8pi
2r4
3
. Using the structure constants found in the
commutation relations, [Ta, Tb] = εabi Ti and [Ta, T4] = δa,i−3 Ti for a, b = 1, 2, 3, one
finds that the instanton number for F± — given by (−1) times C2 — is
n± = −C2[F
±] = −
1
8pi2
∫
S4
tr(F± ∧ F±) = −
1
8pi2
·
8pi2r4
3
·
(∓3)
r4
= ±1 , (26)
which shows that A± is indeed a BPST instanton (anti-instanton). One can also confirm
that F± satisfies the self dual (anti-self dual) equation, ∗F± = ±F±.
Thus we have seen that, on the four-sphere S4, a background BPST instanton (and
anti-instanton) emerges naturally together with relativistic spin. The instanton effect is
in principle observable if the radius r of the (Euclideanized) space-time is finite, although
the order F iαβ ∼ O(r
−2) implies that the effect is small for a large r, a result consistent
with the fact that there emerges no such background potential if we quantize on Q =
R4 ≃ E(4)/SO(4) instead of S4. Finally, we wish to mention that the generalized Dirac
approach admits an extension to field theory [26], where, for instance, the inequivalent
quantizations in Yang-Mills theory lead to the θ-term in four dimensions [2] and to the
Chern-Simons term in three dimensions. Another direction of extension is to go beyond
coset spaces, where similar effects are expected to occur in general depending perhaps only
on the topology of Q [2, 27].
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