This paper presents an adaptive Kalman filter for a linear dynamic system perturbed by an additive disturbance. The objective is to estimate both of the state and the unknown disturbance concurrently, while learning the disturbance as a stochastic process of the state vector. This is achieved by estimating the state according to the extended Kalman filtering applied to the marginal distribution of the state, and by estimating the disturbance from a backward smoothing technique. The corresponding pair of the estimated states and disturbances are fetched to a Gaussian process, which is constantly updated to resemble the disturbance process. The unique feature is that all of uncertainties in the estimated state and disturbance are accounted throughout the learning process. The efficacy of the proposed approach is illustrated by a numerical example.
I. INTRODUCTION
Kalman filters require that the system dynamics and its stochastic properties are exactly and completely given in prior. For example, an inaccurate noise covariance matrix results in sub-optimal performances or even divergence of error. To overcome these, various adaptive Kalman filters have been proposed [1] , [2] . For example, as the statistics of process noise are particularly challenging to obtain in prior, those are estimated online from the observed data [3] , [4] . Or, the optimal Kalman gain is directly estimated without estimating noise statistics [2] . These have been applied to navigation systems [5] , and visual object tracking [6] . However, these approaches focus on parametric uncertainties, such as the covariance matrix of noise, and they do not handle unmodeled dynamics or disturbances that are dependent of the state.
In machine learning, Gaussian processes have been widely used for stochastic modeling [7] . It is defined as a stochastic process where any collection of those random variables is jointly Gaussian, and it is completely described by secondorder statistics. As such, it is often characterized by the covariance function, or the kernel function that describes the similarity between two input points. Gaussian processes can be also considered as a distribution over function on a continuous domain. In contrast to Bayesian learning with neural network [8] , Gaussian processes inherit various properties of the normal distribution, and training or regression is completed explicitly without any iteration. Recently, it has been utilized for learning-based control of a nonlinear system [9] , and reinforcement learning [10] .
This paper presents an adaptive Kalman filter that can deal with non-parametric, additive disturbances of a linear system, which is considered to be dependent of the state. We aim to estimate the state and the disturbance concurrently, while modeling the disturbance function as a Gaussian process of the state.
First, the Gaussian process is extended to handle uncertainties in the input. The training data of any Gaussian process is composed of a set of input and output pairs. As the input state and the value of disturbance are estimated with uncertainties, the standard formulation of Gaussian processes with exact inputs cannot be directly applied here. We present an extended Gaussian process whose kernel function is adjusted to account the effects of noisy input data.
Next, an adaptive learning Kalman filter is proposed by integrating forward filtering, backward smoothing, and learning. The forward filtering is to construct an estimate of the current state conditioned by all of available measurements, and the backward smoothing to update the estimate of the prior states using the current measurement. This is followed by the learning process to augment and revise the training data set of an extended Gaussian process, which is updated to represent the disturbance more accurately.
The unique property of the proposed adaptive learning Kalman filter is that the problem of state estimation is integrated with the learning process of the disturbance, while gauging the level of uncertainties between them. Such integration of learning and estimation has been unprecedented. Unless all of the elements of a state are measured directly, estimating the state is inherently coupled with learning the disturbance, as the prediction step of Bayesian estimation depends on the knowledge of disturbance, and also as the input to the disturbance function is only available through the current estimate of the state. We address this issue by thoroughly utilizing the extended Gaussian process, which is used to improve the state estimate while being refined from the improved estimate.
Another desirable feature, especially for learning is that we can evaluate the confidence in the learned model depending on a selected input domain. This is particularly useful when utilizing the learned model beyond estimation, such as stochastic optimization or feedback controls. A numerical example illustrates the state is successfully estimated in the presence of a state-dependent disturbance, which is currently estimated with an increasing accuracy and confidence.
II. EXTENDED GAUSSIAN PROCESS
In this section, we first extend the Gaussian process such that it can deal with noisy and correlated data. This is to incorporate uncertainties in the estimated state over the learning process of the proposed Kalman filter. Throughout this paper, we consider real, scalar valued Gaussian processes, and an extension for vector valued processes is available in [11] . Also, x ∼ N (µ, Σ) denotes that a random variable x is distributed according to the Gaussian distribution with the mean µ and the variance Σ of appropriate dimensions. The corresponding density value is written as N (x|µ, Σ).
A. Gaussian Process
A Gaussian process is a stochastic process, defined such that any finite number of collection is jointly Gaussian [12] . It is completely described by second-order statistics as follows. Define a mean function m(x) : R n → R and a positive-definite covariance function K(x, x ) : R n × R n → R, which is referred to as a kernel function. The corresponding Gaussian process is denoted by
B. Regression with Output Noise
..N be a set of data, where g i ∈ R is a sample value of g(x) when x = x i , after corrupted by an additive, independent noise. More explicitly,
with gi ∼ N (0, σ 2 gi ). Define g, x, and m(x) ∈ R N be the concatenation of g i ,
where the subscripts for m and K denote the input arguments, e.g., K * x = K(x * , x) ∈ R 1×N .
C. Effects of Uncertain Inputs
The preceding standard formulation of the Gaussian process assumes that the state vector for the data set x and the state for the regression x * are noise-free and uncorrelated. This is not desirable for the proposed adaptive learning Kalman filter, as the data set is an estimate of the possibly correlated state vector conditioned by measurements.
Several approaches have been considered to formulate a Gaussian process with uncertain inputs. In [13] , an analytical expression for the expected value of a specific kernel is constructed for uncorrelated data. In [14] , uncertainties in the state for the regression x * are incorporated by computing the first and the second moment of g * . The uncertainties in the input is transformed to output noise in [15] . Here we extend the approach of [14] developed for uncertainties in x * to possibly correlated, uncertainty data set as follows. For simplicity, the output noise is not considered in this subsection, and it will be included later when formulating the extended Gaussian process formally.
Suppose that for any i ∈ {1, . . . , N }, the state x i in the data set follows a Gaussian distribution. More specifically, g i is sampled from g(x i ) where x i ∼ N (x i , P i ) for a given meanx i and a covariance P i ∈ R n×n . We have
Consequently, g i is not Gaussian in general. Instead we show that the mean and the covariance of g i can be approximated as follows.
Proposition 1: Consider a set of random variables {g 1 , . . . , g n } distributed according to (4), where
The mean and the covariance of g i are given by
where D denotes the derivatives, e.g.,
and P ij ∈ R 2n×2n is defined as
Proof: According to the law of total expectation, namely
The Tayler series expansion about χ =x i yields (5), and it becomes of the fourth-order, as the third order moment of any Gaussian distribution is zero.
Similarly, from the law of the total covariance, namely
The first term of the right hand size of (8) is
where D 1 denotes the derivatives with respect to the first input argument, and D 2 is defined similarly. For instance, the k, l-th element of D 1 D 2 K(x i ,x j ) ∈ R n×n is given by
where χ ik and χ jl ∈ R denotes the k-th element of χ i , and the l-th element of χ j , respectively. The above reduces to the first two terms of the right hand side of (6) with (7) . Next, the second term of (8) is
which corresponds to the remaining part of (6).
D. Extended Gaussian Process
The above proposition states that the mean and the covariance of g is approximated by (5) and (6) up to the fourth order of the perturbation of the input state. Letm : R n → R andK : R n × R n → R be the corresponding approximation:
The Gaussian process with the above perturbed mean and kernel is defined as the extended Gaussian process. Definition 1: Consider the Gaussian process given at (1) . Assume that any collection of the input is jointly Gaussian with a prescribed mean and variance. The corresponding extended Gaussian distribution is defined as
(11) In short, the extended Gaussian approximates the standard Gaussian process perturbed by noisy input, namely (4), up to the second moments.
E. Regression of Extended Gaussian Process
The desirable feature is that all of properties of the standard Gaussian process hold with the perturbed mean and kernel. For instance, suppose the output is perturbed as in (2) . The training data set of the extended Gaussian process is given byD
For regression, let g * ∈ R be a sample value for x = x * , where x * is jointly Gaussian with x. Specifically,
Let the input data be I * = (x * , P * , P 1 * , . . . , P N * ). Similar with (3),
where the mean and the covariance of the output are defined asμ
The above expressions require that the matrix composed of the kernel functionK xx be positive-definite. As presented at Proposition 1, it is a fourth-order approximation of the covariance matrix of (g 1 , . . . , g N ). Therefore, there is no guarantee that the kernelK is positive-definite, especially if P i is large.
Various techniques have been considered to deal with indefinite kernel functions. We adopt the technique referred to as spectrum flip [17] . For consistency in regression, this method is applied to the covariance matrix for the concatenated training data and the regression input. Let the covariance matrix of (13) be Σ ∈ R N +1×N +1 , which is symmetric, but not necessarily positive-definite. Suppose the eigendecomposition of Σ be Σ = V ΛV T , where V ∈ R N +1×N +1 is composed of normalized orthonormal eigenvectors, and Λ ∈ R N +1×N +1 is the diagonal matrix whose diagonal elements are the corresponding eigenvalues. The spectrally flipped covariance is given by Σ = V √ Λ 2 V T , which replaces the covariance of (13) for regression, e.g., the flippedK * * corresponds to the N + 1, N + 1-th element of Σ . This can be interpreted as formulating a kernel on the pseudo-Euclidean space.
F. Numerical Example
We consider a numerical example for g(x) = sin 4πx. The training data are chose as x i = 0.1 × i, P i = 0.01 2 , P ij = 0, σ gi = 0.01, for 0 ≤ i = j ≤ 10, resulting in N = 11 data points. The value of x i and g i is sampled from the corresponding Gaussian distribution. For regression, x * is varied from 0 to 1 with P * = 0.01 2 and P i * = 0. For the kernel function, we use the squared exponential function given at Appendix A, with the hyperparameters L = 0.1I N ×N , σ f = 1, σ n = 0.1. Figure 1 illustrates the results of regression, where the true function value is denoted by a red line, and the output of the extended Gaussian process is denoted by a blue curve with 3σ bounds denoted by gray shades. The training data are marked with blue stars.
In particular, Figure 1(a) is when the variance of the fifth data point is increased to P 4 = 0.1 2 , i.e., x 4 ∼ N (0.4, 0.1 2 ). The corresponding sample value for (x 4 , g 4 ) = (0.48, −1.96) is marked by a blue circle around a star. Due to the large uncertainties at x 4 , the output of the extended Gaussian process also exhibits increased uncertainties around
Similarly, Figure 1(b) shows the results when the variance of the regression point x * is increased to P * = 0.04 2 for 
III. ADAPTIVE LEARNING KALMAN FILTER
In this section, we propose an adaptive learning Kalman filter for a linear time-varying system perturbed by an additive disturbance. The key idea is that the current knowledge of the disturbance is represented by the extended Gaussian process presented in the prior section, and it is refined whenever new measurements become available.
A. Problem Formulation
Consider a discrete, time-varying system given by
where x k ∈ R n , u k ∈ R m , and g(x k ) ∈ R p are the state, the control input, and the state-dependent disturbance, respectively. The sensor measurement is given by z k ∈ R p . The process noise and the measurement noise are denoted by w k ∈ R n and v k ∈ R n , respectively, with w k ∼ N (0, Q k ) and v k ∼ N (0, R k ) for symmetric, positive-definite matrices Q k ∈ R n×n and R k ∈ R q×q . The matrices A k , B k , G k and H k are of appropriate dimensions. The initial state follows x 0 ∼ N (x 0 , P 0 ) for the given meanx 0 ∈ R n and the covariance P 0 ∈ R n×n . The initial state and the noise vectors at every step are mutually independent.
We assume g(x) follows a Gaussian process as in (1) . Consequently, when the training data are uncertain, it can be modeled as an extended Gaussian process (11) . Instead of distinguishing the true system from the learned model, it is considered that the initial estimate of g is conservative enough to enclose the true disturbance as one of its sample process. In other words, the variance without any training data, namely K(x, x) is sufficiently large. We further make the following assumption.
Assumption 1: The matrix G k ∈ R n×p has the full column rank for all k. This is to ensure that we can infer the value of g(x k ) from the estimates of x k and x k+1 in the learning process.
The proposed adaptive learning Kalman filter is composed of three steps: prediction, correction, and learning.
B. Prediction and Correction
We first describe the stochastic property of the extended Gaussian process at the k-th step. Let the training data set at the k-th step bẽ
which is composed of the estimated value of the unknown disturbanceḡ j at a given statex S j with uncertainties represented by σ gj and P S ji , respectively. The input data for regression at the k-th step is
The training data set and the input date will be defined later at the learning step by using all of the measurements available at t k , namely Z k = [z 1 , . . . z k ] ∈ (R q ) k . For the initial time, there is no training data available, and thereforẽ D 0 = ∅, and the input data reduces to I 0 = {x 0 , P 0 }.
From (15) and (16),
which are computed fromD k andĨ k . By adopting the approaches of extended Kalman filters, we take the linearization of the mean function to obtain
where Dμ(x k ) ∈ R q×n is the derivative ofμ(x k ) with respect to the mean value of x k . Let x k |Z k ∼ N (x k , P k ). From (21)-(23), it is straightforward to show that the joint distribution x k+1 , z k+1 |Z k is given by
From (43), the posterior distribution conditioned by the measurement z k+1 is given by
where the posterior meanx k+1 ∈ R n , covariance P k+1 ∈ R n×n , and the Kalman gain K k+1 ∈ R n×q arē
These are essentially an extended Kalman filter for the marginal distribution of the state, developed with the properties of the extended Gaussian process given by (21)-(23). This is followed by the learning step described below.
C. Learning
As the uncertain term is represented by an extended Gaussian process, the learning step constitutes of refining and augmenting the training data with all of the measurement available. When a new measurement z k+1 becomes available, the above correction step revises x k+1 |Z k to construct a new estimate x k+1 |Z k+1 , but the estimate for any of prior states is not updated. While this is reasonable for online state estimation with the Markov property, it is not desirable for the learning problem considered here, as the training data set is composed of the history of estimated states.
For the learning step, we first update the estimate for the prior states to construct {x j |Z k+1 } j∈{0,...,k+1} . Such problem of estimating past states conditioned by the current measurement is referred to as smoothing [18] .
The smoothing problem is formulated as a backward recursive iteration, initiated with x k+1 |Z k+1 ∼ N (x S k+1 , P S k+1 ), where the superscript S denotes the mean and the variance conditioned by all of the available measurements Z k+1 , estimated through the smoothing. From (28),
Next, we derive backward recursion equations. For any 0 ≤ j ≤ k, suppose
with the given mean and covariance (x S j+1 , P S j+1 ). From the definition of the conditional density, the joint distribution with the state in the previous step is written as
where we have used the Markov property that x j ⊥ (z j+1 , . . . , z k+1 )|x j+1 for the second equality. From (33), the last term is replaced by the outcome of the prior iteration as
Next, we find the conditional distribution p(x j |x j+1 , Z j ) of the above expression, using its joint distribution given by
which is not Gaussian in general. However, we have x j |Z j ∼ N (x j , P j ) from the correction step. Similar with (24), it can be approximated by
wherex j+1 ∈ R n , and A j , P j+1 ∈ R n×n arē
From (43), the conditional distribution is
where K j ∈ R n×n is
Finally, we substitute (36) to (34), and use the property of the Gaussian distribution, namely (43), to obtain
In short, these yield a backward recursion from (x S j+1 , P S j+1 ) at (33) to (x S j , P S j ) at (38)-(40). Initiated by (32), we obtain the history of estimation {x S j , P S j , P S j,j+1 } j∈{0,...,k+1} conditioned by Z k+1 .
These provide an estimate for the sample value of the Gaussian process. From (17) , and Assumption 1, the sample value of g(x j ) satisfies
where G † j ∈ R p×n is the matrix pseudo-inverse given by
As a linear combination of jointly Gaussian variables follows another Gaussian distribution, g j |Z k+1 is Gaussian with 
until terminal time is reached 8: end procedure
Gaussian process regression with (21)-(23) 11:
Prediction with (24) 12:
Correction with (28) 13: end procedure
for j ← k, . . . 1 do 17:
Computex S j , P S j , P S j,j+1 from (38)-(40) 18:
Computeḡ j , σg j from (41)-(42) 19:
end for 20:
SetD k+1 = {x S j ,ḡ j , P S ji , σg j } i,j∈{0,...,k} 21: end procedure for j ∈ {0, . . . , k}. From (38)-(42), we can construct the updated training data setD k and the input data set, defined by (19) and (20), respectively, for the next prediction and correction steps.
The overall procedure of the proposed adaptive learning Kalman filter is summarized at Table I. IV. NUMERICAL EXAMPLE Consider a one-dimensional vehicle model moving along a straight line. The equations of motion are given bẏ
where p, v ∈ R denote the position and the velocity of the vehicle, respectively. There is a control force and an unknown disturbance force defined as
The disturbance corresponds to a drag acting opposite to the motion of the vehicle with the magnitude proportional to v 2 . It is assumed that the position is measured by a sensor.
Let the state vector be x = [p, v] ∈ R 2 , and let the fixed step size be h > 0. The above equations of motion are discretized as (17) and (18) with
The time step is h = 0.02. The noise covariance matrices are chosen as Q k = diag[0, 0.01 2 ], R k = 0.001 2 . The initial estimate isx 0 = [0, 0] and P 0 = 0.2 2 I 2×2 .
For the extended Gaussian process, the kernel function is chosen as the squared exponential function presented at Appendix B with the hyperparameters l = 0.04, σ f = 1, and σ n = 0.1. The mean function is chosen as zero-valued everywhere. The corresponding simulation results are illustrated at Figure 2 , where the performance of the proposed adaptive learning Kalman filter is compared with the Kalman filter. There is no clear difference in the position estimation, as it is measured directly by a relatively accurate sensor. The advantage of the adaptive learning Kalman filter become more noticeable for the velocity estimate: the velocity estimated by the Kalman filter overshoots repeatedly; such behaviors dissipate gradually for the adaptive learning Kalman filter, and it follows the true velocity relatively well as the time progresses. The difference are clearly depicted by the mean squared errors summarized at Table II . Finally, the progressive learning of the extended Gaussian process is illustrated at Figure 3 for varying time instances. These show that the accuracy and the confidence level of the extended Gaussian process increase over time as more training data become available. The learning model can be utilized beyond the presented estimation scenario. For example, it would improve the accuracy of the estimate for any other trajectories in the similar operating range, and it can be utilized for feedback controls as well.
V. CONCLUSIONS
We have presented an adaptive learning Kalman filter where the unknown disturbance is modeled as a Gaussian process. This exhibits a unique feature of accounting uncertainties in the concurrent estimate of the state and the disturbance. The future works include optimization of hyperparameters and sparsification for the Gaussian process.
APPENDIX

A. Properties of Gaussian Distribution
Let x ∈ R n , y ∈ R n be jointly Gaussian with
where a ∈ R n , b ∈ R m are the mean values, and the matrices A ∈ R n×n , B ∈ R m×m , and C ∈ R n×m are covariance matrices. The marginal distribution for x is simply x ∼  N (a, A) , and the conditional distribution x|y is
Next, let x ∼ N (a, A) and y|x ∼ N (Hx + c, B) for H ∈ R m×n and c ∈ R m . The joint distribution is The squared exponential kernel is defined as
for σ f , σ n > 0 and a positive-definite symmetric matrix L = L T ∈ R n that determines the characteristic length scale.
