The partition function p(n) has been a testing ground for applications of analytic number theory to combinatorics. In particular, Hardy and Ramanujan invented the "circle method" to estimate the size of p(n), which was later perfected by Rademacher who obtained an exact formula. Recently, Chan and Wang considered the fractional partition functions, defined by
Introduction and Statement of Results
A partition of a positive integer n is a non-increasing sequence of positive integers with sum n. We use p(n) to denote the number of partitions of n. One powerful tool for analyzing the partition function is Euler's generating function:
(1.1)
The study of the size of p(n) spurred the development of the "circle method," which has had many applications, including the proof of the weak Goldbach conjecture [10] . In 1918, G. H. Hardy and S. Ramanujan [9] invented this method to obtain an infinite but divergent series expansion and the asymptotic formula:
This method was perfected by H. Rademacher [15] , who determined the convergent exact formula p(n) = 2π
(24n − 1) is the usual Dedekind sum. The partition function also satisfies certain congruences, which exhibit a great degree of structure. Ramanujan was the first to study these properties, and he discovered the congruences p(5n + 4) ≡ 0 (mod 5), p(7n + 5) ≡ 0 (mod 7), p(11n + 6) ≡ 0 (mod 11).
In a recent paper, Chan and Wang [4] defined for α ∈ Q the fractional partition function p α (n) in terms of its generating function 4) and studied its congruences, finding numerous examples such as A general theory of such congruences has recently been developed by Bevilacqua, Chandran, and Choi [2] .
When α ∈ Z + , p α (n) counts the number of partitions of n in which each term is labeled with one of α different colors, where the order of the colors does not matter [11] . Moreover, in such cases, the function η −α (τ ) = q is a weakly holomorphic modular form of half-integral or integral weight α/2, where η(τ ) := q 1/24 n≥1 (1 − q n ) is the Dedekind eta function and q = e 2πiτ . This makes it possible to compute the values of p α (n) using Maass-Poincaré series, which give a Rademacher-type infinite series expansion that reduces to (1.2) when α = 1. To do this, one computes the principal part of η −α , which amounts to the first α/24 values of p α (n). Then, using the fact that a weakly holomorphic modular form is determined by its weight and principal part, one can write it as a finite sum of Maass-Poincaré series and apply a known formula for the coefficients of such series [3, §6.3] .
In this paper, we extend the definition of p α (n) to arbitrary real α via (1.4) and give exact formulas for p α (n) in the spirit of Rademacher. This method of computing p α (n) is more general because it allows for non-integral α > 0.
For real α > 0 and n ≥ α/24, we define the function
and define the α-Kloosterman sum
with s(h, k) being the Dedekind sum defined in (1.3). Our exact formulas for p α (n) are the content of the following theorem. 
Theorem 1.1 also enables the calculation of explicit error bounds for the approximation to p α (n). These have several implications, including a simple description of the asymptotic behavior of p α (n) for large n, given in Corollary 1.2, and a finite formula for p α (n) when α ∈ Q + , which appears in Corollary 4.2.
When considering a combinatorial sequence, one is often interested in more than just its asymptotic behavior. One property of interest for these sequences is log-concavity. A sequence {a(n)} is called log-concave if for all n, we have
Nicolas [13] and DeSalvo and Pak [6] independently proved that p(n) is log-concave for n ≥ 25. In fact, the condition of log-concavity is a special case of what are known as the higher Turán inequalities. One can show that a sequence satisfies the higher Turán inequalities of degree d if and only if the Jensen polynomials
have strictly real roots for all n-we say that such a polynomial is hyperbolic. Chen, Jia, and Wang [5] conjectured that for any fixed degree d, J d,n p (x) is eventually hyperbolic, and proved this for d = 3; Larson and Wagner [12] independently proved this conjecture for d ∈ {3, 4, 5}. Griffin, Ono, Rolen, and Zagier [8] established the conjecture of Chen et al. for all d by showing that, after suitable renormalization, the Jensen polynomials of p(n) converge to the Hermite polynomials H d (x) as n → ∞. We apply their methods to prove the analogue of Chen et al.'s conjecture for p α (n).
Our paper is divided into five main sections. In Section 2, we establish some preliminary results, including a modified version of the Dedekind functional equation for η. In Section 3, we use the circle method along with this identity to prove Theorem 1.1. In Section 4, we use Theorem 1.1 to prove more results about p α (n), including an estimate for p α (n) given by Corollary 1.2. We analyze the hyperbolicity of the Jensen polynomials associated with p α (n). Finally, in Section 5 we provide numerical illustrations of the main theorems.
Proof of the Functional Equation for P (x)
α In order to apply the circle method to p α (n), we first require a precise statement of Dedekind's functional equation for the eta function. We derive this from Iseki's formula [1, §3.5] . For convenience, when Re(x) > 0, we set
Remark. Throughout this section, we let log z denote the branch of the logarithm with a branch cut along the negative imaginary axis and log 1 = 0, and we define arg z := Im(log z).
Derivation of the Logarithmic Functional Equation from Iseki's Formula
In order to derive the required modification of the functional equation, we first prove a lemma which follows from Iseki's formula [1, §3.5].
Theorem 2.1 (Iseki's Formula). For Re z > 0, 0 < α < 1, and 0 ≤ β ≤ 1, let
Then we have
Proof. Letting β = 0 in Iseki's formula, we obtain
From here, bringing Λ(1, α, z −1 ) to the left side, reordering the summations, and setting a(α) := λ(αz) − λ(iα) and
The reordering is valid because the sum over each individual term in b r (α) absolutely converges by the ratio test. We proceed by taking the limit as α → 0 + . We start by observing that 5) where the last step is justified because arg(
and so
using the fact that arg(i/z) ∈ (0, π) and log(1/z) = − log z for our definition of the logarithm. We now show that
For this purpose, start by noting that for Re x > 0, we have |λ(x)| ≤ λ(Re x) by the series expansion for λ, and that λ(Re x) is monotonically decreasing. In particular, we have
and |λ(rz ± iα)| ≤ λ(r Re z). For x > 0, we can verify that
converges by the ratio test. Consequently, by the discrete version of the dominated convergence theorem, we may exchange the order of the limit and the summation over b r . Thus, in the limit, (2.4) becomes
This is equivalent to (2.2).
For the main theorem of this section, we begin by citing a fact proven in [1, §3.6].
Proposition 2.3. Let Re z > 0, let h, k ∈ Z be coprime with k > 0, and choose H such that hH ≡ −1 (mod k). Then we have that
With this fact and Lemma 2.2, we may finally provide the desired logarithmic version of the functional equation.
Theorem 2.4. For Re z > 0 and h, k, H ∈ Z with k > 0, gcd(h, k) = 1, and hH ≡ −1 (mod k), we have
Proof. Using the periodicity of λ, we note that
Substituting this into (2.2) and adding equation (2.7) yields the desired result.
Application of the Logarithmic Functional Equation to P (x) α
We recall the generating function
which is holomorphic for x in the open unit disk. In deriving the Hardy-Ramanujan-Rademacher series formula for the partition function, we rely on the fact that the equation above holds analytically as well as formally. We extend this observation to p α (n) by showing that the generating function P (x) α is well-defined. 
Proof. Start by observing that our branch of the logarithm ensures that exp −α log 1 − x k is formally equivalent to (1 − x n ) −α . Thus, because the p α (n) are defined in terms of the formal equivalence in (1.4), it suffices to show that P (x) α as defined above is holomorphic for |x| < 1. For this purpose, let 0 < r < 1, and observe that − ∞ k=1 α log 1 − x k converges uniformly for |x| ≤ r by the ratio test, as
Thus, ∞ k=1 e −α log(1−x k ) converges uniformly for |x| ≤ r, from which it follows that P (x) α is holomorphic in every closed disk |x| ≤ r and hence in the open unit disk |x| < 1 as desired.
We are finally ready for the main result of this section, which expresses the functional equation in terms of P (x) α . ) . For Re z > 0, α > 0, h, k ∈ Z with k > 0, and hH ≡ −1 (mod k), we have
Theorem 2.6 (Modified Functional Equation
where 11) and real powers are given for the precise branch of the logarithm described in Section 2.1.
Proof. Applying Theorem 2.4 with z/k in place of z and multiplying by α, we obtain
Exponentiating both sides yields
exp −α log x ′ (2.12) for x and x ′ defined above, which is equivalent to (2.10).
3 Proof of the Series Formula for p α (n)
Proof of Theorem 1.1. Using Cauchy's residue theorem and Lemma 2.5, we can write
where C is any simple closed contour in the unit disk which encloses the origin. To evaluate this, we consider the change of variables x = e 2πiτ , under which the closed unit disk |x| ≤ 1 is the image of the infinite vertical strip {τ : 0 ≤ Re τ ≤ 1, 0 ≤ Im τ }. We start by recalling the Farey sequences F N , defined by enumerating the rational numbers in [0, 1] with reduced denominators at most N . In addition, for gcd(h, k) = 1, we let C(h, k) denote the Ford circle associated with h/k, which has center h/k + i/(2k 2 ) and radius 1/(2k 2 ) (details are given in [1, §5.6]). As in Rademacher's original work, we integrate along the Rademacher paths R(N ) in the τ -plane, consisting of the upper arcs of the Ford circles associated with F N , with the intent to later take the limit as N → ∞ (depicted in Figure 2 ). For N ≥ 1, we write (3.1) as
Decomposing R(N ) into its component arcs, we may write the above integral aŝ
h,kˆγ (h,k) where we define the right side as a shorthand for the double sum and γ(h, k) is the upper arc of the Ford circle C(h, k) of radius 1/(2k 2 ) tangent to the real axis at h/k. We now introduce a second change of variables given by
which maps the circle C(h, k) onto the circle K of radius 1/2 centered at 1/2. Let z 1 (h, k) and z 2 (h, k) be the respective endpoints of the image of γ(h, k), and let x and x ′ be defined as in Theorem 2.6. Then
from which the modified functional equation from Section 2 yields
where ω (α) (h, k) := e απis(h,k) .
We proceed by splitting the integral into two parts, one of which we will show goes to zero as N → ∞. In particular, letting
we write
Following Apostol's proof of the α = 1 case [1, §5.7], we now show that I 2 (h, k) is "small" for large N by considering the integral along the chord in the z-plane joining z 1 (h, k) and z 2 (h, k). Because 0 < Re z ≤ 1 and Re(z −1 ) ≤ 1 for z on the path of integration, we can write
Since |z| < √ 2k/N for z on the chord from z 1 (h, k) to z 2 (h, k), the integrand is less than C(k/N ) α/2 for some constant C not depending on N . Thus, because the length of the chord is at most 2 √ 2k/N , we have
Substituting this bound into the sum of the I 2 terms in (3.5) yields
Thus, we have
Next we consider I 1 (h, k). We can write
where we omit the integrands for brevity, and where −K indicates that we integrate in the negative direction along K. Because |z| ≤ √ 2k/N on the paths of integration, we can bound the integrands of J 1 and J 2 by
The lengths of the arcs from 0 to z 1 (h, k) and z 2 (h, k) are less than π|z 1 (h, k)| and π|z 2 (h, k)|, respectively, and both of these are bounded by π √ 2k/N , so we get that
for some constant C 1 . Combining (3.9), (3.10), and the bounds for J 1 and J 2 above, we find that (3.13) which in the limit as N goes to infinity becomes
To evaluate the integral on the right, we make the change of variables t = απ/(12z) to obtain
where c = απ/12. Now recall that the modified Bessel function of the first kind satisfies
Consequently, for n ≥ α/24, we can set
and find that
with µ α (n) defined as in (1.6).
4 Applications of the Series Formula for p α (n)
Estimates of p α (n)
In this section, we proceed by proving Corollary 1.2. We start by providing explicit bound for the partial sums of the series in Theorem 1.1. For convenience, we define
Theorem 4.1. For all α > 0, m ≥ 1, and n > α/24, we have
Proof. We use the fact from [14] that for 0 < x < y and ν > 1, the modified Bessel function of the first kind satisfies
In particular, for k ≥ m + 1 and n > α/24 we can write
Since α > 0 and
we find
+1
.
It is easily verified that
which implies the right inequality in (4.3).
We are now in a position to obtain a simple asymptotic formula for p α (n). 
We verify that Theorem 4.1 implies 9) ensuring that p α (n) and p α (n; 1) exhibit the same asymptotic behavior.
It is important to ask whether one can truncate the infinite series formula to compute exact values for p α (n). In the case that α is rational, this is made possible by a known formula for the denominator of p α (n) and our error bounds. To state the next corollary, it will be useful to define
We also introduce the notation ord p (n), which represents the multiplicity of a prime p as a factor of n. 
where ⌊x⌉ denotes the nearest integer to x and
is the denominator of p α (n) written in reduced form.
Proof. Note that D is the denominator of p α (n) by [5, Theorem 1.1] . Observe that by Theorem 4.1, m > N α (n; ε) implies
Now let α = a/b for a and b coprime, and observe that since D is the denominator of p α (n), we must have Dp α (n) ∈ Z. Since m > N α (n; 1/(2D)) implies D|p α (n) − p α (n; m)| < 1/2, it follows that for such m, Dp α (n) is the nearest integer to Dp α (n; m).
n p e (n)
Re(p e (n; 1)) r e (n; Table 3 : Accuracy of approximation to p α (n) as n increases values of α and m. As we increase α, we see that the relative error of the approximation for p α (n) decreases. Table 5 depicts the convergence of J 2,n pα (X) to the Hermite polynomial H 2 (x) = x 2 − 2, and the convergence of J 3,n pα (X) to the Hermite polynomial H 3 (x) = x 3 − 6x. Here,
, and δ(n) = 12πα
as in Theorem 1.3, for α = 0.1, 1, and 10. To compute p α (n) for large n, we used the 100-term approximation of our series formula, which by Theorem 4.1, is off by less than one part in 10 75 . Table 6 displays the actual value for p 51/7 (n). In Corollary 4.2, we find that for all m greater than or equal to ⌊N 51/7 (n; D) + 1⌋, p 51/7 (n) is given exactly by a suitable rounding of the m-term approximation. We denote this value by M (n; D) in the table. We can also numerically evaluate the minimum m with this property, which we denote by M * 51/7 (n; D). Table 4 : Accuracy of approximation to p α (n) as number of terms in series increases n J 
