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(o-,2n = 2.43). He interpreted the results to mean a divergence between experiment and theory. The individual frequencies have not survived, but his value of the theoretical standard deviation is easily confirmed, being that for a binomial distribution. Table 1 relates to the third hypothesis and shows the distribution of runs for 4274 trials at roulette and 4191 tosses of a penny. Pearson inspected each class and derived probabilities from a normal approximation to the binomial distribution. He found that Pearson's published work of this period shows no advance in the methods of judging theory by observation from the point which he had reached in 1893. Indeed, the drift of Pearson (1897b) lies in the direction of judging observations by theory. Cloudiness at Breslau for the years 1876-85 was classified daily on a scale of degrees ranging from 0 to 10. The frequencies of degrees form a U-shaped distribution, except that the regular fall and rise is interrupted at degree 9, attributed in the source of the data to a personal bias in the observer. Miss Alice Lee fitted a Pearson curve, and Pearson comments as follows.
'Considering the rough nature of cloudiness observations, the agreement must be considered fairly good, and very probably the smooth results of the theory are closer to the real facts of the case than the irregular observations.' This shows much confidence, but the determination of cloudiness did present difficulties and the irregularity is certainly marked. Another instance of the same logic is given by Pearson (1895, example XII).
Chi squared
The title of Pearson (1900) refers to 'deviations from the probable' and the introductory paragraph to 'a criterion of the probability'. Both phrases call for explanation.
There follows a preliminary proposition concerning a system x1, x2,. He next refers the ellipsoid to its principal axes, squeezes to a sphere, transforms to generalized polar coordinates, and cancels common factors representing 'solid angles' to find that 'the chances of a system of errors with as great or greater frequency than that denoted by X is given by....
je-?X2x-1 dX So soon as we know the observed deviations and the probable errors (or tr's) and correlation of errors in any case we can find X from (ii.), and then an evaluation of (iii .) gives us what appears to be a fairly reasonable criterion of the probability of such an error occurring on a random selection being made.' Few details are given, and the question arises whether he had already carried out these manipulations elsewhere. Furthermore, the description of P is puzzling. The frequency is not X but is proportional to exp (-IX2). Consequently, the frequencies comprised by the definition of P are as small or smaller than for the system of errors observed. On the other hand, the second paragraph makes clear that P is 'the criterion of the probability' mentioned in the statement of objectives.
Two series expansions are now derived for the probability P, equation (v.) for n odd and equation (vi.) for n even.
'The series (v.) and (vi.) both admit of fairly easy calculation, and give sensibly the same results if n be even moderately large. If we put P = -in (v.) and (vi.) we have equations to determine X = Xo, the value giving the 'probability ellipsoid'. This ellipsoid has already been considered by Bertrand for n = 2 (probability ellipse) and Czuber for n = 3.'
The brief comment on Bertrand and Czuber is the only indication of theoretical sources, and there is no list of references. What did they do, and where? 'The table which concludes this paper gives the values of P for a series of values of X2 in a slightly different case. We can, however, adopt it for general purposes, when we only want a rough approximation to the probability or improbability of a given system of deviations.' Part of the table was calculated with the help of Miss Alice Lee, DSc. How is the case slightly different? Why is the approximation only rough? Does the distinction between 'probability' and 'improbability' mean that they correspond to large and small values of P respectively? Section 3 begins as follows. 'Now let us apply the above results to the problem of the fit of an observed to a theoretical frequency distribution. Let there be an (n + 1)-fold grouping, and let the observed frequencies of the groups be where the summation is now to extend to all (n + 1) errors, and not merely to the first n.
'(4) This result is of very great simplicity, and very easily applicable. The quantity is a measure of the goodness of fit, and the stages of our investigations are pretty clear.' Well, not entirely clear, since he goes on to say that P gives the 'improbability of the system observed' when n + 1 is odd, and the 'probability of the system observed' when n + 1 is even. The algebraic difficulties here occur because the evaluation of X2 is treated asymmetrically. There are no multinomial probabilities in the paper. So had the multinomial moments been derived previously?
The final section of theory is concerned with the case where the theoretical distribution has to be judged from the sample. Pearson argues that the effect of inserting the 'best' values of the constants will be that conclusions of acceptance or rejection are the same as when the distribution is known a priori.
'Now our argument as to goodness of fit will be based on the general order of magnitude of the probability P, and not on slight differences in the value. ' This suggests that judging the theoretical distribution from the sample itself is the 'slightly different case' leading to the 'rough approximation'.
Eight illustrations complete the paper. The first two concern an artificial experiment made by Weldon in 1893. He collected 26306 tosses of groups of 12 dice, and observed the number of dice with 5 or 6 points. In illustration I, Pearson considers whether the results are due to random selection, and he concludes that dice exhibit a bias towards the higher points. Weldon suggested taking the chance of 5 or 6 points to be 0.3377 instead of 1, and this proposal is examined in illustration II. 'These lead to X2 = 4.885,528; whence we find for the probability of a system of deviations as much or more removed from the most probable Illustrations VI and VII, corrected by Pearson (1901) , demolish the normal distribution as a universal law of errors.
Pearson's 1900 paper poses many problems. How much did he add to the work of Edgeworth, Bertrand and Czuber? Can the differing descriptions of P be reconciled? How far was he right about the effect of estimating constants? An attempt will now be made to answer these questions, and others which have arisen incidentally while following his approach during ten years towards the determination of goodness of fit.
Background
The enquiry must begin long before 1890, and an appropriate starting point is 1811. In that year, Laplace was concerned to justify the method of least squares for two unknowns when the number of observations is large, using the criterion of minimum absolute error. Much the same material is given by Laplace (1820, ? 21). He obtains a probability element for the errors u and u' expressed by and is what we would now call the determinant of the matrix of variances and covariances. The concluding Note on pp. 318-30 suggests that Bravais, using a notation attributed to Laplace, was capable of handling the necessary algebra for four variables, although in fact he stopped after verifying the formula for 1/G2 The second theme concerns the ellipses and ellipsoids on which the density function is constant. He points out that the contours of equal density in two dimensions form similar ellipses, and shows that the area of an ellipse has an exponential distribution. Bravais goes on to derive the corresponding density function in three dimensions, which he describes as not integrable in finite form.
The theory of errors in the plane is considered by Andri (1858) and Helmert (1868) in the context of geodetic problems. They make no reference to Bravais, and such results as are important in the sequel are those which he obtained in 1838. Much the same can be said of the review by Czuber (1880) who attributes the introduction of the error ellipse to Andra.
An extensive discussion of the theory of errors in the plane and in space is given by Schols (Dutch original, 1875; French translation, 1886). He discovered the existence of previous work only after completing his own, and comments that the memoir of Bravais appears to be very little known. His treatment of normal distributions starts from the asymptotic results of Laplace, and his development of their properties includes several features not present in Bravais. Schols extends to three dimensions the transformation to principal axes given by Bravais for two. He introduces the concepts of 'probable ellipse'
and 'probable ellipsoid', defined by analogy with probable error. He calculates tables of what are most easily described as the distribution and density functions of Xlv/ for v = 1, 2, 3 degrees of freedom, although of course this form of expression is not used. Finally, the calculus of probability applied to firing projectiles at a target is reviewed as an example of errors in the plane. Horizontal and vertical axes through the mean point of impact are taken to be the principal axes because firearms are symmetrical with respect to a vertical plane through the bore. He adds that rifled arms are not symmetrical, but the same assumption is then supported by experiment. After evaluating the consequences, he proceeds to reprove Didion (1858) for concluding that horizontal and vertical errors are independent on the basis of inspecting the points of impact, and Schols asserts that independence is nonexistent. What can be the explanation of these contradictory remarks?
A statistical analysis of the points of impact was made by De Forest (1885). He employs the method of moments to fit a bivariate error law to observations given by Didion (1858), which refer to spherical bullets fired from a rifled pistol and cannon balls. His results show that the mean point of impact is distinct from the centre of the target, and that the mean squared errors along the principal axes differ. They also confirm his view that the principal axes are not horizontal and vertical.
Bertrand's interest in probability theory applied to target-shooting is attested by four Notes in Comptes Rendus (1888a), together with much of Chapter IX in his wise and elegant book of the same year (Bertrand, 1888b He finds 'les valeurs probables' of u2, uv and v2, explains how k2, k'2 and A can be estimated from sample moments, and derives the probability that a shot falls outside the ellipse corresponding to the value H, namely e-". By taking appropriate values for H, he divides the plane into ten regions of equal probability. He proceeds to examine 1000 shots from 10 firearms of the same model, each marksman firing 10 shots with each firearm. After estimating the constants of the error law, he presents a table of The factor (1-p13) is wrong, and should be (1-p23) .
'This reasoning is quite general; and accordingly, replacing the symbols x1, x2, x3, we may extend to four and higher numbers of variables the solution which has been given above for the case of three variables. 
Conclusions
When Pearson began his statistical career, the problem of assessing whether or not standard distributions provided acceptable fits to sets of data was well known. Simple tests using normal approximations to binomial distributions were introduced by Laplace, and comparisons of statistics with their expected values had taken over from subjective inspections of a set of frequencies. Pearson's attention was immediately directed to the problem when he added to the existing corpus of artificial experiments. Within two years he was able to produce a test procedure based on 'the standard deviation of the standard deviation' which represented an advance on anything else accessible in 1893. After that, the problem of goodness of fit marked time while correlation and regression were vigorously pushed forward and the range of standard distributions was extended by the Pearson system. Nothing of importance to the problem appears in his published work during this period although further exploration evidently rumbled on in lecture notes and correspondence.
In the 1900 paper, Pearson confronted all the difficulties. They are concerned with distribution theory, asymptotic approximations, singular matrices, and the effect of estimating parameters. Edgeworth had already expressed the multivariate normal distribution in operational form. Pearson proceeded to give the distribution theory of the exponent in full generality, derive a simple and appropriate test statistic, and press on to the applications with all that they implied for the status of the law of errors. Some theoretical details are omitted and he has been particularly criticized for mistaking the effects of estimation. The faults of the paper may be explained either by the excitement which Pearson recalled in 1920, or by other aspects of his personality, for which see Greenwood (1949) and Yule (1936) . However, the surprising thing is not that the paper has faults, but that so much was accomplished. Furthermore, Pearson inaugurated lines of research in many fields which are still active, for example goodness of fit, contingency tables, and measures of association.
The many positive aspects of originality and usefulness far outweigh the defects of presentation. Pearson's 1900 paper on chi squared is one of the great monuments of twentieth century statistics. 
R&sume

