The security problems that plague network services today are increasing at a dramatic pace especially with the constant improvement of network transmission rates and the sheer amount of data exchanged. This translates to not only more attacks but also new types of attacks with network incidents becoming more and more frequent. A substantial part of the attacks occur at Top Level Domains (TLD) who have the mission of guaranteeing the correct functioning of Domain ame System (D S) zones. This paper presents a proposal to simplify the detection of attacks, and reduce the number of false reports (negative and positive). Our goal is to create a group of techniques for real time monitoring of network traffic, based on network sensors that allow, in real time, to detect abnormal network behaviour and produce meaningful data that can be used to trigger alarms and anticipate future problems, adding and removing rules at D S firewalls. This sensors, are working together with the primary D S servers of the .PT domain, currently monitor all traffic that crosses this service. The data correlation between the sensor and other sources (such as IDS, other sensors or agents), between two different dates, can then be used for statistical purposes and to prevent future possible attacks.
Introduction
The DNS is a critical application for the reliable and trustworthy operation of the Internet. DNS servers assume a pivotal role in the normal functioning of IP networks today and any disturbance to their normal operation can have a dramatic impact on the service they provide and on the global Internet.
Although based on a small set of basic rules, stored in files, and distributed hierarchically, the DNS service has evolved into a very complex system [1] .
In recent years, there have been an increasing number of security incidents over the internet, some of which have became public, that have been related with DNS services. Considering the high impact that the DNS services have on the networks, if we are able to increase the security level of the DNS, we should be able to provide a global security improvement with a real impact for all users.
According to recent studies [2] , there are nearly 11.7 million public DNS servers on the Internet. It is estimated that nearly 52% of them allow arbitrary queries (thus allowing denial of service attacks or "poisoning" of the cache). About 31.1% of the servers also allow for the transfer of their areas of DNS.
They are still nearly 33% of the cases where the authoritative nameservers of an area are on the same network, which facilitates the attacks of Denial of Service (DOS).
Furthermore, the type of attacks targeting the DNS are becoming more sophisticated, making them more difficult to detect and control on time. Examples are the attacks by Fast Flux (ability to quickly move the DNS information about the domain to delay or evade detection) and its recent evolution to Double Flux [3] .
A central aspect of a security system is the ability to collect statistically useful information about network traffic. This information can be used to monitor the effectiveness of the protective actions, to detect trends in the collected data that might suggest a new type of attack or simply to record important parameters to help improve the performance of the service.
The fact that the DNS is based on an autonomous database, distributed by hierarchy, means that whatever solution we use to monitor, it must respect this topology. In this paper we propose a distributed system using a network of sensors, which operate in conjunction with the DNS servers of one or more TLDs, monitoring in real-time the data that passes through them.
The ability to perform real-time analysis is crucial in the DNS area since it may be necessary to act in case of abuse, by blocking a particular access, and notifying the other sensors on the origin of the problem, since several types of attacks are directed to other DNS components
The use of a Firewall solution whose triggering rules are dynamically generated by the network sensors is a fundamental component of the system, to filter attacking systems and returning to the initial situation when the reason to filter different traffic patterns has ceased to exists, guarantees an autonomous functioning of the platform. The use of alarms can also help in monitoring the correct functioning of the whole solution. Special care was taken to minimize the detection of false positives.
The remaining of the paper is structured as follows: Section 2 provides background information regarding related work. Section 3 introduces System Requirements. In section 4 we describe the proposed solution. Section 5 presents a case study for validation of the proposal. In Section 6 the results gathered in the case study are analyzed. Finally, Section 7 presents some conclusions and directions for further work.
Related Work
B. Guenter and R. Kolar, developed a tool called sqldjbdns [4] . Their proposal uses a modified version of the traditional BIND [5] working together with a Structured Query Language (SQL) version inside a Relational database management system (RDBMS). For DNS clients, this solution is transparent and there is no difference from classic BIND.
H. Hamed and E. AlShaer presented a system for firewall filtering using dynamic rule-ordering [6] .
P. Vixie proposed a DNS traffic capture utility called, DNSCap [7] . This tool is able to produce binary data using pcap format, either on standard output or in successive dump files. The application is similar to tcpdump [8] -command line tool for monitoring network traffic, and has finer grained packet recognition tailored for DNS transactions and protocol options, allowing for instance to see the full DNS message when tcpdump only shows a one-line summary.
Another tool available is DSC -DNS Statistics Collector [9] . DSC is an application for collecting and analyzing statistics from busy DNS servers. Major features include the ability to parse, summarize and search inside DNS queries detail. All data is stored in an SQL database. This tool, can work inside a DNS server or in another server that "captures" bidirectional traffic for a DNS node. J. Kristoff also proposed an automated incident response system using BIND query logs [10] . This particular system, besides the common statistical analysis, also provides information regarding the kind of consultations operated. All information is available through the Web based portal. Each security incident can result in port deactivation.
System Requirements
The main requirements of the system we developed are as follows:
Firewall
The system monitors the traffic after the corporate firewall that protects the network which houses the DNS server of a given TLD by examining all packets that enter and leave the DNS server. A set of predefined heuristic rules should determine, in real-time, the need to deny access to a given range of addresses by acting directly on the firewall. Later, after a period of quarantine, restrictions should be lifted.
Database
All information collected by the probes should be stored in a relational database (SGBDR) and all kinds of events related to the management of the DNS services associated with them.
Web Portal
The operative information regarding the various probes (security and statistical information) should be available via a Web interface.
Integrated operation
For an integrated protection of multiple DNS servers, it should be possible to exchange information between probes. This operation should prevent an attack on a server from a source, identified by another probe as malicious. 
Management of alarms
The solution should include appropriate alarm management features, with notification to the responsible servers, integrating mechanisms for instant messaging.
Open source
The solution should seek to use software packages available as Open Source due to the convenience of inspecting code prepared by others . S
Proposed Solution Overall Architecture
The solution proposed (Fig. 2) is based on a network of sensor engines that analyze all traffic to the DNS server in the form of valid or invalid queries, process information received from other probes and issue restrictions for specific network addresses. In case an abnormal behavior is detected or there is suspicious behavior from a certain address, it will be blocked in the firewall and the other probes notified so they can act accordingly.
The system can also calculate the response time for each operation to evaluate the performance of the server. According to our design, all data that flows through the probe heading for the DNS server is treated according to a standard set of global firewall rules, followed by specific local rules regarding to the addresses that are being blocked in real time. The packets are then delivered to the parser to be analyzed and stored in the RDBMS. At the top is the system of alarms and the Web portal (Fig. 3) . All information collected is stored in a MySQL [11] database. Taking into consideration the need to optimize the performance of the queries and to reduce the volume of information stored, the data is divided into a number of different tables (Fig. 4) .
The conversion of the IP address of source and destination (DNS server) into an integer format, has allowed for much more efficient data storage, and significant improvements in the overall performance of the solution.
The information regarding all queries made, is stored daily into a log, and kept available during the next 30 days.
Two tables containing the set of rules that are dynamically applied -add or removed, based on situations that have been triggered -control the correct operation of the firewall. For auditing purposes every action is registered.
The information required for auditing and statistical tasks never expires. 
Methods of protection
A set of rules were defined that can detect in real time the possible incidents that can affect the DNS servers of a TLD. These rules are intended not only to combat any attacks, but also detect inappropriate behavior in the operation of a server, or even abuses arriving from a given source (which does not always mean misuse), thus allowing its notification. Some of these rules are static, such as the number of queries allowed per hour or per day from a given source, which may not exceed certain values deemed abusive, such as those origination in DDOS attacks.
Other rules are based on heuristics that are derived from the statistical evolution of access patterns to the servers.
Two of such examples can be found below: For each identified source IP address, the percentage of successful responses to requests, as a proportion of the answers missed, may not differ substantially from the standard statistics observed. The percentage of the consultations repeated cyclically by a given source, can not deviate considerably from the standard statistical values.
In addition to the rules that are shared by all sensors (global), each sensor has its own rules that result from the application of the heuristic methods to the (local) probe-specific traffic.
Managing notices
Whenever an alarm is triggered, administrators are notified by e-mail and instant messaging to allow a real-time monitoring of the situation. The option of Instant messaging is based on the XMPP protocol [12] using a virtual user that sends automated messages to admin users. In the same way, if a problem is solved, the supervisors are also informed. In the case when the administrators are notified and take corrective measures, the resolution of problem is also followed by the system.
Dual operation mode: Sensor and Firewall
In order to deal with various incidents, and act upon them, after triggering a rule that could compromise the proper functioning of a server from a given source outside the TLD, the probe changes instantly the filter rules package that is active at the firewall in order to inhibit the transmission to the DNS server of requests from the source in question. The correction of the firewall rules through the introduction of restrictions to the IPFilter [13] -a stateful system firewall, enables the continuity of service for all the other consumers of information from the server.
Quarantine
Addresses considered suspicious, enter a period of deadlock that is usually not less than 2 days. The administrator can, of course, manually remove the restriction if, for some reason, the threat no longer exists or has been identified as a false positive. Otherwise, if the system does not continue to see failures from the rules defined, addresses are released by removing the restriction created at the firewall. These procedures are fully automated, and administrators notified of its operation.
White List
To avoid compromising the Internet service, considering the key role played by DNS, the White List protects key addresses from being blocked in case of false positives. This list is created from a record of trusted sources, allowing all addresses listed here to be protected from being added to the Firewall rules. One example is the list of internal addresses, and the DNS servers of ISPs.
Statistical analysis
The statistical information collected and stored in the database has a significant amount of detail. It is possible, for example, to calculate, for each sensor, the evolution of queries per unit of time (hour, day, etc) badly formatted requests, DNS queries of rare types and determine the sources that produce the larger number of consultations. It is also possible to see the standard deviation of a given measure so we can relate it to that is seen with the other hits [14] .
Performance evaluation
The performance of the servers is permanently measured, regarding the response time per request. Data is constantly registered and an alarm is raised in case normal times are exceeded.
Spread of rules between sensors
Better than the ability to react in real time to a situation such as denial of service situation, is the capacity to avoid such situations. With the spread of information between probes, it is possible for a probe to spread the information about a given source that is considered suspicious, allowing other servers to act in advance of a potential attack.
Web interface
All information collected in real time is available through a web interface, allowing authenticated users to consult the active firewall rules for the various probes, the events triggered, as well as detailed statistical information. The interface can also be used to perform management tasks such as the addition or removal of active rules and the inclusion of new situations to monitor. Through this interface, after an alarm is triggered, it is possible to analyze the type of queries that were made by that source.
Case Study
Our proposal have been under development since September 2006 at FCCN -who has the responsibility to manage, register and maintain the domains under the .PT TLD. At this time, there are two sensors running attached to the DNS servers (one at the primary DNS and another working together with a secondary DNS server).
The hardware chosen is a Sun fire T1000 server, 6 core, 1.0 GHz Ultra Sparc T1, 8GB DDR2 memory, running Solaris 10 as operating system.
The network analyzer is tshark [15] , and the firewall used is IPFilter. The real time parser was programmed in Java, collecting the information received from the tshark. The Web server is running Apache with PHP. Regarding the Xmpp server we choose the Jive messenger platform. All modules are integrated together as shown in Fig. 5 . The entire sensor solution, as described above, as well as the web platform we developed went on-line on the 1st of January 2007, and the data from the various agents was collected from the 10 th of May 2008 till now.
Results
We present here the results of the last 12 months of data collection (between May 2007 and May 2008).
The Average number of requests to the primary DNS server is up to 11,989,033 per day (138 per sec.).
The performance of the data analysis program is above 1240 requests processed per sec. (filtered, validated and inserted in the database). Using the data collected by the sensors, during this time period, we were able to:  Collect useful statistical information. E.g., weekly statistics by type of registers accessed (Fig. 6 ).  Detect examples of abnormal use (that are not security incidents). For example we were able to detect that a given IP was using the primary .PT DNS server as location resolver. The number of queries made was excessive when compared with the average value per source, reaching values close to some Internet Service Providers that operate under the .PT domain.  Estimate the impact of the removal of a given domain, noting the number of consultations made to the primary .PT zone, after its removal.  Detect situations of abuse, including denial of service, with the execution of massive queries. In last 12 months of analysis there are 17 DOS attacks triggered. They were instantly blocked, and addresses placed in quarantine (Table 1) .  Repair situations of inefficient parameterization of the DNS server. On the DNS server side, considering the capacity of the probe to determine the processing time for each consultation, it is possible to detect cases of excessive delay, which was later confirmed to coincide with of moments of zone update (Fig. 8) . The average response time for the server was approximately 0.022 seconds per query. During periods of zone update, it was possible to detect response times with values that reached a maximum of 194 sec. There were close to 500 operations that exceeded the response time of 1 second. This information was used to optimize the performance of the server
Conclusions and Future Work
The solution presented here, builds up on the existing solutions that collect statistical information regarding DNS services, by adding the ability to detect and control security incidents in real time. It also adds the advantage of operating in a distributed way, allowing the exchange of information between probes, and the reinforcement of its own security, even before it is threatened.
Currently, the solution presented does not allow the processing of addresses in the IPv6 format. The technical aspects that led to this situation are linked to the need to optimize the performance of the data recorder application making it possible to store the data from all consultations. Considering the issues of data storage optimization (unsigned int instead of char (15)) and processing speed, the conversion of IPv4 address is done using native MySQL functions. In the currently available version -5.0.1 -only the IPv4 is contemplated. Nevertheless, all queries made to IPv6 addresses are contained in this solution (AAAA types).
Considering the expected increase of IPv6 and, as a consequence, the proliferation of addresses with IPv6 format, the update of the current architecture for the new IP version is currently being planned.
We are also working on extending the data correlation capabilities of the system by adding information collected from other sources (intrusion detection systems for instance). We anticipate that this could be a valuable approach to reduce considerably the number of false positives and negatives [16] .
