This letter presents di erential learning algorithms for decorrelation and independent component analysis (ICA). It is shown that the proposed di erential Hebbian-type learning algorithms are able to decorrelate the non-zero mean-valued data successfully without any preprocessing. Di erential learning is also applied for independent component analysis (ICA) so that we can recover non-zero mean-valued source signals without any preprocessing. We demonstrate that the modi ed ICA algorithms using the di erential learning have superior performance compared to conventional ICA algorithms for the case where the mean values of source signals are non-zero and are changing.
Introduction
Independent component analysis (ICA), or blind source separation (BSS) is a fundamental problem encountered in many applications such as communications, sonar, image processing, and some biomedical applications. In ICA or BSS, m dimensional vector of measured signals, x(t) = x 1 (t) x m (t)] T is assumed to be generated from (unknown) n dimensional vector of source signals, s(t) = s 1 (t) s n (t)] T through a (unknown) linear generative model, i.e., x(t) = As(t); (1) where A is an (m n) mixing matrix. (m n) Source signals s(t) are assumed to be spatially independent and temporally i.i.d.
In ICA or BSS, the vector of measured signal x(t) are processed by a linear feedforward neural network whose output y(t) is given by y(t) = W(t)x(t):
The connection weight matrix W(t) is updated such that the global transformation G(t) = W(t)A converge to G(1) = P (generalized permutation matrix) as t ! 1, where P is a permutation matrix and is an nonsingular diagonal matrix. Since Jutten and Herault's proposal 1] for adaptive solution to ICA or BSS, a variety of approaches 2, 3, 4, 5] have been proposed. One of widely-used learning algorithm for ICA has the form of W(t + 1) = W(t) + t fI ? f(y(t))y T (t)gW(t); (3) where f(y(t)) = f 1 (y 1 (t)) f n (y n (t))] T is an elementwise nonlinear function depending on the probability distribution of source signals s(t). The t > 0 is a learning rate. It is known that f i (y i (t)) = y 3 i (t) is a good choice for sub-Gaussian source signal s i (t) and f i (y i (t)) = tanh( y i (t)) (for > 2) is for super-Gaussian source signal s i (t). Note that for decorrelation (2nd-order), the elementwise function f(y(t)) is chosen as a linear function, i.e., f(y(t)) = y(t) 6].
In most of literatures, zero-mean source signals are assumed. When the mean of source signals are not zero-mean, it is necessary to preprocess the data to eliminate the estimated mean value from the data. However, if the mean values of source signals are changing, the preprocessing would degrade the performance of the algorithm (3) since we do not know when the mean values of source signals are changing. In this letter, we present di erential learning algorithms for decorrelation and ICA which are able to decorrelate the measured signals and separate mixtures of source signals successfully when the mean values of source signals are changing.
Di erential Learning Algorithms for Decorrelation and ICA
The proposed di erential learning algorithms for decorrelation (whitening) and ICA are inspired by the covariance learning law 7]. The modi ed decorrelation algorithm using di erential learning law is described by W(t + 1) = W(t) + t fI ? y(t) y T (t)gW(t); (4) where y(t) = y(t) ? y(t ? 1):
For successful decorrelation when source signals s(t) have non-zero mean, the stationary points of the averaged version of (4) should satisfy Ef y(t) ? y(t)] y(t) ? y(t)] T g = 0; (6) where y(t) is the mean of y(t). One can easily see that without any preprocessing, the stationary points of the algorithm (3) (with choosing f(y(t)) = y(t)) does not satisfy (6) since the algorithm (3) is the correlation learning law.
To understand the algorithm (4), we consider the stationary points of the averaged version of the algorithm (4). Let us introduce the global transformation matrix G = WA to relate the network output y(t) to source signals s(t). Then, we have y(t) = Gs(t):
De ne the mean of s(t) by s(t). Then, we have s(t) =s(t) + s(t);
where Efs(t)g = 0. The correspondingỹ(t) and y(t) are de ned bỹ y(t) = Gs(t);
y(t) = G s(t):
Using the assumption that source signals s(t) are spatially independent and temporally i.i.d., one can easily show that Ef y(t) y T (t)g = Efỹ(t)ỹ T (t)g + Efỹ(t ? 1)ỹ T (t ? 1)g = 2Ef y(t) ? y(t)] y(t) ? y(t)] T g:
Thus, when the convergence of the algorithm (4) is achieved, it satis es Ef y(t) ? y(t)] y(t) ? y(t)] T g = 0:
(12)
In similar manner, the modi cation of the algorithm (3) for ICA is described by W(t + 1) = W(t) + t fI ? f( y(t)) y T (t)gW(t):
One can easily see that for nonlinear odd function f(y(t)), stationary points of (13) satisfy Eff( y(t)) y T (t)g = 2Eff(ỹ(t))ỹ T (t)g = 0:
3 Computer Simulation Results
Due to the limit of space, we provide one exemplary simulation result. The observation vector x(t) was generated by x(t) = As(t); 
Two independent source signals s 1 (t) and s 2 (t) were drawn from uniform distribution. Over the duration 1, 2000], the mean of source signals are s 1 (t) = :267, s 2 (t) = :452. The mean of s 1 (t) and s 2 (t) were changed over the duration 2001,10000] as follows: s 1 (t) = ?:503, s 2 (t) = ?:417.
As an performance measure, the following performance index PI was used. 
where g ij is the (i; j)th element of the global transformation matrix G and max j g ij represents the maximum value among the elements in the ith row vector of G, max j g ji does the maximum value among the elements in the ith column vector of G. When perfect signal separation is carried out, the performance index PI is zero. In practice, it is a very small number.
The mean of x(t) were computed using the sample average over the period 1,10000] and the ICA algorithm (3) was applied after the estimated mean values were subtracted. The result is shown in Figure 1 . It can be observed that the performance is severely degraded around the points where the mean values of source signals are changed. The modi ed ICA algorithm (13) using the di erential learning law was applied. The result is shown in Figure 2 . Without any preprocessing, the proposed algorithm (13) successfully separate source signals without any preprocessing even when their mean values are changing. The performance of the modi ed ICA algorithm (13) using the di erential learning law.
