Rainfall rate is a key input function for the analysis and design ofhydrologic and hydraulic systems. One common problem with existing records of rain is that the time increments are not fine enough for use in mban storm water models. To solve this problem, observed rainfall data can be disaggregated into shorter time steps.
Introduction
In hydrologic modeling, rainfall is the key input variable that activates flow and mass transport. The distribution of rainfall intensity affects runoff, water quality and flood forecasting. The design-storm approach is commonly used for hydrologic modeling. Synthetic design storms generate single rainfall events for some averaged intensity and duration based on observed storms from a period of record for a certain hydrologic region. However, design storms, at least implicitly, assume certain antecedent conditions (e. g. soil water content, initial detention storage levels), and dry-weather processes are not modeled (James, 1994; Ormsbee, 1989) . By using continuous hydrologic modeling, antecedent conditions are addressed directly. To model sustainability issues a duration of simulation between 50 and 100 y may be desirable. The rationale lies in the living memory of environmental changes and catastrophic events, which is passed dO\vn through three generations (approx. 75 y), i.e. when grandparents talk to grandchildren (James, 1993) . Be that as it may, long-term continuous modeling is increasingly necessary to deduce the evolution of water quality and the reactions of the aquatic environment to antltropogenic inputs. In this way better decisions can be made to protect the water environment (Yevjcvich, 1991) .
With today's computer power it is not a problem to compute these longterm simulations. Rainfall data is the major difficulty-in many cases long-tenn data is available, but the time resolution is too coarse (hourly or daily), whereas time-steps of 5 to 15 min are needed to run continuous hydrologic models. Data of these small time-steps is also available, but the duration of the record is usually less than 20 y. So it will be another fifty-five years before seventy-five years of fme time step historic rainfall data is available (Chan, 1998) .
Several rainfall generators have been developed -there are stochastic and deterministic or physically-based models. Stochastic models generate longterm data records by replicating statistical properties of historical rainfall data. Deterministic or physically-based models try to compute rainfall using physical laws and meteorological infonnation.
One way to address this lack of useable data is rainfall disaggregation. Rainfall disaggregation models take historic long-term rainfall data of a coarse time resolution and increase this resolution to produce data with finer time steps. An artificial neural network (ANN) is a powerful tool for solving difficult problems. It can learn the relationship between inputs and the related outputs. After the learning, the learned relationship is encoded in the network. This relationship may be nonlinear and extremely complicated.
Over the last decade neural networks have been applied to solve many problems, including hydrologic problems like streamflow forecasting (Zealand, 1997) , urban stormwater analysis (Ingram, 1996) or rainfall runoff modeling (Fernando and Jayawardena, 1998; Furundzic, 1998; Smith and Eli, 1995; Tokar and Johnson, 1999) .
Review of Rainfall Disaggregation
Different rainfall disaggregation models have been developed in the last few decades. Much research has been conducted on the disaggregation of monthly or daily rainfall. These models are not applicable to short-scale rainfall disaggregation. Hershenhorn and Woolhiser (1987) proposed a disaggregation method for daily rainfall. Their model simulates the number of rainfall events in a day with amount, duration and starting time of each event from daily data. However this method is described as complicated and not appropriate for common engineering purposes (Koutsoyiannis, 1994) . Koutsoyiannis and Xanthopoulos (1990) developed a dynamic disaggregation model for solving stochastic disaggregation problems. Combined with a rainfall model, it is possible to disaggregate monthly rainfall into events and hourly amounts. Glasbey et al. ( 1995) used the Rodriguez-Iturbe rainfall model (RodriguezIturbe et al., 1988) to disaggregate daily rainfall into hourly rainfall. Their method is a stochastic point process model that generates artificial rainfall. Point processes are a series of events that occur randomly in time, generating storm origins from a Poisson process. Other researchers also make use of such models for disaggregation (Bo et al., 1994; Cowpertwait et al., 1996a Cowpertwait et al., , 1996b Gyasi-Agyei, 1999) .
Other methods concentrate on disaggregating shmi-scale rainfall for use in continuous hydrologic models.
Ormsbee (1989) developed two empirical disaggregation models. The first is a discrete model that divides hourly values into three 20-min values. The second is a continuous model that permits disaggregation of hourly rainfall into time intervals from 1 to 30 min. Both models are based on the idea of making the hyetogmph of the pruticular hour geometli.cally similar to the hyetograph of the precedent, current and successive hours.
Chru1 (2000) examined long-tenn short time-interval rainfall generator using a wavelet analysis teclmique. This technique extracts the spectral behaviour of a historic rain record at various temporal resolutions. A rain reconstruction method is used to produce rainfall in finer time-steps with the observed spectral behaviour. A good prediction of the shape of rainfall was achieved, but unacceptably high annual rainfall characteristics were produced. Burian et al. (2000) were the first to report use of miificialneuralnetwork applications for disaggregation ofhourly rainfall to fifteen minute rainfall. One model was a feed-forward, three-layer network with a backpropagation training algorithm. Another model was also a feed-forward, three-layer ANN using a competitive learning algorithm based on a clustering process. In comparison to other methods these models were deemed successful (Burian et al., undated , personal communication of draft paper, not then published). The need for improvement of the ANN rainfall disaggregation is suggested.
Artificial Neural Networks
Artificial Neural Netvmrks (ANNs) are simplified models of a real nervous system. They simulate biological functions of the human brain. A network consists of interconnected elements, the neurons. These elements are able to respond to an input and adapt to the environment (Patterson, 1996) .
The concept of A.."l\TN was initiated in the fifties, but at that time the computer power was not developed enough to calculate the complex algorithms. ANNs had their resurrection in the mid eighties and the AN""N modeling approach has been used in many applications in different fields in recent years.
A feature ofthe network is its ability to learn. This procedure consists of giving inputs and matching outputs to the network. It modulates iteratively the internal parameters until the relationship between inputs and outputs is encoded. Then the network is able to produce the desired output from similar inputs (Burian et al., 2001 ). Hence, difficult problems can be solved by applying information from past experiences.
There are many different architectures of AJ\TNs that can be trained by several types of training algorithms. The most common architecture for engineering problems is a multi-layer feed-forward perceptron (MLP) with backpropagation training algorithm.
ANNs consist of neuron layers: input, hidden and output layers. Two layers of neurons communicate via a weight-connection network. The weight detennines the strength of the relationship between the two connected neurons or nodes. The number of nodes in the input and output layer depends on the problem to be solved.
The number and size of the hidden layers is not given. Typically the generalization and accuracy increases as the number ofhidden units decreases. As the number of hidden units increases, the nenvork will learn very slowly. This is called the 'principle of generalization versus convergence'.
Many researchers suggest that it is usually unnecessary to use more than one hidden layer in a multi-layer feed-forward network (El-Din and Smith, undated, personal communication, draft paper not then published). Most applications ofbackpropagation use only one hidden layer, because the cells, which are not directly connected to the output layer, will change their weights only a little. Hence, the leaming is vety slow. But the number of nodes in this layer is critical for the quality of the result. For the best network performance an optimal number of hidden neurons must be properly determined (http:// www.gc.ssr.upm.es/inves/neural/annllanntutorial.html, 2001 ).
An ANN neuron is basically a comparator that produces an output \vhen the cumulative effect of the input stimuli exceeds a threshold value. The confluence or basis function is often the weighted sum of the inputs (variables are defined in the notation at the end of this chapter):
net= LViixi 
The Learning Process
Leaming can be performed in one of these ways:
1. adjusting the weights between neurons, 2. establishing com1ections between neurons, 3. adjusting the threshold value of activation functions, or 4. combinations of these operations. There are several learning methods. They can be classified in three basic types: reinforcement. supervised and unsupervised.
In reinforcement learning a teacher has to be present. The network gets an input pattern, but no output. The network is told if the computed output is right or wrong. This way of learning is not very popular.
In supervised leaming a teacher also has to be present. The network gets a training input and the matching output. With the difference between input and output pattern an error can be computed. This error can be used to adjust the weights in the network. In unsupervised learning no teacher is present and the network has no information about the output. Therefore, the network must learn by discovering and adapting to structured features like statistical regularities or clusterings in the input patterns (Patterson, 1996) .
Multi-layer Feed-Forward Perceptron (MLP) with Fast Backpropagation (FBP) Learning Method
The first network is a tfu:ee-layer feed-forward perceptron using a fastbackpropagation-learning method. Only one hidden layer is used. The input layer consists of three neurons. Inputs are the rainfall amounts of the preceding, actual and succeeding hour. There are twelve neurons in the output layer. Each neuron represents the rainfall depth for 5 min in the actual hour. The number of hidden nodes must be determined during the training.
The confluence function in hidden and output neurons is the weighted sun1 of the output of the neurons in the previous layer. The nonlinear activation function is the hyperbolic tangent.
So the calculating process is:
in a hidden neuron, and:
The FBP algorithm is a supervised-learning method. It is based on the reduction of the error function E using a gradient descent method like the popular backpropagation algorithm. It can be applied to any multilayer network that uses differentiable activation functions.
One drawback of the backpropagation algorithm is that the learning is slow. The weight update is related to the error and the leaming rate a.. During iterations, the output converges to the target. This means the weight updates become smaller, especially the weight updates in the hidden layer. The FBP algorithm accelerates the approach to the error minimum by relating the weight update in the FBP leaming method to learning rate and sk (A,) (Equation 20 . 7).
At the beginning of the learning 2 = 1 which means the second term of Equation 20.7 is zero and the weights are updated bye;. During the training, the enor decreases and 2 converges to zero (see Equation 20.12). Ibe second tenn of Equation 20.7 then becomes dominant and the weights are updated by tanh(fk 1 ) . While the FBP training method can often accelerate the learning process, a drawback is that there is a risk that this algorithm will not converge to a minimum error, especially when higher coefficient values are used. For further information see Karayiannis and Venetsanopoulus (1993) .
The six-step algorithm of the FBP is: This program allows the user to select the architecture of a three-layer feed-fon.vard perceptron, like number of neurons in the input, hidden and output layers.
Radial Basis Function (RBF) Network with Orthogonal Least
Squares (OLS) Algorithm RBF networks are becoming increasingly popular with diverse applications and are probably the main rival to the multi-layer perceptron (MLP) (Picton, 2000) . The architecture of a RBF network is similar to that of a MLP network. It also consists of input, hidden and output layers. The input layer is only a fanout layer and does no processing. It sends the input values to the hidden layer. The hidden layer performs non-linear mapping and the output layer perfonns a simple weighted sum with a linear output. Hidden and output neurons are connected by weights according to their strength.
The number of neurons in the input and output layer depends on the problem solved. The number of hidden nodes is not given before the training, but is determined during the training process. The number of input and output neurons for this network is the same as for the MLP.
The transfer function in the hidden layer neurons is a radially symmetric basis function. The most popular is the Gaussian:
If the distance r is zero, the response is equal to one. With a greater distance the response decreases dramatically.
The distance measured from the center f.1 is usually the Euclidean distance:
(20.14)
So the output of neuron) in the hidden layer is: 
Data
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The parameters in the RBF network are the number of hidden nodes, their RBF functions, and the connection weights between the hidden and output layer. Determining the RBF functions involves finding RBF centers and spreads.
The OLS algorithm, proposed by Chen et al. ( 1991 ) , adds one hidden unit with the transfer function, which reduces the squared error most, to the hidden layer for every iteration. The training is stopped when a user-defmed tolerance is reached. For further information see Chen et al. (1991) .
Data
The rainfall data used for this project was gathered from the City of Toronto, City Works Services, Environmental Engineering section. The station identification is Swansea. It is located at207 Windennere Avenue in Toronto. A tipping bucket was used to collect the data. The data has a time resolution of 5 min and is recorded in discrete amounts of0.25 mm. This data is used to create a training and a testing data set (as described below).
The training data for the ANN is the most critical step to eventual success. If the training data is not selected properly, the network will not be able to produce good results. There are some practitioners who state that collecting proper data is nine-tenths of the job (Hammerstrom, 1993) .
Rainfall data from 1992 -1998 is used to create the training data set. Hourly rainfall amounts are created by summation of the rainfall amounts during one hour. Then the long-term data record is split into separate storm events. Storm events are separated by at least one hour of no rainfall and the storms have to have a ctmmlative rainfall depth of at least 1 rmn.
Small rainfall events occur more often than large events. Ifthere are more events with small rainfall than events with large amounts of rainfall in the training data sets, the network will only produce good predictions for small events. The results for events with large rainfall amounts will be worse. Therefore, it is important that the training file incorporates an equal number of events with smalL average and large amounts of rainfall. In this regard, 260 rainfall events with a total of 1491 data sets were selected for the training file.
The prediction accuracy of a network decreases if data sets with the same input values have different output values. In rainfall disaggregation problems, this can be attributed to (i) different rainfall distributions with the same amount, or (ii) inaccurate recordings of the rainfall amounts. It is prudent to avoid the appearance of these data sets. Therefore, every data set in which input values appeared two or more times, were deleted. This reduced the data sets in the training file from 1491 to 1076.
The recorded rainfalls for the years 1991 and 1999 were used to test the performance of the neural network. The hourly rainfall amounts were calculated in the same manner as for the training file.
The total rainfall depth ofthe test file was 1238.5 mm in 164 rainfall events. The file consisted of 794 data sets. 
Statistics
L(P,d-p)2 i=V
The SN ratio describes the size of the signal in comparison to the noise, in this case the size of the observed hyetograph in comparison to the prediction error. High values indicate a good prediction.
Determination of Optimum Parameters for the MLP Model
The learning of the MLP is not only dependent on the training data. Many parameters influence the learning process. The parameters and constants to be determined are: The training processes were calculated three times for each set of parameters. The results shown are the mean values of those calculations. To compare the performance of each trained network, the integrated mean square error (IMSE) and signal-to-noise ratio (SN ratio) were calculated and plotted.
The chosen parameters for the first simulation are shown in Table 20 .1. Initial weights are important for the training process. If the weights are too high, the networks often fail to converge. If the weights are very small, the computations become trapped in local minima and convergence will not be achieved (Patterson, 1996) . To prevent this, initial weights with random values within the range of [ -1 , 1] are chosen. Randomly selected initial weights generate different results for every training, even if all other parameters are constant. For this reason, every training process is done three times and the results presented arc the mean values of IMSE and SN ratio.
Initial Weights
Ma_;.;imum Value After Standardization
The activation function, which is the hyperbolic tangent, permits an input in the range (-oo, +oo), but it produces output only in the range (-1, +1) . Therefore, the data must be standardized so that possible output values are in this range. In rainfall disaggregation problems, the minimrun of the data range is zero, because there are no negative rainfall amounts.
It is possible that the maximum value is not included in the training data set. To preserve the possibility to predict a value outside of the range of the training data, the maximum training value can be standardized to a value < 1. Burian et al. (200 1) standardized several training data sets to different values <1. Standardizing the maximum value to 0.8 achieved the best results. The 0.8 maximum has been used in other ANN training applications (Smith and Eli, 1995) . The following learning processes were performed with a maximum of0.8. The program finds the highest value in each column of the training data set and standardizes the column to values between 0 and 0.8.
Number of Hidden Nodes
The number of hidden nodes is a critical parameter for the accuracy of the network. If there are too few nodes, the network will fail to converge to a solution. On the other hand, if there arc too many hidden neurons, the network will not be able to generalize.
It should be noted that more hidden nodes increase the computation time, because each unit adds to the load on the CPU (central processor unit) during simulations (Freeman et al., 1991) . The optimum number of hidden nodes can only be detem1ined by trial and error.
The optimum number of hidden nodes was detennined by comparing the performance ofthe network with 5, 10, 15, 20, 25, 30, 40 and 50 hidden nodes. Unexpectedly, the network with 40 hidden nodes achieved remarkable results. The best performance was achieved by using 15 hidden neurons. This result was verified by an examination of networks with 13, 14, 16 and 17 hidden nodes. The network with 15 hidden nodes showed the best results, so 15 hidden nodes were used in the following training processes.
Beta, f3
The parameter f3 is used in the FBP leaming algorithm in the second tenn of Equation 20.6 for the weight update. It can be used to adjust the steepness of the curve of the hyperbolic tangent function (see Equation 20.19). There are only insignificant changes in the results expected by varying this parameter.
f( x) = tanh(flx) (20.19) In this study, the training was executed with values ofO.l, 0.5, 1, 2, 4, 8 and 15 for f3. With a variation of this parameter only insignificant changes in the performance were expected, but the differences are notable. The network \Vith a f3 of 4 performed best, so for the following training processes, the steepness of the hyperbolic tangent function was set to 4.
Learning Rate
The leaming rate a determines the size of the weight updates after each data point during the training process. If a is too high, the error will not converge to the minimum, but will oscillate around it. If a is very small, the weight updates will be very small. This leads to a very slow learning and the training time will expand. The goal is to select a learning rate so that the network is able to converge to a minimum error in an acceptable training time.
In fast backpropagation, the learning rate determines the size of the weight update. The perfonnance of the network was observed with a learning rate of 0.05, 0.1, 0.15, 0.2, 0.25 and 0.5.
The best performance was achieved with a learning rate of 0.01. With a higher learning rate, the network is not able to converge to the minimum error, but oscillates around it. The results with a learning rate of0.5 were unacceptably poor.
The performance decreases with a learning rate below 0.01. This happens because the weight updates are very small. Hence, the learning is very small and the network does not reach the minimum error after 500 iterations.
The learning rate was set to a value of 0.01 for the following leaming processes.
Number qf'Data Points in Training File
Generally, the accuracy of the network increases with the quantity of the training data. At a certain point, a larger number of training data sets does not lead to a significant increase or can even lead to a decrease of accuracy. This point, the optimal mm1ber of data sets, can only be determined experimentally.
To examine the best number of data points, training files with 250, 500, 750 and 1000 data points were created. The best results were achieved with 1000 data points. Unexpectedly, the network leamed worse with 750 data points than with 500. For the following learning processes, the training file with 1000 data points was used.
Mu, p
The parameter f.l determines the parameter /i, which is important for the weight update (see Equation 20.20).
. . ,, (20.20) A high J1 means A converges to zero while the error is quite high. When J1 is small, A converges to zero with a smaller enor. So Jl is an important parameter for the learning of the network. Trainings with a J1 ofO.Ol, 0.1, 1, 10, 100, 250, 500, 750 and 1000 were observed. Surprisingly, the best results were achieved with a Jl of 1. The error during training never fell below 12. Therefore, }._never fell below 0.99 for a Jl with a value of 1. This means the weights are only updated by the first term of Equation 20.7 during the whole leaming process.
A-=el-"'E-)
Number oflterations
The en-or of the training set and test set typically increases rapidly during the first iterations. The error curves become flatter as the training progresses. Usually the training set en-or continues to decrease, but the test set etTor starts to increase at a certain point. After that point, the network starts to leam the noise in the training data. This is called memorizing the training data. The network achieves very good results with the training set, but it loses the ability to generalize on unknown test data.
By testing the network after a different number of iterations, the minimum test set enor can be determined.
To find the optimum number of iterations training processes with 50, 100, 250, 500, 750, 1000 and 2000 iterations were observed. The best results were obtained after 500 simulations. With fewer iterations the performance was worse because the minimum of the enor is not reached. After more than 500 iterations the network begins to overfit the data. This leads to a decrease in the ability to generalize.
Different Order of Data Sets in Training File
The network with the FBP leaming algorithm updates the weights after each data set. For this reason training the network with the same data sets in a different order will obtain different results.
The network was trained with three different training files. Each file contains the same data sets, but they are ananged in a different order. Training file A is the file which was used before. To get file B and file C the order of data sets were randomly changed.
Learning with training file B and C did not make the network perform better. The best performance was achieved by using training file A. Remarkable is that the performance on the test file with the data of 1991 was almost constant, while the results for the 1999 test file \vere different.
Determination of Optimum Parameters for the RBF Model
The OLS learning algorithm determines the number of hidden nodes with the centers of the transfer functions automatically. For this reason, the only parameters to determine for the RBF network are:
• number of data sets, spread, and
• tolerance In contrast to the MLP, the RBF network produced the same results from trainings with the same inputs and parameters. Therefore, a single simulation for each set of parameters is sufficient. The initial settings of the parameters are shown in Table 20 .2. 
Number of Data Set5
Generally the accuracy of the network increases with a higher number of data sets, but also the number ofhidden units will increase. This will cause a complex network computation and longer duration for the learning process. The accuracy of the network will increase with more data points. One drawback is the computation time. It increases exponentially with the number of data points. For the following learning processes the training data set with 1000 data points was used.
Tolerance
Tolerance is an input used to stop the training process when the error drops under a certain level. Tolerance is an important parameter in balancing the accuracy and the complexity of the network (Fernando and Jayawardena, 1998) . The accuracy improves with increasing complexity of the network.
The training processes with a tolerance ofO.l, 0.5, 1, 2, 3, 4, 5 and lOwere observed. The best performance was achieved with a tolerance of 1. This network had 985 neurons in the hidden layer. For the following trainings a tolerance of 1 was selected.
Spread
The spread a defines the width of the bell shape of the Gaussian function. If this variable is too small, the network will only give accurate results for inputs which are part of the training data. It will produce very small results for unknown data, and will hardly be able to interpolate.
The spread is the most important parameter for the accuracy of the net\vork. With a small spread, IMSE and SN ratio show better results, but the total volume of predicted rainfall is too small. Table 20 .3 shows that with a large spread of the Gaussian function, the volume of the predicted rainfall is too large. With a spread of0.51 the volume of predicted rainfall is nearest to the volume of the observed rainfall. Table 20 .3 Volume of predicted rainfall (in% of observed rainfall). 
Results
To evaluate the performance of the two neural network models, the test data was disaggregated with Ormsbee's continuous deterministic model (Ormsbee, 1989) . The MLP network with the best performance and the RBF network, which produces about 100% of the rainfall for the test data, were chosen for comparison. IMSE, SN ratio and percent volume of the predicted rainfall are shown in Table 20 .4. Recall that a lower IMSE and a higher SN ratio reflects a better prediction. The performance of the RBF network is poor compared to the other models. IMSE and SN ratio indicate that the MLP and the Ormsbee model perform similarly. For the 1991 test data set, the Onnsbee model achieved better results and for the 1999 data set the MLP model performed insignificantly better.
For hydrologic modeling, the peak intensity ofthe rainfall dming an event is important because it has significant influence on the resulting runoff hydrograph. The Ormsbee model predicts the peak rainfall intensity with a mean underprediction of 53%. With a mean underprediction of 47% the MLP model is somewhat better, but still significantly too low. The RBF network predicted the peak intensity with a mean overprediction of 55 %.
Conclusion
Two ANN models were introduced and evaluated in this study. One network was a multi-layer feed-forward perceptron with a fast backpropagation learning algorithm. The other model was a radial basis function network with an orthogonal least squared error learning algorithm. The performance of both networks was compared to a continuous deterministic disaggregation model.
• The perfonnance evaluation indicated that the RBF network perfmmed poorly compared to the other models. The MLP model perfonned similarly to the Ormsbee model. This network model provided a better prediction of the peak rainfall intensity dming the rainfall events than did the Onnsbee model. This was also observed in previous studies (Burian et al., 2000) . The MLP is a practicable alternative to other models, but it is time consuming for the hydrologist to create a training file and to determine the optimum parameters. The RBF network produced very poor results and on this evidence catmot be recommended for rainfall disaggregation. error between observed and predicted output of node k of the output layer summed squared enor node i of input layer node j of hidden layer node k of output layer radius tolerance hyperbolic tangent function weight between node i of input layer and node j of hidden layer weight between node j ofhidden layer and node k of output layer input value of node i of the input layer output value of node j of the hidden layer output value of node k of the output layer
