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ABSTRACT
We present a textural kernel for “Support Vector Machines”
classification applied to remote sensing problems. SVMs
constitute a method of supervised classification well adapted
to deal with data of high dimension, such as images. We in-
troduce kernel functions in order to favor the distiction be-
tween our class of interest and the other classes : it gives an
information of similarity. In our case this similarity is based
on radiometric and textural characteristics. One of the main
difficulties is to elaborate textural parameters which are rel-
evant and characterize as well as possible the joint distribu-
tion of a set of connected pixels. We apply this method to
remote sensing problems : the detection of forest fires and
the extraction of urban areas in high resolution images.
1. INTRODUCTION
In the mid-nineties, a supervised classification method called
”Support Vector Machine” was introduced by Vapnik [1].
This method, derived from the Perceptron problem of Rosen-
blatt [2], is well adapted to deal with data of high dimen-
sion because the algorithm complexity doesn’t depend on
the data dimension. That is why SVMs are used in pattern
recognition problems, in particular in remote sensing.
In our case, we want to elaborate a general method in order
to detect special areas in high resolution images using tex-
tural and radiometric characteristics. The kernels are func-
tions introduced to make possible the SVM classification,
by specifying the notion of similarity that we are looking
for in the pattern recognition problem. In this paper, we
propose a new kernel based on a textural information (which
depends on the homogeneity of pixel intensity) and a radio-
metric information (which depends on the hue). One in-
terest of our kernel is to be adjustable by the capability to
weight the importance of texture with respect to radiometry
by introducing a tuning parameter. It enables to detect vari-
ous kinds of objects.
We have applied this method to forest fire detection and ur-
ban area extraction in SPOT5 satellite images.
2. PROPOSED METHOD
2.1. Support Vector Machines classification
In this section, we present the SVM classification method.
First, we introduce some notations. We call E, the data
space (i.e. the input space) and Y , the label space (i.e. the
output space). Here, Y is composed of two classes : Y =
{−1, 1}. We callF , a subset ofE which represents the class
of interest, A, the training set (which is a subset of E × Y )
and ω, the classifier (function of E → Y ).
The theorical aim of a supervised classification problem is
to construct a classifier consistent with the training set. In
particular, if we search a linear classifier ω(x) = w.x −
θ, the aim is to find the classifier parameters (w, θ) which
verify
∀(x, y) ∈ A, y × (w.x − θ) > 0 (1)
The idea of the SMV is to search the best classifier which
gives the biggest margin of security. In fact, as the classifier
parameters are defined up to a scale factor, we impose
∀(x, y) ∈ A, y × (w.x − θ) > 1 (2)
It means we define two hyperplanes parallel to the classifier
which are going to lean against the nearest data in order to
center as well as possible the classifier between both classes
(see figure 1). It is an optimisation problem because we
want to find the classifier which maximizes the Euclidian
distance between both hyperplanes (called the margin) un-
der the constraint defined by equation (2).
But, in most cases, we cannot find a linear classifier con-
sistent with the training set : the classification problem is
not linearly separable. One solution consists of changing the
feature space. We introduce a mapping Φ : E → E which
projects the data in a space of higher dimension where the
problem is linearly separable [3].
The dual representation of the optimisation problem is then
given by the following formula :
maxα
∑N
i=1 αi −
1
2
∑N
i=1
∑N
j=1 αiαjyiyj(Φ(xi)|Φ(xj))
under
∀i, αi ≥ 0∑N
i=1 αiyi = 0 (3)
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Fig. 1. Linear classifier margin
where the αi are the Lagrange-Kuhn-Tuckerparameters and
(.|.), the Euclidian scalar product associated with E .
It is a convex optimisation problem. The optimal solution
α⋆ gives the optimal classifier parameters w⋆ and θ⋆. Fi-
nally, the optimal classifier ω⋆ is given by :
ω⋆(x) = signR+
(
N∑
i=1
α⋆i yi(Φ(xi)|Φ(x)) − θ
⋆
)
(4)
Finding the mapping Φ is a very difficult problem. Instead
of searching for Φ, it is easier to search directly for a func-
tionK : E×E → R defined byK(xi, xj) = (Φ(xi)|Φ(xj))
for (xi, xj) ∈ E ×E and called a kernel function.
In fact, the knowledge of K is sufficient to compute the op-
timal classifier. One of the principal interests of the kernel
functions is the faculty to compose several kernels in order
to set a more complex kernel which is better adapted to the
problem [4]. In the following section, we construct such a
kernel.
2.2. Textural kernel
The complex patterns we want to detect in satellite images
don’t make the problem linearly separable. Therefore, it is
necessary to introduce a kernel which is able to give rele-
vant informations about the differentiation of classes. This
section describes the construction of a kernel based on tex-
tural informations.
First, we take a texture parameter derived from a Markovian
Gaussian model proposed in [5].
P (Xs|Xr, r ∈ V (s)) =
1
ZV (s)
exp

−β( ∑
r∈V (s)
(Xs −Xr)
2 + λ(Xs − µ)
2)


(5)
where V (s) is the neighborhood of the site s, λ and β are the
parameters of the model and µ, the local mean and ZV (s),
the local partition function.
P (Xs|Xr, r ∈ V (s)) ≡ N
(
αms + λµ
α+ λ
,
1
2β(α+ λ)
)
(6)
where α = card(V (s)) and ms = 1α
∑
r∈V (s) Xr.
This probability follows a normal distribution whose vari-
ance will be considered as the texture parameter. It is esti-
mated by the ”comet tail” method described in [6].
By defining eight different neighborhoods in eight direc-
tions [7], we obtain eight texture parameters σ2d for each
site of the image.
Now, we are going to construct the kernel. As we are
dealing with a Markovian modeling, the data space is com-
posed of the sites of the image and their neighborhoods :
E = {(xs, {xr/r ∈ V (s)})/s ∈ S}. We project the data
in a new space which includes the texture parameters. For
that, we introduce the mapping
Φ1 : E → E × Σ
Xs → Φ1(Xs) =
(
Xs
γσ2(d)
) (7)
where Σ = {{γσ2d/d ∈ D}/s ∈ S} , D is the set of the
eight directions and γ, a tuning parameter.
Then, we compose it with a Gaussian kernel Kg in order to
obtain a robust kernel. A Gaussian kernel is very useful be-
cause it enables to calculate similarity in a space of infinite
dimension [4]. Finally, we obtain the following kernel :
∀(Xs, Xt) ∈ E
2
K(Xs, Xt) = Kg(Φ1(Xs),Φ1(Xt))
= exp
(
−
‖Φ1(Xs)− Φ1(Xt)‖
2
2σ2
)
(8)
where σ is the variance of the Gaussian kernel. The lower
the value of σ, the better the learning of an example. But in
this case, we must be careful about the over-learning phe-
nomenon.
More explicitly, the kernel can be written as follows :
K(Xs, Xt) =
e
“
−1
2σ2
P
(r,q)∈Cs,t
(xr−xq)
2+γ2
P
d∈D(σ
2
(d),s−σ
2
(d),t)
2
”
(9)
We can see in equation (9) that the kernel is composed of a
radiometric term and a textural term which is weighted by
the tuning parameter γ. It is a very important parameter :
according to the searched pattern, it is necessary to balance
the importance of the textural information with respect to
the radiometric information, as we will see in the next sec-
tion.
3. RESULTS
We use the soft margin method [8], in order to accept the
presence of errors in the classification. This method enables
to relax the constraint (2) by introducing variables of relax-
ation. We violate some constraints in order to stretch the
margins of the classifier set.
The obtained classification is then regularized by morpho-
logical opening and closing.
The optimisation problem (3) is solved by an ICM algo-
rithm [9], which is modified by adding constraints to the
random draw. This algorithm has two parameters : the tun-
ing parameter γ and the variance σ. The calibration of those
parameters is made for a range of images.
3.1. Application to forest fire detection
In most cases, we detect forest fires by using ground tem-
perature estimation from Thermical InfraRed images.
But here, we apply our method to panchromatic images from
SPOT5 (5m resolution). Our aim is to detect smokes which
are emitted by forest fires. The training set is composed of
a piece of smoke and a piece of cloud (see figure 2). The
presence of a piece of cloud in the training set is necessary
to make the distinction between cloud and smoke, due to the
similarity of their textures. Figure 3 shows the result. The
smoke area is well detected. Contours are accurate. Figure
4 is a result on a second image of the same range, always
using the previous training set. There are two small false
alarms but the smoke area is well detected. It is important
to notice that, on smokeless images, there is practically no
over-detection.
In this application, the tuning parameter γ has been chosen
so that the radiometry and the texture have the same weight
in the similarity criterion.
Fig. 2. Training set
Fig. 3. Result of detection of forest fire smokes on a SPOT5
image of Esterel-Les Maures region (5 meter resolution)
Fig. 4. Result of detection of forest fire smokes on a SPOT5
image of Esterel-Les Maures region (5 meter resolution)
3.2. Application to urban area extraction
The extraction of urban areas is a well known problem. We
apply our algorithm to SPOT5 simulations at 5 meters of
resolution. The urban areas appear as heterogenous areas
without distinction of hues. Therefore, the weight of the
textural term in the kernel is increased. More precisely, we
take σ = γ.σ′ and we let tend γ to infinity. So, we obtain a
kernel which is purely textural.
The training set is very simple : as we can see on figure 5,
it is a crop of an image of Toreilles (France) composed of a
piece of urban areas and a piece of fields. The results (see
figures 6 and 7) are satisfactory. There are few false alarms
and urban areas are well detected. The separation between
urban areas and fields is accurate.
Fig. 5. Training set
Fig. 6. Result of urban area extraction on a SPOT5 simula-
tion of Toreilles (5 meter resolution)
Fig. 7. Result of urban area extraction on SPOT5 simulation
of Eppeville (5 meter resolution)
4. CONCLUSION
The proposed algorithm gives good results and is able to
detect a large range of patterns on high resolution images.
This is the main advantage of the proposed method : the
adjustable kernel permits to deal with various applications
in remote sensing such as forest fire detection or urban area
extraction. However, it is necessary to calibrate efficiently
the training set for a range of images. In the future, we
should work on this problem.
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