Abstract. Let H(C) be the set of entire functions endowed with the topology of local uniform convergence. Fix a sequence of non-zero complex numbers (λ n ), |λ n | → +∞, which satisfies the following property: for every M > 0 there exists a subsequence (µ n ) of (λ n ) such that (i) |µ n+1 | − |µ n | > M for every n = 1, 2, . . . and
Introduction
This paper is the third one in a series of papers, [33] , [34] , which aims to a better understanding of the phenomenon of common hypercyclic vectors for uncountable many hypercyclic operators of translation type. The notion of hypercyclicity has been studied intensively the last twenty years and there is by now a well developed theory on this subject, see for instance the two recent books [8] , [26] . Let us recall the relevant definitions. A sequence (T n ) of continuous and linear operators acting on a real or complex topological vector space X is called hypercyclic, if there exists a vector x ∈ X so that the set {T n (x) : n = 1, 2, . . .} is dense in X; in this case x is called hypercyclic for (T n ) and the symbol HC({T n }) stands for the set of all hypercyclic vectors for (T n ). In the previous definition if the sequence (T n ) comes from the iterates of a single operator T , i.e. T n = T n , n = 1, 2, . . . then T is called hypercyclic, x is called hypercyclic for T and HC(T ) denotes the set of hypercyclic vectors for T . Observe that, in the above situation the topological vector space X is necessarily separable. For several examples of hypercyclic operators including many classical operators, such as weighted shifts, differential operators, adjoints of multipliers and so on, we refer to [8] , [26] .
Our interest here lies on a particular operator, the translation operator acting on the space H(C) of entire functions endowed with the topology T u of local uniform convergence. Let a be a non-zero number of the complex plane C. For obvious reasons, the operator T a : H(C) → H(C) defined by T a (f )(z) := f (z + a), for f ∈ H(C), is called translation. A classical result due to Birkhoff [12] says that T 1 is hypercyclic. Actually for every a ∈ C \ {0} the translation operator T a is hypercyclic. This means, that there exists an entire function f whose positive integer translates approximate every entire function, i.e. the set {f (z + n) : n = 1, 2, . . .} is dense in (H(C), T u ). As an easy application of Baire's category theorem we have the following dichotomy: if X is a separable topological vector space and T is a linear and continuous operator on X then either HC(T ) = ∅ or HC(T ) is G δ and dense in X, see [8] , [26] . Recall that a subset A of X is called G δ if it can be written as countable intersection of open sets. Therefore, for every a ∈ C \ {0} the set HC(T a ) is is G δ and dense in (H(C), T u ) and as an immediate consequence of Baire's category theorem we have that the set +∞ n=1 HC(T an ) is non-empty for every sequence (a n ) of non-zero complex numbers. Our point of departure is the following extension of Birkhoff's theorem due to Costakis and Sambarino [22] : the set a∈C\{0} HC(T a ) is residual in (H(C), T u ), hence non-empty.
The difficulty of proving such a result is, of course, the uncountable range of a. Subsequently Costakis, in an attempt to generalize the previous result established the following. Theorem 1.1. [19] Let (λ n ) be a sequence of non-zero complex numbers with |λ n | → +∞ which also satisfies the following condition:
for every M > 0 there exists a subsequence (µ n ) of (λ n ) such that
Then the set
The purpose of the present work is to extend the above theorem by allowing a wider class of sequences (λ n ). However, it is necessary to impose certain restrictions on (λ n ) so that the conclusion of the above theorem holds, as the following result from [23] shows: if (λ n ) is a sequence of non-zero complex numbers with lim inf n |λ n+1 | |λn|
In all this work we fix a sequence (λ n ) of non-zero complex numbers that tends to infinity and, in addition, (λ n ) satisfies the following condition which we call it condition (C) from now on.
For every M > 0 there exists a subsequence (µ n ) of (λ n ) such that (i) |µ n+1 | − |µ n | > M for every n = 1, 2, . . . and
We denote by C r := {z ∈ C| |z| = r} the circle with center 0 and radius r. Our main task in this paper is to prove the following Theorem 1.2. Fix a sequence of non-zero complex numbers Λ = (λ n ) that tends to infinity and satisfies the above condition (C). Then for every r ∈ (0, +∞) the set a∈Cr HC({T λna }) is a G δ and dense in (H(C), T u ). In particular,
It is clear that property (ii) of condition (C) in Theorem 1.2 relaxes the corresponding condition in Theorem 1.1. It is important to mention that in [34] we obtain a full strength of the conclusion of Theorem 1.1, namely we show that under the assumptions of Theorem 1.1 the set a∈C\{0} HC({T λna }) is G δ and dense in (H(C), T u ). On the other hand, relaxing condition (ii) of Theorem 1.1 as above, the price we pay, at least for now, is the "thin", but still uncountable, range of a in the conclusion of Theorem 1.2. A further connection of the present work with our main result from [33] will be discussed in Section 5.
There are several recent results concerning either the existence or the nonexistence of common hypercyclic vectors for uncountable families of operators, see for instance, [1] , [2] - [11] , [13] - [24] , [26] , [27] , [28] , [30] - [34] .
The paper is organized as follows. Sections 2-4 contain the proof of Theorem 1.2. In the last section, Section 5, we connect our work with the main results from [33] , [34] .
Three Basic Lemmas
Let us now describe the main steps for the proof of Theorem 1.2. Defining the arcs 
and consider the arc A defined by
For the proof of Proposition 2.1 we introduce some notation which will be carried out throughout this paper. Let (p j ), j = 1, 2, . . . be a dense sequence of (H(C), T u ), (for instance, all the polynomials in one complex variable with coefficients in Q + iQ). For every m, j, s, k ∈ N we consider the set
Clearly, Baire's category theorem and the three lemmas stated below imply Proposition 2.1.
The proof of Lemma 2.1 is in [33] . The proof of Lemma 2.2 is similar to that in Lemma 9 of [22] and it is omitted. It remains to prove Lemma 2.3. This will be done in Sections 3 and 4.
Construction of the partition and the disks
Let Λ = (λ n ) be a sequence of non-zero complex numbers such that λ n →∞ as n→ + ∞ and we further assume that Λ satisfies condition (C). For the sequel we fix four positive numbers c 1 , c 2 , c 3 , c 4 such that c 1 > 1, c 2 ∈ (0, 1), c 3 > 1, c 4 > 1, where c 3 := c 4 r 0 c 2 , c 1 := 4(c 3 + 1). Let three real numbers θ 0 , θ T , r 0 be as in Proposition 2.1. After the definition of the above numbers we fix a subsequence (µ n ) of (λ n ) such that:
The condition lim
Throughout Section 3 the positive integer m 0 will appear frequently and it is fixed from now on. 
or in a more compact form
We denote
Then there exists a unique pair (k, j) ∈ N 2 , where j ∈ {0, 1, . . ., m 1 (m) − m} such that:
It is obvious that lim ν ) ν is strictly increasing in respect to ν. So there exists a maximum natural number ν m ∈ N such that θ
Consider the function φ :
and for r 0 > 0 we define the corresponding curve φ r 0 : 
Proof. By the definition of the numbers θ
In order to bound the right hand term in the equality above, observe that
which follows from the definition of the number m 1 (m). Since c 1 = 4(c 3 + 1) and
Thus by (3.3), (3.4) and (3.5), σ m < 1 4 and the proof is complete.
3.4.
Step 4. Construction of the disks. Our task in this subsection is to assign to each point w of the partition P m for m ≥ m 0 a suitable closed disk with center wµ(w) and radius c 4 (the radius will be the same for every member of the family of the disks), where µ(w) will be chosen from the sequence (µ n ). We shall see that, the construction of the partition P m ensures on the one hand that the points of the partition are close enough to each other on the arc A and on the other hand that the disks centered at these points with fixed radius c 4 are pairwise disjoint.
We set B := {z ∈ C/|z| ≤ c 4 } and fix any positive integer m with m ≥ m 0 . Let w be an arbitrary point in P m . There exists unique n ∈ {0, 1,
Thus we assign, in a unique way, a term of the sequence (µ n ) to every point of P m and to conclude our construction we introduce the notation Since |w| ≥ r 0 , it suffices to prove that |µ(w)| > 2c 4 r 0 . Observe now that, by the definition of µ(w) in the previous subsection,
for some positive integer n ∈ N. As a consequence of the definition of the sequence (µ n
Proof. We distinguish two cases:
Our hypothesis implies
(ii) |µ(w 1 )| = |µ(w 2 )|.
By the definition of the partition P m we have
for some n 1 , n 2 ∈ {0, 1, . . ., ν m } and n 1 = n 2 because w 1 = w 2 . Without loss of generality we suppose that n 1 < n 2 . Now there exists a unique pair (k 1 , j 1 ), where k 1 ∈ N, j 1 ∈ {0, 1, . . ., m 1 (m) − m} and a unique pair (k 2 , j 2 ) where k 2 ∈ N and j 2 ∈ {0, 1, . . ., m 1 (m) − m} such that
By definition we have µ(w 1 ) = µ m+j 1 , µ(w 2 ) = µ m+j 2 and the hypothesis yields
So we have j 1 = j 2 = j 0 . Thus
By (3.9), (3.10) and the fact that n 1 < n 2 and j 1 = j 2 we have k 1 < k 2 ⇒ k 2 ≥ k 1 + 1. Using now (3.11) it follows that
A lower bound for the quantity |w 2 µ(w 2 ) − w 1 µ(w 1 )| is:
We have
So, applying Jordan's inequality for x = π(θ
). (3.14)
Now, inequalities (3.12), (3.13) and (3.14) imply
By the definition of the number σ m and relation (3.3) of Lemma 3.1 we obtain
The last equality, inequality (3.15) and the definition of the number m 1 (m) give
and the properties of our fixed numbers imply 4r 0 c 2 c 3 > 2c 4 . It follows that B w 1 ∩ B w 2 = ∅ and the proof of this lemma is complete.
By Lemmas 3.2, 3.3 we conclude the following 
Proof of Lemma 2.3
Let j 1 , s 1 , k 1 ∈ N be fixed. We will prove that the set
For simplicity we write p j 1 = p. Consider fixed g ∈ H(C), a compact set C ⊆ C and ε 0 > 0. We seek f ∈ H(C) and a positive integer m 1 such that
Fix R 1 > 0 sufficiently large so that
and then choose 0 < δ 0 < 1 such that (4.3) if |z| ≤ R 1 and |z − w| < δ 0 , w ∈ C, then |p(z) − p(w)| < 1 2s 1 .
We set B := {z ∈ C| |z| ≤ R 1 + δ 0 },
After the definition of the above numbers we choose a subsequence (µ n ) of (λ n ) such that (i) |µ n |, |µ n+1 | − |µ n | > c 1 for n = 1, 2, . . . Then, we define the set L as follows:
where the discs B w , w ∈ P are constructed in Section 3. By Corollary 3.1, the family D := {B} ∪ {B w : w ∈ P} consists of pairwise disjoint disks. Therefore the compact set L has connected complement. This property is needed in order to apply Mergelyan's theorem. We now define the function h on the compact set L, h : L→C by
By Mergelyan's theorem [29] there exists an entire function f (in fact a polynomial) such that
By the definition of h, (4.4) and the definitions of sets C and B, where C ⊆ B, it follows that
which implies the desired inequality (4.2).
It remains to show (4.1). Let some a ∈ A. There exists θ ∈ [θ 0 , θ T ] such that a = r 0 e 2πiθ . Now there exists unique ρ ∈ {0, 1, . . ., ν m − 1} such that:
νm ≤ θ ≤ θ T . and then define
For the above, recall the definitions of ν m and θ (m) ρ , ρ ∈ {0, 1, . . ., ν m − 1} from Section 3. Set w 0 := r 0 · e 2πiθ 1 ∈ P.
We shall prove that for every z ∈ C, |z| ≤ R 1 we have z + aµ(w 0 ) ∈ B w 0 . Recall that B w 0 := B + w 0 µ(w 0 ) = D(w 0 µ(w 0 ), R 1 + δ 0 ). It suffices to prove that
For |z| ≤ R 1 we have:
By (4.5) and (4.6) it suffices to prove
We have:
The definition of h and (4.8) give that for every z ∈ C, |z| ≤ R 1
By (4.3) and (4.7) we get: for every z ∈ C, |z| ≤ R 1
The triangle inequality, for z ∈ C, |z| ≤ R 1 , gives
By (4.9), (4.10), (4.11) and the fact that k 1 ≤ R 1 we arrive at
observing that the definition of m 1 is independent from a ∈ A and in view of (4.12) we conclude that for every a ∈ A there exists some n ∈ N with n ≤ m 1 such that
where f ∈ H(C), since f is a polynomial. This implies (4.1) and the proof of the lemma is complete.
5.
Examples of sequences Λ := (λ n ) satisfying the condition (C)
In this section we show that our main theorem is not covered by our recent results in [33] , [34] . We say that a sequence of non-zero complex numbers (λ n ) with λ n → ∞ satisfies condition (Σ) if:
for every M > 0 there exists a subsequence (µ n ) of (λ n ) such that (i) |µ n+1 | − |µ n | > M for every n = 1, 2, . . . and
We introduce the following definitions.
Our main results in [33] , [34] are the following
a G δ and dense subset of (H(C), T u ).
In view of Theorem 5.1 and in order to completely characterize the sequences Λ := (λ n ) ∈ L such that the set a∈C\{0} HC({T λna }) is a G δ and dense in (H(C), T u ) one has to deal with sequences Λ ∈ L for which i(Λ) > 1. This is one of the reasons we introduced the classes A 1 , A 2 . Indeed, it is established in [34] that the class A 1 contains sequences Λ ∈ L with i(Λ) > 1. On the other hand, there exist sequences Λ ∈ L with i(Λ) = 1 and Λ / ∈ A 1 , see [34] . Since,
we conclude that the class A 2 contains sequences Λ ∈ L with i(Λ) > 1. The above inclusion is strict; for instance, the sequence λ n = n 2 , n = 1, 2, . . ., belongs to A 2 but not in A 1 . However i((n 2 )) = 1, therefore for this sequence the conclusion of Theorem 5.1 holds and of course in this case the conclusion of Theorem 1.2 is covered by the much stronger Theorem 5.1. So the interest here is to show that there exist Λ ∈ A 2 A 1 with i(Λ) = M for some positive real number M > 1, and this in turn shows that our main result, Theorem 1.2, is not covered by Theorems 5.1, 5.2. This is the content of the following
Proof. We construct inductively a countable family {D n }, n = 1, 2, . . . of sets D n ⊂ [1, +∞) according to the following rules. 
We define the sequence Λ = (λ n ) to be the enumeration of Λ by the natural order.
It is obvious that λ n = 0 ∀ n ∈ N, lim n→+∞ λ n = +∞, and (λ n ) is a strictly increasing sequence of positive numbers. We prove the following claim Claim 1. For every subsequence (µ n ) of Λ we have lim sup
Proof. Let some fixed subsequence (µ n ) of Λ. Firstly we prove that for every natural number m ∈ N, there exists N ∈ N with N ≥ m such that
So, fix m ∈ N. Let m 1 be the unique positive integer such that µ m ∈ D m 1 . We set
So we proved that for every m ∈ N, there exists some N ≥ m such that
We apply the previous to an induction argument. For m = 1 there exists k 1 ∈ N,
Suppose that for some ν ∈ N we have constructed some k ν ∈ N, such that
we constructed a subsequence (µ kν ), ν = 1, 2, . . . of (µ n ) such that k ν+1 > k ν for each ν = 1, 2, . . . and
We show now the following
Proof. First of all we prove that lim n→+∞ a n = +∞ where a 2 n = min D n , n = 1, 2, . . . . Let some n ∈ N, n ≥ 2. We have
This gives that lim n→+∞ a n = +∞.
Let some fixed n ∈ N. If there exists some m ∈ N such that λ n , λ n+1 ∈ D m then by the construction of D m we have λ n = (a m + k)
2 , λ n+1 = (a m + n + 1) 2 for some k ∈ {0, 1, . . ., [a m ] + 1}; thus
If there exists no m ∈ N such that λ n , λ n+1 ∈ D m , then this happens only if λ n = max D m and λ n+1 = min D m+1 for some m ∈ N. In this case we have
By (5.1), (5.2) and since lim n→+∞ a n = +∞ the conclusion follows. This completes the proof of Claim 2.
Claims 1 and 2 imply that i(Λ) = M. We now show the following claim.
Proof. Let some m ∈ N, m ≥ 2. Observe that
We have a m > 1 and for ν 0 ∈ N 
This gives
S m < 1 a m − 1 .
In the proof of Claim 2 we showed that a n+1 > 2a n for every n ≥ 2. Thus a n+1 − 1 > 2a n − 2 = 2(a n − 1) ⇒ 1 a n+1 − 1 < 1 2(a n − 1) for n ≥ 2. The previous inequality and an easy induction argument imply
, k = 1, 2, . . . This completes the proof of Claim 3.
The above claim shows that Λ / ∈ A 1 . We now show our last Proof. For every n ∈ N, n ≥ 2 we have 1 a 2 n + 1 (a n + 1) 2 + · · · + 1 (a n + [a n ] + 1) 2 > 1 a n (a n + 1) + 1 (a n + 1)(a n + 2) + · · · + 1 (a n + [a n ] + 1)(a n + [a n ] + 2) =
[an]+1 k=0 1 a ν + k − 1 a ν + k + 1 = 1 a n − 1 a n + [a n ] + 2 = [a n ] + 2 a n (a n + [a n ] + 2) > 1 a n + [a n ] + 2 ≥ 1 2(a n + 1) > 1 4a n , [an]+1 k=0 1 (a n + k) 2 > a n 4 .
Take now any n ∈ N, n ≥ 2. Then λ n ∈ D m for some m ∈ N, m ≥ 2. We have λ n = (a m + k) 2 for some k ∈ {0, 1, . . .[a m ] + 1}.
Observe that λ ρ = a which is easy to show and it is left to be checked by the reader. The previous estimate and the fact that lim m→+∞ a m = +∞ implies the desired result. This completes the proof of Claim 4. Hence Λ ∈ A 2 and the proof of this proposition is complete.
