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Abstract
Polar codes form a very powerful family of codes with a low complexity decoding algorithm that attains many
information theoretic limits in error correction and source coding. These codes are closely related to Reed-Muller
codes because both can be described with the same algebraic formalism, namely they are generated by evaluations of
monomials. However, finding the right set of generating monomials for a polar code which optimises the decoding
performances is a nontrivial task and is channel dependent. The purpose of this paper is to reveal some universal
properties of these monomials. We will namely prove that there is a way to define a nontrivial (partial) order on
monomials so that the monomials generating a polar code devised for a binary-input symmetric channel always form
a decreasing set. We call such codes decreasing monomial codes. The fact that polar codes are decreasing monomial
codes turns out to have rather deep consequences on their structure. Indeed, we show that decreasing monomial
codes have a very large permutation group by proving that it contains a group called lower triangular affine group.
Furthermore, the codewords of minimum weight correspond exactly to the orbits of the minimum weight codewords
that are obtained from evaluations of monomials of the generating set. In particular, it gives an efficient way of
counting the number of minimum weight codewords of a decreasing monomial code and henceforth of a polar code.
Index Terms
Polar codes, Reed-Muller codes, capacity-achieving codes, decreasing monomial codes, lower triangular affine
group, post-quantum cryptography.
I. INTRODUCTION
Polar codes and Reed Muller codes viewed as monomial codes. Polar codes were discovered by Arıkan [1] and
form a very powerful family of codes that gave a nice constructive way of attaining many information theoretic limits
in error correction and source coding. In particular, they allow to attain the capacity of any symmetric memoryless
channel with a low complexity decoding algorithm (namely the successive cancellation decoder of Arıkan). These
codes are closely related to Reed-Muller codes in the sense that they can both be described with the same algebraic
formalism, namely as monomial codes. Monomial codes are evaluation codes where a specific set of monomials
provides a generator matrix. A Reed-Muller code R(r,m) is generated by the evaluation over Fm2 of all monomials
degree at most r in m variables. A polar code of length 2m is also generated by evaluation of monomials, but not
necessarily by the same monomials as a Reed-Muller code: if we want a polar code of a certain dimension for a
certain channel, we are going to take a very specific set of monomials which is in general significantly different from
the Reed-Muller choice. This choice will give good performances for the Arıkan successive cancellation decoder. It
turns out that this decoder is very closely related to Dumer’s recursive algorithm for decoding Reed-Muller codes
[2] based on the (u|u + v) decomposition. Basically Dumer’s decoding algorithm is the successive cancellation
decoder of Arıkan but the performance of the decoder is much worse in this case because the choice of monomials
for a Reed-Muller code is not well suited to this kind of decoding algorithm.
Polar codes are decreasing monomial codes. Finding the right set of generating monomials for a polar code
which optimises the decoding performances under the successive cancellation decoder is by no means an easy task
(see for instance [3]) and moreover it is channel dependent. Our purpose is here to reveal some universal properties
of these monomials, where by “universal” we mean properties that do not depend on the channel. We will namely
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2prove that, regardless of the binary-input symmetric channel the polar code is devised for, there is a way to define
a nontrivial partial order on monomials for which a polar code is always generated by a decreasing set, that is to
say: if a monomial lies in the generating set then all monomials that are smaller also belong to it. This property
turns out to have rather deep consequences on the structure of the polar code. We call decreasing monomial code a
monomial code whose generating set of monomials forms a decreasing set. We will namely prove that such codes
have some interesting properties:
• they have a very large permutation group.
• the codewords of minimum weight correspond to orbits of the minimum weight codewords obtained from
evaluations of monomials of the generating set.
In particular, we will give an efficient way of counting the number of minimum weight codewords of a decreasing
monomial code and henceforth of a polar code.
The permutation group of decreasing monomial codes. The permutation group of a code is the group of the
permutations of coordinates leaving the code globally invariant, i.e. it permutes the coordinates of any codeword
into another codeword. It is well known that the permutation group of a non-trivial Reed-Muller code R(r,m)
is isomorphic the whole affine group Am over Fm2 . This group is of size 2Θ(m
2) which is superpolynomial in the
length n = 2m of the Reed-Muller code, since it is of size nΘ(logn). It is also 2-transitive and this property has
been used recently to prove that Reed-Muller codes attain the capacity of the erasure channel [4], [5]. The fact
that the size of the permutation group of a Reed-Muller code R(r,m) is so large is related to the special choice
of generating monomials of the code: the affine group actually acts in a natural way on monomials and transforms
a monomial in the generating set into a sum of monomials of the generating set, since by an affine change of
variables a monomial of degree less than or equal to r is transformed into a polynomial of degree less than or
equal to r.
We do not expect such a behavior for polar codes, since the monomial generating set of the polar code has no
reason to have the same property. However it will turn out that because of the fact that the set of monomials of the
polar code is decreasing with our order this set of monomials is transformed by the lower triangular affine group
(corresponding to affine transformations x 7→ Ax+b where A is a lower triangular matrix with 1’s on its diagonal)
into a sum of monomials that still belong to the generating set. This will imply that the permutation group of a
polar code, and of a decreasing monomial code in general, contains a subgroup which is isomorphic to the lower
triangular affine group. For a decreasing monomial code of length 2m this subgroup is also of size 2Θ(m
2) which
is also superpolynomial in the length n = 2m of the code. In other words, in a rather unexpected way, as in the
case of Reed-Muller code the permutation group of a polar code is also extremely large (although it may only be
one-transitive in this case).
The structure of codewords of minimum weight in a decreasing monomial code. The fact that the permutation
group of a decreasing monomial code, and of a polar code in particular, is so large can be used for a better
understanding of the structure of such codes. In particular we might expect to classify such codes as it has been
done for affine invariant codes [6]. Here we are going to use it to give a very convenient description of the minimal
codewords. Indeed, a codeword of minimum weight is transformed into another minimal codeword by the action
of the permutation group of the code. It turns out that this number of orbits is very small, since we are going to
show that any such orbit contains a generating monomial of maximum degree. Therefore the number of such orbits
is really small since it is at most of size O(n) where n is the length of the code. Moreover it is also rather easy
to count the number of elements in the orbit and this will allow to count the number of codewords of minimum
weight.
Other properties of decreasing monomial codes. Decreasing monomial codes do not only have a large
permutation group and a convenient formula for counting the number of minimum weight codewords, they also
display other nice features. For instance, we will show that the dual of a decreasing monomial code is still a
decreasing monomial code. It will also turn out that under a very mild and simple condition, a decreasing monomial
code is weakly self-dual, meaning that it is contained in its dual. Polar codes of rate sufficiently smaller than 12
tend to meet this property as we will explain in what follows. This property has been used to devise quantum polar
codes, see [7]. This family of codes is also closed under the star product of codes [8], [9] which can be used in
decoding algorithms [8], [10], for secure multi-party computation [11], [12] or for cryptanalysis [13]–[18].
All these properties of decreasing monomial codes shed some light on the structure of polar codes. They explain
why the permutation of such codes is so large and give a convenient way of counting the minimum weight codewords.
3Both properties turned to be essential to attack [19] the McEliece system based on polar codes [20]. It might be
interesting to use the fact that the permutation group is so large in order to get better decoding performances for
the successive cancellation decoder. The structure of the minimum weight codewords could also be used to devise
rather tight bounds for maximum likelihood decoding of polar codes. Finally we wish also to point out that this
larger class of decreasing monomial codes might be interesting in itself. It contains both the polar code family and
Reed-Muller codes. It might be interesting to study whether this class of codes attains the capacity of the erasure
channel in particular (as has been done for Reed-Muller codes recently in [4], [5]). The fact that they have a very
large permutation group might be a good hint that this might be possible under very mild additional conditions
with tools inspired by the [4], [5], [21] approach.
II. REED-MULLER, MONOMIAL AND POLAR CODES
In this section we briefly review Reed-Muller codes, polar codes and the algebraic formalism we will use to
describe both families.
Reed-Muller codes. It is well known that Reed-Muller codes of length 2m can be obtained as evaluation codes
of polynomials in F2[x0, . . . , xm−1]. Polar codes can also be described through this formalism. Since we are
interested in evaluations of such polynomials over entries in Fm2 we will identify xi with x2i and work in the ring
Rm = F2[x0, . . . , xm−1]/(x20 − x0, . . . , x2m−1 − xm−1). It will be convenient with this formalism to associate to
a polynomial g ∈ Rm the binary vector denoted by ev(g) in Fn2 with n = 2m which is the evaluation of the
polynomial in all the binary entries u = (u0, . . . , um−1) ∈ Fm2 . In other words
ev(g) =
(
g(u)
)
u∈Fm2
With this notation, we view the indices as elements of Fm2 . This notation does not specify the order we use for the
elements of Fm2 . We actually use the natural order by viewing u = (u0, . . . , um) as the integer
∑m−1
i=0 ui2
i where
ui ∈ {0, 1}. With this notation at hand, the Reed-Muller code R(r,m) is defined as
R(r,m)
def
=
{
ev(P ) | P ∈ Rm, degP 6 r
}
The function ev : Rm → Fn2 is an homomorphism of algebra. Hence, the code R(r,m) is generated by the
codewords ev(g) where g is a monomial of degree less than or equal to r. Recall that a monomial is any product
of variables of the form xg00 · · ·xgm−1m−1 where g0, . . . , gm−1 are binary. The set of all monomials is denoted by:
Mm def=
{
xg00 · · ·xgm−1m−1 | (g0, . . . , gm−1) ∈ Fm2
}
.
Reed-Muller codes have a very large permutation group which is isomorphic to the affine group over Fm2 . Indeed,
it can be checked that:
1) any bijective affine transformation A over Fm2 can be viewed as a permutation of the code positions by
mapping (u0, . . . , um−1) to A(u0, . . . , um−1);
2) this permutation leaves the code invariant since P (A(x0, . . . , xm−1)) is a polynomial of degree at most the
degree of P and therefore if ev(P ) ∈ R(r,m) then ev(P ◦A) ∈ R(r,m).
Monomial codes. Monomial codes form a very general family of codes that generalizes Reed-Muller codes.
Definition 1 (Monomial code). Let I ⊆ Mm be a finite set of monomials in m variables and set n def= 2m. The
linear code defined by I is the vector subspace C (I) ⊆ Fn2 generated by {ev(f) | f ∈ I}.
The dimension of such codes is given by
Proposition 1. For all I ⊆Mm the dimension of the monomial code C (I) is equal to |I|.
Proof: This comes from the linear independence of the monomials in Rm and the fact that ev is an injective
mapping from Rm to F2
m
2 .
4Polar codes. Recall that the Kronecker product of two matrices A of size ra × ca and B = (bi,j)16i6rb,16j6cb
defined over a same field is the rarb × cacb matrix defined by:
A⊗B =
 a1,1B · · · a1,caB... bi,jB ...
ara,1B · · · ara,caB
 .
What we call here a polar code is a binary polar code as defined by Arıkan in [1]. They can be described as codes
of length n = 2m, where m is an arbitrary integer. They may take any dimension between 1 and 2m. The polar
code of length n = 2m and dimension k is obtained through a generator matrix which picks a specific subset of k
rows of the 2m × 2m matrix:
Gm
def
=
(
1 1
0 1
)
⊗ · · · ⊗
(
1 1
0 1
)
︸ ︷︷ ︸
m times
.
Note that we depart here slightly from the usual convention for polar codes which is to use in the Kronecker
product the matrix
(
1 0
1 1
)
. The two definitions (ours and the standard one) are easily seen to be equivalent,
they just amount to order the code positions differently. Our convention presents the advantage of simplifying the
polynomial formalism that follows. It is clear that a polar code is a monomial code. This comes from the fact that
the rows of Gm are all possible evaluations of monomials. This fact is proved by induction on m by observing
that (1, 1) is the evaluation over F2 of the constant monomial 1 and that (0, 1) is the evaluation over F2 of the
monomial x0. If we consider the binary expansion of each row number (starting from 0 to 2m− 1) of Gm over m
bits i =
∑m−1
j=0 ij2
j (where ij ∈ {0, 1}), then the row of index i of Gm is given by Gm[i] = ev(xi00 . . . xim−1m−1).
The specific rows that are picked (or equivalently the choice of the generating monomials when we view a polar
code as a monomial code) depends (a little bit) on the noisy channel for which the code is devised. For a given
noise model, there is a way to compute the k rows that defines the generator matrix.We will use here again Arıkan’s
definition with the Bhatacharryya parameter. There are other definitions using either mutual information or the bit
error probability. It turns out that whatever definition we use (Bhatacharryya parameter, mutual information, bit
error probability) polar codes will still be decreasing monomial codes and this will be essential here. The reason
behind this is the use of a channel degradation argument to prove such a fact (see for instance Proposition 5 or
Lemma 7). All three parameters are monotone with respect to channel degradation since Lemma 1 also holds when
the Bhatacharryya parameter is replaced by mutual information or the bit error probability.
In essence, constructing a polar code of dimension k is equivalent to finding the k “best” bit-channels that
modelize the channel that the decoder sees when it recovers one by one the information bits corresponding to
the received codeword by the successive cancellation decoder. We refer to [1] for the definition of the successive
decoder and just give here the decision rule for choosing the generating monomial of the polar code viewed as a
monomial code. For this purpose denote by W the memoryless channel for which the polar code is devised. Its
input alphabet is binary and its output alphabet is denoted by Y and for the sake of simplifying a little bit the
discussion, it is also assumed to be discrete. We assume that the channel is symmetric meaning that there exists a
permutation pi of Y which is also an involution (pi−1 = pi) and W (y|1) = W (pi(y)|0) for all y ∈ Y . We define the
Arıkan channel transforms W+ and W− of W which are both binary-input memoryless symmetric channel with
transitions probabilities specified by
W+(y1, y2, u2|u1) def= 1
2
W (y1|u1)W (y2|u1 ⊕ u2)
W−(y1, y2|u2) def= 1
2
∑
u1∈F2
W (y1|u1)W (y2|u1 ⊕ u2)
Here the output alphabet of W− is Y × Y whereas the output alphabet of W+ is Y × Y × F2. We extend this
definition to Wu where u is a sequence of + and − in a natural way by writing for instance
W+− def=
(
W+
)−
.
We will overload this notation by also denoting by W gm for a monomial g in Mm the channel W um−1···u0m where
ui = − if g involves xi and ui = + otherwise. For instance when m = 5 then W x3x1x05 means W+−+−−. Finally
5we will also need to define the Bhattacharyya parameter B (W ) of a binary-input symmetric channel W . It is given
by
B (W ) def=
∑
y∈Y
√
W (y|0)W (y|1)
With these definitions we can construct a polar code of length n = 2m and dimension k devised for a binary-input
symmetric channel W .
Definition 2. The polar code of length n = 2m and dimension k devised for the channel W is the monomial code
C (I) where I is the set of k monomials in Mm which take the k smallest values B (W g) among all g in Mm.
Note that the output alphabet size of the channels W g is exponential in m which makes this ranking rather delicate.
However there are efficient methods for computing these k “best” channels, see for instance [3] where ranking
is performed for the error probability which is arguably even more complicated to track than the Bhattacharyya
parameter.
III. DECREASING MONOMIAL CODES
Polar codes and Reed-Muller codes are both monomial codes but this family is too large to explain the intriguing
algebraic properties of polar codes (for instance their very large automorphism group). We also want to capture
simple properties that give some insight about which monomials to choose in a polar code and this for any channel.
Of course, W+ is a much better channel than W− and it is straightforward to prove based on this intuition that
a polar code of nonzero dimension always involves the monomial 1 in its definition and this for every channel.
We will prove guided by this “principle” that if f divides g and if g is a monomial in the defining monomial set
I of the polar code C (I) then f also belongs to I . If we define the partial order between monomials induced by
divisibility considerations, that is f w g iff f divides g, then the defining monomial set I of a polar code C(I)
is decreasing, meaning that if g ∈ I any f such that f w g also belongs to I . Here the “w” in w stands for
“weak” (as in weak order) to distinguish between this divisibility partial order and a much finer order that we will
introduce below. This divisibility order can already be used to prove that the permutation group of a polar code
contains a group isomorphic to Zm2 for a polar code of length 2m. This proves that polar codes admit a 1-transitive
permutation group for instance. But we can go much beyond this by introducing a much finer ordering of the
monomials than the divisibility ordering w. The order we will consider is the following
Definition 3. Two monomials of the same degree are ordered as xi1 . . . xis  xj1 . . . xjs if and only if for any
` ∈ {1, . . . , s}, it holds i` 6 j` where we assume i1 < · · · < is and j1 < · · · < js.
This partial order is extended to monomials of different degrees through divisibility, namely f  g if and only if
there is a divisor g∗ of g such that f  g∗ w g.
From this definition, for any monomial f of Mm the constant polynomial 1 satisfies the inequality 1  f . We
also have that x0  x1  · · ·  xm−1. The interval [f, h] where f and h are in Mm with f  h is the set of
monomials g ∈Mm such that f  g  h. We will also need the following definition
Definition 4. A set I ⊆ Mm is decreasing if and only if (f ∈ I and g  f ) implies g ∈ I . A set I ⊆ Mm is
weakly decreasing if and only if (f ∈ I and g w f ) implies g ∈ I .
When I ⊆Mm is a decreasing set then C (I) is called decreasing monomial code. It is called a weakly decreasing
monomial code if I is weakly decreasing.
We provide some useful facts about this order.
Proposition 2. Let f , g in Mm such that f  g and let us set f∗, g∗ as the monomials in Mm such that
f = f∗ gcd(f, g) and g = g∗ gcd(f, g), then we have:
f∗  h∗.
Furthermore, for any h in Mm such that gcd(f, h) = gcd(g, h) = 1, we have:
fh  gh.
6Remark 1. The condition on h to be prime with f and g is essential. Indeed, for instance x0  x1 but x0x1 6 x21
since x21 = x1.
Reed-Muller codes are decreasing codes as it is shown in what follows.
Proposition 3. All Reed-Muller codes are decreasing monomial codes given by
R(r,m) = C ([1, xm−r · · ·xm−1]) . (1)
.
Proof: The set [1, xm−r · · ·xm−1] is clearly decreasing and we are left to prove (1). Let I be the set of
monomials in Rm of degree at most r. We have R(r,m) = C (I). Note now that xm−r . . . xm−1 belongs to I and
that all monomials f of degree at most r are smaller than or equal to this monomial
f  xm−r · · ·xm−1.
This implies
I ⊆ [1, xm−r · · ·xm−1]
Moreover no monomial of degree greater than r can be smaller than xm−r . . . xm−1. Therefore we have
I = [1, xm−r · · ·xm−1].
It will turn out that polar codes devised for any binary-input symmetric channel are decreasing monomial codes.
Theorem 1. Polar codes are decreasing monomial codes.
We will start by proving a weaker statement whose ingredients and lemmas used in the proof will be essential
for the proof of Theroem 1. The weaker statement is the following proposition.
Proposition 4. Polar codes are weakly decreasing monomial codes.
A. Proof of Proposition 4
The proof of this proposition relies on the notion of concatenated and degraded channel that we now recall.
Definition 5 (Concatenated channels). Let W : X → Y and W ′ : Y → Z be two memoryless channels such that
the input alphabet of W ′ is equal to the output alphabet of W . The concatenation of W with W ′ is denoted by
W ′ ◦W and is a memoryless channel W” : X → Z with transition probabilities specified by
W”(z|x) =
∑
y∈Y
W ′(z|y)W (y|x).
Definition 6 (Degraded channel). Let W : X → Y and W ′ : X → Z be two memoryless channels, both with input
alphabet X and respective output alphabets Y and Z . We say that W ′ is a channel degradation of W , if and only
if there exists a memoryless channel W” : Y → Z such that W ′ = W” ◦W , that is
W ′(z|x) =
∑
y∈Y
W”(z|y)W (y|x).
We write
W ′ d W
to denote that W ′ is degraded with respect to W .
It is easily shown that “degraded” is a transitive relation
W d W ′
W ′ d W”
}
⇒W d W”. (2)
The following lemmas will also be very helpful
7Lemma 1 ([22, p207]). If W d W ′ then B (W ′) 6 B (W ).
Lemma 2 ([23, Lemma 4.7],[3, Lemma 5]). Let W be some binary input channel and let W ′ be a degradation of
this channel (W ′ d W ). In such a case
W ′− d W−
W ′+ d W+.
From this lemma we easily obtain that
Corollary 1. Let W be some binary input channel W and let W ′ be a degradation of this channel: W ′ d W .
For any monomial f in Mm we have
W ′fm d W fm.
The crucial observation for the proof of Proposition 4 is that
Lemma 3. For any binary-input symmetric channel W : {0, 1} → Y we have
W− d W d W+.
Remark 2.
• The property W d W+ is well known. It is mentioned for instance in [24, p.268] and proved in [25, Lemma
4]).
• Lemma 3 has been proved in [25, Lemma 4] when W is an erasure channel. This follows directly from the fact
that in this case all three channels W−,W,W+ are erasure channels with decreasing erasure probabilities
and that an erasure channel of error probability p is a degraded version of an erasure channel of probability
p′ 6 p. It is used in [25] to prove that the index sets of polar codes devised for the erasure channel are
quasi-similar (see [25, Proposition 7.1]). For more general channels quasi-similarity is only proved in [25] to
the “right half” (see [25, Proposition 7]). Note that Lemma 3 can be used together with the proof technique
of Proposition 7.1 in [25] to strengthen this Proposition 7.1 namely to show quasi-similarity for all binary
input symmetric channels.
Proof: First of all let us recall why we obviously have W d W+. Consider the output (y1, y2, x) of the W+
channel when a bit b has been sent throught it. By definition y1 is the result of sending b through the W -channel.
Therefore if we define W ′ as the channel W ′ : Y × Y × {0, 1} → Y which takes (y1, y2, b), erases y2 and b to
send just y1, we clearly have that W = W ′ ◦W+.
Let us prove now that W− d W by constructing a channel W ′′ such that W ′′ ◦W = W−. The channel W ′′
is defined as follows. It takes as input y1. At that point a bit x is drawn uniformly at random and sent through
channel W to get some value y2. Then W ′′ outputs the pair (y1, y2) when x = 0 and (pi(y1), y2) when x = 1.
Here pi is the involution acting on Y such that W (y|1) = W (pi(y)|0). Figure 1 summarizes the channel W ′′ ◦W
derived from it.
Figure 1. A figure summarizing W ′′ ◦W
W flip xy1
x=0?
x=1?
W
y
1
W 
,,
b
y2
pi 1(y  )
Now sending b through channel W ′′ ◦W and receiving y1y2 happens in two cases
• when x = 0, this happens when y1 has been received after sending b through W and y1, y2 has been received
after sending y1 through W”. This means that for W”, y2 has been received with the second use of W when
x has been sent through it;
8• when x = 1, this happens when pi(y1) has been received after sending b through W (so that W” changes
pi(y1) into pi(pi(y1)) = y1) and y2 has been received with the second use of W when x has been sent through
it.
This implies that
(W ′′ ◦W )(y1, y2|b) = prob(x = 0)prob(receiving (y1, y2)|b was sent, x = 0) +
prob(x = 1)prob(receiving (y1, y2)|b was sent, x = 1)
= prob(x = 0)W (y1|b)W (y2|x = 0) + prob(x = 1)W (pi(y1)|b)W (y2|x = 1)
=
1
2
{W (y1|b)W (y2|x = 0) +W (pi(y1)|b)W (y2|x = 1)}
=
1
2
{W (y1|b)W (y2|x = 0) +W (y1|1⊕ b)W (y2|x = 1)} (by symmetry of W )
=
1
2
∑
u∈F2
W (y1|u)W (y2|u⊕ b)
= W−(y1, y2|b)
This computation shows that W ′′ ◦W is precisely the channel W−.
From this lemma we deduce the following result from which Proposition 4 is essentially a corollary.
Proposition 5. Let W be a binary input symmetric channel. Let f and g be two monomials of Rm. If f w g then
W gm d W fm.
Proof: This follows by induction on m. When m = 1 we just have to prove that
W x01 d W 11 . (3)
Note that
W x01 = W
−
W 11 = W
+
The inequality (3) follows directly from Lemma 3. Assume now that Proposition 5 holds for some positive integer
m. Let f and g be in Mm+1 and assume that f w g. Let us define the following monomials:
f0...m−1 = gcd
(
f,
m−1∏
i=0
xi
)
g0...m−1 = gcd
(
g,
m−1∏
i=0
xi
)
fm+1 =
{
x0 if xm+1 divides f,
1 otherwise.
gm+1 =
{
x0 if xm+1 divides g,
1 otherwise.
Note now that
W fm =
(
W
fm+1
1
)f0...m−1
m
W gm =
(
W
gm+1
1
)g0...m−1
m
Since f0...m−1 divides g0...m−1 we have by the induction hypothesis(
W
fm+1
1
)g0...m−1
m
d
(
W
fm+1
1
)f0...m−1
m
(4)
9Since fm+1 w gm+1 we have
W
gm+1
1 d W fm+11 .
From Corollary 1 we deduce that (
W
gm+1
1
)g0...m−1
m
d
(
W
fm+1
1
)g0...m−1
m
(5)
From (4) and (5) we deduce that (
W
gm+1
1
)g0...m−1
m
d
(
W
fm+1
1
)f0...m−1
m
which proves the statement of the proposition for m+ 1.
We are ready now to finish the proof of Proposition 4.
Proof of Proposition 4: Let C (I) be a polar code generated by the set of monomials I devised for a channel
W . Let f and g be two monomials such that g is in I and f w g. From Proposition 5 we know that
W gm d W fm.
By applying Lemma 1 we deduce that
B
(
W fm
)
6 B (W gm).
This implies that f also belongs to I .
B. Proof of Theorem 1
In order to prove Therorem 1 we will need to have a finer understanding of the W fm’s. This is achieved through
the following proposition which can be proved easily by induction and which is basically given in [1] (we have
just transformed a little bit the usual definition of the channel with our polynomial formalism).
Lemma 4. The model of channel W fm can be described as follows. To send a bit x, one first chooses a binary word
a = (ag)g∈M of length 2m indexed by the monomials ofMm uniformly at random in {0, 1}2m . Let f = xi1 · · ·xit .
Let a′ = (a′g)g∈Mm be the binary word of length 2m with a′g = ag with the exception of af where a′f = x. One
computes b
def
= a′Gm and sends the bits of b through channel W to obtain a vector y ∈ Y2m . Consider the total
order > on the monomials induced by the order on the integers and by viewing a monomial g = xj1 . . . xjt as the
integer 2j1 + · · ·+ 2jt . The corresponding output of the channel W fm is then y together with (ag)g:g>f .
Theorem 1 heavily relies on Proposition 5 on one hand and the following lemma on the other hand.
Lemma 5. Let W be a symmetric binary input channel. In such a case for any positive integer m we have
W x1x2...xm−2xm−1m d W x0x1...xm−2m .
Proof: We use Lemma 4 and consider W x0x1...xm−2m . As explained in this lemma, for sending a bit c this
channel consists in:
1) choosing a binary word a = (ag)g∈M of length 2m uniformly at random in {0, 1}2m ;
2) replacing the entry ax0x1...xm−2 by c to obtain a binary word a′;
3) computing b def= a′Gm;
4) sending the entries through channel W to obtain a vector y = (yg)g∈Mm ∈ Y2m ;
5) outputting y and (ag)g:g>x0x1...xm−2 .
Let τ :Mm −→Mm be a permutation on the set of monomials in Mm defined by
τ(xi1 · · ·xit) = x(i1−1) (mod m) · · ·x(it−1) (mod m).
It is straightforward to check that if we concatenate this channel with a channel W ′ which consists in reordering
y as yτ def= (yτ(g))g∈M and erasing all the entries of (ag)g:g>x0x1...xm−2 with the exception of ax0...xm−1 we obtain
the channel W x1x2...xm−2xm−1m .
Before giving a slightly more general statement, let us introduce some notation which will be very helpful.
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Notation 1. Let f = xi1 . . . xis be a monomial in Mm. We denote by f[a..b] the monomial Πij :a6ij6bxij and by f t
the monomial xi1+t . . . xis+t.
With this notation at hand we have
Lemma 6. Let f and g be two monomials of Mm of the same degree such that (i) f  g (ii) f[0..i−1] = g[0..i−1],
f[i+t+1..m−1] = g[i+t+1..m−1], (iv) f[i..i+t] = xixi+1 . . . xi+t−1, (v) g[i..i+t] = xi+1xi+2 . . . xi+t. Then
W gm d W fm
More generally in the case of two monomials f and g satisfying (ii) and (iii) and
W
g−i[i..i+t]
t+1 d W
f−i[i..i+t]
t+1 (6)
then
W gm d W fm.
Proof: We can write in the first case
W fm =
((
W
f[i+t+1..m−1]
m−i−t−1
)x0x1...xt−1
t+1
)f[0..i−1]
i
W gm =
((
W
f[i+t+1..m−1]
m−i−t−1
)x1x2...xt
t+1
)f[0..i−1]
i
.
We can apply Lemma 5 to W f[i+t+1..m−1]m−i−t−1 to deduce that((
W
f[i+t+1..m−1]
m−i−t−1
)x1x2...xt
t+1
)
d
((
W
f[i+t+1..m−1]
m−i−t−1
)x0x1...xt−1
t+1
)
.
By applying Corollary 1 we obtain((
W
f[i+t+1..m−1]
m−i−t−1
)x1x2...xt
t+1
)f[0..i−1]
i
d
((
W
f[i+t+1..m−1]
m−i−t−1
)x0x1...xt−1
t+1
)f[0..i−1]
i
.
The second statement follows by a similar reasoning but uses now (6) directly instead of using Lemma 5.
This lemma can now be used to prove by induction on m that
Lemma 7. Let W be a symmetric binary input channel. Let m be a positive integer and let f and g be two
monomials of Mm that are of same degree and such that f  g. Then
W gm d W fm.
The second statement of the lemma follows from a similar reasoning.
Proof: When m = 1 the two monomials are necessarily equal and we are done. Assume now that the property
we want to prove holds for all positive integers up to some positive integer m. Consider now two monomials f
and g of Mm+1 with the same degree t and such that f  g. We can write
f = xi1 . . . xit
g = xj1 . . . xjt
with i1 < i2 < · · · < it and j1 < j2 < . . . jt. Let il be the smallest index among {i1, . . . , it} such that il < jl. If
such an index does not exist we have f = g and therefore W gm+1 d W fm+1 which is what we want to prove. Let
is be the largest index greater than or equal to il such that
ij = il + (j − l)
for all j in {l, l + 1, . . . , s}. In other words in such a case
xil . . . xis = xilxil+1 . . . xil+(s−l).
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Observe that we can write f as
f = f[0..il−1]xilxil+1 . . . xil+(s−l)f[il+(s−l)+2..m].
We can apply the previous lemma and obtain
W
f[0..il−1]xil+1xil+2...xil+(s−l)+1f[il+(s−l)+2..m]
m+1 d W fm+1. (7)
Observe now that g is such that
xil+1xil+2 . . . xil+(s−l)+1f[il+(s−l)+2..m]  g[il..m].
This comes from the fact that all the ju’s for u ∈ {l, l+ 1, . . . , s} necessarily satisfy ju > iu + 1, since this is true
for u = l and can be shown for values that are larger by noting that ju > jl + (l− u) > il + 1 + (l− u) = iu + 1.
We can apply the induction hypothesis to the pair g−il[il..m] and x1 . . . x(s−l)+1f
−il
[il+(s−l)+2..m] since
x1 . . . x(s−l)+1f
−il
[il+(s−l)+2..m]  g
−il
[il..m]
and therefore
W
g
−il
[il..m]
m−il+1 d W
x1...x(s−l)+1f
−il
[il+(s−l)+2..m]
m−il+1 .
By applying Corollary 1 we deduce that
W gm+1 d W
g[0..il−1]xil+1...xil+(s−l)+1f[il+(s−l)+2..m]
m+1 . (8)
Using the fact that by definition g[0..il−1] = f[0..il−1] and putting (7) and (8) together by using the transitivity of
d we get
W gm+1 d W fm+1
which proves that the induction hypothesis also holds up to m+ 1.
We are ready now for the proof of Theorem 1.
Proof of Theorem 1: Let C (I) be a polar code generated by the set of monomials I devised for a channel
W . Let f and g be two monomials such that (i) g is in I (ii) f  g. Assume first that f and g have the same
degree. In such a case we can apply Lemma 7 and deduce that
W gm d W fm.
When f and g are not of the same degree, we know that there exists a divisor g∗ of g such that g∗ and f have the
same degree and f  g∗. By applying Lemma 7 to the pair (f, g∗) we deduce that
W g
∗
m d W fm.
Since g∗ divides g we know from Proposition 4 that
W gm d W g
∗
m .
By transitivity of d we deduce again that
W gm d W fm.
Therefore in all cases we can apply Lemma 1 and obtain that
B
(
W fm
)
6 B (W gm).
This implies that f also belongs to I .
IV. STRUCTURAL PROPERTIES OF DECREASING MONOMIAL CODES
The algebraic formalism introduced in previous sections permits to reveal several interesting properties about
decreasing monomial codes. In this section, we focus only on three important aspects: characterising the dual code,
estimating the minimum distance and identifying a large subgroup of the permutation group.
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A. Duality
It is readily seen that the dual of a monomial code is a polynomial code, but it is not necessarily a monomial
code. However the dual of a decreasing monomial code turns out to be a decreasing monomial code. In order
to describe precisely the duality we will define some notation. The set of indices of the variables appearing in a
monomial g ∈Mm is denoted by ind(g). Hence, we have
g =
∏
i∈ind(g)
xi.
The multiplicative complement of a monomial g ∈Mm denoted by gˇ, is defined as:
gˇ =
∏
i∈{0,...,m−1}\ind(g)
xi
By extension for any subset I ⊆Mm, the set Iˇ ⊆Mm denotes {fˇ : f ∈ I}.
Lemma 8. For all f and g in Mm, f  g if and only if fˇ  gˇ.
Proof: Let f and g be two monomials in Mm such that f  g. By definition, there exists a divisor g∗ in
Mm of g such that deg g∗ = deg f and f  g∗. Let us set a = g
g∗
. By observing that fˇ  gˇ∗ and gˇ = gcd(gˇ∗, aˇ),
which means in particular gˇ divides gˇ∗, we can deduce by the triangle inequality that fˇ  gˇ.
Corollary 2. Let I ⊆Mm be a decreasing set then Mm \ Iˇ is a decreasing set.
Proof: Let h be a monomial that belongs toMm \ Iˇ , and let g ∈Mm be a monomial such that g  h. Assume
by contradiction that g /∈ Mm \ Iˇ , i.e. g ∈ Iˇ . Then there exists f ∈ I such that g = fˇ  h, which implies that
hˇ  f by Lemma 8. Since I is a decreasing set, hˇ ∈ I , that is to say, ˇˇh = h ∈ Iˇ which contradicts the assumption.
Therefore Mm \ Iˇ is a decreasing set
Proposition 6. Let C (I) be a decreasing monomial code, then its dual is a decreasing monomial code given by
C (I)⊥ = C (Mm \ Iˇ).
Proof: As dim(Iˇ) = dim(I), we have dimC (Mm \ Iˇ) = |Mm \ Iˇ| = N − dimC (I) = dimC (I)⊥, so we
need to prove only one inclusion.
Let f ∈ Mm \ Iˇ and consider g ∈ I . Assume that fg = x0 · · ·xm−1. This means there exists h ∈ Mm such
that f = hgˇ, or equivalently gˇ  f , that is to say f ∈ Iˇ because I is a decreasing set (and thanks to Lemma 8).
Hence the inclusion C (Mm \ Iˇ) ⊆ C (I)⊥ is proved.
Notice that this proposition yields the well known result about the dual of a Reed-Muller code
R(r,m)⊥ = C (Mm \ [x0 . . . xm−r−1;x0 . . . xm−1])
= C ([1;xr+1 . . . xm−1]) = R(m− r − 1,m).
A straightforward consequence of this is that under some conditions, any decreasing monomial code is weakly
self-dual.
Corollary 3. Let C (I) be a decreasing monomial code with |I| 6 122m. Then C (I) ⊆ C (I)⊥ if and only if for
any f ∈ I, fˇ 6∈ I .
Polar codes of rate (sufficiently) smaller than 1/2 generally satisfy this assumption and in the case of rate greater
than 12 it is the dual of the polar code that satisfies this assumption. This can be explained by looking at the
polarization process that is used to choose the monomials defining the polar code.
B. Minimum Distance of Decreasing Monomial Codes
The estimation of the minimum distance of a decreasing monomial code will need the following notion.
13
Definition 7. Let C (I) be a decreasing monomial code over m variables. We let
r−(C (I))
def
= max
{
r | R(r,m) ⊆ C (I)}
r+(C (I))
def
= min
{
r | C (I) ⊆ R(r,m)}
It is readily checked that another way of defining these quantities is that r− is the largest r for which the
monomial xm−r · · ·xm−1 is in I . On the other hand r+ is the largest integer r for which x0 · · ·xr−1 is in I . These
quantities are related to the minimum distance of a decreasing monomial code and its dual through the following
result
Proposition 7. Let C (I) be a decreasing monomial code over m variables. We have the following properties:
1) The minimum distance of C (I) is equal to 2m−r+(C (I)).
2) r−(C (I)⊥) and r+(C (I)⊥) satisfy the equalities:
r−(C (I)⊥) = m− 1− r+(C (I))
r+(C (I)
⊥) = m− 1− r−(C (I))
3) The minimum distance of C (I)⊥ is equal to 2r−(C (I))+1
C. Permutation Group
Applying an affine permutation to a monomial code yields a polynomial code but not necessarily a monomial
code. Furthermore, polynomial codes and monomial codes may have a trivial permutation group. However by
considering the subclass of decreasing monomial codes we obtain codes with a very large permutation group which
is the lower triangular affine group. Before giving its precise definition, we introduce some notation. Binary square
matrices with m rows (and m columns) are denoted by Fm×m2 . Let us recall that a bijective affine transformation
over Fm2 can be represented by a pair (A, b) where A lies in the general linear group GL(m, 2) and b in Fm2 . The
action of (A, b) on a monomial g is denoted by (A, b) · g. It basically consists in replacing each monomial xi by
a “new” monomial yi defined by:
yi = xi +
m−1∑
j=0
aijxj + bi.
In the case of decreasing monomial codes, we are interested in a subclass of these transformations that are lower
triangular. We recall that a matrix A = (ai,j) is lower triangular if ai,j = 0 whenever j > i.
Definition 8. The set of affine transformations over Fm2 of the form x 7→ Ax + b where A ∈ Fm×m2 is a lower
triangular binary matrix with ai,i = 1 and b ∈ Fm2 forms a group called the lower triangular affine group LTA(m, 2).
Theorem 2. The permutation group of a decreasing monomial code in m variables contains LTA(m, 2).
Proof: Let C (I) be a decreasing monomial code and let (A, b) be in LTA(m, 2). The action of (A, b) where
A = (ai,j) ∈ Fm×m2 and b ∈ Fm2 can be viewed as a change of variables where xi is replaced by the variable yi
defined by
yi = xi +
i−1∑
j=0
aijxj + bi.
Hence if xi1 · · ·xis belongs to I with 0 6 i1 < · · · < is 6 m− 1 then yi1 · · · yis is a linear combination involving
only monomials of the form
∏
i∈J xi where J describes the powerset of {i1, . . . , is}. In particular,
∏
i∈J xi is in
I since I is decreasing and therefore ev(yi1 · · · yis) belongs to C (I), which terminates the proof.
Remark 3. Although the permutation group of a Reed-Muller code is well-known, the question remains open for
decreasing monomial codes.
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V. MINIMUM WEIGHT CODEWORDS
A. Structure of orbits under the action of LTA(m, 2)
A natural object when dealing with group actions is the orbit of an element. We denote by
Og = {(A, b) · g| (A, b) ∈ LTA(m, 2)} for g ∈Mm
the orbit of a monomial g under the action of LTA(m, 2).When g is equal to the monomial xi then its orbits is
of the form
{
xi +
i−1∑
j=0
ajxj + b | aj and b ∈ F2
}
. A consequence is that the cardinality of the orbit of xi equals
2i+1.
When the degree of g is greater than 1 counting the number of elements in the orbit is less obvious. The reason
why the task is more complicated comes from the fact that the stabilizer subgroup of LTA(m, 2) with respect to
g is not trivial. The following example illustrates this fact.
Exemple 1. Let g = x0x1 then by definition LTA(m, 2).g = {(x0 + b0)(x1 + a1,0x0 + b1)|b0, a1,0, b1 ∈ F2}. We
remark that there are two group elements in Rm that leave g invariant: (x0 + b0)(x1 + a1,0x0 + b1) = x0x1 if and
only if b0 = 0 and a1,0 = b1, in other words x0x1 = x0(x1 +x0 + 1). In this case there are 4 distincts polynomials
in the orbit of x0x1 which are x0x1, x0(x1 + 1), (x0 + 1)x1 and (x0 + 1)(x1 + 1).
Definition 9. For any g from Mm we define LTA(m, 2)g as the subgroup of (A, b) ∈ LTA(m, 2) such that:
bi = 0 if i 6∈ ind(g) and aij =
{
0 if i 6∈ ind(g)
0 if j ∈ ind(g).
Proposition 8. For any monomial g in Mm the orbit of g under the action of LTA(m, 2) is equal to the orbit of
g under the action of LTA(m, 2)g:
LTA(m, 2) · g = LTA(m, 2)g · g. (9)
Proof: The inclusion LTA(m, 2)g ⊆ LTA(m, 2) is clear. We prove the converse inclusion by induction on
deg g. For deg g = 0 and 1, it is clear that (9) holds. Let us assume that is true for any monomial of degree 6 d
where d > 1. Let g be a monomial in Mm of degree d+ 1. Let us consider (A, b) in LTA(m, 2) and for any i in
ind(g) we define yi as:
yi = xi +
i−1∑
t=0
aitxt + bi
Hence we have (A, b) · g = ∏
j∈ind(g)
yj . Now let i be the maximum element of ind(g). We then have:
yi = xi +
∑
t∈ind(g)
aitxt +
i−1∑
t=0,t/∈ind(g)
aitxt + bi
Using the fact that f2 = f for any f in Rm, we also have:∏
j∈ind(g)
yj = yi
∏
t∈ind(g),t 6=i
yt
=
xi + ∑
t∈ind(g)
ait(xt + 1 + yt)
+
i−1∑
t=0,t/∈ind(g)
aitxt + bi
 ∏
t∈ind(g),t6=i
yt
Since
∏
t∈ind(g),t6=i yt is of degree d then by induction assumption, there exists (A
∗, b∗) ∈ LTA(m, 2)g such that
for any t ∈ ind(g) and t 6= i, it holds:
yt = xt +
t−1∑
s=0,s/∈ind(g)
a∗tsxs + b
∗
t .
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This implies in particular that we can write:∑
t∈ind(g)
ait(xt + 1 + yt) =
∑
t∈ind(g)
t−1∑
s=0,s/∈ind(g)
ait(a
∗
tsxs + b
∗
t + 1)
This last equation only involves variables xs with 0 6 s < i and s /∈ ind(g). Hence we can find a binary vector
(a∗i0, . . . , a
∗
i,i−1) with ait = 0 if t ∈ ind(g), and b∗i ∈ F2 such that:
∏
t∈ind(g)
yt =
∏
t∈ind(g)
xt + t−1∑
s=0,s/∈ind(g)
a∗tsxs + b
∗
t
 .
This last equality proves LTA(m, 2) · g ⊆ LTA(m, 2)g · g and concludes the proof.
Proposition 9. For any g ∈Mm we have
|Og| = |LTA(m, 2)g| .
Proof: From Proposition 8 we have that |Og| 6 |LTA(m, 2)g · g|.
Let g ∈Mm and let us consider (A, b) and (A′, b′) in LTA(m, 2)g. We prove that if (A, b) · g = (A′, b′) · g in
Rm then A = A′ and
This comes from the fact that in the polynomial (A, b) · g ∈ Rm, the coefficient of xj
∏
k∈ind(g),k 6=i
xk when
i ∈ ind(g) and j /∈ ind(g) is exactly aij and the coefficient of
∏
k∈ind(g),k 6=i
xk is bi. This proves that (A, b) = (A′, b′).
Therefore there is a bijection between the two sets and counting the number of elements in the orbit of g is
equivalent to counting the number of pairs A, b ∈ LTA(m, 2)g.
In order to give the cardinality of an orbit we use a well-known combinatorial object called the Ferrers diagram
(or Young diagram).
Definition 10. A Young diagram is a finite collection of boxes arranged in left-justified rows, with the rows sizes
weakly increasing.
Figure 2. Young diagrams inside a 2× 3 grid
∗
∗
∗ ∗ ∗
∗
∗ ∗
∗ ∗
∗ ∗ ∗ ∗ ∗
∗
∗ ∗ ∗
∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
The diagram is generally used to represent a partition λ of integers. In the above figure we have the following
partitions from left to right: ε, (1), (1, 1), (2), (1, 2), (2, 2), (3), (1, 3), (2, 3), (3, 3).
We construct a bijection between Young diagrams in grids of size d × (m − d) and monomials of degree d in
m variables.More precisely if (A, b) ∈ LTA(m, 2)g, then by definition of A the rows i /∈ ind(g) and the columns
j ∈ ind(g) contains only a 1 on the diagonal (and 0 elsewhere). If we remove from A the rows i /∈ ind(g) and the
columns j ∈ ind(g), we get a d × (m − d) matrix with possible non-zero coefficients exactly inside the boxes of
the associated Ferrers diagram.
Proposition 10. For any integers m, d with 1 6 d 6 m, there is a bijection between monomials in Mm of degree
d and Young diagrams inside the d× (m− d) grid.
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Proof: If g = xi1 · · ·xid ∈ Mm is a monomial of degree d, then the partition associated to g is λg =
(id−(d−1), id−1−(d−2), . . . , i1−0) inside the d×(m−d) grid. It is a partition since ik−(k−1) > ik−1−(k−2).
If λ = (λd, . . . , λ1) is a partition inside the d× (m−d) grid with λd > λd−1 > . . . > λ1 > 0, then the monomial
g associated to it is g = xi1 · · ·xid where ik = λk + (k − 1) > λk−1 − 1 + (k − 1) = ik−1.
Exemple 2. Let m = 5, g = x1x4 then the partition associated to g is λg = (4− 1, 1− 0) = (3, 1) and it’s Young
diagram in the 2× 3 grid is
∗
∗ ∗ ∗ .
We illustrate the same bijection using the matrix
A =

1 0 0 0 0
a10 1 0 0 0
0 0 1 0 0
0 0 0 1 0
a40 0 a42 a43 1
 .
After deleting the rows corresponding to x0, x2, x3 and the columns corresponding to x1, x4, we get
(
a10 0 0
a40 a42 a43
)
which corresponding to the 8th Ferrers diagram from Figure 2. We deduce that there are 24 different matrices A
in LTA(m, 2)g, and 22 different vectors b which gives |Ox1x4 | = 26.
On the other hand, the monomials associated to the Young diagrams from Figure 2 are (in the same order):
x0x1, x0x2, x1x2, x0x3, x1x3, x2x3, x0x4, x1x4, x2x4 and x3x4.
We denote by λg the Ferrers diagram corresponding to g and |λg| the size of a diagram, that is to say the number
of * in the diagram. Thanks to Proposition 9 we can state the following.
Proposition 11. The cardinality of the orbit of g under the action of LTA(m, 2) is
|LTA(m, 2) · g| = 2 deg(g)+|λg|
B. The minimum weight codewords of a decreasing monomial code.
Characterizing the minimum weight codewords is often quite difficult and there are few families of codes where
the structure of the minimum weight codewords is well known. In the case of decreasing monomial codes the
subgroup LTA(m, 2) gives enough information to understand the structure of the minimum weight codewords. We
suppose that C (I) is a decreasing monomial code and we denote by Ir+ = {f ∈ I | deg(f) = r+} the set of
monomials in I of maximal degree. From Proposition 7, the set of minimum weight codewords is
Wmin = {c ∈ C (I) | |c| = 2m−r+}.
Proposition 12.
Wmin =
{
ev(P ) | ∃f ∈ Ir+ , P ∈ LTA(m, 2) · f
}
.
Proof: The ⊇ inclusion comes from the fact that LTA(m, 2) acts on C (I) as a permutation, and for any
f ∈ Ir+ , ev(f) has weight 2m−r+ .
As for the ⊆ inclusion, consider an arbitrary element ev(P ) ∈ Wmin. From [26] we know that an element of
weight 2m−r+ is the evaluation of a product of r+ independent linear forms P =
r+∏
j=1
`j . Each linear form can be
written as
`j = xij +
∑
06k<ij
ajkxk + εj .
If all the maximal variables xij in the r+ linear forms are pairwise distinct then P ∈ O(xi1 ...xir+ ).
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Now suppose that this assumption is not true and consider without loss of generality two linear forms having
the same maximum variable `1 = xi2 +
∑
k<i2
a1kxk + ε1 and `2 = xi2 +
∑
k<i2
a2kxk + ε2. Let `∗1 = xi2 + `1 and
`∗2 = xi2 + `2. It is clear that `∗1 + `∗2 6= 0 because of the independence condition. Using the relation f2 = f for
any f ∈ Rm we can rewrite
`1`2 = (`1 + `2 + 1) `2 = (`
∗
1 + `
∗
2 + 1) `2 = `
′
1`2
where the maximum variable of `
′
1 is strictly smaller than xi2 and the two forms are independent.
By induction we can prove that any product of r+ linear forms can be rewritten in a product of r+ linear
independant forms with distincts maximal variable.
Furthermore we prove that for any two distinct monomials the intersection of their orbits is the empty set and
conclude with the formula counting the minimum weight codewords of a decreasing monomial code.
Lemma 9. Let f and g be two different monomials in Mm. Then the intersection of their orbits is equal to the
empty set.
LTA(m, 2) · f ∩ LTA(m, 2) · g = ∅.
Proof: If the two monomial can be compared with respect to our order then we can consider without loss of
generality that f  g. Using the definition of LTA(m, 2) we have that any polynomial in the orbit of g contains
the monomial g and any polynomial is the orbit of f does not contain the monomial g. So it is impossible to find
a polynomial belonging to both orbits.
If the two monomials can not compared the proof works in the same way.
Theorem 3. Let C (I) be a decreasing monomial code, then the number of minimum weight codewords in C (I)
equals
|Wmin| = 2r+
∑
g∈Ir+
2|λg|.
Proof:
Use Proposition 12 and Lemma 9
Corollary 4. The number of minimum weight codewords in R(r,m) equals
Wmin(R(r,m)) = 2
r
(
m
r
)
2
where
(
m
r
)
2
=
(2m − 1) . . . (2m − 2r−1)
(2r − 1) . . . (2r − 2r−1) is the Gaussian binomial coefficient.
Proof: Recall that
(
m
r
)
2
represents the number of r-dimensional subspaces of Fm2 . The problem of counting
the number of r-dimensional subspaces of Fm2 is equivalent to counting the number of r ×m matrices of rank r
in reduced echelon form. Each matrix gives rise to a Young diagram inside the r× (m− r) grid and each diagram
λ can be obtained from 2|λ| matrices. So we have the following combinatorial identity:(
m
r
)
2
=
∑
λ⊂r×(m−r)
2|λ|. (10)
Moreover we recall that R(r,m) = C ([1, xm−r . . . xm−1]) , which implies that the Young diagrams correspond-
ing to all the maximum degree monomials of a Reed-Muller Code are all the possible diagrams in the r× (m− r)
grid. Thus we have
Wmin(R(r,m)) = 2
r
∑
λ⊂r×(m−r)
2|λ| = 2r
(
m
r
)
2
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