Text matching is the core of natural language processing (NLP) system. It's considered as a touchstone of the NLP, and it aims to find whether text pairs are equal in semantics. However, the semantic gap in text matching is still an open problem to solve. Inspired by successes of cycle-consistent adversarial network (CycleGAN) in image domain transformation, we propose an enhanced text matching method based on the CycleGAN combined with the Transformer network. Based on the proposed method, the text semantics in a source domain is transferred to a similar or different target domain, and the semantic distance between text pairs is decreased. Meanwhile, we demonstrate our method in paraphrase identification and question answer matching. The matching degree is computed by a standard text matching model to evaluate the transforming influence on narrowing the text semantic gap. The experiments show that our method achieves text domain adaptation, and the effects on different matching models are remarkable.
between the two semantic representations. Different from these methods, our approach focuses on transferring the semantic domain to improve the matching degree. To be specific, we employ a cycle-consistent adversarial network (CycleGAN) framework as the semantic transformation model. In contrast to most traditional CycleGAN architectures, we use the Transformer network as the generator. Meanwhile, a discriminator consisting of CNN estimates the probability that the transferred text comes from the target semantic domain. The generators and discriminators are adversarially trained with backpropagation. But the adversarial training is notoriously hard [17] [18] [19] , the parameters of generators and discriminators cannot be updated in backpropagation sometimes. Thus, we modify the loss functions and use a gradient penalty to enforce the transferred texts to be semantically closer to the texts in target domain. Moreover, we conduct experiments on public datasets of paraphrase identification and question answer matching. We use different matching methods as the baselines and compare the performance between our method and baselines. The experiments on the task of paraphrase identification show that our method can achieve the similar semantic domain transformation, i.e. a question is transferred to a target question, and the matching degree is improved. For the other task, our approach transfers different domains, i.e. a question is transferred to an answer or an answer is transferred to a question. Then we achieve domain adaptation, i.e. we train the matching model in paraphrase identification for use in question answer matching. The experimental results show our method performs better than baselines.
Considering the universal application of natural language model based on semantic networks [20] , the semantic transformation model is also promising for many other text approaches, such as text classification [21] , text analysis [22] , [23] , etc.
Our main contributions are as follows:
1) The proposed text matching method focuses on the semantic transformation instead of the semantic representation from a novel perspective.
2) The proposed semantic transformation model combines Transformer network with CycleGAN framework perfectly.
3) The model is suitable for domain adaptation included the similar and different domain to narrow the text semantic gap.
The rest of the paper is organized as follows. Section II covers the related work on text matching and CycleGAN. Our proposed method is presented in Section III. In section IV, we conduct experiments on paraphrase identification and question answer matching. Finally, the conclusions are illustrated in Section V.
II. RELATED WORK A. TEXT MATCHING
Many text matching methods focus on finding good semantic representations from the texts using DNN. There are a lot of works based on text representation. Huang et al. proposed a deep structured semantic model (DSSM) [24] for document retrieval. It is the earliest research that applies a DNN on text matching. DSSM uses a multilayer perceptron (MLP) [25] to map the texts to feature vectors in a low dimensional semantic space and then compares the similarity between documents and queries. Shen et al. further improved DSSM and proposed the convolutional DSSM (CDSSM) [26] . CDSSM replaces the MLP with CNN when learning text representations. Similarly, Palangi et al. proposed DSSM-LSTM [27] that uses LSTM to capture contextual semantics. Severyn and Moschitti proposed two distributional sentence models based on convolutional neural network (ConvNet) [28] for QA matching. Zhou et al. [29] also used a neural network to learn the semantic representations for questions and answers. Yin et al. proposed attention-based CNN (ABCNN) [30] for answer selection, PI and textual entailment tasks. This approach introduces three attention mechanisms that integrates mutual influence between texts into CNN. Chen et al. proposed an enhanced sequential inference model (ESIM) [31] for natural language inference. ESIM uses a BiLSTM to encode the premise and hypothesis. Tan et al. proposed Attention-Based LSTM [32] . The model utilizes neural attention mechanism with LSTM to capture the most important semantic information in a text. Kusner et al. proposed the Word Mover's Distance (WMD) [33] to measure the distance between text documents. Liu et al. proposed a hierarchical model for sentences matching and extended WMD to the Ordered WMD [34] that considers the positions of words in a sentence. Song et al. also proposed a positional convolution neural model (P-CNN) [35] that takes the sequential structures of sentences into account.
B. CYCLE-CONSISTENT ADVERSARIAL NETWORK
A CycleGAN [36] basically consists of two generative adversarial networks (GANs) [37] . It trains two generators coupled with two discriminators to learn two bidirectional mappings across image domains. The default generators are residual networks (ResNets) [38] , and the default discriminators are PatchGANs [36] . The CycleGAN framework was proposed for image to image transformation (e.g. it transfers a zebra to a horse). It is a recent successful approach to learn a transformation between image domains, and the general idea of CycleGAN has been further developed and improved. Based on CycleGAN, Wu et al. [39] generated a cartoon face that transferred from a person face. Lu et al. [40] extended the CycleGAN to conditional CycleGAN for face image generation. It generates a high-res face image from the low-res image and allows control of the appearance of the generated face via the input attributes. Chang et al. [41] used the CycleGAN to generate handwritten Chinese characters. The CycleGAN consists of DenseNet blocks [42] . Brunner et al. [43] adapted CycleGAN to transfer a piece of music from a source genre to a target genre. The model adds additional discriminators to enforce the generators to keep the structure of the original music mostly intact. Engin et al. [44] proposed an enhanced CycleGAN by com- bining cycle consistency loss and perceptual loss to generate haze-free images. Wang et al. [45] translated the SAR patches to optical image patches. Gorti and Ma [46] used the Cycle-GAN to generate images from text.
III. APPROACH A. SEMANTIC TRANSFORMATION
Our semantic transformation model is shown in Fig. 1 . It contains two generators and two discriminators. The generators are responsible for transferring text from source domain to a target domain, while the discriminators are responsible for differentiating the transferred text from the text in target domain.
In particular, for text pair x and y that respectively from domain X and Y , the generator G 1 transfers text x to a new textỹ, such that the discriminator D Y cannot tell whether the textỹ comes from domain Y or another. At the same time, the generator G 2 tries to transfer text y to a new textx, while the discriminator D X attempts to distinguish whether the textx comes from domain X . Moreover, the transferred textx andỹ should be fed back to the generators to continue the transformations. The two transformations are defined as below:ỹ
The generator G 1 and G 2 employ Transformer network, which is the encoder-decoder architecture. For both the encoder and decoder, the generators use a stack of selfattention and feed-forward networks. The generators are illustrated in more detail. Firstly, the input text is encoded as an embedding matrix M ∈ R n×d . The length of text is n and the dimension of word embedding is d. Then the matrix is combined with a position encoding to expose position information to the model. In addition, the self-attention in encoder employ m attention heads. Each attention head operates on the embedding matrix and computes a latent representation. Moreover, self-attention and the feed-forward networks are followed by dropout. Finally, the decoder receives the latent representation and use the self-attention mechanism to reconstruct it to a new text.
The discriminator D X and D Y are the regular CNN model, which consists of several convolutional layers, several maxpooling layers and several fully-connected layers. The inputs of discriminators include the original texts and the transferred texts. Firstly, the texts are encoded to matrixes (not shown in Fig. 1 ). Then the convolutional layer involves a filter W ∈ R k×h , in which k × h is the filter size. The convolutional operation maps the matrix to a latent feature map
is the activation function, * is the convolutional operation, and b is the corresponding bias. Then these feature maps are concatenated together, followed with a max-pooling layer to take the maximum value. Finally, we use a full-connected layer that consists of DenseNet blocks to estimate the outputting results.
B. ADVERSARIAL TRAINING
To learn the two transformations in (1), we adopt an adversarial training strategy. In adversarial training, the generators and discriminators compete with each other. The adversarial training is accomplished by propagating the gradients of loss functions back to the generators and discriminators.
For the generators, the loss functions are shown as below:
where D X (x) denotes the probability that textx comes from domain X , and D Y (ỹ) denotes the probability of textỹ coming from domain Y . L cycle is the cycle consistency loss, γ is the corresponding weight. The cycle consistency loss makes sure that the text is transferred back to the original text after passing through both generators, i.e. x = G 2 (G 1 (x)) and y = G 1 (G 2 (y)). In other words, the output textỹ of the generator G 1 can be used as input to the generator G 2 , and the output of the generator G 2 should be identical to the original text. Likewise, the output textx of the generator G 2 can be fed as input to the generator G 1 , and the output of the generator G 1 should be identical to the input of the generator G 2 . To that end, we use the crossentropy loss [47] to measure the difference between the text G 1 (x) and the original text y, and vice versa.
where V is the vocabulary size, q i (·) is probability that each word belongs to the i-th word in vocabulary. In function q i (·), we use the one-hot label encoding [48] to encode the text, then the label smoothing regularization [49] is used to softly distribute the labels.
For the discriminators, the loss functions are shown as below:
where D X (x) denotes the probability that text x comes from domain X , and D Y (y) denotes the probability of text y coming from domain Y . p (·) is the gradient penalty function. λ is the penalty coefficient.
The gradient penalty is an additional regularization term for the discriminators to increase training stability further. The gradient penalty function is shown as below:
where ∇ denotes the gradient of discriminators, and α is a random number with uniform distribution in [0, 1]. The training target is to minimize the loss functions of the generators and discriminators. For generator G 1 and G 2 , we freeze the discriminators, and then minimize the loss functions L G , i.e. we should maximize the probability D Y (ỹ) and D X (x) respectively. For discriminator D X and D Y , we freeze the generators, and then minimize the loss functions L D , i.e. we should maximize the probability D X (x) and D Y (y) for the original text, and minimize the probability D X (x) and D Y (ỹ) for the transferred text. The generators and discriminators are iteratively trained. Hence, G 1 and G 2 in our semantic transformation model is used to transfer the text semantic domain.
C. TEXT MATCHING
Suppose that we have two texts x and y that respectively from semantic domain X and Y . For text x, our semantic transformation model transfers text x to a new textỹ, and then we conduct matching between textỹ and text y. The reverse is also true: we transfer text y to textx, and then we match textx with text x. The text matching model learns the semantic representation of text and should decrease the semantic distance between text pairs as much as possible. To that end, in this paper, we use the semantic transformation model to transfer the texts to the same semantic domain. Given a fixed matching model F, the degree of matching is typically measured by the matching model on the representation of each text:
or match (x, y) = F ( (x) , (ST (y)))
where (·) is a function that encodes text to an embedding matrix, ST denotes our semantic transformation model. A potential interpretation for the text matching method is that it decreases the semantic distance between text pairs. The semantic distance between text x and text y is defined as:
As textỹ and text y come from the same semantic domain, and textx and text x is also in the same semantic domain, the semantic distance between textỹ and text y is less than the semantic distance between text x and text y, and the semantic distance between textx and text x is also less than the semantic distance between text x and text y, i.e. SD(ỹ, y) < SD(x, y) and SD(x, x) < SD(x, y). As a result, the matching degree is enhanced after transformation.
IV. EXPERIMENTS
We evaluate our method and baselines on two text matching tasks, i.e. paraphrase identification and question answer matching.
A. BASELINES
For comparison, the following representation-based text matching models are evaluated as baselines to demonstrate the superiority of our method.
DSSM: It is a semantic model based on DNN. A non-linear projection is performed to map the text pairs to a common semantic space. Then the matching degree of the texts is calculated as the cosine similarity between the vectors in the semantic space. In this paper, we set the parameters of DSSM as follows: the batch size is 1000, the epoch is 50, the embedding size is 100, the learning rate is 0.0005, and the dropout rate is 0.7.
ConvNet: It is composed of a single convolutional layer followed by a non-linearity and simple max-pooling layer. The convolutional operation is used to learn an embedding vector, the resulting vector representations can be used to calculate the similarity score between text pairs. In this paper, we set the parameters of ConvNet as follows: the batch size is 1024, the epoch is 50, the embedding size is 100, the learning rate is 0.0005, the dropout rate is 0.7, and the filter size is 3 × 100.
ABCNN: It learns semantic representations using CNN with attention mechanism. The model adds attention mechanism in the input layer to utilize mutual information between text pairs. In this paper, we set the parameters of ABCNN as follows: the batch size is 200, the epoch is 50, the embedding size is 100, the learning rate is 0.001, the dropout rate is 0.7. Besides, the model uses two convolutional layers, and the filter size is 3 × 100.
ESIM: It is an enhanced LSTM model. It was proposed for natural language inference. Here, we modify the ESIM network to fit the text matching task. The model uses a BiLSTM to encode the text pairs, followed by a matrix attention layer, a local inference layer, another BiLSTM inference composition layer, and finally a pooling operation before the output layer. In this paper, we set the parameters of ConvNet as follows: the batch size is 1024, the epoch is 50, the embedding size is 512, the learning rate is 0.0005, and the dropout rate is 0.7.
B. ARCHITECTURE PARAMETERS AND TRAINING
Since the adversarial training of our semantic transformation model is notoriously hard and requires a significant amount of hyperparameter tuning and training tricks. In this paper, we apply the following parameters for the generators and discriminators.
For generators, we use six encoder and decoder layers, the attention head number m = 8, the maximum length of text n = 15, the dimension of word embedding d = 512, and a dropout rate is 0.1.
For discriminators, we use four convolutional layers, one max-pooling layer and two full-connected layers. The filter sizes in convolutional layers are 2 × 512, 3 × 512, 4 × 512, and 5 × 512. We use ReLu [50] as the activation function in convolutional layers.
We crossly train the generators and discriminators, the step for training the generators is one, and the step for training the discriminators is five. Both the generators and discriminators are trained for 30 epochs, and the batch size for each step is 32. We apply Adam optimizer [51] for the optimization of our model. The learning rate of generators is 0.0001, and the learning rate of discriminators is 0.0005. We set γ as 10 in loss function (2) and (3) . Also, we set λ = 10 in loss function (6) and (7) .
C. PARAPHRASE IDENTIFICATION
Paraphrase identification aims to match two questions that are semantically similar. This experiment is conducted to test our methods on matching homogenous texts. Here, we conduct our experiment on LCQMC dataset [52] and STS benchmark dataset [53] . The LCQMC dataset was released by Harbin Institute of Technology at COLING 2018. The dataset is a collection of question pairs and contains 125K positive instances (the question pairs are labeled as matching) and 125K negative instances (the question pairs are labeled as not matching). The STS benchmark dataset is a collection of text pairs with human-annotated similarity scores that range from 0 to 5. Since the paraphrase identification task is a binary classification problem, we modify STS benchmark to fit the text matching task. The modification is being done by collapsing the scores in range 0-1 to the label 0 (the text pairs are matching) and the scores in range 4-5 to the label 1 (the text pairs are not matching). We omit all the ambiguous text pairs associated with scores between 1 and 4. The modified STS benchmark dataset contains 2.0K positive instances and 1.8K negative instances.
We use accuracy and F1-score [54] as the metrics to evaluate the model performance. For brevity, the text pairs in each dataset are respectively from domain Q1 and Q2. Our semantic transformation model is trained on positive instances and applied to transfer the texts in Q1 to the texts in Q2. Then the baselines are used to evaluate the original text pairs and the transferred text pairs. The experimental results are listed in Table 1 and Table 2 .
In Table 1 and Table 2 , it can be seen that our method improves the accuracy and F1-score performance. Compared with baselines, our method achieves an accuracy of 64.50% (+2.85), 75.24% (+0.06), 76.92% (+0.46) and 80.43% (+1.5) over LCQMC dataset. On STS benchmark dataset, we achieve an accuracy of 59.29% (+1.24), 64.40% (+0.16), 63.37% (+1.56) and 64.71% (+0.82). The improvement of F1-score is 2.91%/2.37%, 0.35%/0.24%, 0.25%/0.87% and 1.44%/0.16% respectively. As a result, our method outperforms baselines slightly in terms of accuracy and F1-score. 
D. QUESTION ANSWER MATCHING
The goal of QA matching is to determine whether the answer matches with question. This experiment is conducted to test our methods on matching heterogeneous texts. We conduct our experiment on dataset NLPCC-ICCPOL 2016 DBQA [55] . The dataset is a collection of QA pairs, and each pair is labeled as matching or not matching. It contains 15K positive instances and 290K negative instances. The data is seriously unbalanced, which can lead to an unreliable result in the binary classification task. Therefore, we choose 14K positive instances and 14K negative instances for the task.
The evaluation metrics are also accuracy and F1-score. We compare the performance of baselines that are respectively trained on LCQMC and DBQA. Table 3 summarizes the evaluation results.
From Table 3 , we can see the accuracy and F1-score on DBQA are much less than the accuracy and F1-score on LCQMC. The accuracy is almost reduced by 10%. For example, in ESIM, the accuracy and F1-score even decrease to 50.34% (−26.12) and 44.65% (−35.51) . This might be caused by the large semantic distance between the questions and answers in DBQA. Therefore, we use the baselines trained on LCQMC to evaluate the text pairs in DBQA. Our semantic transformation model is trained on positive instances in DBQA. Then the baselines trained on LCQMC are used to evaluate the transferred text pairs. The results are shown in Table 4 .
In Table 4 , Q→A denotes that our semantic transformation model transfers questions in DBQA to answers, and then we conduct matching on answers and answers. Similarly, A→Q denotes that our model transfers answers in DBQA to questions, then we match questions with questions. As we can see, the performance of baselines that are trained on LCQMC is really poor, and the accuracy is even less than 50%. After transformation, the accuracy and F1-score are significantly enhanced. More specifically, when we transfer questions to answers, our method achieves an accuracy of 63.28% (+14.43), 66.37% (+16.18), 82.64% (+32.28) and 87.06% (+37.25%). When we transfer answer to question, our method achieves an accuracy of 63.33% (+14.48), 66.64% (+16.35), 80.57% (+30.21) and 86.69% (+36.80). From Table 3 and Table 4 , the performance of our method is also improved. The relative improvement is about 10.64%/10.69%, 1.45%/1.72%, 32.3%/ 30.23% and 21.05%/20.68%. The F1-score is also improved significantly. As a result, our method can achieve different semantic domain transformation and enhanced the matching degree.
Furthermore, we take a pair of texts as an example (selected from the DBQA dataset) and illustrate the matching degree of the model with transformation and without transformation. The matching degree is visualized as Fig. 2 . Fig. 2 shows the heatmap of the semantic similarity matrix, which displays the matching degrees of original texts and transferred texts. The more semantically similar the word pair is, the deeper the color in the heatmap is. From the heatmap, we can observe the matching degree of transferred text pairs is more than the matching degree of original text pairs.
E. RESULT ANALYSIS
We have compared our method with baselines on paraphrase identification and question answer matching to evaluate their influence on performance. Table 1 to Table 4 show the comparison results on LCQMC, STS Benchmark and DBQA.
In the similar domain, Table 1 and Table 2 show that our method improves the text matching degree slightly. The best improvement of our method over the baselines is about 2.85% and 2.91% in terms of accuracy and F1-score. It corroborates that the transferred text is more similar to the text in domain Q2.
In the different domain, Table 3 and Table 4 show that our method outperforms the baselines significantly. The best improvement is about 32.3% and 37.71% in terms of accuracy and F1-score. In this case, our model achieves different domain transformation and the semantic transformation does produce positive impact for the text matching models.
In addition, in Table 4 , we observe that our model achieves domain adaptation. The baselines without semantic transformation achieve the poor accuracy and F1-score, as they are evaluated on DBQA but trained on LCQMC. With semantic transformation, our model learns the semantic features and transfers the questions and answers on DBQA to the same domain as LCQMC.
V. CONCLUSION
In this paper, we present that text matching performance can be enhanced by semantic transformation of text pairs from a new perspective. We propose a semantic transformation model combined Transformer network with CycleGAN framework to achieve similar domain transformation and different domain transformation. In the model training phase, the loss functions of the generators and the discriminators are modified to improve the training stability. The experiments demonstrate that the semantic gap is narrowed, and the semantic matching is improved significantly. Meanwhile, the results show that the model can be used in different semantic domains to implement domain adaptation.
