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ABSTRACT

Academic institutions and instructors lack the ability to accurately assess the moment-to-moment
attentiveness of students in classrooms where students’ faces are obscured by computer monitors. This
can cause the lectures of Computer Science, Information Technology, or other lab-based courses to be
incorrectly-paced, which can lead to students having an overall poorer grasp of the subject material. We
propose a system for real-time accurate detection of classroom attentiveness using monitor-mounted
webcams and eye trackers, along with a Convolutional Neural Network machine learning model
(NiCATS). Through the use of a neural network, we produce an initial attentiveness score based on
student webcam images which are compared to a series of extracted eye metrics and used to identify
correlations for an automatic attentiveness judging system. Because student perceived attentiveness alone
does not provide feedback regarding the knowledge understanding of the content being presented, this
thesis explores the application of NiCATS to 1) understand student knowledge acquisition and 2) gain
deeper insights into the content topics that students struggle with (e.g., muddiest points) in the context of
gaze metrics. It is hoped that the results from this work will help instructors utilize NiCATS to understand
student learning behavior in their classrooms. Interested researchers can also design interventions that can
be evaluated for improving student learning through automated collection and analysis of gaze metrics
and face images (as part of the NiCATS system).
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CHAPTER 1
INTRODUCTION
One of the open-ended research problems in Computer Science education is to gauge
real-time understanding of student comprehension in classrooms. While this transcends all
classrooms, it is a bigger issue in a computer science classroom where students are working behind
monitors limiting student-teacher visual interactions. As such, traditional evaluations of student
comprehension is commonly conducted much later, by reviewing instruments such as test and quiz
results of the students, collecting feedback about a specific topic, and various other activities.
Additionally, while these evaluations can provide information about whether a student has
understood the material or not, these evaluations usually will not provide any insight into what led
the student to their provided solutions (i.e., their comprehension process). This makes it difficult for
educators to identify the causes behind why students may be misunderstanding the presented
information. Without the ability to identify these issues early on, instructors cannot change the pace
of their lectures, or provide any tailored assistance for the struggling students unless the student
seeks out the information on their own.
Prior researchers have utilized machine learning and computer vision techniques to
automatically determine the attentiveness of a student to a limited success (Tabassum et al. 2020,
127-134; Whitehill et al. 2014,86-98). Additionally, researchers have reported certain factors
related to eye metrics (for example, average fixation duration) that can be used to understand the
intent of the person’s mind as they perceive and process information presented to them (Sharafi et
al. 2015, 96-103; Veliyath et al. 2019, 2-9). While facial expressions give insights on students'
perceived attentiveness from the perspective of the observer, eye tracking metrics can add another
layer of insights concerning the students’ eyes searching and acquiring content that has not been
investigated in a wide range of classroom settings. We assert that educators can benefit by having
an arsenal of tool sets that can help them identify eye metrics data that is highly correlated with
students’ knowledge comprehension abilities. The advantage of using this approach is the lack of
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observational effect due to the passive nature of the system while having the similar
attention-judging accuracy as domain expert humans. The passive nature of the system is aptly
important as it can be applied to online classes that are ubiquitous as a result of the COVID-19
pandemic.
This thesis evaluates the different ways the data collected from the Non-Intrusive
Classroom Attention Tracking System (NiCATS) can be used by educators in order to understand
student comprehension (Sanders et al. 2021). NiCATS is an AI-enabled data collection application I
co-developed at Georgia Southern University. The application was originally developed with the
purpose of predicting student attentiveness using webcam images and gaze data collected from eye
trackers. However, the focus of this thesis is utilizing NiCATS to understand student
comprehension and extend the capabilities of NiCATS system to assist instructors at improving
student experience in their classrooms. To evaluate the potential application of NiCATS, we
conducted and executed three different experiments that are described in this thesis. The
experiment data was evaluated in three different settings (a PowerPoint presentation about human
error, source code review, and a timed testing environment) to provide insight into the relationships
between eye metrics and the comprehension process of the students. In each experiment, we
demonstrate that instructors can utilize NiCATS to gain deeper insights into student’s
comprehension patterns that are otherwise not available in traditional classroom settings.
The results across all three experiments indicated that the eye metric and screenshot data
collected by NiCATS has the ability to provide meaningful information to instructors with regard to
student comprehension. One notable common trend was the tendency for struggling students to
frequently backtrack to and from regions that contained information related to the goal of the
experiment (e.g., answers to a question, seeded errors in source code, correct answer on exam).
The background section of this thesis includes eye tracking studies related to student
comprehension and attentiveness and how these eye metrics can be used to predict attentiveness
and other cognitive states of students. The proposed approach covers the high-level architecture of
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NiCATS and how the data collected by this application can be used for comprehension related
analyses. The experiment design covers the design details of each of the three experiments.
Following this, the results and analysis are provided for each of the three experiments separately.

11
CHAPTER 2
BACKGROUND
The background describes relevant literature on eye tracking studies related to knowledge
comprehension and limitation of the existing research.
Researchers frequently use eye trackers to study the cognitive processes related to comprehension
from the subject’s perspective. Eye tracking is a fast-growing research field, and it has many applications
in the measurement of attentiveness, emotion, and cognition. In the context of comprehension studies that
use eye tracking hardware, researchers frequently use the following terms:
●

Eye gaze data - The immediate direction of a person’s eyes translated to (x,y)
coordinates when looking at a computer monitor.

●

Fixations - The stabilization of the eye on a part of a stimulus for a period of time and
are usually around 200-300ms (Sharafi et al. 2015, 96-103).

●

Saccades - The quick and continuous eye movement between fixations (~50ms on
average) (Sharafi et al. 2015, 96-103).

●

Region of Interest (ROI) / Area of Interest (AOI): A specific region or area of the
computer monitor identified for any purpose. In comprehension studies, these regions
are frequently defined as an (x,y) coordinate pair.

For each of these, generally, an eye tracker is used. An eye tracker can be eye-attached (like a
contact lens), optical (reflected infrared), or electric potential (electrodes placed around the eyes). General
consumer-grade eye trackers are optical tracking, with some being head-mounted and some being
computer monitor-mounted.
Hijazi et al. used a desktop eye tracker and a non-intrusive Heart Rate Variability (HRV) monitor
to predict good and bad quality code reviews using artificial intelligence techniques (Hijazi et al. 2021).
They collected the biometric data while the subjects reviewed code samples and quantified their review
quality based on the number of bugs not detected in the provided code. First results showed that their tool
could predict bad reviews of medium and complex programs with a 75%-87% accuracy.
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Rodeghero et al. conducted an empirical study of eye movement patterns for subjects doing
source code summarization tasks (Rodeghero, McMillan 2015, 1-10). The study compared the patterns of
professional programmers reviewing source code and found that all 10 subjects followed nearly identical
eye movement patterns which were similar to reading natural language. Qualitative findings of this study
showed that programmers had the following tendencies: reading code from left to right but not always top
to bottom, skimming source code instead of thoroughly reading it, tendency to scan sectionally
(transitions between two fixation coordinates are usually within 2 lines of the previously fixated line).
Fritz et al. conducted an experiment with 15 professional programmers where data was collected
from an eye tracker, an electrodermal activity sensor, and an electroencephalography sensor which was
used to predict whether developers would find a task to be difficult or not (Fritz et al. 2014, 402-413).
Their classifier was able to predict whether a task would be easy or difficult to a new developer with a
64.99% precision and 64.58% recall.
Veliyath et al. used data collected from self-reporting and a Tobii Eye Tracker 4c as a
non-intrusive means to predict student attention over the duration of a class (Veliyath et al. 2019, 2-9).
The researchers mounted eye trackers on the monitors of the computers in a computer lab and had
students periodically make note of how engaging the lecture was on a Likert Scale from 1 (not engaging)
to 10 (very engaging). This data, along with the gaze data collected from the eye tracker, allowed the
researchers to create a machine learning model that could predict how engaged students will be during the
presentation of the material.
Tobii Glasses were used by Rosengrant et al. to track student eye movements during a
presentation and figure in order to identify causes for inattention (Rosengrant et al. 2012, 323-326).
During a physical science lecture, they used eight participants and recorded the locations of where the
students were looking. Their findings included that students rarely paid attention to the professor unless
he or she was expressing emotion, drawing something, being amusing, or making comparisons that aren't
on the presentation slides. New slides tended to maintain or divert student attention to the board. They
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preferred to look at drawings or diagrams before reading text. Students who had printed notes before class
tended to pay less attention in class, according to the researchers.
With the intent of forecasting the "interest level" and "perception of difficulty," Zhu et al. used
sensors on wearable computers to capture both hand gestures and heart activity (Zhu, Ober, Jafari 2017,
13-18). During two lectures with 14 topic periods, they requested 30 volunteers to wear Moto 360
timepieces. They gathered motion data at 25 Hz and PPG data at 12.5 Hz, as well as survey data from
students with regard to their degree of interest and perception of difficulty in each lecture topic. The
researchers found that employing wrist-worn smartwatches for attention monitoring delivers high
accuracy, and that using other physiological sensors could potentially be used to improve the accuracy.
To identify relationships between emotions and attentiveness, Tabassum et al. used a deep
learning convolution neural network and the outputs from a cloud-based emotion detection service
(Amazon Rekognition) (Tabassum et al. 2020, 127-134). They gathered data by recording students'
webcam photos during a class lecture. When motion was found in the videos, a motion detection
technique was used to extract faces. The BERI procedure was used to identify the facial photos as either
attentive or inattentive. These labeled facial photos were used to train a convolutional neural network.
Amazon's Rekognition technology was then used to extract the photos' facial emotions. The possible
emotions were pleased, sad, furious, perplexed, disgusted, fear, and surprised, and they were given a
rating between 0 and 100. In a regression analysis between the emotion and attentiveness, each emotion
was shown to be statistically significant, indicating that facial emotions can be used to improve the
accuracy of attention detection models. Using these techniques researchers were able to identify
inattentive students with a 93 percent accuracy.
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CHAPTER 3
PROPOSED APPROACH: NiCATS
Sanders, Boswell et al. NiCATS collects more data than is needed for the studies in this thesis, the
following section describes only the NiCATS features that are essential to this study (Sanders et al. 2021).
In future work, it is hoped that the results provided from these analyses will provide a foundation to
incorporate automated comprehension analysis into the NiCATS application.
The high-level architecture of the NiCATS application is shown in Figure 1. For all of the
experiments, computers used by the students were equipped with a Tobii Eye Tracker 4c which was
mounted to the bottom-center region of the computer monitor. The computers had an i7-4790 CPU and
4GB of RAM, which is adequate for running the NiCATS client program. Figure 1 presents the
experimental setup.

Fig. 1 Webcam and Eye Tracker mounted to the student’s computer monitor
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Fig. 2 High-Level Design of NiCATS
To provide information regarding the comprehension patterns of the students, only the
screenshots and gaze data collected by NiCATS were used for the analysis:
●

Screenshots: For each of the experiments, screenshots were captured of the students monitor
every 15 seconds, or any time the student made an action that changed the content of the
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screen (e.g., mouse click, scroll wheel). To prevent excessive screenshots being sent, a
minimum threshold of 1 second was used.
●

Gaze Data: The raw (x,y) coordinates of the subjects gaze as collected by the eye tracker.
Each gaze coordinate has a timestamp included which gives the ability to synchronize the
gaze points with each of the screenshots.

Following each of the experiments, post processing steps were performed in order to a) extract
eye metrics from the raw gaze data b) generate meaningful visual aids of the post processed data to be
used for comprehension analysis. These post-processing steps differed depending on the experiment
setting and are described in further detail in each of the respective experiment design sections.
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CHAPTER 4
EXPERIMENT DESIGN
4.1 FRAMEWORK OF RESEARCH STUDIES
The high-level goal of this research is to evaluate the ability of the AI-enabled NiCATS software
to support instructors at gauging students’ knowledge comprehension patterns in a wide range of
classroom and laboratory settings which are common to Computer Science learning environments. To
achieve that goal, three experiments (with a common goal) were carefully designed and executed in
different settings (students watching a pre-recorded video, students completing a hands-on programming
exercise and students taking a timed exam). All experiments utilized NiCATS to collect students' gaze and
screenshot data (eye tracking). The following sections provide an overview of each experiment and the
data collected during each experiment run.
4.2 EXPERIMENT 1

This section provides an overview of the experiment design, including research questions,
variables, study participants and artifacts used, experiment procedure, and data collected during the first
experiment run.
4.2.1 RESEARCH QUESTION

The experiment was focused on understanding how student knowledge acquisition can be
measured using eye-tracking, and screenshots of the information provided to them. The following
research question was investigated during this experiment:
RQ1 - Can the information extracted from NICATS provide feedback to the instructor on
students’ ability to process the information presented to them?
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4.2.2 INDEPENDENT AND DEPENDENT VARIABLES
IV1 - Eye metrics: The eye gaze points (x-coordinate, y-coordinate, and timestamp for each gaze
point) collected during the experiment varied for each student which, in turn, created variation in the
calculated fixation and saccade
IV2 - Number of screenshots: The number of screenshots varied depending on the user
interaction during their recording session.
DV1 - Knowledge acquisition: Individual scores on the pre and post-test for each participant were
compared to understand their knowledge acquisition.

4.2.3 SUBJECTS/PARTICIPANTS/ENVIRONMENT

Volunteer computer science undergraduate and graduate students participated during the
experiment run. The Tobii eye-tracking software was preinstalled on the student machines prior to the
experiment. During the actual experiment, each subject reviewed a pre-recorded lecture on software
errors.
Students were asked to watch a 15-minute recorded lecture regarding Human Errors and their
applications in everyday life. This lecture was selected because it was generic enough that the prior
knowledge of CS subjects would not have a big impact on their engagement and knowledge acquisition.
This video was prepared as part of an REU grant (by someone external to the research team - mitigating
researcher bias) and was used to train the general public on the significance of human errors. The lecture
included slides with varying font sizes, information, and visual aids to help our understanding students'
knowledge acquisition patterns for different information types.
4.2.4 EXPERIMENT RUN
Step 1: The students were instructed to download the NiCATS client software to their machine,
along with the Tobii Eye Tracking Core Software. Launching the NiCATS software prompts the student
with a message describing the data that will be collected during the recording session and will allow them

19
to “opt-in” or “opt-out” of the experiment. Agreeing to participate in the experiment by clicking “opt-in”
initiates the data collection features of the NiCATS client until the recording session has ended.
Step 2: Pre-test: To understand the baseline of student knowledge on the topic that was presented
to them, they were asked to take a small test. The pre-test included ten questions that covered topics
related to content that was presented to the students.
Step 3: Collecting Data during the experiment run: During this step, the researchers started the
NiCATS session, as we instructed the students to begin watching the recording of the selected lecture.
Throughout the session, raw data (eye metrics, screenshots) was sent and stored on the server. The raw
data collected during this step was later analyzed for calculating relevant eye measurements).
Step 4: At the conclusion of the lecture, the recording session was ended by the researcher,
followed by the administration of the post-test. The post-test included the same questions that were asked
during the pre-test. This step allowed researchers to be able to compare students’ knowledge acquisition.

4.2.5 EVALUATION CRITERIA
To gain insights into the relationship between the independent variables and measure their impact
on the dependent variable, we calculated the following using the data of the independent variables:
Calculation of relevant eye-metrics: Based on the gaze points (the coordinates of eye
movements), fixations and saccades can be calculated at different times. To calculate fixations (the
stabilization of the eye on the part of a stimulus), we used a threshold of 200-300 ms as reported in the
literature (Anderson 2021). Similarly, the saccades were calculated based on the literature findings (the
quick and continuous eye movements within 40-50 ms from one fixation to another) (Anderson 2021).
Pre-processing of Screenshots: While the same lecture recording was presented to the students,
the timing of each screenshot varied depending on the user input (e.g., mouse click). Also, NiCATS is
programmed to periodically capture a new screenshot after every 15 seconds in the absence of any user
activity. This means that the number of screenshots captured varies between students and is directly
related to the level of interaction exhibited by the participant.
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Data Item

Calculation Method

Avg

# Fixations

Average # of all fixations (summed up over the entire recording
session)

1241

Average fixation
duration (ms)

All fixation durations are summed up and divided by the number of
fixations and then averaged per participant

510.
5

# Saccades

All saccades are summed up over the entire recording session and then
averaged per participant

2291

Average Saccade
Duration (ms)

All saccade durations are summed up and divided by the number of
saccades

288.
6

Pre-Test Score

Questions answered correctly out of 10

4

Post-Test Sore

Questions answered correctly out of 10

8

Table 1. The averages of the most relevant independent and dependent variables collected during the
experiment run
4.3 EXPERIMENT 2
This section provides an overview of the experiment design, including the research goal,
experiment setting, artifacts, experiment setup, data collection, and data processing for the second
experiment run.
4.3.1 RESEARCH GOAL
The goal of this experiment was to explore how instructors can utilize NiCATS data (gaze
metrics, screenshots) to gain insights into students’ cognitive processes when doing code review tasks.

4.3.2 EXPERIMENT SETTING
Our study took place in the second course in the sequence of an introductory programming course
of volunteer undergraduate computer science students. To set up the experiment, the NiCATS software
and the necessary data capturing hardware (described below) were installed on each computer used by the
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participants. During the experiment, all participants were tasked with reviewing four separate Java
programs. For each program, the participants were asked to identify each line number that contained an
error, as well as their explanation for why the line contained an error. By collecting these responses, we
are able to associate which lines the student perceived as “containing an error” (whether an error existed
or not) with their calculated eye metrics for that line.
4.3.3 ARTIFACTS
Participants were asked to review four separate Java programs, each with varying complexity
metrics, number of lines, and number of seeded defects. Java was selected as the programming language
as it is the most familiar language to the participants. Each participant had between six months to one year
of experience writing programs in Java. The program examples included bugs of varying difficulty and
related to the course content previously taught to the participants. For example, basic syntax errors can
often be spotted by reviewing only a single line of code and are relatively easy to identify even for a
novice programmer while errors related to object inheritance and data structures often require the
participant to review multiple lines of code and are more difficult for novice programmers to identify.
4.3.4 EXPERIMENT SETUP
The following section describes the experiment setup procedure.
Step 1 - Calibration: After logging in to their machine, all participants were asked to calibrate the
mounted eye tracker using the Tobii Eye Tracking Core Software which allows the participant to save a
calibration profile specific to their own eyes. This improves the accuracy and precision of the collected
gaze points and is an essential step for calculating eye metrics against regions of interest with tighter
boundaries.
Step 2 - NiCATS Client: The participants were instructed to download the NiCATS client
software to their machine. Participants were then asked to launch the NiCATS software which opens a
pop-up window describing the personal data that will be collected during the experiment as well as the
option to “opt-in” or “opt-out” of the experiment.
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Step 3 - Initialize Data Collection: To begin the data collection process, the researchers started a
new recording session using the NiCATS web client. This action automatically notifies all machines in the
room to start collecting data if the participant is opted-in for the study. Throughout the recording session,
raw data points (gaze-point coordinates, screenshots) are collected and stored on the server for
post-processing.
Step 4 - Program Presentation: The participants were given five minutes to review each Java
program. Each participant reviewed the programs in fullscreen mode. This is essential to the experiment
because it gives the ability to define ROI layouts to a singular screenshot and analyze every participants’
gaze point data against the same map.
Step 5 - Gathering Responses: After each of the five-minute intervals, the participants were asked
to write down which line numbers contained an error, as well as their justification for the error. This step
was repeated for all four code examples.
Step 6 - Ending Data Collection: After all four code examples were reviewed, the students were
asked to close the NiCATS software and the researchers ended the recording session via the NiCATS web
client.

4.3.5 DATA PROCESSING
The gaze points and screenshots collected during the experiment have little meaning in their raw
form and post-hoc processing is required for both the screenshots and raw gaze points.
1. Defining ROI Boundaries: Since each participant reviewed the programs in fullscreen mode
using monitors with the same resolution, we are able to select a singular screenshot for each
question and assign region of interest boundaries to the image. We manually defined the region
of interest maps unique to each question using three different granularities: complexity-based,
line-based, and lexer-based. An example of a line-based ROI map can be found in Figure 3.
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Figure 3. The result of a cropped image for a line-based region of interest map
2. Number of Tokens: For each ROI we calculate the number of tokens contained within. The
tokens are collected using a lexical analyzer which classifies each token-by-token type (e.g,
Keyword, Operator, etc.).
3. Gaze Data to Fixations/Saccades: Once the ROI maps are defined for each question, we
process the raw gaze data in the context of the three ROI maps to extract the relevant eye
metrics.
a. Fixations: Fixations were calculated from the raw gaze data using the I-DT algorithm
(Salvucci et al. 2000, 71-78) with a 1° maximum dispersion and 300+ millisecond
duration threshold. Using the resulting fixation coordinates, we boundary check each
fixation against our ROI maps to check if the fixation is a hit or a miss. A hit refers to a
fixation that occurred inside the boundaries of any ROI in our predefined map. A miss
refers to any fixation that lies outside the boundaries of all regions in our ROI map.
The resulting processed fixations contain (x,y) coordinates, start/end time, the duration
of the fixation, and the region in which the fixation occurred.
b. Saccades: A saccade was defined as any two consecutive raw gaze points meeting the
following criteria: Euclidean Distance between the two points is greater than 0.2°,
velocity is greater than 25°/s. Each saccade contains a start/end time, duration,
distance, velocity, (x,y) start coordinate, and (x,y) end coordinate. Similar to the

24
boundary checking of the calculated fixations, both the start and end coordinates of
each saccade are processed using the same hit/miss boundary checking.
4. Additional Metrics: Using the results of the hit/miss boundary detection, we calculate several
essential metrics to be used in our analysis. On a participant to question level, we calculate the
following with respect to each ROI:
a. Average Fixation Duration: The total fixation time for an ROI divided by the number
of fixations in that ROI.
b. Number of Fixations: The total number of times a participant fixated in an ROI.
c. Number of Backtracks: The total number of times the participant revisited the ROI.

4.4 EXPERIMENT 3

This section provides an overview of the experiment design, including the research goal,
experiment setting, artifacts, experiment setup, and data processing.
4.4.1 RESEARCH GOAL

The goal of this experiment was to explore how instructors can utilize NiCATS data (eye metrics,
screenshots) to gain insights into students’ cognitive processes in a timed testing environment.
4.4.2 EXPERIMENT SETTINGS AND ARTIFACTS

Our study took place during a test in an introductory programming course of volunteer
undergraduate computer science students. To set up the experiment, the NiCATS software and the
necessary data capturing hardware (described below) were installed on each computer to be used by the
student. Each student had less than one year of programming experience in Java. Data was collected
during a midterm exam that was divided into two sections: multiple-choice questions and a programming
portion. The multiple-choice section contained questions related to introductory programming concepts
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including predicting the output of a code sample, true or false questions about the Java programming
language, and fill-in-the-blank questions related to basic programming terminology. In the programming
portion, students were asked to complete a pre-existing class definition by writing their own Java method
in order to generate a specific output.
4.4.3 EXPERIMENT SETUP AND PROCEDURE
Step 1 - Calibration: After logging in to their machine, all students were asked to calibrate the
mounted eye tracker using the Tobii Eye Tracking Core Software which allows the student to save a
calibration profile specific to their own eyes and orientation. This improves the accuracy and precision of
the collected gaze points.
Step 2 - NiCATS Client: The participants were instructed to download the NiCATS client
software to their machine. Participants were then asked to launch the NiCATS software which opens a
pop-up window describing the personal data that will be collected during the experiment as well as the
option to “opt-in” or “opt-out” of the experiment.
Step 3 - Initialize Data Collection: To begin the data collection process, a new recording session
was created using the NiCATS web client. This action automatically notifies all machines in the room to
start collecting data if the student is opted-in for the study. Throughout the recording session, raw gaze
points (x-coordinate, y-coordinate, timestamp) are collected and stored on the server for post-processing.
Step 4 - Testing: Each student was given two hours to complete both the multiple-choice and
programming portions of the exam.
Step 5 - Ending Data Collection: Students were instructed to close the NiCATS client after
completion of the exam which stops the data collection processes for that machine. Once all students had
completed their exams the data collection phase was completed.
4.4.4 DATA PROCESSING
The following section provides an overview of the calculated metrics we extract from the raw
gaze data streams and test results.
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Data Item

Calculation Method

Number of Fixations

Total number of fixations (summed up over the entire recording session).

Average fixation
duration (ms)

Total fixation duration divided by the total number of fixations.

Number of Saccades

Total number of saccades (summed up over the entire recording session).

Average saccade
length (px)

The sum of the Euclidean Distances between the start and endpoints of each
saccade divided by the total number of saccades

Average saccade
velocity

The sum of all saccade velocities divided by the total number of saccades.

Time to completion

The amount of time a student spent taking the exam.

Final Grade

The final score the student received on the test.
Table 2. Overview of the data points extracted from NiCATS
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CHAPTER 5
RESULTS AND ANALYSIS
The following sections provide an analysis of the data collected during each of the three
experiments.
5.1 EXPERIMENT 1
RQ1: Can the information extracted from NiCATS provide feedback to the instructor on students’
ability to process the information presented to them?
To answer this question, we performed qualitative analyses of gaze points for students (at
individual level and across the entire population) for specific slides based on the questions posed in the
pre/post-test. We calculated the knowledge acquired by subtracting the Pre-Test score from Post-Test
score for each student. To provide an example of the results, Figure 4 displays a heatmap (of a student that
gained knowledge) of the gaze points for an individual student when viewing a slide that contains a
directly quoted question previously answered incorrectly by the student on the pre-test. By viewing the
heatmap overlay on the multiple-choice question, “A physician misdiagnosing a patient when faced with
an unfamiliar clinical situation,” we can see the student had fixated on the answer, “Mistake,” and the
student proceeded to answer this question correctly on the Post-Test.
Information from overlain gaze-point heatmaps like this can provide feedback to the instructor on
the effectiveness of their presentation slides. In combination with a pre/post-test, eye metric data, and
screenshots educators can determine where students are looking on a given slide and decide if the
information is presented in a way that is advantageous for learning. A possible application of this is
deciding to reword or rearrange the presented information if a specific topic is commonly misunderstood.
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Fig 4. Heatmap for an individual subject that acquired knowledge (from pre to post)
Figure 5 shows a student that showed no improvement (from pre vs. post-test) and answered the
question, “What type of requirement fault is the following: Some information in the software artifact
contradicts information in the requirements document or the general domain knowledge” incorrectly on
pre and post-test. Viewing the heatmap, we can see that the student briefly glanced at the content and
subsequently answered the same question on the post-test incorrectly again. Furthermore, the bottom three
rows of data displayed on the lecture slide were not viewed by the student, indicating the lack of
engagement. While the concentration of gaze points at the periphery may suggest that students are
fixating elsewhere (not on the screen), and no new knowledge is acquired.

Fig. 5 Heatmap for an individual subject that did not gain knowledge (from pre to post)
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While the heatmaps in Figures 4 and 5 were created with respect to individual students, this
analysis can be extended for the entire student population as shown in Figure 6. To provide some context
to the slide selected for heat map analysis, the slide shown in Figure 6 was where most students gained
knowledge from the presented material. In the pre-test question relevant to this slide, students repeatedly
answered incorrectly at a correct score rate of 20%. In the post-test question, students answered correctly
at a much higher rate of 60%.

Fig. 6 Heatmap for all subjects
In addition to the heat maps generated from raw gaze points, the resulting fixation/saccade
metrics were also analyzed in a similar manner. Figures 7 and 8 show the fixation durations of two
students (with different knowledge acquisition behavior) who were presented with the same information
(slide) containing the answer to a question on pre/post-test. The answer to the question, ‘Incorrect Fact’, is
located within the box outlined in red, and the length of the students' fixations are illustrated with black
circles of varying sizes. A larger circle indicates a longer fixation duration, whereas a small circle
indicates a shorter fixation duration.
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Figure 7. Fixation durations for a student who acquired knowledge

The fixation durations shown in Figure 7 were calculated for a student that acquired knowledge
(answered incorrectly on the pretest but answered the question correctly on the post-test). Conversely,
Figure 8 shows the fixation durations for a student who answered the question incorrectly on the pre and
post-test (i.e., no knowledge was gained by the student regarding this question).

Figure 8. Fixation durations for a student who did not acquire knowledge

The student who acquired knowledge had longer and more frequent fixations not only in the
related area of interest but over the majority of the slide’s content when compared to the student who did
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not acquire knowledge for this question. This pattern was consistent when comparing information
processing patterns of subjects that gained knowledge vs. those that did not. Additionally, the student
who answered the question incorrectly on the post-test selected the answer choice, “Ambiguous
Information,” which is where the majority of this student’s fixation time was located. While other
standardized measurements can identify the incorrect answer, NiCATS would allow the instructor to gain
fine-grained insights into the reasons behind the incorrect selection.
While NiCATS can show the instructor an isolated view of the eye behaviors for individual
students, the system also allows the instructor to see a broader view of the eye behaviors for a group of
students (ex. fixation durations for all students who answered the question incorrectly. Figure 9). This
information can be a valuable indicator to the instructor when the general student population may be
misunderstanding certain material presented in the lecture. The instructor can quickly identify areas of
common interest between the group of students that may be causing confusion or misunderstanding.

Figure 9. Fixation durations for the group of students who did not acquire knowledge

The fixation overlay can also be combined with the gaze paths as well as scanning direction in
order to provide further insight into the students’ cognitive processes. Figure 10 illustrates the gaze paths
for an individual student over 3 different screenshots captured while new material was presented to the
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student by the lecturer. This student answered both questions related to “Lapse” and “Mistake” (concepts
introduced during the lecture) correctly on the post-test. During this time, the lecturer first describes an
example of a “Lapse” followed by an example of a “Mistake.” Similar to the fixation duration overlays
seen in Figures 7, 8, and 9, this information also allows the instructor to compare and contrast gaze paths
of different students to isolate potential problem areas in the lecture where a student may be failing to
understand the provided content.
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Figure 10. Gaze paths for a student who acquired knowledge for animated slide
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5.2 EXPERIMENT 2
Research Goal: The goal of this experiment was to explore how instructors can utilize NiCATS
data (gaze metrics, screenshots) to gain insights into students’ cognitive processes when doing code
review tasks.
Similar to the analysis conducted in Experiment 1, we performed qualitative analyses of the
results in the context of individual students and across the entire population. This analysis, however,
excludes the raw gaze points and only explores the findings related to the fixation and saccade metrics in
the context of multiple ROI maps. Using the hit and miss detection for each calculated metric, all data
points identified as a miss were removed from the analysis as they do not provide any significant benefit
to the research goal. For example, a fixation detected as a miss can occur when a student is looking off
screen or, in many instances, the clock in the bottom right of the computer monitor. Since these fixation
points are not related to the reading and comprehension of source code contained in the regions defined
by the ROI map, it is safe to exclude these data points for the analysis.
One example of the results (Figure 11), shows the Total Fixation Duration for all students which
was calculated using the line based ROI map for question 3 of the exam and Figure 12 shows the
corresponding number of tokens for each region. The lines containing an error in Figure 11 are outlined in
red. We can draw a few meaningful conclusions from these visualizations. In Figure 11 we can see there
is no clear indication that students tended to fixate longer on regions that contained an error when
compared to those that did not contain an error. We can also see that students tended to fixate for shorter
durations at the beginning of the code sample, and at the end of the code sample. These patterns were
consistent with all code samples that were shown. After reviewing the error detection rates for each of the
regions based on the students responses, it was also found that, in general, students had a higher accuracy
when locating errors located near the beginning of the code sample (in Figure 11 all students identified
the errors correctly for line 5), when compared to the accuracy for regions located near the end of the
code sample (in Figure 11 only one single student identified the errors in line 29,30, and 31).
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Figure 11. Total Fixation Duration of all students for each line-based region of interest.
While no clear relationship exists between the fixation duration metric and whether a region
contains errors or not, we can see that fixation durations have the tendency to be higher when the total
number of tokens in the region has a higher count. In Figure 12, it is clear that line 35 is an outlier under
this assumption. This could be due to the aforementioned results that students have the tendency to fixate
less on areas near the end of the code sample when compared to the beginning. In addition to this, it is
likely that a more accurate result could be achieved by calculating the number of unique tokens instead of
the total number of tokens (e.g., all of the plus signs in line 35 would count as a single unique token). The
reasoning for this modification is related to the cognitive side of how a programmer may comprehend this
line of code. While many different tokens exist, even a novice programmer would likely interpret the
concatenation of each book attribute to be just a single string. The student would not necessarily need to
spend time fixating on each individual plus sign and their eyes would instead, perhaps, follow a smooth
pursuit reading each value included in the concatenation.
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Figure 12. Number of tokens for each line based ROI

In addition to the analysis above, the fixation-based scan paths were also generated. In Figure 13,
a 120 second sample of the fixation paths for two students are shown. Student A, displayed in green (88%
error detection accuracy), scored higher than Student B, displayed in red (11% error detection accuracy).
When looking at student A, we can see that within the first ~5 seconds of reading the source code the
student fixated only 3 times and quickly skimmed over nearly the entire code sample.
With a deeper evaluation of this student in the context of their cognitive process over the first 10
seconds, Student A did the following:
1. Fixated on the contents of the first-class constructor
2. Fixated on the errors located in Line 5 (answered correctly)
3. Skimmed the bulk of the code base
4. Fixated on line 34 (a different syntax for iterating over a list in Java compared to what the
students are most familiar with)
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5. Backtracked to fixate on the constructor again.
6. Fixated on the object invocations for the constructor.
In comparison to Student A, Student B (who performed very poorly) had a different cognitive
process:
1. The student fixated on the errors located in Line 5 (the only error identified by this student)
2. Fixated on the constructor for the class
3. Backtracked to fixate on the error in Line 5 for ~5 seconds
4. Fixated on the constructor again
5. Backtracked to fixate on the error in Line 5 again.

Figure 13. Fixation based scan paths for line-based ROI between two students
After conducting the same analysis for each of the questions between high scoring and low
scoring students, it was found that the high scoring students had the tendency to briefly skim the code
from top to bottom first, and in general, if the student did fixate on a particular region during the initial
scan, these fixations were few and far between. Figure 14 illustrates the initial fixation-based scan path
for the three high scoring students over the first 15 seconds of the experiment whereas Figure 15 shows
the path for the 3 lowest scoring students. The low scoring students, however, had a different trend. The
low scoring students frequently fixated within 1-3 lines of their previous fixation; they did not have the
tendency to skim the code sample from top to bottom at the beginning when being shown the code sample
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for the first time. One interesting finding that applied to the majority of the students was their tendency to
frequently backtrack to regions where their quiz results indicated they had correctly identified an error in
this region. This could be a result worth exploring more in future work to determine if the location of the
first identified error influences their ability to identify subsequent errors in the remainder of a code
sample.

Figure 14. Fixation path for first 15 seconds of the three highest scoring students
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Figure 15. Fixation path for first 15 seconds of the three lowest scoring students
In addition to the fixation-based scan paths, the top 10 most frequently occurring backtracking
transitions for the entire student population can be shown in Table 3. These backtracking patterns pertain
to the same code sample discussed previously and provide insight into the cognitive processes of the
student population as a whole. The regions containing an error in this table are highlighted in red.
Fro
m

To

Frequenc
y

Speculation of student cognitive process

21

20

18

Backtrack to comments provided in line 20 to help with understanding of line
21

8

5

15

Backtrack from constructor (line 8) to object variable declarations (line 5)

24

23

12

Backtrack to comments to gain insight for the Book instantiations in line
24-26.

23

21

10

Backtrack from comments related to Book instantiations, to list declaration
which is used to store the list of books.
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23

22

10

Backtrack from comment to whitespace in previous line: this could be a result
of eye tracker accuracy issues or high cognitive load resulting in student
fixation on whitespace to process information

21

19

10

Backtrack to beginning of code block main()

25

23

9

Backtrack to comments for understanding

19

18

9

Backtrack to whitespace from main() method declaration

23

8

8

Backtrack from comments describing book instantiations to actual book
constructor

6

5

8

Backtrack to the line containing the first error in the code sample.

Table 3. Most frequent backtracking patterns for all students reviewing code sample 3. (error regions
shown with red text)
We can see that all but one of the region pairs contain at least one region that contains an error.
The exception to this is the backtrack between region 23 and region 22. This specific case could be the
result of eye tracking calibration accuracy, or perhaps the student was experiencing a high cognitive load
that may have caused the student to take a mental break and fixate on whitespace temporarily.

5.3 EXPERIMENT 3
Research Goal: The goal of this experiment was to explore how instructors can utilize NiCATS
data (eye metrics, screenshots) to gain insights into students’ cognitive processes in a timed testing
environment.
While experiment 2 explored the insights available when calculating the eye metrics against
manually defined regions of interest, for this experiment, the intent was to evaluate the usefulness of the
tool in an uncontrolled environment. The following sections show the results for the coding-only portion
of the test, and the results from the entire testing period.
Due to the uncontrolled nature of this experiment setting, manually defining regions of interest to
investigate would require manual labeling of roughly 1000 images per student. To analyze the data, video
files were created and evaluated to gain insight into the cognitive processes behind the solutions provided
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by each student (Table 4). It is important to note that these video files are not created from a video stream
captured on the students machine and are created using the captured screenshots only (in some cases, a
~15 second span between two images). Because of this, gaps exist in the screenshots where we can not
assess the more ‘fine-grained’ details of the decision making process of the student between each captured
screenshot.
Student Error Description
Student tried to write a solution, encountered many syntax errors and could not print the
correct output. The student tried to submit something that could compile without any error as
1 there was indication in the document that of it does not compile he/she will get 0
Instead of trying to solve the problem, the student tried to copy a similar solved solution and
used it to modify and generate the desired output. Then the student failed to do so and tried to
2 ensure no syntax error at the end.
3 No Error
Student was able to generate an output but the output was in reverse order. Instead of a
downward pyramid, the student created an upward pyramid. Failed to control the loop
4 variable increment and decrement.
5 No Error
6 No Error
Failed to write the loop properly. The program needed nested for loops, but the student tried
7 to generate output with a single for loop.
No syntax errors, but output printed in reversed order. Instead of Descending order, he/she
8 printed in ascending order.
9 No Error
10 No Error
Table 4. Error descriptions for each student based on screenshots reviewed in the video file for the coding
portion of the exam.
Using the Error Descriptions for the solutions provided by the students in Table 4, the video files
were used to view the fixation paths for Student 1 (who struggled with loops) in the earlier portions of the
exam. Figure 16 illustrates the fixation paths for three consecutive slides related to a multiple-choice
question on the test related to loops. The initial fixation location is indicated with a red circle and all
subsequent fixations that occurred for this screenshot are indicated with a blue circle. The following
screenshots were taken from the machine of Student 1 (the lowest scoring student on the coding portion of
the exam). In the initial screenshot we can see that the student read through question one and had a large
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number of fixations when trying to understand the question. The second screenshot shows a fixation path
which leads to the Eclipse IDE shown on the right-hand side (indicating a shift in attention). In the third
slide, we can see that the student re-read the multiple choice options a final time before skipping the
question and proceeding to the next one.
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Figure 16. Student 1 struggling with the multiple-choice portion of the test related to loops

Figure 17. Student 1 struggling to create the expected output for the coding portion of the exam.
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CHAPTER 6
DISCUSSION OF RESULTS
6.1 SUMMARY OF RESULTS

This thesis evaluated different ways NiCATS can be used to understand student comprehension
through its implementation in three different settings (each setting was tested through unique experiment
design). The summary of major findings for each of these settings (post-hoc in Experiment 1, Source code
review in Experiment 2 and in a timed testing environment in Experiment 3) are discussed below:
1. Post-hoc analysis: One of the ways the instructors can utilize the gaze data collected by NiCATS
is through post-hoc analysis to gain deeper insights into the thought process and muddiest points
that are otherwise not available in traditional setting, Some of the relevant ways the post-hoc
analysis can be supported for instructors and researchers is discussed below:
a. Analysis of the students’ pre/post-test, eye metric data, and screenshots can provide
educators with insights regarding where students are looking (either fixating or exhibiting
rapid jerk-like movement) on a given slide and decide if the information is presented in a
way that is advantageous for learning. We have shown in this work that “regions of
interest” can be predetermined based on certain factors (e.g., line number, number of
tokens, specific topics) that instructors can evaluate students’ reading patterns on.
b. The overlays created from the raw gaze point data for each of the students showed that
students had a tendency to dwell more frequently on the regions of the slides that
contained information related to the questions previously asked on the pre-test. This trend
was most prevalent for slides that used larger font sizes, more diagrams/images, and less
textual content overall. Additionally, in these cases where dwell times were longer on the
information related to the pre-test, the post-test scores were higher on average. In
contrast, slides that contained less images/diagrams, more text, and smaller font sizes had
lower scores on average and lower improvement overall. These slides also showed more
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dispersion between fixations and often indicated fixations on incorrect information
related to the pre-test questions.
c. The findings of this experiment can be summarized to say that students had a tendency to
fixate longer on regions of the slide that contained any information previously seen on the
pre-test. Similarly, when we performed the post-hoc analysis on Experiment 3, we found
that students tended to back track and fixate longer on the questions related to while and
for loops in the multiple-choice portion of the test.
2. Source code review:
a. The results of this experiment provided more detailed insight into the cognitive processes
students undergo when reviewing source code. By isolating the eye metrics using the
hit/miss ROI boundary detection, we are able to identify which regions students tend to
fixate on in order to comprehend the code sample. This information is useful both from
training students how to review someone else’s code but also training students at writing
source code that is easy to comprehend.
b. The results showed that fixation durations were generally longer on lines with more
tokens. This is expected as the regions that contain more tokens are usually longer in
length and would then take longer to read. There was no significant relationship between
the fixation durations and whether or not a region contained an error. This was also due to
the fact that students overall did not do well at identifying errors seeded in the code and
did not fixate long enough on these regions to see the actual problem.
c. Fixation durations were generally shorter towards the end of a code sample. This is likely
to be the cause for the lower error detection rate of errors located near the end of the code
sample. In future, we would like to experiment with the “attention level” of students by
varying the length of the source code they are asked to review.
d. It was also found that the higher scoring students had a higher number of fixations and
skimmed the code sample within the first 15 seconds of seeing the sample for the first
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time. The lower scoring students, however, had a lower number of fixations and fixated
usually within a 1-2 line range for the first 15 seconds. Lastly, the results indicated that
students had the tendency to backtrack to regions containing comments. This was also an
expected outcome as the comments provide essential information to code
comprehension.
3. Timed testing environment:
a. In an uncontrolled setting (like the one for this experiment), the data collected by
NiCATS was most useful when the fixation path overlays were included on each frame of
the output video. After reviewing the students’ final scores for the coding portion of the
exam, we are able to investigate the eye behavior of the students for topics related to the
coding portion during earlier portions of the exam. In doing so, it was found that the
student who scored the lowest on the coding portion, struggled with both while loops and
for loops in the earlier (multiple-choice) portions of the exam.
b. Further investigation of the full video indicated that the student frequently revisited the
questions of the multiple-choice portion that were related to loops in general.
Additionally, it was found that the student copy and pasted code portions from the
multiple-choice portion to the Eclipse IDE in order to determine the correct answer in the
multiple-choice question. This behavior can be interpreted to say that the struggling
student was often found to resort to finding other means to validate their solutions due to
some form of self-doubt in their own understanding of the topic at hand. In the case of
this particular struggling student, a quick review of the students’ eye metrics and
screenshot data would inform instructors or researchers that this particular student
struggles with understanding loop related programming concepts and even the basic
program execution concepts.

47
6.2 COMMONALITY OF RESULTS ACROSS EXPERIMENTS
Some of the common findings across experiment designs are discussed below along with a
discussion of the extent that we believe that this can be generalizable:
In general, across all three experiments, it can be said that the eye metric and screenshot data
collected by NiCATS has the ability to provide meaningful information to instructors with regard to
student comprehension. One commonly found trend was the tendency for struggling students to
frequently backtrack to and from regions that contained information related to the goal of the experiment
(e.g., answers to questions in experiment 1, seeded errors in Experiment 2 and correct answer on Exam in
Experiment 3).
In the post-hoc analysis for experiment 1, students frequently backtracked and exhibited higher
fixation counts in regions that contained information seen in the pre-test. This is likely because the
students knew they would be asked the same information on the post-test or perhaps they retained some of
the information they were assessed on during the pre-test.
In experiment 2, students had the tendency to backtrack to and from regions that contained an
error with the goal of this experiment being to identify all of the errors. While they did backtrack, they
struggled at identifying the correct error and eye metric data (when analyzed post-hoc) can provide
insights into the reasons they were not able to locate the correct error.
In experiment 3, the struggling student backtracked very frequently to the multiple-choice
questions in the exam in order to try to find information that could be used to achieve the expected output
in the coding portion. This behavior exhibits their ability to lean on other relevant information as opposed
to trying to exercise their knowledge on the coding portion. Some of these things when assessed
repeatedly over a semester can help instructors identify early interventions and orient students towards a
better problem-solving mindset.
Students did have the tendency to exhibit sectional scanning after their initial full scan of the code
sample (Rodeghero, McMillan 2015, 1-10). The initial scan (for higher scoring students) generally

48
consisted of fixation transitions that spanned a larger range when compared to the rest of their review.
Following this initial scan, fixation transitions usually occurred between a 1-3 line range of the previously
fixated region.
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CHAPTER 7
CONCLUSION
The overlays generated by NiCATS can provide critical insights to instructors regarding the
knowledge-building skills of their students. By providing instructors with a visualization of their students’
eye behaviors, the instructors can compare and contrast the eye metrics between multiple students and
quickly locate areas of interest related to the students’ knowledge-building skills.
Analyses of these images in comparison with the calculated knowledge acquired by a student
between pre/post-tests may suggest to the instructor that certain topics presented during the lecture should
be reformatted to improve knowledge retention for the students.
The eye metrics extracted from the line-based regions of interest can be used to provide insight
into the fixation paths students follow when trying to comprehend source code. Viewing these metrics in a
time series format gives computer science educators the ability to identify the ordering of fixations for
each of the students. The fixation orderings could then be used to identify the key topics used by students
when piecing together each region of the code in order to comprehend the code samples as a whole.
Even in uncontrolled environments (like the one in experiment 3), the data collected by NiCATS
can still be useful to educators even without defining regions of interest to investigate. After grading the
students’ tests, in this case, educators can use the created video files to explore the cognitive patterns of
the student in question in order to identify key pieces of information used by the student to come to a
conclusion.
Providing visual representations of eye metric data as described in this paper can be useful to
researchers seeking to explore the cognitive processes used by students to comprehend material in a lab
based setting. In addition to this, researchers can analyze these metrics in the context of multiple ROI
layouts for each screenshot in order to isolate the behaviors that are meaningful to the question being
investigated by the researcher.
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CHAPTER 8
FUTURE WORK
One of the most meaningful improvements to the current system would be to automate certain
aspects of the data processing pipeline. Currently, processing the raw gaze coordinates to calculate
fixations and saccades is done after the experiment has concluded. Additionally, the ROI labeling is also
done post-hoc and is a very tedious process especially in cases where a screenshot may have a large
number of small regions of interest. To automate the process, the fixations and saccades could be
calculated when the screenshots are sent from the subjects’ machine and the ROI boundaries for elements
in the screenshot could be generated automatically using Optical Character Recognition (OCR). Using an
OCR engine, bounding boxes for each of the elements on a screenshot could be created and the eye
metrics would be calculated based on the auto-generated ROI map. The textual content of each region
could then be automatically extracted and the regions could be ranked according to each of the relevant
eye metrics. These results could then be used by educators to view the relationships between each region
as students try to comprehend the presented material.
With an OCR engine in place, it could also be possible to automatically generate regions of
interest from the perspective of the students (as opposed to manual/OCR based definition) by processing
the most commonly fixated regions across all students and extracting the relationships and content of
these regions using an OCR engine. This is an area of great interest for the future of NiCATS because it
will allow us to investigate the presented material “as interpreted by the students” which would provide
more meaningful results to instructors planning interventions. That is to say, the current methodology for
defining regions of interest is very biased toward what regions the investigator wants to explore and not
necessarily what the regions of interest are from the student perspective.

51
CHAPTER 9
DISSEMINATION OF RESULTS
The results presented in this thesis have been published and submitted in the following refereed
conferences:
Accepted and Published:
Sanders, A., Allen, A. A., Walia, G., & Boswell, B. (2021). Non-Intrusive Classroom
Attention Tracking System (NiCATS). Proceedings of the 2021 Frontiers in Education
Conference. Presented at Lincoln, Nebraska, USA.
Under Review:
Sanders, A., Allen, A. A., Walia, G., & Boswell, B. (2022). Development of a Real-time
Non-intrusive Classroom Attention Tracking System for Tracking Attention and
Knowledge-Building Skills. 2022 Frontiers in Education Conference.
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APPENDIX
FIXATION DURATIONS AND NUMBER OF TOKENS FOR CODE SAMPLES IN EXPERIMENT 2

Total Fixation Duration of all students for each line-based region of interest (Code Sample 1)

Number of tokens for each line-based ROI (Code Sample 1)
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Total Fixation Duration of all students for each line-based region of interest (Code Sample 2)
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Number of tokens for each line-based ROI (Code Sample 2)
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Total Fixation Duration of all students for each line-based region of interest (Code Sample 4)
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Number of tokens for each line-based ROI (Code Sample 4)

