Technological advancements have led to the creation of social media platforms like Twitter, where people have started voicing their views over rarely discussed and socially stigmatizing issues. Twitter, is increasingly being used for studying psycho-linguistic phenomenon spanning from expressions of adverse drug reactions, depressions, to suicidality. In this work we focus on identifying suicidal posts from Twitter. Towards this objective we take a multipronged approach and implement different neural network models such as sequential models and graph convolutional networks, that are trained on textual content shared in Twitter, the historical tweeting activity of the users and social network formed between different users posting about suicidality. We train a stacked ensemble of classifiers representing different aspects of suicidal tweeting activity, and achieve state-of-the-art results on a new manually annotated dataset developed by us, that contains textual as well as network information of suicidal tweets. We further investigate into the trained models and perform qualitative analysis showing how historical tweeting activity and rich information embedded in the homophily networks amongst users in Twitter, aids in accurately identifying tweets expressing suicidal intent.
INTRODUCTION
Every year close to 800,000 people lose their lives to suicide and 20 times more people attempt suicide. It is also one of the leading causes of death in 15-29 year olds 1 . Suicide is a global phenomenon for which effective and evidence-based interventions can be implemented at population, sub-population and individual levels as a preventive measure for reducing suicide attempts. Suicidality is defined as any suicide-related behavior, thoughts or intent, including completing or attempting. Recent studies [18] , reveal that people suffering from suicidal ideation make use of social media networks to share information about their mental health online, with many having disclosed their suicidal thoughts and plans. Therefore there is a growing interest in the research community for utilizing the signals available on social media to identify individuals who suffer from suicide ideation in an automated manner and offer them the required help and treatment. Motivation -Previous studies have observed that the risk of committing suicide has increased among youth who participate in online forums related to suicidal discussions and are susceptible to the influence of portrayals of suicide in mass media [14] . Malicious psychological contagion effects have been reported that involves social media games and challenges to coerce vulnerable teenagers for participating in self-harming activities such as the 'Blue Whale Challenge' [19] . On reviewing recent literature on online suicide intervention and prevention, it was concluded that there is a lack of existing methods on online prevention strategies and there is a need to develop effective approaches in this domain [17] . Moreover, it would also be useful to study the linguistic characteristics and social media interactions among users in a platform like Twitter, in order to understand how suicidal ideation is communicated. This motivated us to carry out the work as presented in this paper. Challenges -While solving the task of identifying suicidal ideation in social media platforms like Twitter has the potential to impact the society in a positive way, it comes with many challenges. Lack of organized efforts towards suicide surveillance, issues concerning ethics, privacy, safety and misinterpretation of information by automated tools pose serious difficulties [18] . A major challenge in monitoring online content produced on social media websites like Twitter, Facebook and Reddit, is the humongous volume of data being generated at a fast pace from varying demographic, cultural, linguistic and religious communities. Apart from the problem of information overload, social media websites pose challenges for automated information mining tools and techniques due to their brevity, noisiness, idiosyncratic language, unusual structure and ambiguous representation of discourse. Information extraction tasks using state-of-the-art natural language processing techniques, often give poor results when applied in such settings. Abundance of link farms, unwanted promotional posts, and nepotistic relationships between content creates additional challenges [24] . Our Approach -Emergence of social media as an important vigilance and intervention platform [23, 32] , has led to active research in the area of automated suicidal ideation detection using modern statistical and machine learning approaches [28, 33] . However, these techniques mostly rely on lexical and semantic features of the textual colloquial posts shared by users in different social media channels. Recent studies have shown the effectiveness of social interactions with at-risk individuals leading to on-time intervention, prevention and treatment [27] . In this work, we hypothesize that the contextual information embedded in social media engagement, historical activities of users and homophily networks formed between like-minded individuals in Twitter can lead to substantial improvements in automated identification of suicidal ideation. The major strength of such contextual information lies in the ability to look beyond linguistic cues and make predictions based on behavioral aspects and community interaction. We look into these signals throughout this work, with the help of a new manually annotated dataset (Section 5), of 34,306 tweets developed by us solely for this purpose.
We take a multipronged approach towards studying suicidality in Twitter. Not only we develop text classifiers for identifying suicidal posts (Section 4.1), but also develop a sequential neural network model taking into account the temporal nature of historical tweeting activity of users and time-variant effect of final predictions of a classifier (Section 4.2). We learn rich user and tweet representation using Graph Convolutional Networks (GCNs) from the homophily network formed between users posting suicidal tweets and discussing them (Section 4.3). Our final proposed model that achieves state-of-the-art performance on the task of identifying tweets with suicidal intent is an ensemble of the above three models combined using stacked generalization (Section 4.4). To the best of our knowledge, we are the first one to study the problem of identifying suicidal tweets by leveraging features beyond text and propose a stacked ensemble of deep learning classifiers that outperforms the current systems based solely on text and shows the effectiveness of tweeting history of users and modeling their social network interactions. Solving the problem using a multi-faceted approach was facilitated by the dataset proposed in this work that not only annotates tweets, but also shares the network of inter-user interactions amongst strongly knit groups and historical tweeting activity of users posting on suicidality. Our Contributions -Some of the main contributions that we make in this work are:
(1) Develop a new manually annotated dataset from Twitter comprising of tweets, user-specific tweeting history and social network of inter-user interactions targeted towards identifying suicidal ideation.
(2) Implement a temporally weighted sequential model for modelling tweeting activity of users that is further used for predicting suicidal tweets. (3) Train a Graph Convolutional Network (GCN) for learning rich representation of tweets and users posting about suicidality. (4) Achieve state-of-the-art performance using a stacked ensemble architecture for combining individual classification models trained on text, historical activity and inter-user interactions for identifying tweets expressing suicidal intent. (5) Perform an exploratory study of the linguistic attributes and the homophily networks formed between users tweeting about suicidality (6) Conduct a qualitative analysis to show the effectiveness of taking into account the historical tweeting activities of users and social networks between them for accurately identifying and studying suicidality in Twitter.
Next, we give a brief description of the existing works related to ours.
RELATED WORK
Various works have been recently proposed with an objective of automating the detection of social media posts expressing suicide ideation [4, 11, 33] . Cavazos-Rehg et al. [8] performed a contentbased analysis on a small number of tweets related to depression in order to derive certain qualitative insights into the behavior of users displaying suicidal behavior but did not propose any method for automatically detecting such behavior. Balani and De Choudhury [3] , developed a classifier to detect the level of self-disclosure in online forums such as sub-reddits, for validating the potential of harnessing signals that facilitates community moderation and support in vulnerable self-disclosing communities. While this study included post-specific features to get information related to the engagement that a post received, it did not use any information available from the social network graph. Colombo et al. [10] , performed an exploratory analysis into the structure of social network graphs to gain insights into connectivity and interactions between users having suicidal intent. They found a high degree of reciprocal connectivity, and identified hubs and bridges indicating a possible contagion effect. The cues from network features were further used to improve the effectiveness of a classification system. Seabrook et al. [35] conducted a longitudinal study of a small set of social media users to report the associations between depression severity and variability in emotions expressed by users thereby demonstrating the effectiveness of emotion dynamics of past tweets for the task of detection. Burnap et al. [7] developed a manually annotated dataset and proposed an ensemble from hand-crafted feature sets from the structure of tweets and their text-based content which showed promising results but was limited by the resources required to extract such handcrafted features in a robust manner. Guntuku et al. [16] provide an integrative review of current research in the field with regards to viablity of datasets, feature sets, learning models and performance evaluation measures while shedding light on future scope in the relatively nascent field. The textual information available in different social media channels is often noisy, sparse and therefore may not be enough to develop a robust predictive model solely based on it. In order to overcome the lack of predefined lexico-semantic patterns in colloquial text, methods have been used that harness other kinds of data available in these platforms, such as metadata related to the authors of the posts, and their different types of interactions leading to organically formed social networks. A number of recent studies have proposed models for constructing social media user embeddings. Amir et al. [1] , generated user embeddings that captures an users' individual word usage patterns with a model similar to paragraph2vec, for the task of sarcasm detection. In this method, only users' tweets are taken into account. Yu et al. [40] , proposed two neural network models, also based on paragraph2vec, to obtain users' vector representations from word representations. Since their task was recommending tweets to users, only text was considered to construct user embeddings.
Several other works have considered multiple types of features, or views. Benton et al. [4] , proposed an approach based on Weighted Generalized Canonical Correlation Analysis (WGCCA), in order to turn several aspects of user information into low-dimensional vectors, including tweets and social network information.
Rich social network graphs formed by modeling user-user interactions in social media platforms can also be used as useful features in predictive models providing better representation of users' behavioral patterns. This information is extracted by representing each user as a node in a social graph and then utilizing the structure of the graph to extract features to represent the users' interaction. Mishra et al. [26] , Qian et al. [30] , use social graph based features and gains considerable improvement in the task of abuse detection. Yang and Eisenstein [39] , use social graph embeddings to learn a gating function that is used as an attention mechanism for learning several basis models for sentiment analysis but fails to include multirelational graphs or embeddings learned from multiple graphs to get a more informative representation of the user.
The contributions that we make in this work are different from all such previous efforts as there has been hardly any attempt to take a combined multi-faceted approach for solving the task of suicidal ideation in Twitter. In our work, we look beyond text classifiers and leverage tweeting history of users as well as their social network communication patterns. We further propose a generic framework based on stacked ensembles that learns how to combine the trained models capturing different facets of tweeting activity in Twitterosphere and also develop a new annotated dataset that facilitates the development and implementation of such a framework.
PROBLEM DEFINITION
The main objective of this work is to identify tweets collected from Twitter that expresses suicidal intent, often referred to as suicidal ideation, and to further study them. We treat the problem of suicide ideation detection as a binary classification problem and define it as follows: Problem -Given a labeled dataset T = {t 1 , t 2 , ..., t n } of tweets, the objective of the task is to learn a classification/prediction function that can predict a label y i for a tweet t i , where y i ∈ {suicidal intent present, suicidal intent absent}.
As a step towards solving the above problem we seek to find answers to additional questions. (1) Can historical activity on social media be used to supplement linguistic features for identifying suicidal tweets? (2) Can social network interactions amongst users posting about suicidality lead to communication patterns that are helpful for identifying suicidal ideation?
We devise our methods accordingly, and describe them in details in the next section.
METHODOLOGY
We use a multipronged approach for identifying tweets related to suicidal ideation. We leverage textual as well as user-specific features for learning our models. Studies belonging to the domain of psycho-linguistics such as suicidal ideation can strongly benefit from auxiliary information that can be extracted from the metadata associated with the social media posts. They provide cues beyond that available from lexical and semantic features of text. Actions taken by an user can enable us to get a more robust understanding of their linguistic habits and affective state. User-based features were extracted from the historical tweeting activity, and inter-user interactions was modeled as a social graph. Models, were trained towards the objective of finding rich representation of users and their tweeting behavior. In order to take advantage of the diverse information encoded in the different models (text, historical tweeting activity, user interactions), we train a stacked ensemble classifier and combine the individual models using stacked generalization. The complete architecture is shown in Figure 1 . We describe the details of the different components of our architecture next.
Text Classification Models
In order to learn from the textual information available in the raw tweets we train several text classification models and chose the best performing model as part of our final stacked ensemble. Some of the classifiers that we train on tweets are: Session: Long -Mining in Emerging Applications I CIKM '19, November 3-7, 2019, Beijing, China
• Character n-gram + Logistic Regression: A logisitic regression model was trained taking character n-grams (ranging from 1 to 4 characters and l2-normalized) as features that works as a strong baseline [2, 26, 36] . • GloVe + CNN: A Convolutional Neural Network (CNN) architecture inspired from [2, 20] , was trained with filter sizes (3, 4, 5) . Each CNN layer had 100 filters and was followed by a global max-pooling layer. The embedding layer and CNN output had dropout rates of 0.25 and 0.5 respectively. • GloVe + LSTM: A LSTM model with 50 LSTM units was used along with dropout layers (p = 0.25 and 0.5, preceding and following, respectively). • C-LSTM: We replicated the C-LSTM architecture used in [33] , which is currently the best system for suicide-ideation detection. It uses CNN to capture local features of phrases and RNN to capture global and temporal sentence semantics. The architecture used convolution layer with 128 filters of size 5 followed by a max-pooling layer with mask size 2. The LSTM layer comprised of 128 LSTM units with dropout rate 0.3. • BLSTM + Attention: Bidirectional LSTM model with attention layers are being increasingly used to prepare sentence encodings for downstream tasks such as text classification [22, 44] . Using a Bidirectional LSTM enables capturing context over a longer span using both the left and right context of a word. By using intra-attention, the learner is able to learn the words which supply useful context with regard to the word in question. We train a BLSTM model with 100 LSTM units, dropout rate of 0.25 and a recurrent dropout rate of 0.2. The attention layer was followed by another dropout layer of 0.2. This was followed by two dense layers having 256 units and 2 units, respectively.
Modeling Historical Tweeting Activity
It has been shown in Brådvik et al. [6] , that suicidal ideation often builds up and may be a consequence of long term depression. Therefore, learning from a representation of the user's historical tweets can extract valuable information about the affective state of the user at the time the tweet was posted. Suppose for a user u ∈ U , the tweet under consideration is t ∈ T , H u is the set of the historical tweets and h i ∈ H u is an individual historical tweet, where U is the set of all users and T is the set of all tweets. A BLSTM + Attention model was trained over the text-based features as described in Section 4.1. To obtain the embeddings, for each of the historical tweets h i ∈ H u , the latent vector was obtained from the penultimate layer of the BLSTM+Attention model. Formally,
where, д pt is the pre-trained BLSTM+Attention model and x is an instance being fed to the model. Activation layer should be assumed after every layer. With the the penultimate layer as the output, the model is defined as,
Let, f (h i ) ∈ IR n , be the latent vector representation of h i , where f maps the historical tweet to an n-dimensional vector representation.
In order to create a representation for the historical activity, we propose a temporal weighting scheme inspired from [43] , where the importance assigned to a historical tweet varies inversely with its distance in time from the current tweet. Let ∆t i be the time offset from the original tweet in seconds. Then, the temporal representation function z is given as-
is the weight for the temporal combination and is given by Equation 5 . For each of the tweet samples, the historical activity representation of the corresponding author was considered as the feature vector and a logistic regression model was trained to learn from these features.
Modeling User Interactions
Learning user representations can be significantly enriched by leveraging information derived from the inter-user interactions in social media channels like Twitter, and the kind of content that users interact with. Section 5.2, describes the social graphs that were constructed to represent these interactions. Much work has been done on generating node embeddings from graphs [15] [29] . Such methods are capable of extracting structural information from the graphs to assign similar vector representations to nodes that have similar roles or belong to the same network community. However, these methods are unsupervised and only look at assigning relative representations to the nodes. Only the structural information from the graph gets encoded. Graph Neural Networks, on the other hand, generate representations for the nodes by taking into account both the topological structure of the graph and the individual features of the nodes. In our work, we apply Graph Convolutional Networks for learning the representation of the nodes, as explained next.
Graph Convolutional
Networks. Kipf and Welling [21] , introduce an architecture for semi-supervised learning on graphs referred to as Graph Convolutional Networks (GCNs). GCNs are capable of propagating features of nodes in the graph and allow contextual learning of information with respect to a node's neighbourhood. We employ GCNs to capture the contextual linguistic information for users for an effective user profiling. The layers of a GCN combine the input feature vector of each node with those of its 1-hop neighbourhood nodes, followed by a linear combination through a dense layer. After every layer, the neighbourhood being looked at gets widened by 1 hop. Let G(V , E) (|V | = n) be our graph under consideration with the adjacency matrix A ∈ IR nx n . Let d l denote the length of the output vector of the l t h layer. With the feature matrix for the nodes F ∈ IR nxd 0 , and the output of the layer l, H l ∈ IR nxd l ,
where, f l : IR nxd l → IR nxd l+1 . The function f l gives the transformation at the l th layer as,Â = A + I (7)
A =D
(9) Equations 7 and 8, defines the transformation to obtain the normalized adjacency matrixÃ. Equation 7 adds self loops to the graph to take into account a node's own feature vector.D in Equation 8 , is the diagonal degree matrix, whereD i,i = j ∈V A i, j . Essentially, Equation 8 normalizes the weights for each node pair as,
In Equation 9 , the dot product ofÃ with H (l ) does a weighted combination of its feature vector with those of its 1-hop neighbours. These vectors are then passed to d l +1 hidden units similar to a dense layer. W (l ) ∈ IR d l xd l +1 , is the weight matrix which gives the linear combination for each of the neurons in the layer l.
In order to effectively capture contextual, linguistic, and structural information of the users, we performed semi-supervised learning on our graph using GCNs. For this purpose, an extended graph was constructed from the combined graph (as described in Section 5.2, and Table 2 ). The extended graph comprised of nodes corresponding to both the users (authors of tweets) and tweets. Two user nodes were connected if they shared an edge in the original graph. Each tweet node shared an edge with its corresponding user (author) node. The resulting extended graph had 66,864 nodes, with 32,558 users; 34,306 tweets; and 92,443 edges.
For the feature vectors of the tweet nodes, we extracted Tf-IDF features from unigrams and bigrams of the corpus and selected the best 1000 features using ANOVA method. For the user nodes, the vector representation was taken as the mean of feature vectors of the corresponding tweet nodes. All the feature vectors were l2normalized. The tweet nodes were labeled while the author nodes were unlabeled. Semi-supervised learning was performed. A threelayer architecture was used -<graph conv layer (GC-1), graph conv layer (GC-2), dense layer>. The two graph convolution layers had 500 and 100 units respectively, and the dense layer had 2 units over which a softmax distribution was constructed for the two target classes. This architecture was chosen because of the enormity (large number of nodes and edges) of the graph. The added Dense layer as compared to the architecture used in [21] , allows for better incorporation of a large amount of information available in the graph. The output probability vector is given by,
Here, W (1) and W (2) are the weight matrices for the GC-1 and GC-2 respectively. W (3) is the weight matrix for the dense layer. Each layer had a dropout of 0.4.
Stacked Ensemble Model
Often, one solution to a complex problem does not fit all scenarios. Thus, researchers use ensemble techniques to address such problems. Ensemble learning has proved to be very effective in most of the machine learning tasks [13, 23] . Ensemble models can offer diversity over model architectures, training data splits or random initialization of the same model or model architectures. Some of the popular ensemble approaches are bagging and boosting [31] . Stacked ensembles are also one of the widely used ensemble techniques that we leverage in this work. Stacked ensembles find the optimal combination of a collection of prediction algorithms using a process called stacking or stacked generalization [37] . It uses the predictions of the basis models (level-0 models) to train a new model (level-1 model) and make the final predictions. For the level-1 model, the input vector for an instance x is comprised of the predictions from the level-0 models that were trained on a subset of the data which did not include x. We describe this technique formally for the k-fold cross validation split strategy next.
Formally, for a dataset D = {(x i , y i ); i = 1...n} where x i is the sample and y i is the corresponding label, let the splits for K-fold cross validation be {D 1 ...D k }. D j and D (−j) = D − D j are the test and training set respectively for the j t h fold. Given L learning algorithms, the k t h algorithm is used to build the model M 
This new dataset is further fed to another model, called the level-1 generalizer, which learns how to combine the outputs from the basis models. Instead, we apply weighted averaging to obtain the final class probability vector. Let w k be the weight for the k t h basis model with the condition L k w k = 1. The final probability vector for the instance x i is given by,
To determine the optimal weights for the combination, a grid search was conducted over all the possible choices of weights with a granularity of 0.01, as described in Section 6. Next, we present a detailed description of the dataset on which we conduct our studies.
DATASET
We create a manually annotated dataset that is described in this section. The dataset generation was done in two phases: (i) A lexicon of suicidal phrases was generated. (ii) Real-time and historical tweets were collected using the lexicon along with the social engagement data associated with them. We would like to make the anonymized version of this dataset and the associated lexicon available to the research community on request.
Developing a Lexicon of Suicidal Phrases
In order to collect and analyze suicidal ideation in Twitter, a set of terms that were likely to identify suicidal communication were identified. Three different forums 234 that are dedicated to the discussion of suicidal thoughts were scraped and the top posts (based on votes) were used to extract phrases. Posts with little or no suicidal ideation information were removed manually. The TextRank algorithm [25] , as implemented in Pytextrank 5 , was used for ranking and gathering the list of the most prominent phrases from these posts. The resulting list had 207 phrases such as think suicide, wanting to die, suicide times, last day, alternate life, time to go, hate life. Furthermore, the lexicon was extended by using the lexicon shared in [33] , resulting in a lexicon of 248 phrases.
Data Collection

Tweet Collection.
For each phrase in the curated lexicon, tweets were collected using the Twitter REST API 6 . A total of 48,887 tweets were obtained. Furthermore, retweets and non-English language tweets were removed. Certain phrases such as last day, from the lexicon lead to tweets such as Last day at work, holidays!, as the data was collected during December, 2018. A manual check was done to remove such tweets (around 3,000), that were trivially nonsuicidal or exhibited flippant behaviour. Moreover, 12 user accounts were detected to be throwaway accounts made within 10 days of scraping and were therefore discarded. The resulting dataset consists of 34,306 tweets. attributes of the dataset, which presents a high-level insight. We took the slang words and feeling words shared in [24] . This list is consolidated from resources that are developed for compiling the jargon and the language used in social media. An interesting thing to note is that the tweets, on average contain two feeling words, which is quite intuitive as posts having signals of suicidal intent will most likely have words expressing feelings of the author. Some of the top feeling words used were -feel, dead, shit, wish, tired, suicidal, depressed, hurt, mean. We observe very little use of hashtags in the tweets (with an avg of 0.199), and only around 22% of them share URLs. Slang words like f**k, f**ked, c*nt, ass, b*tch, were also frequently used. We also perform POS tagging of the tweets using the penntreebank tagger implemented in NLTK. We report the usage of different tags in Table 1 . Table 2 : Details for the social graph created from different user interactions (A and B represent users along an edge).
User Historic Activity
Social Graph Data.
In this work, we also investigate into the social graph constructed from the user interactions in our dataset (Section 4.3). Let U = {u 1 , u 2 , ..., u m }, be the set of m users who authored tweets in the collected dataset T . Four different graphs were constructed from this data with the set V = {v 1 , v 2 , ..., v m } of m vertices, that are fixed and has a one-to-one mapping with U .
where E = {e 1 , e 2 , ..., e z } is the set of z edges, where e i = (v x , v y ) represents an edge-relationship between v x ∈ V , and v y ∈ V , whenever e i satisfies any edge relationship as defined in G quot es , G ment ions , G r epl iedT o . This is basically a union (G quot es ∪ G ment ions ∪ G r epl iedT o ) of the three graphs defined above. Although, the set of users V (vertices of the graph G), were fixed, the set of edges E, were defined between them depending on the type of interactions. Table 2 , shows the different graphs constructed corresponding to four different forms of interactions and their characteristics in terms of avg degree, and density [41] . Table 3 , shows examples for each form of interaction.
Annotation Details
Our annotation guidelines were based on the following classification system - Two annotators, who are students of clinical psychology and regular social media users, were provided with the guidelines to label the tweets as used in [34] . The inter-annotator agreement was calculated to be κ = 0.72 (Cohens' Kappa). The annotation process was supervised by a practising clinical psychologist. In cases of ambiguity the default class '0 (non suicidal)', was assigned by the annotators. 1,028 of the 9,605 conflicts were resolved by discussions among the annotators and supervisor. In case of failure to resolve, a majority vote as decided by the supervisor was taken as the final label. Following the first annotation pass, the annotations were reviewed by the supervisor and in a few cases (124), the given annotation was altered following discussions. The resulting dataset had 3,984 suicidal tweets (11.61% of the entire dataset). A significant fraction of the dataset included tweets recognised to be flippant references to suicide, messages of support and awareness, suicide related news and information, which although being non-suicidal were collected by the keyword filtering approach. Next, we describe the experiments that we performed on the dataset applying the methods as explained in Section 4.
EXPERIMENTS AND RESULTS
For all our experiments we performed 10-fold stratified cross-validation, and all the experiments were conducted and evaluated on each of the 10 train-val splits. The performance metrics (F1 score, Average Precision score, Precision and Recall) have been reported as average across the 10 validation sets. The hyper-parameters for each of the models were tuned using a grid search over the validation sets.
Zhang and Luo [42] describe the lacunae of reporting metrics such as micro F1, Precision or Recall provided in cases of highly imbalanced datasets such as abuse detection. The results therefore include the weighted F1 Score, area under the Precision-Recall Curve, Precision Score and Recall Score. Statistical significance of results was determined by employing Wilcoxon Signed Rank Test [38] , using ten stratified subsets from the test set with each metric chosen as a skill estimate for the different competing systems. Wilcoxon Signed Rank Test was used in favor of paired t-test as it is a non-parametric test with no assumption about the inherent distribution of the results even though it has less statistical power than paired t-test, although more power when the expectations of the t-test are violated, such as independence [12] . Table 4 : Results with weighted F1 and Average Precision Score. * indicates that the result is significantly better than CLSTM (p <0.05).
In order to conduct the experiments, the dataset was loaded to the pipeline the first step of which is the preprocessing of tweets. The raw text of the tweet were parsed using a tweet tokenizer 7 that replaced every username mentions, hashtags, and URLs with <mention>, <hashtag>and <url>respectively. Punctuations were removed and contractions were fixed. The WordNet Lemmatizer provided by nltk [5] for lemmatization.
Following it, the data is split for cross-validation and fed into the different models i.e., the text classifiers, graph convolutional networks and the model trained on historical tweeting activity. For the deep learning based text classifiers as described in Section 4.1, the preprocessed text was encoded onto a padded sequence and used as an input for the learners. The best performing model (BiLSTM + Attention) was further tuned for number of LSTM units over the grid {50, 100, 200} and {NoAttention, Attention}. Based on the performance 100 units were fixed and attention mechanism is used in the final text learning model. The deep learning text classifiers were trained using the Adam optimizer, an early stopping criterion with a patience of 10 epochs and a learning rate of 0.001. All the models were implemented using Keras 8 with Tensorflow 9 backend.
For the model trained on historical tweeting activity as explained in Section 4.2, historical representations for all the historical tweets of users are inferred and used as an input for the temporal weighted combination. The hyperparameters for the temporal weighted combination that takes into account the historical tweeting activity were tuned using a grid search over the grid α = {0.1, 0.5, 1.0} and β = {0, 0.01, 0.1, 1}, yielding α = 0.5 and β = 1. The results shown in the Table 5 compares the performance of temporal and non-temporal weighting scheme.
The preprocessed text and combined graph were passed as inputs into the social graph model as explained in Section 4.3. The hyperparameters for the size of feature vectors to represent the nodes was conducted over the grid {1, 000; 2, 000; 5, 000}. The Graph Convolution Network was trained with Adam optimizer, setting the learning rate to 0.01, a dropout rate of 0.4 and an early stopping criterion with a patience of 10 epochs. The implementation was done in Tensorflow. For all our future descriptions we refer the text classification model by Text, the model trained on historical tweeting activity as History, the GCN model trained on the social graph as Graph, and whenever we combine them with the ensemble model we denote the combination using the + symbol.The results of the text classifiers are reported in Table 4 .
The results of the text classifiers are reported in Table 4 .
Strategy F1 AP Non-Temporal 0.8426 0.2614
Temporal 0.8904 0.5005 Table 5 : Performances of the temporal and non-temporal weighting scheme for modeling historical tweeting activity.
To create the weighted ensemble as described in Section 4.4, a grid search was carried for the optimal weights. The search space comprised of all possible weights to a granularity 0.01. For the Text+History combination, the optimal weights were 0.84 and 0.16 and for the Text+History+Graph, the optimal weights were 0.52, 0.10 and 0.38. In Table 5 , it can be observed that temporal mod- Table 6 : Ablation study of the different model combinations.
elling of user tweeting history ( as in History ) led to an effective classifier even without relying on the text of the tweet. It showed significant improvement over the baseline of non-temporal modelling of historical tweet representations. In Table 6 , it is interesting to observe the ability of History and Graph models to classify the tweet without relying on the textual features to a sufficient degree. When combined with the Text model, the History model shows a minor gain in performance. However, by combining all the models, a significant gain is observed.
FURTHER EXPLORATION 7.1 Qualitative Analysis of Model Predictions
We perform a qualitative ablation study and error analysis by handpicking some peculiar data instances in our dataset, selecting them from the true positive and false positive results of the different models trained in this work. These results are shown in the Table 7 . In examples 1 and 2 of the Table 7 , the information available from the text is sparse and does not contain any explicit indicators for suicidal ideation. Therefore, the Text model fails to classify the text correctly. However, the author in example 1 has written multiple other depression related tweets. In example 2, the user's profile was checked and there were limited tweets available which made the information available from the history sparse. However, the user was in close proximity to other suicidal users and therefore our final ensemble model makes an accurate classification.
It is often the case that tweets indicative of suicidal ideation are highly subjective in content with multiple, often contradictory, phrases. Therefore, classifiers that look into the text-only features sometimes fail to understand the pragmatic meaning of the given document. In examples 3, 4 and 5 of Table 7 , the textual content is long and noisy making the task of classification non-trivial for the text only classifier. However, our final ensemble model relies on the position of the users in the social graph along with historical activity and is able to correctly detect suicidal ideation in the tweet.
Other than being able to better detect tweets related to suicidal ideation, we also observed a marked decrease in false positives i.e. tweets that were inaccurately detected to be suicidal. In example 6 of Table 7 , though there is an explicit mention (i'll kill myself ) it is understood to be a frivolous remark. By leveraging on the information from the historical data our ensemble models accurately classify the tweet to be non suicidal. Moreover, examples 7, 8 and 9 of Table 7 are lengthy and the pragmatic meaning of the tweet are known to be messages of awareness and support. Even though there was a history of tweets with negative emotional connotation in the user profile of example 8, the current tweet is indicative of successful recovery and our ensemble model that uses graph based features correctly classifies the tweet.
A limitation of current approaches of suicide ideation detection from text-based features is the inability to discern movie quotes and song lyrics from original writing. Considering example 10 and 11 of Table 7 , it can be observed that text-only models as well as historical features, fail to identify that the tweets contain song lyrics. However, the information extracted from the social graph is a decisive factor in correctly classifying them as non-suicidal thereby eliminating them as false positives.
However, some cases were encountered during the ablation study where our ensemble failed to accurately classify the tweet. In example 12 of the Table 7 , the tweeting history of the account was sparse and the user was not connected to any other users in our dataset. Therefore, no contextual information was available for the user leading to the misclassification.
Analyzing the Social Graph
With the aim of understanding the communication and propagation of suicidal content, we perform a social network analysis of the combined graph G combined . For this purpose, we take the subgraph containing only suicidal users and eliminate the solitary nodes. This sub-graph was then analyzed on the criteria of various metrics to get a better idea of the level of association among the users. It was done to understand whether there exists closely knit networks among suicidal users or do the users exist in smaller groups and are isolated from each other. The results are shown in Table 8 . It can be observed that there does exist a significantly well connected group of suicidal users with a potential for studying the spread of information amongst them. It could be possible that users rely on When I feel down I convice myself that no one likes me, wants to be around me, 0 1 1 0 or talk to me. Today so many people made me realize that that's absolutely not the case. I'm so fucking blessed to be so loved and supported. Nobody can be surprised when I snap and take someone's life. 1 0 0 0 Either my own or these pricks. None of you can be surprised. Table 8 : Analysis of the Social Graph virtual relationships formed over social networks for support and solidarity. However, it is also of paramount importance to investigate the cascading of information in the wider community where it could pose a risk for suicide contagion. To this end, the presence of hubs with higher social capital must be detected. These specific users are influential in the propagation of suicidal information and can be crucial in either extending support to suicidal users or curbing their influence by monitoring the communication made by such users to avoid a contagion effect.
ETHICAL CONSIDERATIONS AND LIMITATIONS
Analyzing social networks for suicidal ideation necessitates the need to look into challenges and limitations we face while keeping ethical considerations in mind. Based on the issues highlighted in [9] we address these as:
• Privacy: Individual consent from users was not sought as the data was publicly available and attempts to contact the author for research participation could be deemed coercive and may change user behavior that might disturb the integrity of the experiments conducted. We are cognizant of the ethical limitations that occur in the absence of consent and feedback from the study population. • Bias: The authors are aware of the inherent biases that come with collecting data from social media which are not 'naturally occurring' but are influenced by agents that have varying sets of priorities. While using a specific set of seed keywords to build a lexicon and scrape data introduces bias, we're able to extract a diverse dataset rich in non concerning suicide-related, which is the primary resource to learn the subtleties and intricacies of suicide ideation. • Interpretation: Despite a comprehensive annotation process, we acknowledge that it is likely that our interpretation of subtle nuances in suicidal ideation may be incorrect given the highly subjective nature of this challenging problem. The motive of this study was to determine if community contextual features can identify such linguistic patterns, rather than focus on the intrinsic labeling of tweets.
CONCLUSION AND FUTURE WORK
In spite of the importance of suicidal ideation identification on social media, little knowledge management research has focused on looking beyond linguistic patterns, or the characteristics and affordances of online spaces (e.g., anonymity) where user interaction and past user behaviour are strong indicators of a potentially concerning mental state of online users, particularly youth, that must be identified. In this study, employing both qualitative and quantitative methods, we address this gap by investigating the impact of augmenting text based suicidal ideation detection models with contextual cues based on historical tweeting behavior and social media engagement.
To this end, we perform a survey of current methods and offset their limitations by developing a novel ensemble learning pipeline which lays the foundation for employing temporal and social interaction features to aid in identifying the subtleties and nuances in potentially concerning suicidal tweets. We perform an exploratory analysis and go over the limitations and ethical considerations pertaining to our proposed approach to pave the way for future work. We aim to provide valuable information to clinicians, health practitioners and policy makers to draw inferences regarding the behaviour exhibited by users suffering from suicide ideation.
