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Abstract
We prove new inequalities related to the spectral radius ρ of Hadamard products
(denoted by ◦) of complex matrices. Let p, q ∈ [1,∞] satisfy 1
p
+ 1
q
= 1, we show
an analog of Ho¨lder’s inequality on the space of n× n complex matrices
ρ(A ◦B) ≤ ρ(|A|◦p)
1
p ρ(|B|◦q)
1
q for all A,B ∈ Cn×n,
where | · | denotes entry-wise absolute values, and (·)◦p represents the entry-wise
Hadamard power. We derive a sharper inequality for the special case p = q = 2.
Given A,B ∈ Cn×n, for some β ∈ (0, 1] depending on A and B,
ρ(A ◦B) ≤ βρ(|A ◦A|)
1
2 ρ(|B ◦B|)
1
2 .
Analysis for another special case p = 1 and q =∞ is also included.
Keywords: Spectral radius, Hadamard product, Ho¨lder’s inequality,
Cauchy-Schwarz inequality, Submultiplicativity, Complex matrix
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1. Introduction and notation
Let Cn×n denote the space of n × n complex matrices. Denote by Aij the
(i, j)-th entry of a matrix A. Recall that the Hadamard product (A ◦ B) of
two matrices A,B ∈ Cn×n is given by (A ◦ B)ij = AijBij . Let |A| ∈ C
n×n
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denote the nonnegative matrix obtained by taking entry-wise absolute values
of A, such that |A|ij = |Aij |. Let ‖A‖max = maxi,j |Aij | denote the maximum
absolute entry of A. Note ‖ · ‖max is not a matrix norm.
It is noted in [1, Observation 5.7.4] that for nonnegative A and B, the
spectral radius satisfies
ρ(A ◦B) ≤ ρ(A)ρ(B). (1)
But the spectral radius with respect to the Hadamard product is not submulti-
plicative in general. A counterexample is given by
A = B =

1 −2
1 −1

 .
This counterexample also shows ρ(A◦B) ≤ ρ(|A|)ρ(B) does not hold in general.
Therefore we are left with ρ(A ◦ B) ≤ ρ(|A|)ρ(|B|) for all A,B ∈ Cn×n, which
we will call submultiplicativity under absolute values and will be proved in the
following section. Although this inequality can be used to evaluate an upper
bound separately given A and B, it can be very weak in many cases. A different
upper bound ρ(A ◦ B) ≤ ρ(AB) for nonnegative matrices is proved in [2], but
is impractical to evaluate and not necessarily stronger.
In this paper, we derive stronger inequalities for ρ(A ◦B) that can be eval-
uated in a separable fashion and hold for the general case.
2. An analog of Ho¨lder’s inequality
To begin with, we introduce the main theorem of this paper.
Theorem 2.1. Let p, q ∈ [1,∞] with 1
p
+ 1
q
= 1. Then for all A,B ∈ Cn×n,
ρ(A ◦B) ≤ ρ(|A|◦p)
1
p ρ(|B|◦q)
1
q .
Proof. Our proof of Theorem 2.1 is based on the celebrated Gelfand’s formula
which originally appeared in [3] and is included as a standard result in many
textbooks, e.g. [4, Corollary 5.6.14]. Gelfand’s formula states that, given a
2
matrix norm ‖ · ‖, the spectral radius ρ(A) of the matrix A can be expressed in
terms of the norms of its powers ‖Ak‖ as follows:
ρ(A) = lim
k→∞
‖Ak‖
1
k . (2)
Let ‖ · ‖1 be the induced 1-norm. For all positive integer k, ‖(A ◦B)
k‖1 can be
written as
‖(A ◦B)k‖1 =max
ik+1
∑
i1
∣∣∣ ∑
i2,i3,...,ik
Ai1i2Bi1i2Ai2i3Bi2i3 · · ·Aikik+1Bikik+1
∣∣∣
=max
ik+1
∑
i1
∣∣∣ ∑
i2,i3,...,ik
( k∏
j=1
Aijij+1
)
×
( k∏
j=1
Bij ij+1
)∣∣∣ . (3)
Applying Ho¨lder’s inequality to the inner summation over i2, ..., ik on the right-
hand side gives
‖(A ◦B)k‖1 ≤ max
ik+1
∑
i1
( ∑
i2,i3,...,ik
∣∣∣
k∏
j=1
Aij ij+1
∣∣∣p)
1
p
( ∑
i2,i3,...,ik
∣∣∣
k∏
j=1
Bij ij+1
∣∣∣q)
1
q
.
(4)
Applying again Ho¨lder’s inequality to the outer summation over i1 with the
same constants p and q leads to
‖(A ◦B)k‖1 ≤ max
ik+1
((∑
i1
∑
i2,...,ik
∣∣∣
k∏
j=1
Aij ij+1
∣∣∣p)
1
p
(∑
i1
∑
i2,...,ik
∣∣∣
k∏
j=1
Bij ij+1
∣∣∣q)
1
q
)
≤
∥∥(|A|◦p)k∥∥ 1p
1
∥∥(|B|◦q)k∥∥ 1q
1
,
(5)
where the second inequality follows from the property of the max operator. The
rest of the proof follows by taking the k-th root, taking the limit k → ∞ and
applying Gelfand’s formula respectively to A ◦B, |A|◦p and |B|◦q, which gives
ρ(A ◦B) = lim
k→∞
‖(A ◦B)k‖
1
k
1
≤ lim
k→∞
∥∥(|A|◦p)k∥∥ 1kp
1
‖(|B|◦q)k‖
1
kq
1
= ρ(|A|◦p)
1
p ρ(|B|◦q)
1
q . (6)
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Remark. The special case p = q = 2 gives an analog of the Cauchy-Schwarz
inequality ρ(A ◦ B) ≤ ρ(|A ◦ A|)
1
2 ρ(|B ◦ B|)
1
2 , and it is closer to equality when
A is close to a scalar multiple of B or vice versa.
One direct consequence of our theorem is the following inequality relating
the spectral radii of a matrix before and after taking entry-wise absolute values:
Corollary 2.1.1. For all M ∈ Cn×n,
ρ(M) ≤ ρ(|M |).
Proof. This inequality follows directly from taking p = q = 2 and A = B =
|M |◦
1
2 in Theorem 2.1.
The submultiplicativity of the Spectral radius with respect to the Hadamard
product under absolute values can also be derived.
Corollary 2.1.2. For all A,B ∈ Cn×n,
ρ(A ◦B) ≤ ρ(|A|)ρ(|B|).
Proof. It suffices to show ρ(A ◦ B) ≤ ρ(|A ◦ A|)
1
2 ρ(|B ◦ B|)
1
2 ≤ ρ(|A|)ρ(|B|).
The first inequality follows from Theorem 2.1. The second inequality follows
from the submultiplicativity (1) for nonnegative matrices |A| and |B|.
Remark. In fact it can be shown that Theorem 2.1 always gives sharper upper
bounds than ρ(|A|)ρ(|B|) for all choices of p and q. The proof follows trivially
from [1, Lemma 5.7.8].
Corollary 2.1.3. Given A,B ∈ Cn×n, let µ(|A|) = 1
n2
∑
i,j |Aij | denote the
mean of absolute entries of A. Assuming µ(|A|) 6= 0 and µ(|B|) 6= 0, let C,D ∈
Cn×n be nonnegative matrices given by
C = max
(
µ(|B|)|A|, µ(|A|)|B|
)
and D = min
(
µ(|B|)|A|, µ(|A|)|B|
)
,
where max and min are taken entry-wise. Then
ρ(A ◦B) ≤
ρ(C ◦ C)
1
2 ρ(D ◦D)
1
2
µ(|A|)µ(|B|)
.
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Proof. The proof follows from Corollary 2.1.1 and Theorem 2.1 by observing
ρ(|A| ◦ |B|) =
ρ(C ◦D)
µ(|A|)µ(|B|)
. (7)
Remark. New matrices C and D are closer to being collinear than |A| and |B|.
Therefore Corollary 2.1.3 provides a sharper upper bound than ρ(|A◦A|)
1
2 ρ(|B ◦
B|)
1
2 , as noted in the first remark.
3. Further results
This section discusses further results related to two special cases of the analog
of Ho¨lder’s inequality for the spectral radius of Hadamard products.
Proposition 3.1. For all A,B ∈ Cn×n,
ρ(A ◦B) ≤ βρ(|A ◦A|)
1
2 ρ(|B ◦B|)
1
2 .
where β = ‖M‖
1
3
max and M ∈ Cn×n is a matrix that satisfies
Mij =


0 if
(
|A ◦A|2
)
ij
(
|B ◦B|2
)
ij
= 0,(
|A◦B|2
)
ij((
|A◦A|2
)
ij
(
|B◦B|2
)
ij
) 1
2
otherwise.
Proof. For any positive integer k, we consider ‖(A ◦ B)3k‖1. Rearranging the
right-hand side gives
‖(A ◦B)3k‖1 ≤ max
i3k+1
k∏
j=1
∑
i3j−2,i3j−1
∣∣∣Ai3j−2i3j−1Bi3j−2i3j−1
∣∣∣
×
∣∣∣∑
i3j
Ai3j−1i3jBi3j−1i3jAi3j i3j+1Bi3j i3j+1
∣∣∣
= max
i3k+1
k∏
j=1
∑
i3j−2,i3j−1
∣∣∣Ai3j−2i3j−1Bi3j−2i3j−1
∣∣∣(|A ◦B|2)i3j−1i3j+1
≤ max
i3k+1
k∏
j=1
∑
i3j−2,i3j−1
∣∣∣Ai3j−2i3j−1Bi3j−2i3j−1
∣∣∣
×β3
(
(|A ◦A|2)i3j−1i3j+1 (|B ◦B|
2)i3j−1i3j+1
) 1
2
.
(8)
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Applying the Cauchy-Schwarz inequality gives
‖(A ◦B)3k‖1 ≤ β
3k max
i3k+1
( k∏
j=1
∑
i3j−2,i3j−1
∣∣∣Ai3j−2i3j−1
∣∣∣2(|A ◦A|2)i3j−1i3j+1
) 1
2
×max
i3k+1
( k∏
j=1
∑
i3j−2,i3j−1
∣∣∣Bi3j−2i3j−1
∣∣∣2(|B ◦B|2)i3j−1i3j+1
) 1
2
.
(9)
We make the following observation:
max
i3k+1
( k∏
j=1
∑
i3j−2,i3j−1
∣∣∣Ai3j−2i3j−1
∣∣∣2(|A ◦A|2)i3j−1i3j+1
)
= ‖|A ◦A|3k‖1, (10)
and similarly for ‖|B ◦B|3k‖1. Thus ‖(A◦B)
3k‖1 ≤ β
3k‖|A◦A|3k‖
1
2
1
|B ◦B|3k‖
1
2
1
.
The proof is then completed by applying Gelfand’s formula and taking the limit
k →∞, which gives
ρ(A ◦B) = lim
k→∞
‖(A ◦B)3k‖
1
3k
1
≤ lim
k→∞
β‖|A ◦A|3k‖
1
6k
1
‖|B ◦B|6k‖
1
6k
1
= βρ(|A ◦A|)
1
2 ρ(|B ◦B|)
1
2 . (11)
Remark. Note that the scalar β always takes value in (0, 1].
Before moving on to discuss the special case p = 1 and q =∞ for Theorem
2.1, we first note the existence of limp→∞ ρ(|A|
◦p)
1
p as ρ(|A|◦p)
1
p is bounded
below and non-increasing in p for p ≥ 1 [1, Lemma 5.7.8]. We also introduce
the following quantity associated with nonnegative matrices.
Definition 3.2. The maximum k-path geometric mean for a nonnegative ma-
trix A ∈ Cn×n and for a positive integer k is given by
gk(A) = max
i1,...,ik+1
( k∏
j=1
Aij ij+1
) 1
k
.
Remark. It can be observed that gk(A) ≤ ‖A‖max = g1(A). Moreover, {gm(A)}
is a non-increasing sequence for m = 2j where j = 0, 1, 2, · · · .
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The following theorem is ready to be introduced.
Theorem 3.3. For all A ∈ Cn×n and for all positive integer k,
lim
p→∞
ρ(|A|◦p)
1
p ≤ gk(|A|).
Proof. Given the induced 1-norm ‖ · ‖1, for all positive integer k we have,
∥∥(|A|◦p)k∥∥ 1kp
1
=
(
max
ik+1
∑
i1
∣∣∣ ∑
i2,i3,...,ik
k∏
j=1
∣∣Aij ij+1 ∣∣p
∣∣∣)
1
kp
≤
(
max
i1,...,ik+1
k∏
j=1
∣∣Aij ij+1 ∣∣p × nk
) 1
kp
= max
i1,...,ik+1
( k∏
j=1
∣∣Aij ij+1 ∣∣
) 1
k
× n
1
p . (12)
Invoking the definition of gk(|A|), we get
∥∥(|A|◦p)k∥∥ 1kp
1
≤ gk(|A|)× n
1
p . (13)
Applying the fact that ρ(M) = ρ(Mk)
1
k ≤ ‖Mk‖
1
k
1
with M = |A|◦p gives
ρ(|A|◦p)
1
p ≤
(∥∥(|A|◦p)k∥∥ 1k
1
) 1
p
≤ gk(|A|)× n
1
p . (14)
Taking the limit p→∞ completes the proof.
Corollary 3.3.1. For all A,B ∈ Cn×n and for all positive integer k,
ρ(A ◦B) ≤ ρ(|A|)gk(|B|) ≤ ρ(|A|)‖B‖max .
Proof. The first inequality follows directly from Theorem 3.3 and Theorem 2.1
by taking p = 1 and q = ∞. The second inequality follows from the definition
of gk(|B|), as noted in the previous remark.
The following numerical example shows that Theorem 2.1 gives sharper
bounds than ρ(AB) in some cases. Let
A =

2 4
8 3

 , B =

1 2
3 4

 .
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Then ρ(A ◦B) = 21.73 and ρ(AB) = 40.72, while
ρ(|A ◦A|)
1
2 ρ(|B ◦B|)
1
2 = 26.43 when p = q = 2,
ρ(|A|)‖B‖max = 32.72 when p = 1, q =∞.
Moreover, the bound given by Corollary 2.1.3 is 22.74.
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