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Abstract
Many data generating processes involve latent random variables over discrete
combinatorial spaces whose size grows factorially with the dataset. In these
settings, existing posterior inference methods can be inaccurate and/or very slow.
In this work we develop methods for efficient amortized approximate Bayesian
inference over discrete combinatorial spaces, with applications to probabilistic
clustering (such as Dirichlet process mixture models), random communities (such
as stochastic block models) and random permutations. The approach exploits the
exchangeability of the generative models and is based on mapping distributed,
permutation-invariant representations of discrete arrangements into conditional
probabilities. The resulting algorithms parallelize easily, yield iid samples from
the approximate posteriors along with a probability estimate of each sample (a
quantity generally unavailable using Markov Chain Monte Carlo) and can easily
be applied to both conjugate and non-conjugate models, as training only requires
samples from the generative model. As a scientific application, we present a novel
approach to spike sorting for high-density multielectrode probes.
1 Introduction
Discrete latent random variables appear in a wide variety of statistical models. When these variables
have a combinatorial nature (e.g. permutations, graphs, partitions) the state space grows factorially
with the data size, making inference challenging.
Popular inference methods in these models fall into a few broad classes. First, we can attempt to
compute a maximum a posteriori (MAP) point estimate. However, exploring the full posterior is
crucial whenever there is irreducible uncertainty about the latent structure (or when many separate
local optima exist), as is often the case in these models. Second, Markov Chain Monte Carlo (MCMC)
methods for exploring the posterior [1–4] are asymptotically accurate but time-consuming, with
convergence that is difficult to assess. Models whose likelihood and prior are non-conjugate are
particularly challenging, since in general in these cases the model parameters cannot be marginalized
and must be kept as part of the state of the Markov chain. Finally, variational methods [5–9] are
typically much faster but do not come with accuracy guarantees.
In this work we propose a novel technique to perform approximate posterior inference in combinatorial
spaces. While the details differ in each generative model, the common motif is to use neural networks
to express posterior distributions of latent discrete variables in terms of fixed-dimensional, distributed
data representations that respect the permutation symmetries imposed by the discrete variables.
The method can be applied to non-conjugate models, and is amortized in the sense that, after investing
computational time in training a neural network with labeled samples from a particular generative
model, we can obtain independent, parallelizable, approximate posterior samples of the discrete
variables for any new set of observations of arbitrary size, with no need for expensive MCMC steps.
Note that clustering and community detection are usually addressed as unsupervised learning tasks.
Instead, we approach them as supervised learning of a posterior distribution from labeled samples.
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We present our approach in three different settings: in Section 2 we study random clustering;
in Section 3 random community graph models; and in Section 4 random permutations. In each
case, we present experimental results to illustrate the method. In Section 5 we discuss quantitative
evaluations of the new methods and in Section 6 we discuss related works. In Section 7 we present a
neuroscientific application of this method to spike sorting for high-density multielectrode probes, and
we close in Section 8 by discussing potential directions for future work.
2 Clustering
Probabilistic models for clustering [10] introduce random variables ci denoting the cluster number to
which the data point xi is assigned, and assume a generating process of the form
α1, α2 ∼ p(α)
N ∼ p(N)
c1 . . . cN ∼ p(c1, . . . , cN |α1)
µ1 . . . µK |c1:N ∼ p(µ1, . . . µK |α2)
xi ∼ p(xi|µci) i = 1 . . . N
Here α1, α2 are hyperparameters. The number of clusters K is a random variable, indicating the
number of distinct values among the sampled ci’s, and µk denotes a parameter vector controlling the
distribution of the k-th cluster (e.g., µk could include both the mean and covariance of a Gaussian
mixture component). We assume that the priors p(c1:N |α1) and p(µ1:K |α2) are exchangeable,
p(c1, . . . , cN |α1) = p(cσ1 , . . . , cσN |α1) ,
where {σi} is an arbitrary permutation of the indices, and similarly for p(µ1:K |α2). Examples of this
setting include Mixtures of Finite Mixtures [11] and many Bayesian nonparametric models, such as
Dirichlet process mixture models (DPMM); see [12] for a recent overview.
Given N data points x = {xi}, we are interested in iid sampling the ci’s, using a decomposition
p(c1:N |x) = p(c1|x)p(c2|c1,x) . . . p(cN |c1:N−1,x). (1)
Note that p(c1 = 1|x) = 1, since the first data point is always assigned to the first cluster. While
we might also be interested in the hidden variables µk, the reason to focus on the discrete variables
ci’s is that given samples from them, it is generally relatively easy to obtain posterior samples from
p(α1|c1:N ) and p(µk, α2|x, c1:N ).
We would like to model all the factors in (1) in a unified way, with a generic factor given by
p(cn|c1:n−1,x) = p(c1 . . . cn,x)K+1∑
c′n=1
p(c1 . . . c
′
n,x)
. (2)
Here we assumed that there are K unique values in c1:n−1, and therefore cn can take K + 1 values,
corresponding to xn joining any of the K existing clusters, or forming its own new cluster.
We are interested in approximating (2):
p(cn|c1:n−1,x) ≈ pθ(cn|c1:n−1,x), (3)
where pθ is parameterized by a flexible model such as a neural network that takes as inputs (c1:n−1,x),
then extracts features and combines them nonlinearly to output a probability distribution on cn.
Critically, we will design the network to enforce the highly symmetric structure of the lhs of (3).
To make this symmetric structure more transparent, and in light of the expression (2), let us consider
the joint distribution of the assignments of the first n data points,
p(c1, . . . , cn,x) . (4)
A neural representation of this quantity should respect the permutation symmetries imposed on
the xi’s by the values of c1:n. Therefore, our first task is to build symmetry invariant representations
of the observations x. The general problem of constructing such symmetry-invariant encodings
was discussed recently in [13]; to adapt this approach to our context, we consider three distinct
permutation symmetries:
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Figure 1: Neural Clustering Process: Given the observations in the leftmost panel, we show samples
from the posterior of a DPMM of 2D Gaussians, indicating in each case the number of clusters and
posterior probability. Note that the posterior samples are reasonable, and less-reasonable samples
are assigned lower probability by the NCP. The dotted ellipses indicate areas where some cluster
assignments differ from the first, highest-probability sample. In our GPU-parallelized implementation,
we obtain thousands of such NCP samples in a fraction of a second. (Best seen in color.)
• Permutations within a cluster: (4) is invariant under permutations of xi’s in the same
cluster. For each of the K clusters that have been sampled so far, we define the encoding
Hk =
∑
i:ci=k
h(xi) k = 1 . . .K , h : Rdx → Rdh , (5)
which is clearly invariant under permutations of xi’s in the same cluster. As we show in Sup.
Material A, when p(x|µ) belongs to an exponential family with sufficient statistics t(x), it
is sufficient to set h(x) = (1, t(x)). Otherwise h is a function we learn from data.
• Permutations between clusters: (4) is invariant under permutations of the cluster labels.
In terms of the within-cluster invariants Hk, this symmetry can be captured by
G =
K∑
k=1
g(Hk), g : Rdh → Rdg . (6)
• Permutations of the unassigned data points: (4) is also invariant under permutations of
the N − n unassigned data points. This can be captured by
Q =
N∑
i=n+1
q(xi) , q : Rdx → Rdq . (7)
Note thatG andQ provide fixed-dimensional, symmetry-invariant representations of the assigned and
non-assigned data points, respectively, for any number of N data points and K clusters. Encodings of
this form were shown in [13] to lead to arbitrarily accurate approximations of symmetric functions.
Now, each of the K + 1 possible values for cn corresponds to h(xn) appearing in one particular Hk
in (5), and yields a separate vector Gk in (6). In terms of the Gk’s and Q, we propose to model (2) as
pθ(cn = k|c1:n−1,x) = e
f(Gk,Q)∑K+1
k′=1 e
f(Gk′ ,Q)
k = 1 . . .K + 1 , (8)
where we have introduced a new real-valued function f .
In eq. (8), θ denotes the parameters in the functions h, g, q and f ; we represent these functions with
neural networks (unless h is already known, as in the exponential family setting). By storing and
updating G and Q for successive values of n, the computational cost of a full i.i.d. sample of c1:N is
O(NK), the same as a single Gibbs sweep. See Algorithm 1 in the Sup. Material for details; we
term this approach the Neural Clustering Process (NCP).
In order to learn the parameters θ of the neural networks, we use stochastic gradient descent to
minimize the expected negative log-likelihood,
−Ep(N)Ep(c1:N ,x)
[
N∑
n=2
log pθ(cn|c1:n−1,x)
]
. (9)
Samples from p(c1:N ,x) are obtained from the generative model, irrespective of the model being
conjugate. If we can take an unlimited number of samples from the generative model, we can
potentially train a neural network to approximate p(cn|c1:n−1,x) arbitrarily accurately.
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Figure 2: Clustering of MNIST data. We trained a generative clustering model on the full MNIST
training dataset (see text for details), then sampled N = 20 observations from the MNIST test set
(top row) and applied the NCP to these observations. The five rows below the observations show five
samples of c1:20 from the NCP posterior of these 20 images, with their corresponding probabilities,
each capturing some ambiguity suggested by the form of particular digits.
2.1 Examples
Here we illustrate the method by presenting two examples. In the Sup. Material we provide details of
the network architectures used in all the examples of the paper.
Clustering in 2D Gaussian models: We consider a DPMM clustering model for 2D points.
The generative model is
N ∼ Uniform[5, 100]
c1:N ∼ CRP(α)
µk ∼ N(0, σ2µ12) k = 1 . . .K
xi ∼ N(µci , σ212) i = 1 . . . N
(10)
where CRP stands for the Chinese Restaurant Process, with concentration parameter α = 0.7,
σµ = 10, and σ = 1. Figure 1 shows that the NCP captures the posterior uncertainty inherent in
clustering this data.
Clustering of MNIST digits: We consider next a DPMM over the empirical distribution of digits
from the MNIST dataset. The generative model is
N ∼ Uniform[5, 100]
c1:N ∼ CRP10(α)
lk ∼ Unif[0, 9]− without replacement. k = 1 . . .K
xi ∼ Unif[MNIST digits with label lci ] i = 1 . . . N
where CRP10 is a Chinese Restaurant Process truncated to up to 10 clusters, with α = 0.7, dx =
28 × 28. Figure 2 shows that posterior samples from the estimated model correctly capture the
shape ambiguity of some of the digits. Note that in this case the generative model has no analytical
expression (and therefore is non-conjugate), but this presents no problem; a generative model that we
can sample from is all we need for training.
3 Communities
Our next setting has a similar prior as above over cluster labels, but the observation model is more
challenging:
α,N ∼ p(α), p(N)
c1 . . . cN ∼ p(c1, . . . , cN |α)
φk1,k2 ∼ p(φ|β) k1 ≤ k2
xi,j ∼ Bernoulli(φci,cj ) , i ≤ j , i, j = 1 . . . N
where k1, k2 = 1 . . .K. The prior p(c1:n|α) can be any of the priors used for clustering above, and
the observations xi,j represent now the presence or absence of an edge in a graph of N vertices. We
focus on the symmetric graph case here, so φk1,k2 = φk2,k1 and xi,j ≡ xj,i. We use a Beta model
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Figure 3: Community Detection with Neural Block Processes. The model is a single-type Infinite
Relational Model [16, 17], with a CRP prior with α = 0.7. The entries in each block are Bernoulli
samples, with a block parameter sampled from a Beta(0.2, 0.2) prior. From left to right: (i) the
original block structure, sampled from the generative model, (ii) the observed random permutation of
rows and columns, (iii) four samples from the NBP posterior, along with their estimated probabilities.
As in the previous examples, each sample from the posterior here corresponds to a plausible partition.
for p(φ|β), but other choices are possible. These models include stochastic block models [14, 15]
and the single-type Infinite Relational Model [16, 17].
In principle posterior inference in this case can proceed similarly to the clustering case, by considering
N particles, each given by a row of the adjacency matrix xi = (xi,1, . . . , xi,N ). But we should be
careful when encoding these particles. Consider the situation when the values of c1:n have been
assigned. Encoding with a generic function h(xi) would ignore the permutation symmetries present
among the components of xi, i.e., the columns of the matrix xi,j , as a result of the c1:n assignments.
These symmetries are the same three symmetries discussed above for clustering models. Moreover,
a fixed function h(xi) would not be able to accommodate the fact that the length of xi changes
with the size N of the dataset. In Sup. Material B we present the details of an invariant encoding
that respects all these requirements. We call our approach Neural Block Process (NBP). Figure 3
shows that posterior samples from this model again capture the ambiguities inherent in clustering the
observed graph data.
4 Permutations
Our last set of models are of the form
N ∼ p(N) c1:N ∼ p(c1:N ) xci , yi ∼ p(xci , yi).
Here p(c1:N ) is a uniform distribution over permutations (and therefore exchangeable), with
ci ∈ {1, . . . , N}, ci 6= cj for i 6= j
denoting that xci is paired with yi. As a concrete example, think of yi as a noise-corrupted version of
a permuted sample xci . Given two sets of N data points x = {xi}, y = {yi}, we are interested in
sampling the posterior of the permutations c1:N , using a factorization similar to (1). As we show in
Sup. Material C, each factor can be represented as
pθ(cn|c1:n−1,x,y) = p(xcn , yn)e
R(xcn ,yn)∑
c′n
p(xc′n , yn)e
R(xc′n ,yn)
, (11)
where xcn = {xci}Ni=n+1, yn = {yi}Ni=n+1 correspond to all the pairs not yet matched. The function
R(xcn ,yn) is invariant under separate permutations of the components of xcn and ycn Moreover,
if the xi’s and yi’s belong to the same space and p(xcn , yn) = p(yn, xcn), then R(xcn ,yn) =
R(yn,xcn) and e
R(xcn ,yn) estimates, up to a multiplicative constant, the permanent of the symmetric
matrix with entries p(yi, xcj ) for i, j ≥ n+ 1.
Note that (11) does not depend on {xci}n−1i=1 or {yi}n−1i=1 . The density p(xcn , yn) can be either known
in advance, or a parametrized function to be learned. We call this approach the Neural Permutation
Process (NPP). In Figure 4 we present two examples:
Noisy pairs in 2D: the generative model is
xci ∼ N(0, 3) yi ∼ N(xci , 0.612) i = 1 . . . N. (12)
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Observed 25 Pairs Prob: 0.07 Prob: 0.06
Prob: 0.05 Prob: 0.04 Prob: 0.04
Observed 6 Pairs NPP: 0.91   Exact: 0.93 NPP: 0.07   Exact: 0.06
Prob:0.73
Prob:0.27
Figure 4: Neural Permutation Process. Left: Noisy pairs in 2D. N = 25 pairs from the model (12),
and five different samples from the posterior. Red links indicate departures from the highest prob-
ability matchings. Upper right: N = 6 pairs from the same model. In this case we can compute
the exact probabilities, which track the NPP approximate values well. Lower right: Two posterior
samples from from the model (13), given ten pairs of distinct MNIST digits. Note that the samples
capture well the ambiguity between digits ‘4’ and ‘9’.
MNIST digits: the generative model is
yi, xci ∼ Unif [Pairs of MNIST digits with same label ] i = 1 . . . N. (13)
Both cases illustrate how a probabilistic approach captures the ambiguities in the observations.
5 Quantitative evaluations and diagnostics
The above examples provide strong qualitative evidence that our approximations to the true posterior
distributions in these models are capturing the uncertainty inherent in the observed data. But we
would like to go further and ask quantitatively how well our approximations match the exact posterior.
Unfortunately, for sample sizes much larger than N = O(10) it is impossible to compute the exact
posterior in these models. Nonetheless, there are several quantitative metrics we can examine to
check the accuracy of the model output.
Global symmetry from exchangeability: Our results relied on p(c1:N |α1) being exchangeable,
which in turn implies exchangeability of the joint posterior (1). But this is not explicit in the rhs
of (1), where a particular order is chosen for the expansion. If our model learns the conditional
probabilities correctly, this symmetry should be (approximately) satisfied, and this can be monitored
during training, as we show in the Sup. Material.
Estimated vs. Analytical Probabilities: Some conditional probabilities can be computed analyti-
cally and compared with the estimates output by the network. We present such a comparison for the
NPP in Figure 4, upper-right, and for the NCP in Figure 5, upper-right. In both cases, the estimated
probabilities are in close agreement with their exact values.
Geweke’s Tests: A popular family of tests that check the correctness of MCMC implementations [18]
can also be applied in our case: verify the (approximate) identity between the prior p(c1:N ) and
pθ(c1:N ) ≡
∫
dx pθ(c1:N |x) p(x) , (14)
where p(x) is the marginal from the generative model. Figure 5 shows such a comparison for the 2D
Gaussian DPMM from Section 2.1, showing excellent agreement.
Comparison with MCMC: Our method has two main advantages over MCMC approaches. Firstly,
it gives a probability estimate for each sample, in general unavailable in MCMC. Secondly, an
extremely higher efficiency from the parallelization of iid samples. For example, in the Gaussian
2D example in eq.(10), in the clock time a naive collapsed Gibbs sampler produces one correlated
sample, our method produces more than 100 iid approximate samples.
6
10 5 0 5 10
x coordinate of new point
0.0
0.2
0.4
0.6
0.8
1.0
p(c
10
1|c
1:
10
0,x
) Exact k=0
NCP k=0
Exact k=1
NCP k=1
Exact k=2
NCP k=2
10 5 0 5 10
10
5
0
5
10
20 40 60 80
Number of Points N
1
2
3
4
5
6
Nu
m
be
r o
f C
lu
st
er
s
Mixture of 2D Gaussians
NCP Samples
Exact
1 2 3 4 5 6 7 8 9
Number of Clusters
0.00
0.05
0.10
0.15
0.20
0.25
0.30
Pr
ob
ab
ili
ty
CRP - Distribution of number of clusters for N=30
NCP Samples
CRP Prior
Figure 5: Quantitative Evaluations. Upper left: Two 2D clusters of 50 points each (k = 0, 1) and a
line over possible locations of a 101st last point. Upper right: Assuming the 2D model from (10),
the posterior p(c101|c1:100,x) can be computed exactly, and we compare it to the NCP estimate as a
function of the horizontal coordinate of x101, as this point moves over the gray line on the upper left
panel. Geweke’s Tests. Lower left: The curves compare the exact mean (± one std.) of the number
of clusters K for different N ’s from the CRP prior (with α = 0.7), with sampled estimates using
equation (14). Lower right: Similar comparison for the full histogram of K for N = 30 points.
6 Related Works
Many works have studied posterior inference in the models discussed. Our work differs from previous
approaches in its use of neural networks to explicitly approximate the posterior over combinatorial
discrete spaces in order to obtain iid approximate samples.
MAP: The work [19] surveys deep learning techniques for combinatorial optimization. Functions
over sets: Permutation-invariant neural architectures have been explored recently in [20–23]. The
representation of a set via a sum (or mean) of encoding vectors was also used in [13, 24–28].
Amortized inference: Related approaches were explored in Bayesian networks [29], sequential
Monte Carlo [30], probabilistic programming [31, 32] and particle tracking [33].
Clustering: The works [34–36] review neural network-based clustering, and [37] studies biologically
inspired online clustering. Clustering based on information-theoretic criteria was studied in [38–
40]. Amortized clustering for a fixed-size Gaussian mixture was studied in [23]. For a clustering
technique motivated by spike sorting, see [41]. Communities: The work [42] reviews relational
models with Bayesian non-parametric priors. For SBMs, posterior inference is studied in [43–45].
Neural architectures for communities in graphs have been studied in [46] as a classification problem
for every node. Permutations: Posteriors over random permutations have been studied using MCMC
techniques in [3], and variational methods in [9].
7 Application: multichannel spike sorting with NCP
We close with an application to a challenging neuroscientific problem: clustering of electrophysi-
ological waveforms (“spikes") recorded from multi-electrode arrays (MEAs) — aka spike sorting
(Fig. 6-left panel). As MEAs have grown in scale and popularity recently there has been new urgency
in solving the spike sorting problem [47–50]. Empirically, many existing spike sorting packages
do a good job sorting spikes from high-SNR cells (e.g. peak-to-peak of spike > 8-10 x standard
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Figure 6: Multi-electrode spike sorting with NCP. Left: A detection module isolates observed
multi-channel spike waveforms (left) and isolated waveforms are clustered by NCP (right; scale bar
represents 5 x standard deviation (SD) of signal). Right: Multiple sample cluster configurations from
the NCP posterior, each indicating a visually plausible clustering of the data: Example #1: spikes
with average amplitude = 3.1 x SD are assigned to either a single cluster or two clusters; Example
#2: assignment for spikes with average ptp = 3.5 x SD (scale bar = 5 x SD).
deviation of the signal), but there remains significant opportunity to improve performance in the
lower-SNR regime, where there are many more neurons but increased uncertainty about cluster
identity. Fully-Bayesian clustering approaches have been proposed to properly handle this uncertainty
[51, 52], but these approaches have not yet been popular in practice, largely because previous efforts
require expensive Gibbs sampling and therefore do not scale well to modern large datasets. Thus the
NCP approach proposed above — which explicitly aims to provide scalable Bayesian inference for
challenging clustering problems — is well-suited to this task. In addition, neuroscientists typically
sort many statistically similar datasets, meaning the cost of training the model can be highly amortized,
because we can train the NCP network once and then reuse it on datasets from the same setup.
To apply the NCP approach here we need to start by specifying the generative model. Somewhat
surprisingly, a very simple generative model already leads to promising performance. As in [53],
on a training set of real data we simply collect (1) a set of mean spike shapes (obtained by running
an existing spike sorting package, followed by very light manual curation to discard any obvious
“garbage" templates) and (2) the noise covariance estimated in snippets of data where no spikes were
detected; then our generative model simply adds Gaussian noise with the covariance from (2) to real
spike shapes sampled from (1). In Sup. Material E we provide a detailed description of the training
data preparation and the neural architecture used.
On the real data test set, NCP uncovered dozens of neurons not identified by a state-of-the-art sorting
algorithm [47] (see Sup. Material E for details). Critically, NCP is able to separate spike clusters
with amplitude as low as 3× the standard deviation of the noise into plausible units that are not mere
scaled version of each other but have distinct shapes on different channels (see Figure 6-right panel).
These preliminary results show substantial promise for incorporating NCP into a production-scale
spike sorting pipeline.
Finally, we describe in Sup. Material F a generalization of NCP to handle data in which the per-
cluster parameters (e.g., the cluster means) are nonstationary in time, as a step towards addressing the
important problem of spike sorting in the presence of electrode drift [54–56].
8 Outlook
Our method can potentially be applied to other discrete models [57], with the symmetries dictating the
data encodings. Also, non-exchangeable priors exist for permutations [58, 59] and clusters [60–65].
Recurrent neural networks may give useful encodings in these cases. Another direction is to use these
methods for unsupervised learning. We plan to explore these ideas in future work.
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A Neural Clustering Process for Exponential Families
The likelihood for an exponential family is given by
p(x|µ) = eµ·t(x)−ψ(µ)m(xi) (15)
= eλ·h(x)m(xi) (16)
where t(x) is a vector of sufficient statistics, and we defined
h(x) = (1, t(x)) (17)
λ = (−ψ(µ), µ) (18)
Let us denote by K and K ′ ≥ K the total number of distinct values in c1:n and c1:N , respectively.
Consider the joint distribution
p(c1:N ,x, µ) = p(c1:N )p(µ)
K′∏
k=1
eλk·
∑
i:ci=k
h(xi)
N∏
i=1
m(xi) (19)
from which we obtain the marginal distributions
p(c1:n,x) =
∑
cn+1...cN
p(c1:N ,x) (20)
=
∑
cn+1...cN
∫
dµp(c1:N )p(µ)
K′∏
k=1
eλk·(Hk+
∑
i>n:ci=k
h(xi))
N∏
i=1
m(xi) (21)
= F (H1, . . . ,HK , h(xn+1), . . . , h(xN ))
N∏
i=1
m(xi) (22)
where we defined
Hk =
∑
i≤n,ci=k
h(xi) k = 1 . . .K (23)
and Hk = 0 for k > K. All the dependence of F on x1:n is encoded in the Hk’s, and F is symmetric
under separate permutations of the Hk’s and the h(xi)’s for i > n. Based on these symmetries we
can approximate F as
F ' ef(G,Q) (24)
modulo adding to f any function symmetric on all xi’s, where
G =
K∑
k=1
g(Hk) (25)
Q =
N∑
i=n+1
q(xi) (26)
In the conditional probability we are interested in,
p(cn|c1:n−1,x) = p(c1:n,x)∑
cn
p(c1:n,x)
, (27)
the product of the m(xi)’s in (22) cancels. Similarly, adding to f a function symmetric on all xi’s
leaves invariant our proposed approximation
pθ(cn = k|c1:n−1,x) = e
f(Gk,Q)∑K+1
k′=1 e
f(Gk′ ,Q)
k = 1 . . .K + 1 . (28)
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Algorithm 1 O(NK) Neural Clustering Process Sampling
1: hi ← h(xi) i = 1 . . . N {Notation}
2: Q←∑Ni=2 hi {Initialize unassigned set}
3: H1 ← h1 {Create first cluster with x1}
4: G← g(H1)
5: K ← 1, c1 ← 1
6: for n← 2 . . . N do
7: Q← Q− hn {Remove xn from unassigned set}
8: HK+1 ← 0 {We define g(0) = 0}
9: for k ← 1 . . .K + 1 do
10: G← G+ g(Hk + hn)− g(Hk) {Add xn}
11: pk ← ef(G,Q,hn)
12: G← G− g(Hk + hn) + g(Hk) {Remove xn}
13: end for
14: pk ← pk/
∑K+1
k′=1 pk′ {Normalize probabilities}
15: cn ∼ pk {Sample assignment for xn}
16: if cn = K + 1 then
17: K ← K + 1
18: end if
19: G← G− g(Hcn) + g(Hcn + hn) {Add point xn}
20: Hcn ← Hcn + hn
21: end for
22: Return c1 . . . cN
B Details of the Neural Block Process
Let us recall the generative model in this case,
α,N ∼ p(α), p(N)
c1 . . . cN ∼ p(c1, . . . , cN |α)
φk1,k2 ∼ Beta(α, β) k1 ≤ k2 (29)
xi,j ∼ Bernoulli(φci,cj ) , i ≤ j , i, j = 1 . . . N
where k1, k2 = 1 . . .K. The prior p(c1:n|α) can be any exchangeable priors for clustering, and the
observations xi,j represent the presence or absence of an edge in a graph of N vertices. We set
φk1,k2 = φk2,k1 and xi,j ≡ xj,i, and assume for notational convenience that xij ∈ {+1,−1}.
B.1 Encoding each row of the adjacency matrix
In principle posterior inference in this case can proceed similarly to the clustering case, by considering
N particles, each given by a row of the adjacency matrix xi = (xi,1, . . . , xi,N ). But we should be
careful when encoding these particles. Consider the situation when the values of c1:n have been
assigned. Encoding with a generic function h(xi) would ignore the permutation symmetries present
among the components of xi, i.e., the columns of the matrix xi,j , as a result of the c1:n assignments.
These symmetries are the same three symmetries discussed above for clustering models. Moreover, a
fixed function h(xi) would not be able to accommodate the fact that the length of xi changes with
the size N of the dataset.
Suppose that there are K clusters among the c1:n, each with sk elements. In order to simplify the
notation, let us assume that the N − n unassigned points all belong to an additional (K + 1)-th
cluster with sK+1 = N − n, so we assume cn+1:N = K + 1, and we have
∑K+1
k=1 sk = N and
sk =
∑N
j=1 δ(cj = k).
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Now, in each row xi, the number sk of elements in the k-th cluster can be split as
sk = s
−
i,k + s
+
i,k
s+i,k =
N∑
j=1
δ(cj = k)δ(xi,j = +1)
s−i,k =
N∑
j=1
δ(cj = k)δ(xi,j = −1)
and note that both s−i,k and s
+
i,k are invariant under the symmetry of permuting the indices within
cluster k.
Example: N = 5 and x1 = (+1,+1,−1,+1,+1). If four assignments were made c1 = c2 = 1,
c3 = c4 = 2, then K = 2 and c5 = 3, and from x1 we get s+1,1 = 2, s
−
1,1 = 0, s
+
1,2 = 1, s
−
1,2 =
1, s+1,3 = 1, s
−
1,3 = 0. If we permute the columns 3 and 4, both from cluster k = 2, we get
x1 = (+1,+1,+1,−1,+1), but all the s±1,j’s stay invariant.
Additional invariants can be obtained combining s+j,k and s
−
j,k across all rows xj’s with cj = ci, such
as
m+ci,k =
1
sci
∑
j:cj=ci
s+j,k (30)
v+ci,k =
1
sci
∑
j:cj=ci
(s+j,k −m+ci,k)2 (31)
and similarly m−ci,k and v
−
ci,k
. Note that these invariants are the same for all rows xj with cj = k.
The motivation to consider them is that, if the partition corresponding to c1:n is correct, then for
i ≤ n and k ≤ K we have n+i,k ' m+ci,k since they are both estimators of the latent Bernoulli
parameter φci,k. For the same reason, if the partition is correct and those two estimators of φci,k are
exact, then v+ci,k ' 0. Similarly for m−ci,k and v−ci,k. Then these values provide learning signals to the
network that estimates the probability of the assignments c1:n being correct.
Therefore we propose to encode the components of xi belonging to cluster k as
ri,k = (s
+
i,k,m
+
ci,k
, v+ci,k, s
−
i,k,m
−
ci,k
, v−ci,k) ∈ R6. (32)
In order to preserve the symmetry of the first K labels under permutations, we combine them as
ti ≡
K∑
k=1
t(ri,k) ∈ Rdt (33)
where the encoding function is t : R6 → Rdt . The encoding (32) of the unassigned components
xi,n+1:N is kept separate and denoted as qi = ri,K+1.
In summary, each row xi of the adjacency matrix is represented by the fixed-dimensional pair
(ti, qi) ∈ Rdt+6 in a way that respects the symmetries of the assignments c1:n: permutations between
members of a cluster, permutations of cluster labels and permutations among unassigned columns.
B.2 Clustering the rows of the adjacency matrix
We can proceed now as in regular clustering, encoding each cluster of xi’s within c1:n as
Hk =
∑
i:ci=k
h(ti, qi) ∈ Rdh k = 1 . . .K, (34)
and defining the permutation invariant, fixed-dimensional vectors
G =
K∑
k=1
g(Hk), (35)
Q =
N∑
i=n+1
q(ti, qi). (36)
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In terms of these quantities, the conditional probabilities are defined as usual as
pθ(cn = k|c1:n−1,x) = e
f(Gk,Q)∑K+1
k′=1 e
f(Gk′ ,Q)
(37)
for k = 1 . . .K + 1, with hn = h(tn, qn) and with Gk being the value of G for the different
configurations. Compared to the regular clustering case, here we need to learn the additional
function t. We call our approach Neural Block Process (NBP).
C Details of the Neural Permutation Process
Let us recall the generating model in this case,
N ∼ p(N) c1:N ∼ p(c1:N ) xci , yi ∼ p(xci , yi)
Here p(c1:N ) is a uniform distribution over permutations (and therefore exchangeable), with the
random variable
ci ∈ {1, . . . , N}, ci 6= cj for i 6= j
denoting that xci is paired with yi.
Given two sets of N data points x = {xi}, y = {yi}, we are interested in iid sampling the posterior
of the ci’s, using a decomposition
p(c1:N |x,y) = p(c1|x,y)p(c2|c1,x,y) (38)
. . . p(cN |c1:N−1,x,y);
note now that p(cN |c1:N−1,x,y) = 1, since the last point yN is always matched with the last
unmatched point among the xi’s.
A generic factor in (38) is
p(cn|c1:n−1,x,y) = p(c1 . . . cn,x,y)∑
c′n
p(c1, . . . , c
′
n,x,y)
(39)
where cn takes values in {ki}N−n+1i=1 . Consider first
p(c1, . . . , cn,x,y) = (N !)
−1p(xc1 , y1) . . . p(xcn , yn)
∑
{cn+1...cN}
N∏
i=n+1
p(xci , yi) (40)
where the factor (N !)−1 comes from the uniform prior p(c1:N ), and the sum above has (N − n)!
terms. Inserting this expression into (39) gives
p(cn|c1:n−1,x,y) =
p(xcn , yn)
∑
{cn+1...cN}
∏N
i=n+1 p(xci , yi)∑
c′n
p(xc′n , yn)
∑
{cn+1...cN}
∏N
i=n+1 p(xci , yi)
(41)
Note that (41) does not depend on {xci}n−1i=1 or {yi}n−1i=1 , except for restricting the allowed values for
{ci}Ni=n. We introduce now a function R in order to represent the sums above as
eR(xcn ,yn) '
∑
{cn+1...cN}
N∏
i=n+1
p(xci , yi) (42)
where xcn = {xci}Ni=n+1, yn = {yi}Ni=n+1 correspond to all the pairs not yet matched, and the
function R(xcn ,yn) is invariant under separate permutations of the components of xcn and ycn .
Note that the rhs of (42) is the permanent of a matrix with components p(xcj , yi). The symmetries of
R(xcn ,yn) can be captured by defining
Gy =
N∑
i=n+1
g(yi) , (43)
Gx =
N∑
i=n+1
g(xci) , (44)
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and
R(xcn ,yn) = R(Gx, Gy) . (45)
The expression p(yn, xcn) can be either known in advance, or represented by a parametrized function
to be learned. Inserting (42) into (41) leads to
pθ(cn|c1:n−1,x,y) = p(xcn , yn)e
R(xcn ,yn)∑
c′n
p(xc′n , yn)e
R(xc′n ,yn)
(46)
which is our proposed form for the factors of the Neural Permutation Process. Note that the
identification (42) holds modulo the addition to R of a function symmetric on the components of yn,
since such an addition cancels in (46).
Note finally that in case p(yn, xcn) = p(xcn , yn), which occurs, for example, when yn is obtained
from xcn by adding Gaussian noise, there is an additional symmetry R(xcn ,yn) = R(yn,xcn). In
such a case, the invariance of R mentioned above is reduced to an additive constant. In our examples,
we capture this last symmetry by defining
s1 = Gx +Gy , (47)
s2 = Gx ×Gy , (48)
s3 = (Gx −Gy)2 , (49)
where all the above operations are defined componentwise, and define
R(Gx, Gy) = R(s1, s2, s3) . (50)
D Monitoring global permutation invariance
As mentioned in Section 5, we must verify the symmetry of the posterior likelihood under global
permutations of all the data points. We show such a check in Figure 7.
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Figure 7: Global permutation invariance. Training curves for the NCP model of 2D Gaussians in
Section 2. Each minibatch was evaluated for 8 random permutations of the order of the points in the
dataset. Above: Mean of the NLL over the permutations. Below: NLL standard deviation/NLL mean.
Note that the ratio is of order 10−2.
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E Details of Multichannel Spike Sorting with NCP
E.1 Dataset
Raw data used in constructing synthetic, real, and hybrid test datasets for the spike sorting application
was sourced from primate retinal recordings as described in [66]. Briefly, primate retina patches
(2–4 mm in diameter) were placed on 512 channel extracellular microelectrodes arrays (MEAs)
and electrical activity was recorded at 20,000Hz (in the current study only 49 channel sections of
the 512 channel array were used). The MEA array consisted of a symmetric 2D hexagonal pattern
with inter-channel distance of 60 µm. The preparation was stimulated with a white noise stimulus
which enabled the computation of the receptive field (RF) of clustered neurons using the mean of the
white-noise frame present at each spike in a cluster.
E.2 Data preprocessing and spike detection
Our spike detection module follows a method similar to [53]. Voltage time series on each electrode
are band-pass filtered (300Hz-6000Hz) and then passed through a convolutional neural network,
which takes as input a multichannel voltage signal x ∈ RC×R from C channels (here C = 7 to
reflect the centre channel of a spike plus its 6 neighboring channels) and R time steps. The output of
the network is a binary time series y ∈ {0, 1}R where “1”s indicate the the presence of an isolated
or collided waveform was detected in the center channel of the input and “0”s representing noise
or misaligned waveforms (e.g. spikes that peaked on the non-centre channel or that peaked on the
centre-channel but were not temporally centered). See [53] for network training details.
After detection, each spike is assigned to the channel where it has the maximum peak-to-peak
amplitude in its multi-channel waveform. We refer to this selected channel as the “center channel"
for each spike. This procedure effectively partitions the spike train dataset into smaller center-
channel-based datasets, i.e. a channel-0 dataset only contains spikes with the largest amplitude in
channel 0.
For each spike, although its waveform is simultaneously recorded from many electrode channels, the
most informative features often come from electrodes close to its center channel due to the biophysics
of the somatic action potential. Setting the maximum distance of included features to be 70 µm
results in using waveforms from the center channel and its 6 neighbors for each spike (channels on
the borders of the electrode array are padded with zeros for the missing neighbor channels). Thus,
the selected features are the spike waveforms from 7 channels, where each waveform contains 32
time steps surrounding the peak, making the input data for clustering a 7 x 32 array.
E.3 Synthetic training data generation
To train NCP for neural spike clustering, we produced synthetic training datasets using a generative
model of noisy spike waveforms. The generative model aims to mimic the distribution of real spikes
and is based on the following mixture of finite mixtures (MFM) [11] generative process:
N ∼ Unif[200, 500] (51)
K ∼ 1 + Poisson(λ) (52)
pi1 . . . piK ∼ Dirichlet(α1, . . . , αK) (53)
c1 . . . cN ∼ Cat(pi1, . . . , piK) (54)
µk ∼ p(µ) k = 1 . . .K (55)
xi ∼ p(xi|µci ,Σs ⊗ Σt) i = 1 . . . N (56)
Here, N is the number of spikes. The number of clusters K is sampled from a shifted Poisson
distribution. We choose λ = 2 so that each center-channel-based synthetic dataset has on average 3
clusters, similar to the mean in real datasets. pi1:K represents the proportion of each cluster and is
sampled from a Dirichlet distribution with α1 = . . . = αK = 1.
The spike templates µk ∈ R7×32 are sampled in (55) uniformly from a reservoir of 957 templates
obtained from previous spike sorting results of extracellular recordings (note: these training templates
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Figure 8: Synthetic training data example for the spike sorting application. A synthetic training
dataset containing 3 clusters and 500 spike waveforms.
were different from the templates and spikes used in any of the experiments in Section E.). The
temporal location of each template was jittered to reflect the inherent randomness in the sampling
times of the electrophysiological signals. To do this, we upsampled the templates 5-fold, added
random time shifts (from a uniform [−1, 1] distribution) and downsampled the templates.
Next, each spike waveform xi is sampled in (56) by adding to µci Gaussian noise with covariance
given by the Kronecker product of spatial and temporal correlation matrices, estimated from segments
of recording data where no spikes were detected. This method creates spatially and temporally
correlated noise patterns similar to real data. Examples of single samples from our synthetic datasets
are shown in Figure 8.
E.4 Neural architectures for NCP spike sorting
For the functions h and q that encode the spike waveform for NCP, a 1-D convolutional neural
network along the time axis wsa used, with each electrode channel treated as a feature dimension.
Specifically, we used a 1-D residual network (ResNet) [67] with 4 residual blocks, each having 32,
64, 128, 256 convolutional feature maps (kernel size = 3), respectively. The latter 3 residual blocks
have a stride of 2 and the last block is followed by an averaged pooling layer and a final linear layer.
The outputs of the 1-D ResNet encoder are the h and q vectors of NCP, i.e. hi = ResNetEncoder(xi),
and similarly for qi. We used dh = dq = 256. The rest of the NCP neural network (g and f ) is
identical to the 2D Gaussian NCP.
With labeled synthetic data generated as described above, we trained the spike sorting NCP for 20000
iterations with a batch size of 32 to optimize the NLL loss. The Adam optimizer [68] with a learning
rate of 0.0001 was used. The learning rate was decreased by half at 10000 and 17000 iterations.
E.5 Clustering real spikes using NCP
At inference time, we fed the featurized 7 x 32 array of real spike waveforms to NCP, and performed
parallel posterior sampling of cluster labels. A parallel sampling size of 1500 was used initially.
However, as the number of spikes increase, sampling becomes expensive. Thus, we alternatively
employed beam search [69, 70] to efficiently find high-likelihood clustering results. A beam size of
150 was used in the results because it finds higher-likelihood clusters in much less inference time.
After the clustering step, for each single neuron cluster, a template was obtained as the average
(multi-channel) shape of the spike waveforms in that cluster.
E.6 Experimental Results
In this section we present the results of three different experiments, in which we compared NCP spike
sorting against two other methods:
1. vGMFM: A Gaussian Mixture of Finite Mixtures [11], with inference performed using the
variational method described in [71]. Due to the high dimensionality of the data (7× 32),
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Figure 9: Clustering of Synthetic Spikes. Labeled sets of spikes from our generative model are
clustered using NCP and vGMFM. The results are compared using Adjusted Mutual Information [72].
The box plots summarize the scores for 20 sets of 500, 1000, and 2000 spikes, showing overall better
scores for NCP.
we reduce the data to the first 5 PCA components on each channel. Also, independence
across channels is assumed.
2. Kilosort: This is the spike sorting pipeline described in [47].
Experiment 1: Synthetic Data
In this experiment we compared NCP vs. vGMFM on 20 synthetic datasets each with 500, 1000, and
2000 samples with known cluster labels, generated as described in Section E.3. Since the true labels
are known, we measured the quality of the clusters inferred using the Adjusted Mutual Information
(AMI) [72], and summarized the comparison results in Figure 9. The AMI of NCP is on average 11%
higher than that of vGMFM, showing that NCP performs better than vGMFM on synthetic datasets.
Experiment 2: Real Data
In this experiment we compared NCP against Kilosort on real data from a 49-channel, 20-minute
retina recording where white noise stimulus was used. For this purpose, a simple spike sorting
pipeline was built with NCP. We first detected and partitioned spikes from the raw recording into
49 center-channel-based datasets as described in Section E.2. Within each partitioned dataset, 2000
spikes were randomly sampled from all spikes detected in that channel and clustered using NCP, as
illustrated in Figure 10. We considered clusters with less than 20 samples as coming from collisions
(simultaneous spikes from mulitple cells, leading to outliers) and thus discarded them. After clustering
the subsampled data, we then assigned all detected spikes to one of the NCP clusters based on L2
distance between each spike and the cluster centers. Next, spike templates were computed using all
49 channels as the mean waveforms of all spikes assigned to that cluster. A template was removed if
the maximum amplitude channel did not match the center channel of the clustered spikes; this serves
to de-duplicate units recovered on a neighboring channel where the template size was higher. This
gave us a set of multi-channel spike templates, and the assignments of detected spikes to one of the
templates.
Since the real data does not come with ground truth cluster assignments, we used receptive fields
(computed as described in E.1) to evaluate the quality of spike templates. A clearly demarcated
receptive field usually indicates that the spike template belongs to a real neuron and that a sufficient
number of spikes from the neuron are correctly recovered. We then compared the receptive fields and
spike templates from the NCP pipeline with that from Kilosort. Pairs of templates were matched using
L-infinity distance and pairs of receptive fields were matched using cosine distance. Unit-by-unit
comparisons of randomly selected 55 pairs are shown in Figure 11 and a figure of all pairs attached
as supplemental material. The NCP pipeline found 103 units with clear receptive fields, among which
48 were not found in Kilosort. Kilosort found 72 clear units and 17 of them were not found by NCP.
In summary, this simple implementation of NCP performs at least as well as Kilosort on this real
dataset, and finds a few more spike templates with clear receptive fields.
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Figure 10: Clustering spikes on real data. 2000 spike waveforms from real data are clustered by
NCP and vGMFM. Upper left: NCP spike clusters. Each column shows the spikes assigned to one
cluster, plotted as overlaying traces and their average. Each row is one channel on the multielectrode
array. Upper right: t-SNE visualization of the spike clusters. Clusters with less than 20 spikes
are colored gray in the t-SNE plot. Note that the colored clusters are well-separated in the t-SNE
projection. (To be clear, t-SNE is just used for visualization purposes here, and was not used as part
of the clustering process.) Bottom left and Bottom right: vGMFM clusters of the same dataset. Note
that the separation of the vGMFM clusters is less clear.
Experiment 3: Hybrid Data
In our final experiment, we compared NCP against both vGMFM and Kilosort on a hybrid recording
with partial ground truth as in [47] to simulate clustering in a realistic setting where hundreds
of neurons are present along side “ground-truth” neurons. 20 ground-truth spike templates were
manually selected from a 20 minute, 49-channel training retinal recording and inserted at different
timepoints into another 49-channel data set. Overall, this approach allows for testing the performance
of clustering on a realistic recording where spikes collide and background noise does not necessarily
have a Gaussian distribution. The three methods were evaluated based on the number of ground-truth
injected templates that were recovered. The pipeline for vGMFM was built similarly to the NCP
pipeline (see E.6). As summarized in Figure 12, NCP recovered 13 of the 20 injected templates,
outperforming both Kilosort and vGMFM, which recovered 8 and 6 injected templates, respectively.
E.7 Conclusions
Our results show that using NCP for spike sorting matches or outperforms a current state of the art
algorithm. On synthetic spike waveforms with ground truth clusters, NCP yields better clustering
than vGMFM in terms of AMI score. On a real multi-electrode array dataset, we extracted many
additional neurons with clear receptive fields from NCP-based clusters when compared to a leading
sorting algorithm (i.e. Kilosort [47]). Finally, on hybrid data, NCP is able to recover more injected
templates compared to both Kilosort and vGMFM. Together, NCP spike sorting shows promising
improvement over existing methods.
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Figure 11: Spike sorting on real data. Receptive fields of 55 randomly selected pairs of units
recovered from Kilosort and NCP spike sorting. (Red boxes indicate units found by NCP; blue
boxes by Kilosort.) Both approaches find the spikes with the biggest peak-to-peak (PTP) size. For
smaller-PTP units often one sorting method finds a cell that the other sorter misses. NCP and KS find
a comparable number of units with receptive fields here, with NCP finding a few more than KS; see
text for details.
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Figure 12: Spike sorting on hybrid data. 20 units are added into a real data stream and the pipelines
are compared by counting how many of these ground-truth added units are recovered. Above: NCP,
Kilosort, vGMFM find 13, 8, and 6 units, respectively. Below: Peak-to-peak signal size and firing
rate of each injected unit. (Smaller units with smaller firing rates are generally more challenging.)
Importantly, there is further room to improve NCP for spike sorting. First, although our simple
generative model of synthetic training data already leads to good performance, we could make the
synthetic data more realistic by learning to correctly label collisions (i.e. secondary spikes close to the
primary spike) by assigning them to the correct cluster or removing them. Second, our current ResNet
spike encoder only takes as input the center channel and its six neighbors. Adding features from
more distant channels where additional information is present could help distinguish neurons that
have similar spike waveforms locally but differ on distant channels. Finally, an interesting direction
for the future is to include NCP as part of a faster pipeline where the easy, big spikes are handled
by some standard method and NCP focuses on the small spikes. We hope to pursue this direction in
future work.
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Figure 13: Neural Particle Tracking. Left: Time trajectories of 5 2D particles. Note that particles can appear
or disappear at arbitrary times. Middle and right: Two posterior samples. Note that since only one particle is
observed at each time, a particle not observed for some time leads to a possible ambiguity on the number of
particles. (Best seen in color.)
F Particle tracking
Inspired by the problem of electrode drift [54–56], let us consider now a generative model given by
ct ∼ p(ct|c1, . . . , ct−1) t = 1, . . . , T (57)
µk,t ∼ p(µk,t|µk,t−1) k = 1 . . .K t = 1, . . . , T (58)
xt ∼ p(xt|µct,t) t = 1, . . . , T (59)
In this model, a cluster corresponds to the points along the time trajectory of a particle, and (58)
represents the time evolution of the cluster parameters. The cluster labels ct indicate which particle is
observed at time t, and note that particles can in principle appear or disappear at any time.
To take the time evolution into account, we let particles influence one another with a weight that
depends on their time distance. For this, let us introduce a time-decay constant b > 0, and generalize
the NCP equations to
Hk,t =
t∑
t′=1:ct′=k
e−b|t−t
′|h(xt′) k = 1 . . .K , (60)
Gt =
K∑
k=1
g(Hk,t) , (61)
Qt =
T∑
t′=t+1
e−b|t−t
′|q(xt′) . (62)
The conditional assignment probability for ct is now
pθ(ct = k|c1:t−1,x) = e
f(Gk,t,Qt)∑K+1
k′=1 e
f(Gk′,t,Qt)
(63)
for k = 1 . . .K + 1. The time-decay constant b is learnt along with all the other parameters. We can
also consider replacing e−b|t−t
′| with a general distance function e−d(|t−t
′|). Figure 13 illustrates
this model in a simple 2D example. We call this approach Neural Particle Tracking.
G Neural architectures in the examples
To train the networks in the examples, we used stochastic gradient descent with ADAM [68], with
learning rate 10−4. The number of samples in each mini-batch were: 1 for p(N), 1 for p(c1:N ), 64
for p(x|c1:N ). The architecture of the functions in each case were:
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Clusters: 2D Gaussians
• q: MLP [2-64-64-64-256] with ReLUs
• g: MLP [3-128-128-128-128-256] with ReLUs
• f : MLP [512-128-128-128-128-1] with ReLUs
Clusters: MNIST
• h: 2 layers of [convolutional + maxpool + ReLU] + MLP [256-256] with ReLUs
• q: same as h
• g: MLP [256-128-128-128-128-256] with ReLUs
• f : same as above
Communities: IRL
• t: MLP [6-64-64-64-256] with ReLUs
• h: MLP [262-64-64-64-256] with ReLUs
• q: MLP [262-64-64-64-256] with ReLUs
• g: MLP [256-64-64-64-256] with ReLUs
• f : MLP [512-64-64-64-64-1] with ReLUs
Permutations: 2D
• g: MLP [2-64-64-64-256] with ReLUs
• R: MLP [768-64-64-64-1] with ReLUs
Permutations: MNIST
• g: same as h for MNIST clusters.
• R: same as above
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