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Introduction
As we extend the class of system descriptions beyond the class of linear systems, linear systems with constraints are probably the most important class in practice. The most popular approaches for designing controllers for linear systems with constraints fall into two categories: anti-windup and model predictive control. -4nti-windup schemes assume that a well functioning linear controller is available for small excursions from the nominal operating point. This controller is augmented by the anti-windup scheme in a somewhat ad hoc fashion to take care of situations when constraints are met. Kothare et al. [13] reviewed numerous apparently different anti-windup schemes and showed that they differ only in their choice of two static matrix parameters. Anti-windup schemes are widely used in practice because in most SISO situations they are simple to design and work adequately. Model Predictive Control (MPC) has become the accepted standard for complex constrained multivariable control problems in the process industries. Here at each sampling time, starting at the current state, an open-loop optimal control problem is solved over a finite horizon. At the next time step the computation is repeated starting from the new state and over a shifted horizon, leading to a moving horizon policy. The solution relies on a linear dynamic model, respects all input $Centre for Process Systems Engineering Imperial College London SW7 2BY, U.K.
Tel +44-171-594 6620, Fax +44-171-594 6606 v.dua,e.pistikopoulos@ic.ac.uk and output constraints, and optimizes a quadratic performance index. The big drawback of MPC is the relatively formidable on-line computational effort which limits its applicability to relatively slow and/or small problems. In this paper we show how to move all the computations necessary for the implementation of MPC offline while preserving all its other characteristics. This should largely increase MPC's range of applicability to problems where anti-windup schemes and other ad hoc techniques dominated up to now.
The paper is organized as follows. The basics of MPC are reviewed first to derive the quadratic program which needs to be solved to determine the optimal control action. We note that the quadratic program depends on the current state which appears linearly in the constraints, i.e., it is a multi-parametric quadratic program. Next we study the multi-parametric quadratic programming problem. We show that the optimal solution is a piecewise affine function of the state (confirming previous investigations on the form of MPC laws [16, 17, 7] ), analyze its properties, and develop an efficient algorithm to solve it. The paper concludes with an example which illustrates the different features of the method. The results in this paper can be extended easily to 1-norm and oo-norm objective functions instead of the 2-norm employed in this paper. The resulting multiparametric linear program can be solved in a similar manner as suggested here [6] , or as in [lo] . For MPC of hybrid systems, an extension involving multiparametric mixed-integer linear programming, is also possible [3].
Model Predictive Control
Consider the problem of regulating to the discrete-time linear time invariant system 
V ( t ) = J ( U * ( t ) , t ) attained at the minimizer U * ( t ) is
a Lyapunov function of the system. Below we recall a simple stability result based on such a Lyapunov argument, whose proof is reported in [5] . 
in (3), the optimization problem (3) can be rewritten in the form
where the column vector U g 
) ) .
The optimization problem (5) is a quadratic program (QP). Because the problem depends on the current state z ( t ) , implementation of MPC requires the online solution of a QP at each time step. Although efficient QP solvers based on active-set methods or interior point methods are available, computing the input u(t) demands significant on-line computation effort. For this reason, the application of MPC has been limited to "slow" and/or "small" processes. In this paper we propose a new approach to implement MPC, where all the computation effort is moved offline. The idea is based on the observation that in (5), the state z ( t ) E Rn can be considered a vector of parameters. In other words, the state feedback control law is defined implicitly as the solution of the optimization problem ( 5 ) as a function of the parameter z(t). Our goal is to make this dependence explicit.
The operations research community has addressed problems depending on a vector of parameters as multi-parametric programs. According to this terminology, ( 5 ) is a multi-parametric Quadratic Program (mp-QP). Most of the literature deals with parametric problems, but some authors have addressed the multiparametric case [9, 10, 8] .To the authors' knowledge, no algorithm for solving mp-QP problems has been published. Once the multi-parametric problem (5) has been solved off line, i.e. the solution U,* = f (x(t)) of (5) has been found, the model predictive controller (3) is available explicitly, as the optimal input u ( t ) consists simply of the first m components of UT, u(t) = [I 0 . .
. O]f(z(t)).
In Section 3, we will show that the solution U* = f(x) of the mp-QP problem is continuous and piecewise affine (the same properties are inherited by the controller) and describe an algorithm to solve mp-QP problems.
Extensions
Extensions of the basic MPC algorithm which can be expressed as an mp-QP (resulting in a piecewise affine controller) include: reference tracking, where the explicit MPC law is 6 u ( t ) = F ( x ( t ) , u ( t -l ) , r ( t ) ) , with Su(t) = u ( t ) -u(t -1) and r ( t ) represents the desired reference; rejection of measured disturbances w (t), where the resulting law is a piecewise affine function u(t) = F ( z ( t ) , v(t)); soft constraints on outputs, where a slack variable e is introduced into the constraints to relax the "5" condition and added to the objective to penalize constraint violations (e plays the role of an independent optimization variable in the mp-QP.
The form of the solution u(t) = F ( z ( t ) ) is not affected by this modification); variable constraints, where the bounds Ymin, Y m a x , humin7 6umax, urnin, urnax are treated as parameters, and may change depending on the operating conditions (in the case of a stuck actuator the constraints become Sumin = Sumax = 0).
Piecewise Linear Solution of the Constrained Linear Quadratic Regulation Problem
In their pioneering work [15] , Sznaier and Damborg showed that finite horizon optimization (3), (4), with P satisfying the algebraic Riccati equation also provides the solution to the infinite-horizon linear quadratic regulation problem with constraints (C-LQR). This idea has been reconsidered later by other authors. The equivalence holds for a certain set of initial conditions, which depends on the length of the finite horizon. The multiparametric programming approach proposed here has been considered in [5] to provide the explicit solution to infinite horizon C-LQR problems.
3 Multi-Parametric Quadratic P r o g r a m m i n g In this section we investigate multi-parametric quadratic programs (mp-QP) of the form ( 5 ) . Before proceeding further, it is useful to define
z E Rs, and to transform (5) by completing squares to obtain the equivalent problem
In the transformed problem the parameter vector x appears only on the rhs of the constraints. The solution of mp-QP problems can be approached by employing the principles of parametric nonlinear programming, and in particular the first-order KarushKuhn-Tucker (KKT) optimality conditions [l] . In this paper, we adopt a more direct approach than [9] , by exploiting the linearity of the constraints and the fact that the function to be minimized is quadratic. In order to use the K K T conditions (8) , we assume the following condition to hold on the constraints in (7).
Assumption 1 For each x E X , and for each admissible combination of active constraints in (7) at the minimizer, the corresponding rows of matrix G are linearly independent.
T h e o r e m 2 Let H + 0 and G satisfy Assumption 1.
Then for each feasible combination of active constraints, the optimal z and Lagrange multipliers X are uniquely defined afine functions of x .
Proof: The first-order KKT conditions for the mp-QP are given by H z + G' X = 0, X E E%* 
= -(GH-'G')-'(W + S x ) (10)
where G , W , $ correspond to the set of active constraints, and (GH-lG')-l exists because of Assumption 1. Thus A is an affine function of x l . We can substitute X from (10) into (9) to obtain
and note that z is also an affine function of x. X(x)], by simply looking at the constraints in (7) which are active at the minimizer ZO, and then building matrices G, W , and accordingly. The set of parameters x where this combination of active constraints remains optimal is defined as the critical region CRo. This region can be characterized easily. The variable z from (9) must satisfy the constraints in (7)
G H -~P ( G P P ) -~( J V + S X ) 5 w + s x ( t ) (12)
and by (8c) the Lagrange multipliers i n (10) must remain nonnegative
as we vary x. After removing the redundant inequalities from (12) and (13) we obtain a compact representation of C&. Obviously, C& is a polyhedron in the xspace, and represents the largest set of x E X such that the combination of active constraints at the minimizer remains unchanged. Once the critical region C& has been defined, the rest of the space CRrest = X -C& has to be explored and new critical regions generated. A possible approach for partitioning the rest of the space was proposed in [8] , and is proven by the following theorem [5] T x still holds even if Assumption 1 is not satisfied.
The argument (lo)-( 13) is repeated in each new region CRi, until the whole x-space has been covered. Then, those polyhedral regions CRa are determined where the function z(x) is the same. If their union is a convex set, it is computed to permit a more compact description of the solution [4] .
Continuity and Convexity Properties
Continuity of the value function V, ( x ) and the solution ~( x ) , can be shown as simple corollaries of the linearity result of Theorem 2. This fact, together with the convexity of the set of feasible parameters Xf E X (i.e. the set of parameters x E X such that a feasible solution z(x) exists to the optimization problem (7) 
Corollary 1 The value function V ( x ) defined by the optimization problem (3), (5) is continuous and piecewise quadratic.
A simple consequence of Corollary 1 is that the Lyapunov function used to prove Theorem 1 is continuous, convex, and piecewise quadratic. 
Corollary 2 The control law u(t)
The task is to regulate the system to the origin while fulfilling the input constraint The solution was computed by our mp-QP solver in 3.46 s on a Pentium 11-300 running Matlab 5.3, and the corresponding polyhedral partition of the state-space is depicted in Fig. 1 . The MPC law is in region #2, = -2 in region #4. Moreover, note that regions #2 and #4 are joined, as their union is a convex set, but the same cannot be done with region #3, as their union would not be a convex set, and therefore cannot be expressed as one set of linear inequalities. The same example is repeated with the additional constraint on the state zt+klt > zmin, zmin k [ I : : : ] , k = 1. The closed-loop behavior from the initial condition z(0) = [l 11' is depicted in Fig. 2 . The MPC controller was computed in 10.33 s. The polyhedral partition of the state-space corresponding to the modified MPC controller is depicted in Fig. 2 . The partition consists now of 11 regions. Note that there are feasible states smaller than zmin, and vice versa, infeasible states z > $,in. This is not surprising. For instance, the initial state z(0) = [-0.6,0]' is feasible for the MPC controller (which checks state constraints = 2 in region #3, and at time t + k, k = l ) , because there exists a feasible input such that z(1) is within the limits. On the contrary, for z(0) = [-0.47, -0.471 no feasible input is able to produce a feasible z(1).
