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Abstract—This paper addresses the problem of decentralized
learning to achieve a high-performance global model by asking a
group of clients to share local models pre-trained with their own
data resources. We are particularly interested in a specific case
where both the client model architectures and data distributions
are diverse, which makes it nontrivial to adopt conventional ap-
proaches such as Federated Learning and network co-distillation.
To this end, we propose a new decentralized learning method
called Decentralized Learning via Adaptive Distillation (DLAD).
Given a collection of client models and a large number of unla-
beled distillation samples, the proposed DLAD 1) aggregates the
outputs of the client models while adaptively emphasizing those
with higher confidence in given distillation samples and 2) trains
the global model to imitate the aggregated outputs. Our extensive
experimental evaluation on multiple public datasets (MNIST,
CIFAR-10, and CINIC-10) demonstrates the effectiveness of the
proposed method.
I. INTRODUCTION
Training high-performance deep neural networks typically
requires a large-scale and diverse dataset. This requirement
becomes challenging when we address supervised learning
tasks on private data. As supervised tasks require every single
training sample to be annotated with its ground truth label,
an earlier work proposed leveraging crowdsourcing platforms
to mitigate such high annotation costs [1]. However, as the
training data are assumed to be made public, this approach is
not applicable for certain data that the owners wish to keep
private, such as life-logging videos [2], biological data [3], and
medical data [4].
To overcome this problem, a promising approach is decen-
tralized learning, which asks a population of clients to train a
local model with their private data resources and learns a target
model (hereafter, global model) by aggregating the trained local
models at a certain server. Such approaches make it possible
to outsource the data collection and annotation processes while
also allowing data to be kept private in the storage of original
clients. One of the most popular frameworks is Federated
Learning (FL) [5], [6], which iteratively conducts these local
model training and global model aggregation steps. While FL
is confirmed to work effectively for practical tasks that involve
learning from large-scale private data [7], [8], we argue that it
has several limitations.
1) FL requires each client to train a local model of the
identical architecture. This requirement is practical for
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Figure 1. Decentralized learning with DLAD. Given a collection of client
models with distinct architectures and trained with dissimilar sets of classes,
we aim to achieve a global model that can recognize all the classes client data
involve, without direct access to the data themselves.
scenarios where clients are all equipped with the same
hardware and software (e.g., smartphone devices of a
similar spec with the latest OS). However, there are
other scenarios where participating clients are heteroge-
neous [6], [9] and allowed to train models with different
architectures depending on their specs.
2) FL requires clients to regularly communicate with the
server to exchange models. This makes it hard to utilize
the approach in scenarios where clients are usually offline
due to security reasons or poor network conditions and
only limited communications are allowed upon request,
such as learning from private data in factories or hospitals
decentralized all over the world.
To this end, we propose a new decentralized learning
method that asks clients only once to submit their trained
models. We leverage the idea of network distillation [10]
originally developed to transfer recognition abilities from
one network to another by imitating network outputs. In the
context of decentralized learning, we learn a global model to
imitate outputs from client models. Doing so allows clients
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to train distinct models, while keeping their data locally, and
submitting the model only once for training the global model.
Nevertheless, adopting distillation methods to decentralized
learning comes with two key technical challenges: a) a large-
amount of annotated data are required for distilling client
models, while such data are not assumed to be available on
public in the decentralized learning scenarios; b) client data
have been assumed to be identically distributed [11], [12],
whereas much work on decentralized learning is targeted at
non-independent-and-identically-distributed (non-IID) data [5].
In order to address the aforementioned two challenges, we
have developed Decentralized Learning via Adaptive Distilla-
tion (DLAD), which can accept data used in the distillation
process to be unlabeled and client models to be trained with
data resources. As shown in Figure 1, DLAD aggregates outputs
from the client models to the distillation data adaptively such
that 1) when client models have been trained with similar data
to a given distillation sample, their outputs are regarded as
‘confident’ ones and emphasized with higher weights, and 2)
they are given lower weights otherwise. The global model can
then be learned with these aggregated outputs to focus more
on ‘confident’ clients among those who have been trained
on non-IID data. Technically, the similarity between client
and distillation data can be obtained by learning an additional
classifier that distinguishes between the two. In this way, we
can derive the above confidence scores even from unlabeled
distillation data.
To evaluate our approach, we conducted extensive experi-
ments with multiple public datasets (MNIST, CIFAR-10, and
CINIC-10 [13]) with various conditions. The results showed
that the proposed DLAD provided promising performance gains
compared with baselines in almost all the non-IID cases.
II. RELATED WORK
A. Learning from Decentralized Data
Our main motivation is to learn a high-capacity machine
learning model by leveraging decentralized data. FL [5], [6]
was proposed to address this problem by asking each client
to train a shared model with their own data, while the server
aggregates the client models to obtain a better global one.
More recent work along this line of research extends the
FL frameworks to be more communication efficient [14]–
[16], secure [17], [18], and applicable to a practical wireless
setting [9], [19], [20]. Another relevant work is Private
Aggregation of Teacher Ensembles (PATE) [21], [22], where
multiple teacher (i.e., client) models trained with distinct
data are aggregated and distilled to obtain a student (i.e.,
global) model, while preserving the data privacy by means of
differential privacy [23]. While PATE is potentially applicable
to client models with heterogeneous architectures, the lack of
adaptive aggregation of the client models in the distillation
process will limit its performance when data are not IID, as
will be demonstrated in our experiments.
B. Distillation
Network distillation [10] was first proposed to compress
and transfer recognition capabilities from one network to
another. This idea was then extended to a variety of scenarios
including but not limited to online distillation with multiple
models [24], semi-supervised learning [25], [26], and reinforce-
ment learning [27]. Some recent work has attempted to leverage
distillation techniques for an FL setting [11] and a collaborative
learning setting [12]. However, to the best of our knowledge,
only a very few studies have mentioned the problem of data
non-iidness [12], and they just averaged client models equally,
which is insufficient to truly resolve the problem. Also, [11]
requires distillation data to be fully annotated, whereas our
work can accept non-labeled data.
III. PRELIMINARIES
A. Problem Setting
Let x ∈ X be an input sample (e.g., images) and y ∈ Y be a
ground-truth label annotated to input samples. In this work, we
will focus particularly on classification problems; Y is given
by a finite set of L class labels: Y = {1, . . . , L}.
To formulate the problem of decentralized learning, we
consider the existence of a server and multiple clients. Suppose
that N clients U1, . . . , UN each have their own labeled dataset
Di = (Xi, Yi), i ∈ {1, . . . , N}, where Xi = {x(i)j } and
Yi = {y(i)j } and y(i)j is a ground-truth class annotated to x(i)j .
Di will be visible only to Ui, and will not be shared with
the server nor the other clients {Uk | k 6= i}. Similar to the
non-IID data condition evaluated in [5], each client is supposed
to observe a limited and dissimilar set of classes. This means
that, for a set of observed classes Y(i) where y(i)j ∈ Y(i) ⊂ Y ,
Y(p) and Y(q), p 6= q ∈ {1, . . . , N}, are not necessarily the
same. Finally, we assume that each client has its own model
(client model) Mi : X → Y(i) that was acquired using Di, and
this model will not be updated during the training of a global
model shown below.
Given a set of client models M = {Mi}, our goal is to
acquire a global model M : X → Y at the server side, which
can classify samples of all the classes.
B. Network Distillation
To transfer classification abilities from client models to the
global one, we leverage the idea of network distillation [10].
Suppose that we have one pre-trained model Msrc and another
model Mtgt that we will learn from scratch to inherit Msrc’s
classification ability. With another labeled dataset Ddist =
(Xdist, Ydist), we train Mtgt so that it can imitate the outputs
from Msrc. This can be done by minimizing the following
objective:
L(Ddist) = Ex∈Xdist [l1(Msrc(x),Mtgt(x))]
+Ex,y∈Xdist×Ydist [l2(Mtgt(x), y)] , (1)
where l1, l2 are certain loss functions such as mean squared
error and categorical cross entropy.
IV. DECENTRALIZED LEARNING VIA ADAPTIVE
DISTILLATION
We extend the distillation objective in Eq. (1) to make it
applicable to our decentralized learning problem. Specifically,
multiple client modelsM = {Mi} are provided as a distillation
source, which is each trained with non-identical data Di =
(Xi, Yi). Moreover, we consider distillation data to be unlabeled
Ddist = Xdist to overcome the lack of public annotated data.
These requirements, however, make it hard to apply existing
approaches [11], [12], [24] to our problem.
To this end, our proposed approach, DLAD, adaptively
aggregates outputs from the client models and uses the adaptive
aggregation results to train a global model. Namely, our new
objective is given as follows:
L(Xdist) = Ex∈Xdist
[
l1
(∑
i
wi(x)Mi(x),Mtgt(x)
)]
, (2)
where l1 is categorical cross-entropy and wi(x) is a weight
that satisfies
∑
i wi(x) = 1. When each client model is trained
from non-IID data and provides a variety of responses to
x ∈ Xdist, wi(x) should be higher for the i-th client model
that has observed similar samples of the same classes in their
training data, and that can therefore be more confident as a
teacher to inform the output to sample x. However, in our
problem setting, it is not available which classes each x in the
distillation dataset belongs to, as well as which sets of classes
each client data involves.
To compute wi(x) without knowing its labels, we first ask
each client to train another binary classifier Ci(x) ∈ [0, 1] with
sigmoid outputs, to distinguish Xi from Xdist. Similar to the
discriminators trained in generative adversarial networks [28],
if this classifier is trained optimally, its output to sample x is
described as follows:
C∗i (x) =
pi(x)
pdist(x) + pi(x)
, (3)
where pdist(x) and pi(x) are the probability of sample x
in Xdist and Xi, respectively. C∗i (x) can be represented by
C∗i (x) = 1− pdist(x)pi(x)+pdist(x) . By fixing x and regarding pdist(x)
as a positive constant, C∗i (x) monotonically increases with
pi(x) within pi(x) ∈ [0, 1]. This means that C∗i (x) gives higher
values when x is more likely to be contained in Xi, and Mi is
confident about its output Mi(x), accordingly. To obtain wi(x),
we compute the softmax on those classifier outputs, i.e.,
wi(x) =
expCi(x/T )∑
j expCj(x/T )
, (4)
where T is a hyperparameter of temperature to control the
smoothness of the output.
V. EXPERIMENTS
We evaluated the DLAD on decentralized versions of
multiple public image datasets. Since our goal was to evaluate
how well our adaptive distillation algorithm worked on learning
from non-IID data, we implemented all the training procedures
in a single workstation for the simulation.
Table I
THE CLASSES ACCESSIBLE BY CLIENTS UNDER DIFFERENT DATA
DISTRIBUTION TYPES
U5n+1 U5n+2 U5n+3 U5n+4 U5n+5
IID 0–9 0–9 0–9 0–9 0–9
Non-IID #1 0,1 2,3 4,5 6,7 8,9
Non-IID #2 0–4,5 0–4,6 0–4,7 0–4,8 0–4,9
Non-IID #3 0,1,2,3 0,4,5,6 1,4,7,8 2,5,7,9 3,6,8,9
A. Datasets
As base datasets, we utilized MNIST, CIFAR-10, and
CINIC-10 [13]. Note that CINIC-10 is a challenging dataset
because it comprises a large number of samples (270,000 in
total) drawn from CIFAR-10 and ImageNet. We decentralized
them so that each of N clients owns its subset with a limited
number of classes, and a shared unlabeled dataset Xdist is used
for distilling client models into a global model.
More specifically, for MNIST and CIFAR-10, we randomly
chose 80% of the samples (48,000 for MNIST and 40,000 for
CIFAR-10) from the training dataset for Xdist. The remaining
20% (12,000 for MNIST and 10,000 for CIFAR-10) became a
client data pool. We chose this 80%-20% ratio to simulate real
world conditions, where there is usually much more unlabeled
data than labeled data. From the data pool, each client Ui was
supposed to randomly sample data of certain classes based on
its predefined class probability pi to create its own training
dataset which is Di = (Xi, Yi). We want to have a sufficient
number of training samples for each client, so the size of Di is
set to half the size of the data pool (6,000 for MNIST and 5,000
for CIFAR-10, allowing duplicates). For CINIC-10, since it
naturally includes a training dataset and a validation dataset
(90,000 samples each), we assigned the whole validation set
for Xdist, and the whole training set for the client data pool.
Each client randomly sampled 20,000 samples from the data
pool to create Di.
As shown in Table I, we tested four different types of data
distribution to determine the robustness of the proposed method.
Each type has different client-wise class probabilities (among
ten classes).
• IID. All clients follow the class probability of pi =
[0.1, 0.1, . . . , 0.1], meaning that they have all the classes
equally.
• Non-IID #1 (NIID1). Each client holds two consecutive
classes. In this case p5n+1 = [0.5, 0.5, 0, . . . , 0], p5n+2 =
[0, 0, 0.5, 0.5, 0, . . . , 0], and so on.
• Non-IID #2 (NIID2). All the clients share five consec-
utive classes (0–4), while holding one unique class. In
this case p5n+1 = [ 16 ,
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6 , 0, 0, 0, 0], p5n+2 =
[ 16 ,
1
6 ,
1
6 ,
1
6 ,
1
6 , 0,
1
6 , 0, 0, 0], and so on.
• Non-IID #3 (NIID3). Each client holds four classes:
p5n+1 = [0.25, 0.25, 0.25, 0.25, 0, . . . , 0], p5n+2 =
[0.25, 0, 0, 0, 0.25, 0.25, 0.25, 0, . . . , 0], and so on.
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Figure 2. The results of Experiment 1 on CINIC-10. The first 50 epochs are the training process of clients (N=10). The last 100 epochs are the training
(distillation) process of the global model. The proposed approach, Global (DLAD) highlighted in red, significantly outperformed the prior approach Global
(avg.) shown in green and performed close to the upperbound (Global (labeled), shown in blue) even without labeled distillation data.
B. Implementation Details
The whole training process consists of three steps: the
training of client models, the training of binary classifiers,
and the training of the global model.
• Training client models. Client models were either Deep
Residual Network (ResNet18) [29] or Densely-connected
Convolutional Networks (DenseNet) [30], where the
former has a deeper architecture and thus is expected to
perform better. Each model Mi initially adopted weights
pre-trained on ImageNet and then was trained with each
client data Di using the Adam optimizer with the learning
rate of 0.001 for 50 epochs with mini-batches of size 250.
• Training binary classifiers. After the training of client
models Mi were finished, each binary classifier Ci adopted
the model architectures and the weights of Mi and then
was trained for 20 epochs. This step is necessary for
estimating the aggregation weights (see Eq. 3 and Eq. 4).
The optimization configuration was not changed, except
that a sample weight of 1.5 was applied if the training
sample was from Xi, which is to alleviate the effect of
data imbalance (Xi is much fewer than Xdist).
• Training global model. Finally, the global model M also
adopted weights of ImageNet and then was trained with
the same optimization configurations for 100 epochs. A
temperature T of 0.05 was used for calculating the weight
aggregation as in Eq. 4.
During all the training steps, the input data Xi and Xdist were
augmented by using the following parameters: rotation (20◦),
shift in width, height, and color (0.2), and horizontal flip. All
the implementations were done with Keras and evaluated on
NVIDIA Tesla V100.
C. Baselines and Metrics
We compared the DLAD with a baseline that just averaged
the outputs of multiple client models such as done in prior
work [12], [24]. As an evaluation metric, we computed the
classification accuracy on the test subsets (predefined by each
dataset). We also evaluated original performances of client
models as well as the upper-bound performance of the global
model when each Ci performed optimally to distinguish Xi
from Xdist.
D. Results
We conducted a comprehensive set of experiments to
examine the effects of different datasets, architectures, and
numbers of clients. Tables II, III, and IV list the results, which
are the classification performances of each model showing
the median value of the test accuracy of the last ten epochs.
Overall, we found that the global model obtained substantially
higher performances than client models, thus demonstrating
the effectiveness of involving multiple clients in the training.
Moreover, in all the non-IID cases, the proposed DLAD
significantly outperformed the baseline method (as shown in
the “Global (avg.)” rows) that averaged client models without
confidence weights, and sometimes performed comparably well
with the upper-bound performances (as shown in the “Global
(labeled)” rows). These results suggest the effectiveness of
using our adaptive aggregation strategy to resolve non-IID
problems. This is a novel and important contribution of our
proposed DLAD method, as well as an advantage over other
studies considering the fact that recent work on distillation and
FL [11], [12] only incorporated a simple average aggregation
procedure that is similar to our baseline method.
1) Effect of Datasets: In the first experiment, we investigated
whether the proposed DLAD works well on different datasets
and different data distributions. We fixed the model architecture
to ResNet and the number of clients to 10, then experimented
on three datasets (MNIST, CIFAR-10, CINIC-10) and four data
distribution types (IID, NIID1, NIID2, NIID3). In Table II,
we can see that for the MNIST dataset, as each client only
held two (NIID1), six (NIID2), or four classes (NIID3), the
client model accuracy predictably converged at 0.2, 0.6, and
0.4, respectively. The proposed DLAD distilled knowledge
from multiple client models, so it was not affected by non-
iidness and could achieve accuracy higher than 0.98 in all
MNIST experiments. For the other two datasets, CIFAR-10 and
CINIC-10, as the task difficulty increased, the final performance
of DLAD decreased but was still significantly better than the
baseline. Fig. 2 shows the experimental results on CINIC-10,
which is the most difficult task. From the figure we can observe
that, for the IID case, since the client models have the same
architecture and the same data distribution, distillation did not
bring any change to the model performance. However, for
the NIID cases, while the baseline distillation method yielded
a moderate increase or even a decrease (see NIID2) in the
performance, the proposed DLAD method yielded an overall
good performance.
2) Effect of Network Architectures: Next, we investigated
whether the DLAD works well on different model architectures.
We fixed the dataset to CIFAR-10, the data distribution type to
NIID1, and the number of clients to 10, then experimented on
six combinations of different model architectures. Specifically,
the client model architectures could be all ResNet, all DenseNet,
or ResNet/DenseNet (50%-50%), while the global model
architecture could be either ResNet or DenseNet. An advantage
of DLAD is that it applies no restriction on the model
architectures of clients, which allows the clients to customize
their own models to meet distinct specifications on their
hardware and software. As shown in Table III, regarding the
choice of client model architectures, the ResNet/DenseNet
case outperformed the other two homogeneous cases, which
indicates that diversity of client models may benefit the
robustness of DLAD. For the global model, ResNet performed
better than DenseNet, which can be ascribed to its deeper
architecture.
3) Effect of Number of Clients: Finally, we explored the
effect of increasing the number of clients, as well as further
verifying the performance. We fixed the dataset to CIFAR-10
and the global model to ResNet, then experimented on four
cases of different numbers of clients (N = 5, 10, 20, 30), three
cases of client model architectures (all ResNet, all DenseNet,
and ResNet/DenseNet), and three cases of data distribution
(NIID1–3). In Table IV, we can see that 1) the performance of
DLAD was consistent under various experimental conditions
and 2) with only a few exceptions, the performance of DLAD
was generally improved by involving more clients. These results
indicate that the proposed method is suitable for large-scale
usage, though we may also need to address the increasing cost
of server-client communications.
4) Limitations: Currently, our work has two limitations.
First, although DLAD allows a global model to be trained with
unlabeled data, Xdist, this distillation source needs to be drawn
from relevant domains. If all the classes in Xdist are different
from those of Yi, that may make all the outputs from Ci lower
and weighted aggregation unhelpful. Nevertheless, our approach
can now remove the annotation cost for distillation from client
models, which has been required in prior work on decentralized
learning [11], [12]. Secondly, this work did not address some
practical aspects of learning from decentralized data, such as
communication costs and security concerns. Another interesting
direction for future work is to incorporate secure aggregation
into our framework, as done in FL [18].
VI. CONCLUSION
We have presented DLAD, a new decentralized learning
approach designed to leverage multiple client models of
different architectures, which have been acquired using non-
IID data. We have reported promising results with experiments
on multiple public datasets, where the DLAD outperformed
a conventional distillation-based approach that has widely
been used in prior work such as [11], [12]. Our work will
be of interest in multiple domains where one wishes to
obtain knowledge from multiple clients who own relevant
but dissimilar models. Future work will seek to extend our
approach to various tasks beyond visual recognition such as
natural language processing [7] and medical applications [8].
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