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Matematica discreta elementare 
12.1 Insiemi discreti 
 
 Un insieme non vuoto A si dice finito se esiste un numero naturale n  tale che A 
sia in corrispondenza biunivoca con l’insieme { }n,...,2,1 , cioè se esiste una funzione 
biunivoca 
 
   { } Anf →,...,2,1: . 
 
 In tal caso si dice che A ha cardinalità n (ossia che il numero di elementi di A è 
n) e ciò si indica in uno dei seguenti modi: 
 
   nA =   
   #A= n . 
 
 Anche l’insieme vuoto si considera finito e si pone: 
 
   0=Φ  . 
 
 Un insieme non vuoto A si dice numerabile se esiste una corrispondenza 
biunivoca tra A e l’insieme N dei numeri naturali, ossia se esiste una funzione 
biunivoca 
 
  Af →N: . 
 
 Un insieme si dice discreto se è finito oppure numerabile. 
Per esempio l’insieme delle vocali dell’alfabeto italiano è un insieme discreto finito 
con cardinalità 5, in quanto esiste la seguente funzione biunivoca: 
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Inoltre l’insieme Z+ dei numeri interi positivi è discreto numerabile in quanto esiste 
la seguente funzione biiettiva: 
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12.2 Principio di induzione 
 
 L’insieme N dei numeri naturali gode di un’importante proprietà: N può essere 
costruito partendo dallo zero e sommando via via 1, cioè considerando il successivo 
di ciascun numero introdotto. Questo procedimento viene formalizzato col seguente 
principio. 
 
  
Principio di induzione 
 Sia A un sottoinsieme di N tale che: 
i) A∈0 ; 
ii) AxAx ∈+⇒∈ 1 ; 
allora A coincide con l’insieme N. 
 
 Questo principio è utile quando si deve dimostrare che una data affermazione 
relativa ad un numero naturale x, che indicheremo con P(x), è vera per ogni numero 
naturale. Una conseguenza del principio di induzione è infatti la seguente. 
 
Dimostrazione per induzione 
 Sia P(x) un’affermazione riguardante un qualunque numero naturale x. 
Se si ha che: 
i) P(0) è vera; 
ii)supponendo vera P(n) per un certo numero naturale n, si dimostra che P(n+1) è 
vera; 
allora P(x) è vera per ogni numero naturale. 
  
 Si intende ora mostrare che la suddetta dimostrazione discende dal principio. A 
tale scopo basterà porre: 
   { } veraè )(/ xPxA N∈= . 
Se si dimostra che P(0) è vera si avrà infatti che A∈0 ; mostrando poi che da P(n) 
vera si deduce che è vera anche P(n+1) si ha AxAx ∈+⇒∈ 1 . Quindi, per il 
principio di induzione, si ottiene A=N, per cui P(x) risulta vera per qualsiasi numero 
naturale. 
 
 Il passo i) della dimostrazione per induzione viene detto passo iniziale, mentre ii) 
si dice passo di induzione. Si noti che nel passo di induzione si suppone che 
l’affermazione in questione sia vera per certo un numero naturale n pur non 
avendone la certezza, altrimenti se si sapesse che per un qualsiasi numero 
l’affermazione è sicuramente vera, la dimostrazione sarebbe inutile! Tale 
supposizione viene detta ipotesi di induzione. 
 Il lettore rifletta sul fatto che il meccanismo che sta alla base del principio di 
induzione è il seguente: se è vera P(0) allora, per il passo di induzione, risulta vera 
anche P(1); in modo analogo da P(1) discende P(2), e così via. 
 
 Capita spesso la necessità di provare che un’affermazione risulta vera  per tutti i 
numeri interi maggiori di un intero assegnato n0, sia questo positivo o negativo. 
Poiché un tale insieme di interi è in corrispondenza biunivoca con N, si formula la 
seguente dimostrazione per induzione che generalizza la precedente. 
 
Dimostrazione per induzione (seconda versione) 
 Sia n0 un intero fissato e sia P(x) un’affermazione riguardante un qualunque 
numero intero 0nx ≥ . Se si ha che: 
i) P(n0) è vera; 
ii)supponendo vera P(n) per un certo numero intero n, si dimostra che P(n+1) è vera; 
allora P(x) è vera per ogni numero intero 0nx ≥ . 
 
Si vuole ora dimostrare, per induzione, che l’affermazione: 
(12.1)  :)(nP  
2
)1(...21 +=+++ nnn , +∈∀ Zn , 
 
che esprime la somma dei primi n numeri interi positivi, è vera per ogni numero 
intero maggiore o uguale a 1. Utilizziamo in questo caso la seconda versione della 
dimostrazione per induzione, considerando n0=1. Per prima cosa controlliamo 
allora )1(P , cioè l’identità relativa ad n=1:il primo membro dell’uguaglianza si 
riduce al primo termine della sommatoria e quindi è uguale a 1; il secondo membro, 
sostituendo ad n il valore 1 diventa: 
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pertanto )1(P è vera. Supponendo ora )(nP  vera per un certo n intero positivo, si 
vuole mostrare che vale anche 
   )1( +nP : ( )
2
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 Infatti si ha: 
   )1(...21)1(...21 +++++=++++ nnn  
e, sostituendo alla somma dei primi n addendi, per l’ipotesi di induzione, il risultato 
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ossia vale P(n+1). Dunque, per il principio di induzione (seconda versione), si può 
concludere che l’affermazione )(nP è vera per ogni intero positivo n. 
 
 Può essere utile in molte espressioni matematiche, allo scopo di 
alleggerirne la scrittura, il simbolo di sommatoria ∑ (lettera maiuscola greca 
“sigma”) così definito: 
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in cui i viene detto indice della sommatoria, a e b sono  numeri interi che indicano il 
più piccolo e il più grande valore che assume l’indice all’interno della somma e f(i) è 
il termine generale della somma: i vari termini della somma indicata nella (12.2) si 
ottengono sostituendo ad i gli interi che vanno da a a b. 
 Ad esempio: 
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 Utilizzando la definizione (12.2), l’affermazione (12.1) sopra dimostrata 
per induzione, può, ad esempio, essere così riscritta: 
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 La (12.3) può essere dimostrata anche senza la tecnica che si basa sul 
principio di induzione. Basta infatti porre: 
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e considerare quanto segue: 
 
   2Sn = 1  + 2         + 3         + 4 +…       + n + 
    +  n + (n –1) + (n – 2)+ (n – 3) +...+ 1= 
    = n( n + 1)  
(il risultato è stato ottenuto considerando che la somma in ciascuna delle n colonne è 
costante e vale n+1) da cui, dividendo entrambi i membri per 2, si ottiene la (12.3). 
 
 Utilizzando la tecnica di dimostrazione per induzione, proviamo ora la 
seguente affermazione: 
(12.4)   :)(nP  nn 23 +  è multiplo di 3 N∈∀n . 
Per prima cosa )0(P  è vera poiché 0 è multiplo di 3. Per quanto riguarda il passo di 
induzione, l’ipotesi di induzione può essere espressa nel modo seguente: 
   per un certo N∈n esiste /N∈k  knn 323 =+ . 
Utilizzando l’ipotesi di induzione relativa ad n, si deve dimostrare l’affermazione 
per n + 1 e cioè: 
   ( ) ( )121     :)1( 3 ++++ nnnP  è multiplo di 3. 
Per mostrare P(n + 1) i passaggi sono i seguenti: 
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dunque la quantità considerata è multipla di 3. Pertanto se, supponendo vera 
l’affermazione per n, questa risulta vera anche per il successivo n + 1, per il 
principio di induzione, l’affermazione vale per ogni numero naturale n. 
 
 Si lasciano, per esercizio, al lettore le dimostrazioni per induzione delle due 
affermazioni seguenti: 
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12.3 Calcolo combinatorio 
 
 Dal paragrafo 12.1 relativo agli insiemi discreti risulta chiaro che i numeri 
naturali servono per contare gli elementi degli insiemi finiti. 
 Il calcolo combinatorio (o combinatoria) studia appunto il modo di 
esprimere e calcolare sistematicamente il numero di elementi di un insieme finito A: 
l’utilità emerge soprattutto nei casi in cui gli insiemi finiti hanno un “gran” numero 
di elementi, per cui il calcolo di questo risulta difficile o addirittura impossibile 
senza un metodo. 
 Si elencano ora i principi fondamentali della combinatoria. 
 
 Principio di uguaglianza  
 Siano A e B due insiemi finiti. Se esiste una funzione biunivoca da A a B, 
allora BA =  e viceversa. 
 
 Infatti, nell’ipotesi che esista una funzione biunivoca da A a B, che 
indicheremo con f, in simboli: 
   BAf →:  biunivoca , 
supponiamo che n sia la cardinalità di A, ossia ammettiamo l’esistenza della 
seguente funzione: 
   { } Ang →,,3,2,1: …  biunivoca. 
Allora si ha che la funzione: { } Bngf →,,3.2,1: …!  risulta biunivoca1, per cui 
nB = . La dimostrazione dell’implicazione inversa viene lasciata per esercizio al 
lettore.    
 Principio di somma  
 Se A e B sono due insiemi finiti e =∩ BA ∅ , allora: 
   BABA +=∪ . 
 Nel caso di n insiemi finiti a due a due disgiunti, si ottiene la seguente 
generalizzazione: 
   ∑
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Spesso, per calcolare la cardinalità di un insieme finito A, è utile suddividere gli 
elementi dell’insieme in sottoinsiemi disgiunti, la cui unione sia uguale a tutto 
l’insieme A, e determinare separatamente il numero di elementi di ciascun 
sottoinsieme, applicando così il principio di somma. 
 
 Principio di moltiplicazione  
 Se A e B sono due insiemi finiti, si ha: 
   BABA =× . 
 
Infatti, se A ha m elementi e B ne ha n, per ottenere tutte le coppie ordinate che 
costituiscono il prodotto cartesiano A×B, ognuno degli m elementi di A deve essere 
associato a ciascuno degli m elementi di B, per cui tali coppie risultano, in tutto, 
nm ⋅ . 
 
 Anche il principio di moltiplicazione può essere generalizzato al caso di n 
insiemi finiti: 
   nn AAAAAA …… 2121 =×××  . 
                                                
1 Si faccia riferimento al paragrafo 1.12 in cui si afferma che la composizione di 
funzioni biunivoche è biunivoca. 
 
 Viene ora esposta una serie di conseguenze dei principi di cui sopra. 
 
 Una conseguenza del principio di moltiplicazione è la formula che consente 
di contare il numero di liste2 di lunghezza m ottenute con gli elementi di un insieme 
A di cardinalità n: 
 se  nA = , il numero delle liste di lunghezza m in A è uguale a nm. 
 
Infatti poiché per ottenere ciascuna lista si deve inserire un elemento di A in 
ciascuno degli m posti della lista, si hanno n possibilità di scelta per ciascuna delle m 
posizioni, quindi si applica il principio di moltiplicazione.  
 
 Esempio 12.1 
 I pronostici del totocalcio sono tutte le possibili colonne della schedina, 
cioè tutte le liste di lunghezza 13 nell’insieme { }X,2,1 , e sono quindi 
323.594.1313 = . 
 Esempio 12.2 
 Il numero totale di targhe che si possono ottenere è dato dal numero totale 
di liste di lunghezza 4 i cui elementi sono lettere dell’alfabeto, moltiplicate 
(principio di moltiplicazione) per il numero di liste di lunghezza due ottenute con le 
cifre decimali. Pertanto, essendo 26 le lettere dell’alfabeto e 10 le cifre decimali si  
ottiene che il numero di targhe possibili risulta: 000.976.4561026 34 =⋅ . 
 Esempio 12.3 
 Il numero totale di numeri naturali con esattamente 2≥n  cifre in base 
2≥b  si calcola nel modo seguente: poiché ogni numero da considerare deve avere  
non meno di n cifre, la cifra più a sinistra nella scrittura posizionale del numero non 
può essere 0, quindi può essere scelta nell’insieme { }1,,3,2,1 −b… , da cui si deduce 
che per essa ci sono b-1 scelte; tutte le altre cifre possono assumere invece qualsiasi 
valore nell’insieme di tutte le cifre in base b, ossia { }1,,3,2,1,0 −b… , quindi per 
ciascuna ci sono b possibilità di scelta. Dunque, applicando il principio di 
moltiplicazione, il numero che si ottiene è: ( ) 111 −− −=− nnn bbbb . 
 
 Si vuole determinare il numero di sottoinsiemi S di un insieme dato A  con 
n elementi. Possiamo pensare ogni sottoinsieme S come una lista ottenuta con i 
numeri 0 e 1, mettendo 0 nella posizione i della lista se l’elemento xi di A non 
appartiene ad S, 1 al posto i se invece Sxi ∈ . Quindi i sottoinsiemi S di A sono in 
                                                
2 Sia A un insieme non vuoto ed m un intero positivo. Una lista finita di lunghezza m 
in A è una funzione { } Amf →,...,3,2,1: . Solitamente una lista finita di lunghezza m 
si rappresenta nel modo seguente ( )maaaa ,,,, 321 … . Gli elementi di una lista non 
sono necessariamente tutti distinti, ossia le liste possono contenere anche elementi 
ripetuti.  
corrispondenza biunivoca con le liste di lunghezza n ottenute con gli elementi 
dell’insieme { }1,0  e allora, applicando il principio di uguaglianza, si ottiene il 
seguente risultato: 
 
 il numero dei sottoinsiemi di A con nA =  risulta 2n. 
 
 Si considerino ora due insiemi finiti A e B con mA =  e nB = . Si 
vogliono contare le funzioni BAf →: . Essendo mA =  possiamo scrivere 
{ }maaaaA ,,,, 321 …=  e quindi notare che una funzione BAf →:  si definisce 
assegnando ad ogni elemento di A una ed una sola immagine scelta arbitrariamente 
in B . Dunque, per ogni i = 1,2,…,m, ( )iaf  può essere scelta in B in n modi diversi, 
essendo, per ipotesi, nB = . Le funzioni da contare risultano pertanto in 
corrispondenza biunivoca con le liste di lunghezza m ottenute con gli elementi di B 
che ha n elementi, ciascuna delle quali può essere così rappresentata: 
( ) ( ) ( )( )mafafaf ,,, 21 … . Allora si ha: 
 
  le funzioni BAf →: ,  con mA =  e nB = , sono nm. 
 
Dal risultato ottenuto risulta chiaro perché i matematici utilizzano il simbolo AB  per 
indicare l’insieme delle funzioni considerate, cioè con dominio A e condominio B: il 
risultato ottenuto, utilizzando tale simbolo, si esprime infatti come segue:   
   AA BB = . 
Il lettore noti che il numero di funzioni tra due insiemi finiti dipende solo dalle loro 
cardinalità. 
 
 Vogliamo ora contare le liste senza ripetizione costituite da m elementi, 
cioè di lunghezza m, scelti da un insieme di cardinalità n. 
 Consideriamo due insiemi A e B finiti e non vuoti con mA = , nB =  e 
nm ≤ . Come si è visto sopra, ad ogni lista di lunghezza m ottenuta con gli elementi 
di B, corrisponde una funzione f da A a B e viceversa. In più ora si ha la condizione 
che all’interno di ogni lista non sono ammesse ripetizioni, cioè ogni elemento di B 
può comparire solo una volta. Pertanto tali liste senza ripetizione sono in 
corrispondenza biunivoca con le funzioni iniettive da A a B, le quali associano 
appunto, ad elementi distinti del dominio, immagini distinte. Dunque contare le 
funzioni iniettive da A a B, equivale a contare le liste senza ripetizione di lunghezza 
pari alla cardinalità di A e costituite dagli elementi di B. Si ha dunque che il primo 
elemento della lista può essere scelto tra tutti gli elementi di B (n scelte possibili), 
per il secondo elemento della lista si hanno invece n-1 possibilità di scelta (non 
dovendo ripetere l’elemento già collocato al primo posto), per il terzo elemento si 
dovrà evitare di considerare ciascuno dei due elementi già considerati, per cui le 
scelte possibili saranno n-2 e così via fino alla scelta dell’ultimo elemento della lista, 
l’m-esimo, per cui si avranno n-(m-1) scelte possibili (tra gli n elementi di B devono 
essere esclusi gli m-1 già collocati nei posti precedenti della lista). Per il principio di 
moltiplicazione, le liste senza ripetizione sono: 
(12.5)   ( )( ) ( )121 +−−− mnnnn … . 
 Il numero (12.5) viene detto fattoriale decrescente e si indica col simbolo 
( )mn  che si dice fattoriale decrescente di n. 
 Possiamo allora riassumere quando sopra dimostrato nel modo seguente: 
 
 il numero delle liste senza ripetizioni di lunghezza m in un insieme di 
cardinalità mn ≥  è: 
(12.6)   ( ) ( )( ) ( )121 +−−−= mnnnnn m … . 
 
 Nonché, affermazione equivalente a quella sopra: 
 
 il numero di funzioni iniettive BAf →:  con  mA = , nB =  e nm ≤ , è: 
(12.6’)   ( ) ( )( ) ( )121 +−−−= mnnnnn m … . 
 
 Il lettore osservi che, a proposito delle liste senza ripetizione, è chiaro che, 
per poter  avere m elementi tra loro distinti tra gli n a disposizione, dovrà valere 
l’ipotesi  nm ≤ , assunta all’inizio della trattazione. Ragionando in termini di 
funzioni iniettive si giunge alla stessa conclusione, in quanto, se fosse n < m, non 
sarebbe possibile sceglire tra gli n elementi del codominio m immagini distinte da 
associare agli elementi del dominio. 
 Per convenzione, si pone: 
 se n < m,  ( ) 0=mn ; 
 per ogni n > 0, ( ) 10=n ; 
 per ogni n > 0, ( ) 00 =n ; 
    ( ) 10 0 = . 
 
 Si vuole a questo punto determinare il numero di funzioni biunivoche tra 
due insiemi, che (come già osservato nel capitolo 1, definendo tali funzioni, oppure 
considerando il principio di uguaglianza) devono avere la stessa cardinalità. Dunque 
basterà considerare l’affermazione (12.6’) e sostituire in essa m = n: 
(12.7)   ( ) ( )( ) ( ) ( )( ) 1221121 ⋅⋅−−=+−−−= …… nnnnnnnnn n . 
 Infatti se si considerano le funzioni iniettive tra due insiemi di uguale cardinalità, 
nell’associare immagini distinte agli elementi del dominio, si esauriscono gli 
elementi del dominio, per cui si hanno funzioni anche suriettive.  
 Il numero (12.7) viene detto fattoriale di n (oppure n fattoriale) e denotato 
con il simbolo: 
(12.8)   ( )( ) 1221! ⋅⋅−−= …nnnn , con n∈N e 1≥n , 
inoltre si pone 1!0 = . 
Risulta pertanto provata l’affermazione seguente. 
 
 Siano A e B due insiemi finiti con BnA == . Allora il numero di funzioni 
biiettive da A a B è n!. 
 
 Ancora una volta consideriamo, in parallelo alle funzioni, il problema delle 
liste: l’insieme delle funzioni biunivoche tra due insiemi con la stessa cardinalità n è 
in corrispondenza con le liste di lunghezza n, senza ripetizioni, che si ottengono da 
un insieme con n elementi. Definiamo permutazione di un insieme finito A di 
cardinalità n una lista senza ripetizioni in A di lunghezza pari alla cardinalità di A, 
ossia, una permutazione è una lista di tutti gli elementi di A, presi una sola volta e in 
un determinato ordine. Pertanto si conclude che: 
 
 il numero delle permutazioni di un insieme non vuoto di cardinalità n è: 
(12.9)   ( )( ) 1221! ⋅⋅−−= …nnnn , con n∈N e 1≥n . 
 
 Esempio 12.4 
 Se una parola ha n lettere distinte, il numero dei suoi possibili anagrammi  è 
n!. Ad esempio gli anagrammi della parola “scuola”, avendo questa sei lettere 
distinte, sono 6!=720.   
 
 Sia A un insieme finito con nA = . Sia Z∈k  con nk ≤≤0 . Indichiamo 
il numero dei sottoinsiemi di A con cardinalità k col seguente simbolo: 
(12.10)   ⎟⎟
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che si dice coefficiente binomiale di numeratore n e denominatore k (anche se non è 
una frazione ma un numero naturale positivo!) e si legge “n binomiale k” o “n su k”. 
Notiamo subito che se k = 0, l’unico sottoinsieme di A con zero elementi è l’insieme 
vuoto, per cui: 
   1
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; 
inoltre, se k = n, l’unico sottoinsieme di A contenente n elementi coincide con A 
stesso, per cui: 
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. 
Se si considera poi nk ≤≤1 , si osserva che una lista di lunghezza k in A, senza 
ripetizioni, si ottiene scegliendo prima k elementi distinti di A, cioè un sottoinsieme 
S di A con k elementi, poi un determinato ordine per tali elementi, cioè una loro 
permutazione. Dunque, per il principio di moltiplicazione, si ha: 
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per le (12.6), (12.9) e (12.10). 
Dalla (12.11) si ricava: 
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da cui, moltiplicando numeratore e denominatore per (n – k)!, si deduce la formula 
esplicita per il calcolo del coefficiente binomiale: 
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Si osservi che, avendo posto per convenzione 0!=1 e ( ) 10=n , la formula (12.12) 
fornisce anche il valore 1 del coefficiente binomiale ⎟⎟
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, calcolato 
precedentemente. 
 
 Un’importante proprietà del coefficiente binomiale è la seguente: 
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 La dimostrazione della (12.14) si può ottenere utilizzando, in entrambi i 
membri, la formula esplicita (12.13), oppure, più semplicemente, facendo 
riferimento alla definizione di coefficiente binomiale e considerando che, scegliendo 
un sottoinsieme S di A con cardinalità k, resta individuato univocamente il  suo 
complementare rispetto ad A, SC, avente cardinalità n – k, il che significa che, 
scegliere k elementi si A, è come scegliere I restanti   n – k. 
 
 Vale inoltre l’identità: 
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, nkk ≤≤∀ 1:  
nota col nome di Formula di Stifel, che rappresenta la ricorsione dei coefficienti 
binomiali. Essa fornisce infatti un metodo ricorsivo per il calcolo di tali coefficienti: 
consente di determinare ⎟⎟
⎠
⎞
⎜⎜
⎝
⎛
k
n
, una volta noti i valori dei coefficienti binomiali con 
numeratore n – 1. 
La (12.15) può essere dimostrata applicando la formula esplicita (12.13), oppure 
tramite le considerazioni seguenti. 
Il primo membro della (12.15) rappresenta il numero di sottoinsiemi, costituiti da k 
elementi, che si ottengono da A con nA =  e tali sottoinsiemi possono essere di due 
tipi in riferimento ad un particolare elemento a di A. Il primo tipo è costituito da tutti 
quelli che contengono a, dunque sono caratterizzati dagli altri k – 1 elementi diversi 
da a che contengono, i quali vengono scelti in { }aA−  con cardinalità n – 1. Pertanto 
il numero di questi è: ⎟⎟
⎠
⎞
⎜⎜
⎝
⎛
−
−
1
1
k
n
. Il secondo tipo è costituito da tutti quelli che non 
contengono a, e questi sono tanti quanti i sottoinsiemi di cardinalità k che si 
ottengono da { }aA− , ossia: ⎟⎟
⎠
⎞
⎜⎜
⎝
⎛ −
k
n 1
. A questo punto non resta che applicare il 
principio di somma, visto che sono state considerate due categorie disgiunte di 
sottoinsiemi, la cui unione fornisce la totalità di tutti i sottoinsiemi di A. 
Osserviamo ora che la formula di Stifel è valida anche per k = n, purchè si ponga: 
   0=⎟⎟
⎠
⎞
⎜⎜
⎝
⎛
⇒<
k
n
kn . 
 La (12.15) consente di costruire la seguente matrice infinita, nota col nome 
di triangolo di Tartaglia o triangolo aritmetico, cioè una tabella a doppia entrata le 
cui righe e colonne sono etichettate con  numeri 0,1,2,…, in cui l’elemento di posto 
(i,j), cioè nella riga i-esima e nella colonna j-esima, è il coefficiente binomiale ⎟⎟
⎠
⎞
⎜⎜
⎝
⎛
j
i
. 
Il primo elemento della 0-esima riga è 1, mentre tutti gli altri sono nulli. Gli 
elementi della 0-esima colonna sono tutti uguali a 1. Tale triangolo è riportato in 
fig.12.1 (gli zeri non vengono scritti). Poiché, per la formula di Stifel, 
   ⎟⎟
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, 
ogni numero del triangolo di Tartaglia si ottiene sommando i due numeri della riga 
precedente che si trovano nella stessa colonna e in quella precedente. 
 
 
    1 
    1  1 
    1  2  1 
    1  3  3    1 
    1  4  6    4    1 
1  5  10  10  5    1 
1  6  15  20  15  6  1 
……………………… 
Fig.12.1 
 
 
 Il lettore osservi, facendo riferimento alla fig. 12.1, che l’identità (12.15) indica 
che in ogni riga del triangolo di Tartaglia gli elementi sono simmetrici rispetto 
all’elemento centrale. 
 Valgono inoltre le seguenti identità: 
(12.16)  n
n
k k
n
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=
 
che esprime il fatto che la somma degli elementi della riga di indice n nel triangolo di 
Tartaglia è uguale a 2n; 
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che, facendo riferimento al triangolo di Tartaglia, indica che la somma dei primi n 
elementi di una qualsiasi colonna è uguale all’elemento che occupa la riga e la 
colonna successive all’ultimo elemento della somma. 
 
Si conclude il paragrafo con la formula di Newton per lo sviluppo della potenza 
di un binomio. Fissato il numero naturale n: 
(12.18)  ( ) knkn yx
k
n
yx −
=
∑ ⎟⎟
⎠
⎞
⎜⎜
⎝
⎛
=+  
n
0k
. 
 Si noti che i coefficienti dello sviluppo della potenza n-esima del binomio, 
essendo coefficienti binomiali, che verificano la (12.15), non sono altro gli elementi 
della riga con indice n del triangolo di Tartaglia. Il lettore può controllare quanto 
appena affermato, confrontando ad esempio la riga di indice 2 del triangolo in 
fig.12.1, con i coefficienti dello sviluppo ( ) 222 2 yxyxyx ++=+ , riportato nel 
capitolo 4. 
 La (12.18) può essere dimostrata per induzione su N∈n  (tale dimostrazione 
viene lasciata come esercizio al lettore), oppure tramite il seguente ragionamento. 
Come è noto: 
   ( ) ( )( )( ) ( )!!!!! "!!!!! #$ …
  volten
n yxyxyxyxyx ++++=+  
e, applicando la proprietà distributiva del prodotto rispetto alla somma e riducendo i 
termini simili nel calcolo del secondo membro, si ottengono tutti termini del tipo 
knk yx −  con k che varia da 0 a n. Per determinare il coefficiente di ciascuno di tali 
termini, occorre sapere quante volte il termine k-esimo knk yx −  si ottiene all’interno 
del prodotto di cui sopra. Per ottenere il prodotto knk yx −  i fattori x e y vengono 
selezionati come segue: si deve scegliere x da k fattori ( )yx + tra gli n disponibili e, 
dai restanti    n – k  fattori ( )yx + , univocamente individuati dopo la scelta degli altri 
k, si sceglie y . Dunque i termini knk yx −  sono tanti quanti i sottoinsiemi con k 
elementi che si ottengono da un insieme di cardinalità n, cioè ⎟⎟
⎠
⎞
⎜⎜
⎝
⎛
k
n
, che risulta 
pertanto il coefficiente del termine k-esimo knk yx − . 
 
 Un’applicazione della (12.18) consiste nella dimostrazione della (12.16) : basta 
infatti notare che la (12.16) si ottiene ponendo x = y =1 nella (12.18). 
 
