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Abstract 
DuPont, N., On the deviations of a Q-algebra, Journal of Pure and Applied Algebra 85 (1993) 
245-251. 
Let H be a l-connected commutative graded Q-algebra of finite cuplength. We establish that if 
a deviation of H is zero, then H is either a polynomial algebra or a complete intersection. We 
thereby answer a rational homotopy problem that results ‘through the looking glass’ from T.H. 
Gulliksen and G. L&n’s conjecture. 
Introduction 
Let A be a local noetherian ring with residue field k. 
Definition 1. Let PA(t) = CT=,, dim Tory(k, k)t’ be the Poincark series of A. By 
[I, Proposition 0.41, we know that 
PA(f) = I7 (1 + p+‘)F’I j_,, (1 _ f*j+*)F2,+1 .
The integer E, is then called the jth deviation of A. 
Halperin proves in [9] that if one of the deviations of A is zero, then A is a 
complete intersection, i.e. E, = 0 for each j 2 2. He thereby answers Gulliksen and 
Levin’s conjecture (C, in [l]). 
It has been mentioned on several occasions (see [2] and [4] in particular) that a 
number of local algebra problems create rational homotopy problems. In particu- 
lar, let H be a connected commutative noetherian graded Q-algebra and 
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(AZ, 0); H denote its bigraded model, as Halperin and Stasheff define it in 
[lo, Chapter 31. Then 2 is equipped with a second lower gradation: 2 = @rztl Z,. 
It has been established in [4] that 
2 dim Tor:‘(Q, Q)t’ = fi 
(1 + t*J+‘)Y 
J =o ,=,) (1 - t~‘+~)~‘, f I ’ 
with F, = dim Z, for each i P 0. Therefore, Gulliksen and Levin’s conjecture gives 
us the following problem in rational homotopy theory [4, Proposition 111.161. 
Conjecture 2. Let H be a connected commutative noetherian graded Q-algebra 
and (AZ, 0) _\\ H denote its bigraded model. Put E, = dim Z;. If .si = 0 for a 
given i E F+J, then all ej are zero for ; 2 2. 
One can remark that if H = H’“‘” has a finite dimension, then, without 
considering its gradation, H is a local ring and Halperin’s result can be applied. 
Nevertheless, Conjecture 2 remains unsolved for arbitrary algebras, though it was 
partially solved when Felix and Thomas showed that if H is not a complete 
intersection (i.e. if F* # 0), then only a finite number of deviations can be zero [4, 
Theorem IV.51. 
Our goal is to prove Conjecture 2 assuming H to be l-connected and of finite 
cuplength. This means that H” = Q, H+ = H” and that there exists an integer N 
such that the product of N elements of H’ is always zero. We can therefore state 
our result as follows: 
Theorem 3. Let H be a l-connected commutative graded Q-algebra of finite 
cuplength. Let (AZ, D); H denote its bigraded model. If there exists an integer 
i such that Z, = 0, then Z, = 0 for each j 2 2. 
In the dimension of Z,, is infinite, Theorem 3 is easy to prove. Let i be the 
lowest integer such that dim Z, < 3~. We consider the composition map 
Zi’l,(AZ),_,L Z;_, @AZ,, , 
where p is the projection. Then there exists Z: ~, , a sub-space of finite dimension 
of z,-, such that 
Im(poD)CZ:_,@AZZ,, . 
Now, put Z,-, = Zi_,@S and let f: S *Q be a homomorphism such that 
f(s) = 1 for a given s of S while f = 0 on a complement of Q.s in S. It is easy to 
prove that f belongs to the ‘Gottlieb’ space G,(AZ, D) (see [3] or [7] for the 
definition). As the dimension of S is infinite, the cuplength of H would be infinite 
[3, Corollary 6.121. 
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So we can assume dim Z,, <to and therefore that AZ is of finite type for each 
gradation. We actually prove a more general result. Let (AX, d) be a l-connected 
minimal KS-complex (the definition will be given in Section 1). We assume X to 
be equipped with a second (lower) gradation: X = $ ,?,, X,, inducing (in a natural 
way) a lower gradation on AX, such that for each i 2 0, d : (AX), -+ (AX),_, 
The algebra (AX, d) is then called a bigraded KS-complex. The cohomology of 
(AX, d) is equipped with a lower gradation: H”(AX, d) = @,,?(, Hf,(AX, d), for 
all k21. 
Definition 4. Let q,(AX, d) be the largest integer n such that H,,(AX, d) f 0. If 
H:,(AX, d) is unbounded, we put n,(AX, d) = to. The integer 77,(.4X, d) is 
called the formal dimension of H;,(AX, d). 
Definition 5. The hollow of X, denoted c,(X), is the largest integer n such that 
there exists an integer 1 such that 
- X, and X,,, are not zero, 
- X, is zero for each j with I < j < I+ n. 
Theorem 6. Let (AX, d) be a bigraded l-connected minimal KS-complex, offinite 
type for each gradation, where H *(AX, d) is of finite cuplength. Then 
c,(X) 5 rl,(AX, d) + 1. 
This result clearly implies Theorem 3 when dim Z,, <m. The bigraded model 
(AZ, 0) of H then satisfies the hypothesis of Theorem 6 and q*(AZ, 0) = 0. So, 
if we assume a Z, to be zero for a given i, we deduce that Z, is zero for each j 2 i 
and the result follows from [4, Theorem IV.51. 
We aim now at proving Theorem 6. For this purpose, we shall start by recalling 
a few notations and facts, especially about KS-complexes. We shall then establish 
some preliminary results, after which we will prove Theorem 6. 
1. Notations and recalls 
Throughout this paper, we consider a field u6 of characteristic zero (in practice, 
it will be the field Q of rationals, or an algebraically closed field containing Q). 
We assume all vector spaces and algebras to be defined over D6. We denote by @ 
the tensor product over D6, and by ‘cdga’ an object in the category of commutative 
differential graded K-algebras. 
Let X = @,22 X’ be a vector space equipped with an upper gradation, and Ix] 
denote the degree of a homogeneous element x of X. 
Let AX be the free commutative graded K-algebra over X. Then 
AX = E(Xodd) 8 S(X’“‘“) 
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is the exterior algebra on the generators of X of odd degree tensored with the 
symmetric algebra on the generators of X of even degree. If (x,);~~ is a basis of X, 
we shall sometimes write AX = A((x,),,,). If X = Db.x, we shall write AX = Ax. 
A point will denote the product in .4X and, given a and b two homogeneous 
elements in AX, [a. bl = la\ + 1 bl will define the upper gradation of AX. 
Now let d : AX-> AX be a linear map that fulfills the following three condi- 
tions: 
(1) d : (AX)‘- (A--2X)‘i’, i.e. d is decomposable and is of degree +l, 
(2) d(a.b) = d(a).b + (-l)‘“‘a.db, for every couple (a, b) of homogeneous 
elements of ,4X, 
(3) dad =O. 
When equipped with such a map d (called a differential), the algebra AX is 
called a l-connected minimal KS-complex [6]. We shall denote it (AX, d). We 
shall henceforth consider complexes (AX, d) where each X’ is of finite dimension. 
AX is then said to be of finite type (for this gradation). 
In reference to Sullivan’s theory [II], we shall more simply call a l-connected 
minimal KS-complex of finite type a KS-model. 
We can write d=dZ+d3+...+dr+... with d,l,:X+A’(X). We remark 
that d, is then a differential called the quadratic part of d. 
The gradation on (AX, d) induces a gradation on the cohomology H*(AX, d), 
i.e. H”(AX, d) = @ ,,?,, H”(AX, d) with H”(AX, d) = Db and H’(AX, d) = 0. An 
algebra H will be called ofjinite dimension when it is so as a graded vector space. 
Suppose that X is equipped with a second lower gradation X = @,?,, X,, for 
which each X, is of finite dimension. The lower degree of a homogeneous element 
a of AX is denoted /\all. Th e f ormula )ja.bj/ = jja\\ + )jbJJ defines a lower 
gradation on AX. A bigraded KS-model is a KS-model (AX, d), equipped with 
such a lower gradation where d is of degree -1, i.e. d : (AX),- (AX),_,. 
This lower gradation then induces a second gradation on H”(AX, d), i.e. for 
each k 3 2, Ht(AX, d) = @,rz,I Ht(AX, d). 
A l-connected Q-algebra H of finite type admits a bigraded KS-model (AZ, 0) 
constructed by Halperin and Stasheff [lo, Chapter 31. There exists a cdga 
quasi-isomorphism (a morphism which induces an isomorphism in cohomology): 
(AZ, 0); H. Moreover, the induced map A(Z,,)-s H is surjective. 
Let us recall now a few facts about our models. Firstly, one can remark that 
d : A(X,)+ A(X,;) 
Suppose now that AX = A(X,, ax,,). We can then naturally define the 
sub-bigraded KS-model 
(A(X,,>, 4 - (A(X,, @X2,), d) , 
and the quotient-bigraded KS-model 
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Consider now the following diagram of KS-models 
(AY, &-+ (AZ d,) 
where f and g are cdga morphisms. These maps make (AZ, d,) and (AT, d,) into 
(A Y, d,)-differential modules. 
The cdga (AZ, d,) Bc ,y.n~j (AT, dT), such that the following diagram is com- 
mutative 
is called the push-out of (AZ, d,) and (AT, d7) by f and g. 
We can remark that if we consider the following diagram of bigraded KS- 
models 
(A(X,, 17 d)- (A(X,, CEJ X,,), d) 
then 
@(x5, @x2,)> 4 @J3, ,(x,,).rj) (AT, dT) = (A(X,, G3 T), 0) , 
where D is the differential uniquely defined by d and d, (the symbol z denotes a 
cdga isomorphism and the symbol = a cdga quasi-isomorphism). 
Our last recalls will be about the notion of derivation. 
A derivation on a KS-model (AX, d) is a linear map 8 : (AX, d)+ (AX, d) 
such that the following properties are satisfied: 
(1) 19 is homogeneous for the upper degree, i.e. there is an integer 101, called 
the degree of 0, such that for each P of (AX)‘, O(P) E (.4X)“‘“‘, 
(2) O(a.6) = 0(a).b + (-l)‘cz”H’ a.B(b), for each couple (a, b) of homogeneous 
elements in AX. 
In fact, every derivation appearing here will be a cycle in the differential Lie 
algebra of the derivations of (AX, d), i.e. they will satisfy the additional property: 
(3) 8d - (-l)“‘d6’ = 0. 
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So, in this paper, a derivation will always be a derivation fulfilling property (3). 
Now, let 
(Ay,O)+(Ay@AY, d)+(AY, 2) (1) 
be a KS-extension (see [6]), where (Ay @ A Y, d) is a KS-model (in particular, d 
is decomposable) and ( y( is odd. Consider d, and d2, the quadratic parts of d and 
2. For each W in AY, we can write 
d,(l @ W) = 18 d?(F) + y @ S(W) 
This defines a map 5 : (A Y, d,) + (A Y, d,) which respect word length. 
and d2 are differentials, and it is easy to see that .$ is a derivation (of 
1 - ( y I), called the derivation associated with the KS-extension (1). 
But d2 
degree 
Now we can put Y = Im( [I,)@ S. If the vector spaces S and t”(S) span Y, we 
say that the derivation 5 is strongly locally finite. Then, it is clear that every 
nilpotent derivation 5 associated with the KS-extension (1) is strongly locally 
finite. It is in particular the case when dim Y < ~3. 
2. Two preliminary lemmas 
Let (A(V@ W), d) be a 
suppose that 
bigraded KS-model and c a fixed integer 21. We 
(1) V=V,, and W= W,, +c ’ 
(2) rl,(A(V@ W), d) 5 c - 2. 
Our goal, in this section, is to prove the following two results: 
Lemma 7. Let v : (AV, d)-+ (Ab, 0) be a non-trivial cdga morphism and (AV, d) 
be the sub-model of (A(V@ W), d). C onsider the following push-out: 
(AV, d) ” > (Ab, 0) 
I 
(n(v W>, 4 
I 
I 
A(AW@Ab, D) 
Then, there exists a derivation 8: (AW@Ab, D)+(AW@Ab. D), such that 
8(b) = 1. 
Lemma 8. Let (u,, . , u,) be a (always finite) basis 
trj 5 r, d(u,) E A((u,),,,). For each i 5 r + 1, let 
(AX(i), d(i)) = (A(u,, . . , u,.) 63 AW, d(i)) . 
of V, ordered such that 
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be the quotient model. We suppose that (ui( is odd. Let 
(Au;, O)-+ (AX(i), d(i)) +3 (AX(i + l), d(i + 1)) , (2) 
be a KS-extension. Then, the derivation associated with this KS-extension is 
nilpotent. 
Proof of Lemma 7. Let 5 : (Ab, O)+ (Ab, 0) be the derivation of degree -lb/ 
defined by t(b) = 1. Suppose that there exists a linear map 5’ of degree - 1 b 1, 
[‘:(A(VCBW),d)+(AW@Ab,D), 
such that 
(a) 5’ oi=jo[oy, 
(b) c’d - (-1)‘“‘De’ = 0, 
(c) for all elements (Y and /3 of A(V@ W), 
a$‘(a.P) = r$‘((Y).T(P) + (-l)‘““%((Y).5(P). 
Thus, let f3 be the following linear map of degree - 1 bl , 
0 : (W’@ W, 4 @(,w,c+) (Ab,O)=(AW@Ab, D)+(AW@Ab, D), 
defined by ~(CI 8,“) = <‘(a).b” + (-1) ‘““%(a).[(b”), for each (Y in A(V@ W). 
Let /3 be in AV. By hypothesis (a), t’(p) = 50 v(p). Hence we obtain the 
following equalities: 
0(a./3C3bb”) = ,$‘(a).7(P).bn + (-l)‘a”h’~(a).~‘(~).b” 
+ (-1) ““‘+‘P’)‘b’7((Y).7(P).S(b”) , 
O(a@ v(P).b”) = [‘(cz).v(P).b” + (-l)‘~“b’~(++(~).b”) 
= S’(cy).v(p).b” + (-1)‘a”b’+).([‘(j3).b” 
+ (-l)‘%@).~(bn)). 
But, by the commutativity of the push-out diagram, 7(p) = V(D). So 
~(cx.P @ b”) = f3(a @ v(p). b”), thus 8 is well defined. 
Now, hypothesis (b) implies that 
e(d(a) @ b”) - (-l)‘%e((~ 8 b”) = 0 
Moreover, using hypothesis (c), one can easily check that if a and /3 are in AW, 
then 
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So 0 is actually a derivation. of degree -lb\. Moreover, O(b) = 1 and thus 8 is 
the derivation that we looked for. However, 5’ is still to be built. 
Let V= @ Vi be the bigraded vector space defined by Vi = Vi”“‘. A generator 
U of V corresponds with each generator u of V. 
Firstly, we build a differential d and a linear map n of bidegree (-lbl, O), 
such that nod-(-l)l”‘don=O. 
In order to do that, we remark that A(V 63 W) @ v is a n(V CD W)-bimodule for 
the following operations: 
Now, for each u in V, we define n by n(u) = 18 6, and we extend 77 to AV by 
the following formula: 
q(a.@) =n(a)*i; + (-l)‘a’l%k *n(P). (3) 
For each U of V, we now put d(l@ 6) = (- l)‘“‘n(d(u)) and d\ ,CvCBM.)W, = d. Hence 
d is of bidegree (+l, -1). 
We extend d to A( V CB W) (23 v by the following formula: 
&I @J 6) = d(a) C3 U + (- 1)1% * d(C) . 
It is then clear that (n(V CD W) @V, d) is a (A(V CB W), d)-differential bimodule. 
But, as we built it, q0d - (-l)‘“‘doq is zero on V, so it is easy to see that 
qod - (-l)““do~ is zero on AV. Thus, (d)‘(l @ 6) = (-l)‘“‘don(d(U)) = 0, which 
proves that d is a differential. 
By hypothesis (2), H_.,_,(A(V@ W), d) =O and by hypothesis (I), V= V,,. 
Hence we can filter the module (A(V Cl? W) 8 p, 2) by the differential sub- 
modules (A(V@ W)@(U,, , U,), d), and obtain, by an easy spectral sequence 
argument, that 
We arc now able to define q on W such that (qod - (-l)‘“‘doq)(w) is zero for 
each w of W. We proceed inductively on the lower degree of w. 
Let n be defined on W,,_, for a given j 2 c + k, and extend n to 
AV@A(W., ,) by formula (3). 
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Now, let y, be an element in Wi, then (vod - (-l)‘“‘dor))(d(w,)) = 0, so 
qod(wi) is a d-cycle. But lId(w = /]nc~d(w,)ll = j - 1~ c + k - 1, which proves 
that ~0 d(w,) is a d-boundary. 
Putting no d(wj) = d(a) and n(w,) = (-l)‘“‘a, we define r) such that nod - 
(- l)“‘don is zero on W_,. The ‘extension’ formula (3) gives that r] 0 d - 
(-l)‘“‘doq is zero on A(V@ W,,). Moreover, 77 is of bidegree (-]bl, 0). 
Now, let 7~ be the following linear map of degree 0, 
3-r: (n(vc3w)~v, d)+(AW@Ab, 0)) 
defined by ~(cy @ 6) = r(cu).co V(U) f or each cy in A(V@ W) and U in t? 
Putting 5’ = 7~07, it is easy to see that ,$‘oi = jogo v (property (a)). Indeed, 
this equality is (by definition) true on V, and formula (3) enables us to conclude. 
Moreover. 
TOT(Q.P) = 477(a) *P + C-1) “d ‘a’U. * v( p>> ) 
= %-~~(a).7(p) + (-l)““‘“‘~(a).~orl(p) I 
so that property (c) is true. 
Now, as D 0 5 = 0, we have 7~ 0 d = D 0 n. Using the equality n 0 d - 
(- l)‘“‘do~ = 0, we can easily prove property (b). 0 
Proof of Lemma 8. As the degree of u, is odd, let us put v(u,) = ui and v = 0 
for the other generators of V, so as to define a cdga homomorphism 
v : (AV, d)+ (Au,, 0). Now, consider the following push-out: 
(AK d) 1’ (Aui, 0) 
I 
(A(V CT3 W), d)A (Au,@AW, D) 
(A(u,, . . , u,.), 2) G ’ (Au, 3 0) 
I 
(A(u,, . . . , u,)@AW, d(i))~(Au,@AW, D’) 
Of course D’ = D by definition. Moreover, Lemma 7 and [7, Lemma 1.11 give 
us that (Au; @ AW, D) z (Au,, 0) C3 (AW, C?(Y + 1)). 
Let 5 : (AX(i + l), d2(i + l))+ (AX(i + l), d,(i + 1)) be the derivation associ- 
ated with the KS-extension (2), i.e. for each x in X(i + l), 
cc&)( 18x) = 163 &(i + l)(x) + u, @ C$(x) 
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We shall prove that 
Therefore, as 5 raises strictly the lower degree, 5 will be nilpotent. 
Given x in X(i + l), if the projection of t(x) on W is different from zero, then 
x E W, because 11 c(x)II < 1(x(\. 
We can write t(x) = CY + p with cx E @,?,+, 06. u, and /3 E W. It implies that: 
?(d,(i)(l@x)) = +%&(i + l)(x)) + +(?JiC9+)) 
=+(l@d,(i+l)(x))+u,@Jp. 
But &(i + l)(x) E A(u#+, , . . , u,)@AW, hence ~(1C9d2(i+1)(x))~AW. 
Furthermore, by definition, 7(d2(i)( 18x)) E A W. Then u, @ /3 E AW and SO fl 
is zero. 0 
3. Proof of Theorem 6 
The ground field is now the field Q of rational numbers. We recall the main 
result of this paper, which we are now going to prove. 
Theorem 6. Let (AX, d) be a bigraded KS-model where H”(AX, d) is of finite 
cuplength. Then 
c,(X) ‘= _rl,(AX, d) + 1 . 
This theorem is obtained as a corollary of the following result. 
Theorem 6-bis. Let (A(V@ W), d) b e a bigraded KS-model of finite cuplength, 
and c 2 1 a fixed integer. If the following conditions are satisfied, 
(1) v= V,, and W= Wrk+‘, 
(2) q,(A(V @ W), d) 5 c - 2, 
then W is zero. 
Let c,(X) > q*(AX) + 1, then we can write (AX, d) = (A(V@ W), d) with 
V= V,, and W= W,,,,, C.Ix)+2 # 0. Putting c = v+(AX) + 2, Theorem 6-bis can 
be applied to (AX, d), and W must be zero. Therefore Theorem 6-bis implies 
Theorem 6. 
Let (AW, 2) be the quotient model of (A(V C3 W), d). In order to prove 
Theorem 6-bis, we shall successively prove the following statements: 
(a) ~l,(Av, 4 <m, 
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cc> T*(A(V CB W), 4 = T:*(AV, 4 + rl*(AW 2). 
Let us assume this to be done. As 7,(A(VCE W), d) < c - 1, we have 
k + c > c - 1> qe(AV, d) + v:,(AW, 2) 2 q,(AW, 2) . 
But W= WzAtc, hence W is zero. 
Before beginning the proof of statements (a), (b) and (c), let us give the 
following remark: 
Remark. Let (AT, d,) be a bigraded KS-model where N*(AT, dT) is of finite 
cuplength and v,(AT, d,) <co. Because every T, is of finite dimension, 
dim H,(AT, d,) <CC for every integer i, and so dim H*(AT, d,) <x. 
Proof of Theorem 6-b& (a). Let Db be an algebraicly closed field containing Q. 
If q,(AV, d) is infinite, then v*((AV, d)@‘, K) is infinite, and so is the 
dimension of H*((AV, d)BQ W). Since V is of finite dimension, by [El, 
Proposition 5.11, there exists a non-trivial morphism 
We apply then Lemma 7. There is a derivation 
such that B(b) = 1. 
By [7, Lemma 1 .l], which is true even if the ground field is D6, there exists a 
cdga isomorphism 
We now consider the following map: 
Clearly, since v is not trivial, this morphism is not trivial. So, by [S, Proposition 
5.21, we deduce that dim H*((A(VCE W), d)@,K) =x, hence we have 
dim H*(A(V@ W), d) = ~0. In particular, using the remark, we obtain 
n*(A(v @ W), 4 = m, which is impossible (see hypothesis (2)). 
Proof of Theorem 6-bis, (b) and (c). Let us consider the quotient model 
(AX(i), d(i)) = (A(u,, . . . , ur) @ AW, d(i)) . 
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We suppose that q:,(AX(i), d(i)) <x (it is true for i = 1). We shall prove that 
- if ]u,] is even, then rj,(AX(i + l), d(i + 1)) <XI and q*(AX(i + l), d(i + 1)) = 
77:c(AX(i), d(i)) + l]u,l] + 17 
- if ]u,] is odd, then rl,(AX(i + l), d(i + 1)) <x and 7,(AX(i + l), d(i + 1)) = 
V,:(AX(i), d(i)) - (Iu, II. 
From this result, WC obtain inductively that q$:(AX(r + l), d(r + 1)) <x, which 
proves the assumption (b). Moreover, A = q,(A(V G3 W), d) - T,~(AW, 2) does 
not depend on W. So it is clear that A = ~.+(ilV, d). 
First case: Ju,I is even. 
Let (AX(i + l), d(i + 1)) and (AX(i) @ Ay. d(i)) be bigraded complexes with 
d(i)(y) = u, and y of bidegree (Iu,] - 1. 11 u, (( + 1). These complexes have iso- 
morphic minimal models [6] and thus the same homology. 
We can filter AX(i) by the decreasing filtration whose jth term is 
F’ = (AX(i))?’ C3 Ay 
This gives us a first quadrant spectral sequence which converges to H”(AX(i + 
l), d(i + 1)). Moreover, it is clear that 
E ;‘” = (HP(A(X(i), d(i)) @ AY))~+’ . 
Then, since lyl is odd and v,,,(AX(i), d(i)) <, rl,(AX(i + l), d(i + 1)) <x. 
Let [h] be a class of greater upper degree in H”(AX(i), d(i)). If ]]y]l > 1, then 
h.uj is a d(i)-boundary in AX(i). Thus, [h].y is a cycle at each level of the 
spectral sequence. Now, suppose that II y I] = 1. Because of [3, Theorem 5.11, 
every quotient model of (AX, d) is of finite cuplength. So, there exists h in 
H,(AX(i), d(i)) such that h.[u,] = 0. We can now use the same argument to 
obtain the expected result. 
Let us remark that if AX(i) = Ax with (xl = 2 and llx]] = 0, then the previous 
result is false. Therefore, without our hypothesis on the cuplength, we are not 
able to prove Conjecture 2. 
Second cuse: Iu,/ is odd. 
Let us consider the following KS-extension: 
(Au,,O)+(AX(i), d(i))+(AX(i + l), d(i + 1)). 
By Lemma 8, we know that the derivation associated with this KS-extension is 
nilpotent, and thus strongly locally finite. But q*(AX(i), d(i)) < 00 and 
(AX(i), d(i)) is of finite cuplength, so, by the previous remark, 
dim H*(AX(i), d(i)) <m. By [S, Proposition 4.21 we deduce that dim H*(AX(i + 
l),d(i+l))<w. 
We can now filter AX(i) = Au, @ AX(i + 1) by the increasing filtration of jth 
term F’ = Au; @ (AX(i + l))s,. We obtain a first quadrant spectral sequence (E) 
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which converges to H,(AX(I’), d(i)): Then, it is clear that 
E;]., = (Au, @ H,,(AX(i + 1). d(i + l))),>,<, . 
If h is a class of greater lower degree in H,,(AX(1’ + 1). d(i + I)), then u, @h 
must be a cycle at each level of the spectral sequence. 
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