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ASYMPTOTIC PROPERTIES OF
RANDOM MATRICES OF LONG-RANGE
PERCOLATION MODEL
S.Ayadi
∗
Abstrat : We study the spetral properties of matries of long-range
perolation model. These are N × N random real symmetri matries H =
{H(i, j)}i,j whose elements are independent random variables taking zero
value with probability 1− ψ ((i− j)/b), b ∈ R+, where ψ is an even positive
funtion with ψ(t) ≤ 1 and vanishing at innity. We study the resolvent
G(z) = (H−z)−1, Imz 6= 0 in the limit N, b→∞, b = O(Nα), 1/3 < α < 1
and obtain the expliit expression T (z1, z2) for the leading term of the orre-
lation funtion of the normalized trae of resolvent gN,b(z) = N
−1TrG(z). We
show that in the saling limit of loal orrelations, this term leads to the ex-
pression (Nb)−1T (λ+r1/N+i0, λ+r2/N−i0) = b−1
√
N |r1−r2|−3/2(1+o(1))
found earlier by other authors for band random matrix ensembles. This shows
that the ratio b2/N is the orret sale for the eigenvalue density orrelation
funtion and that the ensemble we study and that of band random matries
belong to the same lass of spetral universality.
AMS Subjet Classiations : 15A52, 45B85, 60F99.
Key Words : random matries, asymptoti properties, perolation model.
running title : Asymptoti properties for perolation model.
1 Introdution
Randommatries play an important role in various elds of mathemathis
and physis. The eigenvalue distribution of large matries was initially onsi-
dered by E.Wigner to model the statistial properties of the energy spetrum
∗
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of heavy nulei (see e.g. the olletion of early papers [27℄). Further inves-
tigations have led to numerous appliations of random matries of innite
dimensions in suh branhes of theoretial physis as statistial mehanis
of disordered spin systems, solid state physis, quantum haos theory, quan-
tum eld theory and others (see monographs and reviews [3, 9, 12, 14℄). In
mathematis, the spetral theory of random matries has revealed deep links
with the orthogonal polynomials theory, integrable systems, representation
theory, ombinatoris, free probability theory, and others [4, 11, 28, 30℄.
The rst result of the spetral theory of large random matries onerns
the eigenvalue distribution of the Wigner ensemble AN of N × N real sym-
metri matries of the form
AN(i, j) =
1√
N
a(i, j), |i|, |j| ≤ n, (1.1)
where N = 2n+ 1 and {a(i, j); −n ≤ i ≤ j ≤ n} are independent and iden-
tially distributed random variables dened on the same probability spae
(Ω,F,P) suh that
E{a(i, j)} = 0, E{a(i, j)2} = v2(1 + δij), (1.2)
where
δij =
{
0 if i 6= j,
1 if i = j
is the Kroneker symbol and E{·} is the mathematial expetation with
respet to P.
Denoting by λ
(n)
−n ≤ . . . ≤ λ(n)n the eigenvalues of AN , the normalized
eigenvalue ounting funtion is dened by
σn(λ,AN) = N
−1♯{λ(n)j ≤ λ}. (1.3)
E.Wigner [31℄ proved that if a(i, j) has all order nite moments, the eigenva-
lue ounting measure dσn(λ,AN) onverges weakly in average as n→∞ to a
distribution dσsc(λ), where the nondereasing funtion σsc(λ) is dierentiable
and its derivative ρsc is given by
ρsc(λ) = σ
′
sc(λ) =
1
2πv2
{ √
4v2 − λ2 if |λ| ≤ 2
√
v2,
0 if |λ| > 2v. (1.4)
This limiting distribution (1.4) is known as the Wigner distribution, or the
semiirle law. A proof of the Wigner's result based on the resolvent tehnique
is given in [26, 22, 23℄.
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Important generalizations of the Wigner's ensemble are given by the band
and dilute random matrix ensembles [20℄. In the band random matries mo-
del, the matrix elements take zero value outside the band of width bn along
the prinipal diagonal, for some positive sequene (bn)n≥0 of real numbers.
This ensemble an be obtained from AN (1.1) by multiplying eah a(i, j) by
I(−1/2,1/2) ((i− j)/bn), where
IB(t) =
{
1 if t ∈ B,
0 if t ∈ R \B
is the indiator funtion of the interval B. The ensemble of dilute random
matries an be obtained from AN (1.1) by multiplying a(i, j) by independent
Bernoulli random variables of parameter pn/N . Assuming that b(n) = o(n)
for large n, the semiirle law is observed for both ensembles, in the limit
bn →∞ (see [25℄) and pn →∞ as n→∞ (see [20℄).
The ruial observation made numerially [7℄ and then supported in the
theoretial physis (see [13, 29℄) is that the ratio b2/n is the ritial one for the
orresponding transition in spetral properties of band random matries. In
[16℄, it was proved that the ratio α˜ = limn→∞ b
2/n naturally arises when one
onsiders the leading term of this orrelation funtion on the loal sale. This
an be regarded as the support of the onjeture that the loal properties of
spetra of band random matries depend on α˜.
Let us desribe our results in more details. We are interested in a ge-
neralization of the both ensembles mentioned above. Roughly speaking, we
onsider the band random matries with a random width. To proeed, we
onsider the ensemble {Hn,b} of random N ×N matries, N = 2n+1 whose
entries Hn,b is obtained as follows : we multiply eah matrix element a(i, j)
by some Bernoulli random variable db(i, j) with parameter ψ ((i− j)/b).
The family {db(i, j); |i|, |j| ≤ n} an be regarded as the adjaeny matrix
of the family of random graphs {Γn} with N = 2n+1 verties (i, j) suh that
the average number of edges attahed to one vertex is bn. Hene, eah edge
e(i, j) of the graph is present with probability ψ ((i− j)/b) and not present
with probability 1− ψ ((i− j)/b). Below are some well known examples :
− In theoretial physis, the ensemble {Γn} with ψ(t) = e−|t|s is referred
to as the Long-Range Perolation Model (see for example [8℄ and re-
ferenes therein). Our ensemble an be regarded as a modiation of
the adjaeny matries of {Γn}. To our best knowledge, the spetral
properties of this model has not been studied yet.
− It is easy to see that if one takes bn = N and ψ ≡ 1, then one reovers
the Wigner ensemble (1.1).
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− If one onsiders ψ(t) = I(−1/2,1/2)(t), one gets the band random matrix
ensemble [25℄.
In present paper, we onsider the resolvent Gn,b = (Hn,b − zI)−1 and study
the asymptoti expansion of the orrelation funtion
Cn(z1, z2) = E{gn,b(z1)gn,b(z2)} − E{gn,b(z1)}E{gn,b(z2)},
where we denoted gn,b = N
−1TrGn,b(z). Keeping zl far from the real axis,
we onsider the leading term T (z1, z2) of this expansion and nd expliit
expression for it. This term T (r1 + i0, r2 − i0) regarded on the loal sale
r1 − r2 = r/N exhibits dierent behavior depending on the rate of deay of
the prole funtion ψ(t).
Our main onlusion is that if ψ(t) ∼ |t|−1−ν as t → ∞, then the value
ν = 2 separates two major ases. If ν ∈ (1, 2), then the limit of T (r) depend
on ν. If ν ∈ (2,+∞), then
1
Nb
T (r) = −const ·
√
N
b
· 1|r|3/2 (1 + o(1)).
This asymptoti expression oinides with the result obtained in [16℄ for band
random matries. Then one an onlude that the ensemble under onsidera-
tion and the band random matrix ensemble belong to the same universality
lass.
The outline of this paper is as follows. In setion 2, we dene the random
matrix ensemble Hn,b of long-range perolation model, we state our main
results and desribe the sheme of their proofs. In setion 3, we study the
orrelation funtion Cn,b(z1, z2) and obtain the main relation for it. In setion
4, we show that Var{gn,b(z)} is bounded by (Nb)−1 and nd the leading
term T (z1, z2) of the orrelation funtion under the moment ondition that
supi,j E|a(i, j)|14 < ∞. In setion 5, we prove the auxiliary fats used in
setion 4. Expressions derived in setion 4 are analyzed in setion 6, where
the asymptoti behavior of T (z1, z2) is studied and the issue of the universal
bihaviour is disussed.
2 The ensemble, main results and tehnial tools
2.1 The ensemble and main results
Let us onsider a family of independent real random variables An =
{a(i, j); |i|, |j| ≤ n} satisfying (1.1). Let ψ(t), t ∈ R, be a real ontinuous
4
even funtion suh that :
0 ≤ ψ(t) ≤ 1,
∫
R
ψ(t)dt = 1. (2.1)
Given real b > 0, we introdue a family of independent Bernoulli random
variables Db = {db(i, j); |i|, |j| ≤ n} with the law
db(i, j) =
{
1 with probability ψ ((i− j)/b)
0 with probability 1− ψ ((i− j)/b) . (2.2)
This family is independent of the family An. We assume that An and Dn are
dened on the same probability spae (Ω,F,P) and we denote by E{·} the
mathematial expetation with respet to P.
We dene a real symmetri N ×N random matrix Hn,b by equality :
Hn,b(i, j) =
1√
b
a(i, j)db(i, j), i ≤ j, |i|, |j| ≤ n, (2.3)
where b ≤ N , N = 2n+1. Here and below the family {Hn,b} is referred to as
the ensemble of random matries of long-range perolation model. In what
follows, we will need the existene of several absolute moments of a(i, j) that
we denote by
µl = sup
|i|,|j|≤n
E{|a(i, j)|l}, (2.4)
where the upper bound for l will be speied later.
We onsider the resolvent
Gn,b(z) = (Hn,b − z)−1, Imz 6= 0.
Its normalized trae gn,b(z) oinides with the Stieltjes transform of the nor-
malized eigenvalue ounting funtion σn,b(λ;Hn,b) (1.3) :
gn,b(z) =
1
N
TrGn,b(z) =
∫
(λ− z)−1dσn,b(λ,Hn,b), Imz 6= 0. (2.5)
In [1℄, we have proved that if µ3 <∞ (2.4) and 1≪ b≪ N , then
lim
n,b→∞
E{gn,b(z)} = w(z)
for z ∈ Λη, where
Λη = {z ∈ C : η ≤ |Imz|}, η = 2v + 1 (2.6)
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and the limiting funtion w(z) veries equation
w(z) =
1
−z − v2w(z) (2.7)
with v is determined by (1.2). Equation (2.7) has a unique solution in the
lass of funtions suh that Imw(z)Imz > 0, Imz 6= 0. This solution w(z) is
the Stieltjes transform of the semi-irle distribution (1.4). This result shows
that the semi-irle law is valid for random matries of long-range perolation
model. As a by-produt of proof, we have shown that
Var{gn,b(z)} = o(1), z ∈ Λη, as n, b→∞ (2.8)
and that the onvergene gn,b(z)→ w(z) holds in probability.
In this paper, we improve the result (2.8) in two stages. On the rst one
we show that Var{gn,b(z)} = O ((Nb)−1) in the limit n, b→∞ suh that
b = O (nα) , 1/3 < α < 1 (2.9)
and this gives the onvergene gn,b(z) → w(z) with probability 1. Next, we
nd the expliit form of the leading term of the orrelation funtion
Cn,b(z1, z2) = E{gn,b(z1)gn,b(z2)} −E{gn,b(z1)}E{gn,b(z2)}.
We now formulate the main result of the paper, where we denote w1 = w(z1)
and w2 = w(z2) are given by (2.7).
Theorem 2.1. Let An be suh that, in addition to (1.2), the following pro-
perties are veried :
E{a(i, j)3} = E{a(i, j)5} = 0, E{a(i, j)2m} = V2m(1 + δij)m, m = 2, 3
(2.10)
for all i ≤ j, µ14 <∞ (2.4) and∫
R
√
ψ(t)dt <∞.
Then in the limit n, b→∞ (2.9) and for zl ∈ Λη (2.6), l = 1, 2, equality
Cn,b(z1, z2) =
1
Nb
T (z1, z2) + o
(
1
Nb
)
(2.11)
holds with T is given by the formula
T (z1, z2) = Q(z1, z2) +
2∆w31w
3
2
(1− v2w21)(1− v2w22)
(2.12)
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with
Q(z1, z2) =
v2w22w
2
1
π(1− v2w21)(1− v2w22)
∫
R
ψ˜(p)
[1− v2w1w2ψ˜(p)]2
dp, (2.13)
where ψ˜(p) is the Fourier transform of ψ
ψ˜(p) =
∫
R
ψ(t)eiptdt
and
∆ = V4
∫
R
ψ(t)dt− 3v4
∫
R
ψ2(t)dt. (2.14)
Under this onditions, Theorem 2.1 and relation (2.12) remain true with
∆ replaed by
lim
n,b→∞
sup
|i|≤n

b∑
|j|≤n
E{H(i, j)4} − 3E{H(i, j)2}2


= lim
n,b→∞
sup
|i|≤n

1
b
∑
|j|≤n
(1 + δij)
2
[
V4ψ(
i− j
b
)− 3v4ψ( i− j
b
)2
] .
We would like to note that the form of (2.12) generalizes the expressions
obtained in [16℄ and [19℄. Namely, the term Q(z1, z2) is derived for the ase
when the entries of random matries H are gaussian random variables. The
ensemble we onsider is very similar to the band random matries, but it
represents a dierent model. The form of the last term is exatly the same
as the one obtained in [19℄ for the Wigner random matries. This shows
that this term " forgets " the band-like struture of our matries. All our
omputations and formulas are valid in the ase of band random matries
Hn,b(i, j) = b
−1/2a(i, j)[ψ ((i− j)/b)]1/2 with not neessarily gaussian a(i, j).
Therefore Theorem 2.1 generalizes the results of paper [16℄. In the ase of
band random matries, one obtains the same expressions (2.11) and (2.12)
with ∆ (2.14) replaed by ∆band = (V4 − 3v4)
∫
ψ2(t)dt, provided a(i, j) are
the same as in Theorem 2.1.
The results of Theorem 2.1 are used to study the universality properties
of eigenvalue distribution. We do this in Setion 6.
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2.2 Cumulant expansions and resolvent identities
We prove Theorem 2.1 and Theorem 2.2 by using the method proposed
in papers [19, 20℄ and further developed in a series of works [1, 16℄. The basi
tools of this method are given by the resolvent identities ombined with the
umulant expansions tehnique.
2.2.1 The umulant expansions formula
Let us onsider a family {Xt : t = 1, . . . , m} of independent real random
variables dened on the same probability spae suh that E{|Xt|q+2} < ∞
for some q ∈ N and t = 1, . . . , m. Then for any omplex-valued funtion
F (u1, . . . , um) of the lass C∞(Rm) and for all j, one has
E{XtF (X1, . . . , Xm)} =
q∑
r=0
Kr+1
r!
E
{
∂rF (X1, . . . , Xm)
(∂Xt)r
}
+ ǫq(Xt), (2.15)
where Kr = Cumr(Xt) is the r-th umulant of Xt and the remainder ǫq(Xt)
an be estimated by inequality
|ǫq(Xt)| ≤ Cq sup
U∈Rm
∣∣∣∣∂q+1F (U)∂uq+1t
∣∣∣∣E{|Xt|q+2}, (2.16)
where Cq is a onstant. Relations (2.15) and (2.16) an be proved by multiple
using of the Taylor's formula (see [1, 19℄ for the proofs).
Remark 2.1. The umulants Kr an be expressed in terms of the moments
µ˘r = E(X
r
t ) of Xt.
Indeed, let ft be a omplex-valued funtion of one real variable suh that
ft(x) = F (X1, . . . , Xt−1, x,Xt+1, . . . , Xn)
and f
(r)
t is its r-th derivative.
• If q = 1 and E{Xt} = 0, then
K1 = µ˘1 = 0, K2 = µ˘2 (2.17)
and the remainder ǫ1(Xt) is given by :
ǫ1(Xt) =
1
2
E
{
X3t f
(2)
t (x0)
}
−K2E
{
Xtf
(2)
t (x1)
}
. (2.18)
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• If q = 3 and E{Xt} = E{X3t } = 0, then
K1 = K3 = 0, K2 = µ˘2, K4 = µ˘4 − 3µ˘22 (2.19)
and the remainder ǫ3(Xt) is given by :
ǫ3(Xt) =
1
4!
E
{
X5t f
(4)
t (x0)
}
− K2
3!
E
{
X3t f
(4)
t (x1)
}
− K4
3!
E
{
Xtf
(4)
t (x2)
}
. (2.20)
• If q = 5 and E{Xt} = E{X3t } = E{X5t } = 0, then the umulants Kr,
r = 1, . . . , 4 are given by (2.19),
K5 = 0, K6 = µ˘6 − 15µ˘4µ˘2 + 30µ˘32 (2.21)
and the remainder ǫ5(Xt) is given by :
ǫ5(Xt) =
1
6!
E
{
X7t f
(6)
t (x0)
}
− K2
5!
E
{
X5t f
(6)
t (x1)
}
− K4
(3!)2
E
{
X3t f
(6)
t (x2)
}
− K6
5!
E
{
Xtf
(6)
t (x3)
}
, (2.22)
where for eah ν = 0, . . . , 3, xν is a real random variable that depends
on Xt and suh that |xν | ≤ |Xt|. In what follows, we denote f (r)t (xν) =
[∂rF/∂Xrt ]
(ν)
.
2.2.2 Resolvent identities
For any two real symmetri n × n matries h and h˜ and any non-real z
the resolvent identity
(h− zI)−1 = (h˜− zI)−1 − (h− zI)−1(h− h˜)(h˜− zI)−1 (2.23)
is valid. Regarding (2.23) with, h˜ = 0 and denoting G = (h− zI)−1, we get
equality
G(i, j) = ζδij − ζ
n∑
s=1
G(i, s)h(s, j), ζ = −z−1, (2.24)
where h(i, j), i, j = 1, . . . , n are the entries of the matrix h, G(i, j) are the
entries of the resolvent G and δ denotes the Kroneker symbol.
Using (2.23) we derive for G = (h− zI)−1, |Imz| 6= 0 equality
∂G(s, t)
∂h(j, k)
= − 1
1 + δjk
[G(s, j)G(k, t) +G(s, k)G(j, t)] . (2.25)
We will also need two more formulas based on (2.25) ; these are expressions
for ∂2G(i, j)/∂h(j, i)2 and ∂3G(i, j)/∂3h(j, i). We present them later.
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2.2.3 The sheme of the proof of Theorem 2.1
In this subsetion we present a shema of omputation of the leading
terms of Cn,b(z1, z2) (f. (2.11)).
Let us denote gl = gn,b(zl), l = 1, 2 (everywhere below, we omit the
subsripts n,b when no onfusion an arise). For a given a random variable,
we denote ξ0 = ξ −Eξ. Then using identity
E{ξ0g0} = E{ξ0g}, (2.26)
we rewrite C12 = Cn,b(z1, z2) as
C12 = E{g01g2} =
1
N
∑
|i|≤n
R12(i)
withR12(i) = E{g01G2(i, i)}. Applying the resolvent identity (2.23) toG2(i, i),
we obtain equality
R12(i) = −ζ2
∑
|p|≤n
E{g01G2(i, p)H(p, i)}. (2.27)
To ompute E{g01G2(i, p)H(p, i)}, we use the umulants expansion method
(2.15), and get
E{g01G2(i, p)H(p, i)} =K2E
{
∂ (g01G2(i, p))
∂H(p, i)
}
+
K4
6
E
{
∂3 (g01G2(i, p))
∂H(p, i)3
}
+ τip, (2.28)
where Kr is the r-th umulant of H(p, i) and τip vanishes. Substituting this
equality in (2.27) and using (2.25), we obtain that
∂{g01G2(i, p)}
∂H(p, i)
=g01
∂G2(i, p)
∂H(p, i)
+G2(i, p)
1
N
∑
|s|≤n
∂G1(s, s)
∂H(p, i)
=− 1
1 + δpi
g01[G2(i, p)
2 +G2(i, i)G2(p, p)]
− 1
1 + δpi
{
2
N
G21(i, p)G2(i, p)
}
, (2.29)
where we used (2.25) in the form
∂{g01G2(i, p)}
∂H(p, i)
=
{
∂ (g01G2(i, p))
∂h(p, i)
|h=H
}
.
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We get relation
R12(i) =ζ2v
2
E

g01G2(i, i)
∑
|p|≤n
G2(p, p)
1
b
ψ
(
p− i
b
)

+
ζ2v
2
b
∑
|p|≤n
E{g01G2(i, p)2}ψ
(
p− i
b
)
+
2ζ2v
2
Nb
∑
|p|≤n
E{G21(i, p)G2(i, p)}ψ
(
p− i
b
)
− ζ2
6
∑
|p|≤n
K4E
{
∂3(g01G2(i, p))
∂H(p, i)3
}
+ Φn,b(i), (2.30)
where sup|i|≤n |Φn,b(i)| vanishes as n, b → ∞ (2.9) (see subsetion 3.2 for
more details). Also we have taken into aount that (f. (2.19))
K2(p, i) = K2 (Hn,b(p, i)) =
1
b
E{a(p, i)2dn,b(p, i)2} = v
2
b
ψ
(
p− i
b
)
(1 + δpi).
Let us return to relation (2.30). We observe that the rst term of the right-
hand side (RHS) an be expressed in terms of R12. This gives the possibility
to obtain an equation of R12. The seond term vanishes in the limit n, b →
∞ (we give later the expliit formulation). The third term represents the
leading term of the orrelations funtion (whih provides the rst expression
of (2.12)). The fourth term gives the ontribution of the order O((Nb)−1) to
(2.11) (whih provides the seond expression of the leading term (2.12)). The
last term Φn,b(i) gives the ontribution of the order o((Nb)
−1) to (2.11) (see
Lemma 3.2).
3 Correlation funtion of the resolvent
In this setion we give the main relation of the orrelation funtion
Cn,b(z1, z2). In what follows, we will need two elementary inequalities
|G(i, p)| ≤ ||G|| ≤ 1|Imz| , (3.1)
and ∑
|p|≤n
|G(i, p)|2 = ||G~ei||2 ≤ 1|Imz|2 , |i| ≤ n (3.2)
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that hold for the resolvent of any real symmetri matrix. Here and below
we onsider ||e||22 =
∑
i |e(i)|2 and denote by ||G|| = sup||e||2=1 ||Ge||2 the
orresponding operator norm.
3.1 Derivation of relations for R12(i)
Let us onsider the average E{g01G2(i, p)H(p, i)}. For eah pair (i, p),
g01G2(i, p) is a smooth funtion ofH(p, i). Its derivatives are bounded beause
of equation (2.25) and (3.1). In partiular
|D6pi{gˆ01Gˆ2(i, p)}| ≤ C
(|Imz1|−1 + |Imz2|−1)8,
where C is an absolute onstant. Here and thereafter we use the notation Dpi
for ∂/∂H(p, i).
Aording to the denition of H and the ondition µ7 < ∞ (2.4), the
seven absolute moment of H(p, i) is of order 1/(b7/2). Then we an apply
(2.15) with q = 5 to E{g01G2(i, p)H(p, i)} and using (2.23), we get relation
• if p < i
E{g01G2(i, p)H(p, i)} =K2 (H(p, i))E
{
D1pi
(
g01G2(i, p)
)}
+
K4 (H(p, i))
6
E
{
D3pi
(
g01G2(i, p)
)}
+
K6 (H(p, i))
120
E
{
D5pi
(
g01G2(i, p)
)}
+ ǫ˜pi
(3.3)
with
ǫ˜pi =
1
6!
E
{
H(p, i)7[D6pi(g
0
1G2(i, p))]
(0)
}
− K2 (H(p, i))
5!
E
{
H(p, i)5[D6pi(g
0
1G2(i, p))]
(1)
}
− K4 (H(p, i))
(3!)2
E
{
H(p, i)3[D6pi(g
0
1G2(i, p))]
(2)
}
− K6 (H(p, i))
5!
E
{
H(p, i)[D6pi(g
0
1G2(i, p))]
(3)
}
, (3.4)
where the umulants are given by (f. (2.19)-(2.21))
K2 (H(p, i)) =
v2
b
ψ(
p− i
b
)(1 + δpi), K4 (H(p, i)) =
∆pi
b2
(1 + δpi)
2
(3.5)
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with ∆pi = V4ψ ((p− i)/b)− 3v4ψ ((p− i)/b)2 and
K6 (H(p, i)) =
θpi
b3
(1 + δpi)
3, (3.6)
with θpi = V6ψ ((p− i)/b) − 15V4v2ψ ((p− i)/b)2 + 30v6ψ ((p− i)/b)3.
In (3.4), we have denoted for eah pair (p, i)
[g01G2(i, p)]
(ν) = {g(ν)}0pi(z1)G(ν)pi (i, p; z2), ν = 0, . . . , 3
and G
(ν)
pi (zl) = (H
(ν)
pi − zl)−1, l = 1, 2 with real symmetri
H
(ν)
pi (r, s) =
{
H(r, s) if (r, s) 6= (p, i);
H(ν)(p, i) if (r, s) = (p, i),
where |H(ν)(p, i)| ≤ |H(p, i)|, ν = 0, . . . , 3 (see subsetion 2.2.1 for more
detail).
• If i < p, then using equality H(p, i) = H(i, p), we get
E{g01G2(i, p)H(i, p)} =K2 (H(i, p))E
{
D1ip
(
g01G2(i, p)
)}
+
K4 (H(i, p))
6
E
{
D3ip
(
g01G2(i, p)
)}
+
K6 (H(i, p))
120
E
{
D5ip
(
g01G2(i, p)
)}
+ ˜˜ǫip,
(3.7)
where
˜˜ǫip is given by (3.4) with replaed Dpi by Dip and Kr are the
umulants of H(i, p) as in (3.5)-(3.6).
• If p = i, then
E{g01G2(i, i)H(i, i)} =K2 (H(i, i))E
{
D1ii
(
g01G2(i, i)
)}
+
K4 (H(i, i))
6
E
{
D3ii
(
g01G2(i, i)
)}
+
K6 (H(i, i))
120
E
{
D5ii
(
g01G2(i, i)
)}
+ ˜˜˜ǫii, (3.8)
where
˜˜˜ǫii is given by (3.4) with replaed Dpi by Dii and Kr are the
umulants of H(i, i) as in (3.5)-(3.6).
Substituting (3.3), (3.7) and (3.8) into (2.27) and using (2.29), we obtain
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equality
R12(i) =ζ2v
2
E

g01G2(i, i)
∑
|p|≤n
G2(p, p)
1
b
ψ
(
p− i
b
)

+
ζ2v
2
b
∑
|p|≤n
E{g01G2(i, p)2}ψ
(
p− i
b
)
+
2ζ2v
2
Nb
∑
|p|≤n
E{G21(i, p)G2(i, p)}ψ
(
p− i
b
)
− ζ2
6
∑
|p|≤n
∆pi
b2
E
{
D3pi
(
g01G2(i, p)
)}− ζ2∆ii
2b2
E
{
D3ii
(
g01G2(i, i)
)}
− ζ2
120
∑
|p|≤n
θpi
b3
(1 + δpi)
3
E
{
D5pi
(
g01G2(i, p)
)}
+ ǫi (3.9)
with
ǫi =− ζ2
∑
|p|≤n
1
6!
E
{
H(p, i)7[D6pi(g
0
1G2(i, p))]
(0)
}
+ ζ2
∑
|p|≤n
K2
5!
E
{
H(p, i)5[D6pi(g
0
1G2(i, p))]
(1)
}
+ ζ2
∑
|p|≤n
K4
(3!)2
E
{
H(p, i)3[D6pi(g
0
1G2(i, p))]
(2)
}
+ ζ2
∑
|p|≤n
K6
5!
E
{
H(p, i)[D6pi(g
0
1G2(i, p))]
(3)
}
, (3.10)
where Kr are the umulants of H(p, i) as in (3.5)-(3.6).
3.2 Main relation for R12(i)
To give the omplete desription of R12, we use the notation
U(p, i) =
1
b
ψ
(
p− i
b
)
, UG(i) =
∑
|p|≤n
G(p, p)U(p, i)
and introdue the identity
E{ξg} = E{ξ}E{g}+ E{ξg0}. (3.11)
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Then, we rewrite the rst term of the RHS of (3.9) in the form
ζ2v
2
E

g01G2(i, i)
∑
|p|≤n
G2(p, p)U(p, i)


= ζ2v
2R12(i)E{UG2(i)}+ ζ2v2E{g01G2(i, i)U0G2(i)}.
Now omputing the partial derivatives with the help of (2.25), we obtain the
following relation for R12
R12(i) =ζ2v
2R12(i)E{UG2(i)}+ ζ2v2E{g01G2(i, i)U0G2(i)}
+
2ζ2v
2
N
∑
|p|≤n
F12(i, p)U(p, i) +
1
Nb
Υ12(i) +
7∑
r=1
Yr(i) + ǫi (3.12)
with F12(i, p) = E{G21(i, p)G2(i, p)},
Υ12(i) =
ζ2
b
∑
|p|≤n
∆piE
{
[G21(i, i)G1(p, p) +G
2
1(p, p)G1(i, i)]G2(i, i)G2(p, p)
}
,
(3.13)
the terms Yr(i), r = 1, . . . , 7 are given by relations
Y1(i) =
ζ2
b2
∑
|p|≤n
E{g01G2(i, i)2G2(p, p)2}∆pi,
Y2(i) =ζ2v
2
E

g01
∑
|p|≤n
G2(i, p)
2U(p, i)

 ,
Y3(i) =
ζ2
b2
∑
|p|≤n
E
{
g01G2(i, p)
4 + 6g01G2(i, p)
2G2(i, i)G2(p, p)
}
∆pi,
Y4(i) =
2ζ2
Nb2
∑
|p|≤n
E
{
G21(i, p)G2(i, p)
3 + 3G21(i, p)G2(i, p)G2(i, i)G2(p, p)
}
∆pi,
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Y5(i) =
2ζ2
Nb2
∑
|p|≤n
E
{
G21(i, p)G1(i, p)G2(i, p)
2 +G21(i, p)G1(i, p)G2(i, i)G2(p, p)
}
∆pi
+
ζ2
Nb2
∑
|p|≤n
E
{
G21(i, i)G1(p, p)G2(i, p)
2 +G21(p, p)G1(i, i)G2(i, p)
2
}
∆pi
+
2ζ2
Nb2
∑
|p|≤n
E
{
G21(i, p)G1(i, p)
2G2(i, p) +G
2
1(i, i)G1(p, p)G1(i, p)G2(i, p)
}
∆pi
+
2ζ2
Nb2
∑
|p|≤n
E
{
G21(i, p)G1(p, p)G1(i, i)G2(i, p)
}
∆pi
+
2ζ2
Nb2
∑
|p|≤n
E
{
G21(p, p)G1(i, i)G1(i, p)G2(i, p)
}
∆pi,
Y6(i) =− 3ζ2
b2
(
E{g01G2(i, i)4}+
1
N
E{G21(i, i)G2(i, i)3}
)
∆ii
− 3ζ2
Nb2
E
{
G21(i, i)G1(i, i)G2(i, i)[G1(i, i) +G2(i, i)]
}
∆ii,
Y7(i) =− ζ2
120
∑
|p|≤n
θpi
b3
(1 + δpi)
3
E
{
D5pi(g
0
1G2(i, p))
}
and ǫi given by (3.10). The rst and the seond terms of the RHS of (3.12)
is expressed in terms of R12 and this nally gives a losed relation for R12.
The third and forth terms of the RHS of (3.12) give a non-zero ontribution
to R12 that provide the expression of the leading term T (z1, z2) (2.12). We
will ompute this ontribution later (see subsetion 4.3). The two last terms
of (3.12) ontributes with o((Nb)−1) to (2.11). We formalize this proposition
in the following two statements.
Lemma 3.1. Under onditions of Theorem 2.1, the estimate
max
r=1,2
{
sup
|i|≤n
|Yr(i)|
}
= O
(
b−2n−1 + b−2[Var{g1}]1/2
)
. (3.14)
is true in the limit n, b→∞ (2.9).
We postpone the proof of Lemma 3.1 to the next setion.
Lemma 3.2. Under onditions of Theorem 2.1, the estimate
max
r=3,4,5,6,7
{
sup
|i|≤n
|Yr(i)|
}
= O
(
b−2n−1 + b−2[Var{g1}]1/2
)
(3.15)
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and
sup
|i|≤n
|ǫi| = O
(
b−2n−1 + b−2[Var{g1}]1/2
)
(3.16)
are true in the limit n, b→∞ (2.9).
Proof of Lemma 3.2. We start with (3.15). Inequality (3.1) and (3.2)
implies that if zl ∈ Λη, then
|Y3(i)| ≤ 7[V4 + 3v
4]
η3b2
∑
|p|≤n
E|g01G2(i, p)2| = O
(
1
b2
{Var{g1}}1/2
)
.
To estimate Yr, r = 4, 5, we use (3.1), (3.2) and inequality
∑
|i|≤n
E|Gm1 (i, p)G2(i, p)| ≤ E

∑
|i|≤n
|Gm1 (i, p)|2


1/2
∑
|i|≤n
|G2(i, p)|2


1/2
≤ 1
ηm+1
(3.17)
with m = 1, 2. Then we get that |Y4(i)| ≤ 8[V4 + v4]/(η6Nb2). Using (3.1),
(3.2) and (3.17) with m = 1, 2, we obtain that the terms supi |Yr(i)|, r = 5, 6
are all of the order indiated in (3.15).
Let us estimate Y7. Let us aept for the moment that
E|D5pi{g01G2(i, p)}| = O
(
N−1 + [Var{g1}]1/2
)
, as n, p→∞ (3.18)
holds. Using this estimate and relation (2.1), we obtain that
∑
|p|≤n
∣∣∣∣θpib
∣∣∣∣ ≤ c∑
|p|≤n
1
b
ψ
(
p− i
b
)
= O(1)
and that
sup
|i|≤n
|Y7(i)| = O
(
b−2n−1 + b−2{Var{g1}}1/2
)
where c is a onstant.
Now let use prove (3.18). Using (2.25) and (3.1), we get for z1 ∈ Λη
Dpi{g01} =
1
N
∑
|t|≤n
Dpi{G1(t, t)} = − 2
N
G21(i, p) = O
(
1
N
)
.
It is easy to show that
Drpi{g01} = O
(
1
N
)
, r = 1, 2, . . . , z ∈ Λη. (3.19)
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Then (3.18) follows from (3.19) and (3.1). Estimate (3.15) is proved.
To proeed with estimates of ǫi (3.16), we use the following simple state-
ment, proved in the previous work [1℄.
Lemma 3.3. (see [1℄) If zl ∈ Λη, l = 1, 2, under onditions of Theorem 2.1,
the estimates
Var([gn,b(zl)]
(ν)) = O
(
Var{gn,b(zl)}+ b−1N−2
)
, ν = 0, . . . , 3 (3.20)
and
D6pi
{
g01G2(i, p)
}
= O
(
N−1 + |g01|
)
(3.21)
are true in the limit n, b −→ ∞ (2.9).
Now regarding the rst term of (3.10) and using (3.20) and (3.21), we
obtain inequality
∑
|p|≤n
E|H(p, i)7[D6pi(g01G2(i, p))](0)| ≤ c1
∑
|p|≤n
E
{ |H(p, i)|7
N
+ |H(p, i)|7|[g01](0)|
}
≤ c1
∑
|p|≤n
µˆ7
Nb7/2
ψ
(
p− i
b
)
+ c1
∑
|p|≤n
(µˆ14)
1/2
b7/2
(
ψ
(
p− i
b
))1/2 (
Var{[g1](0)}
)1/2
= O
(
N−1b−2 + b−2[Var{g1}]1/2
)
, (3.22)
where c is a onstant.
Regarding the last term of the right-hand side of (3.10) and using (3.20)
and (3.21), we obtain inequality∑
|p|≤n
K6E|H(p, i)[D6pi(g01G2(i, p))](3)|
≤ c2
b2

1
b
∑
|p|≤n
ψ
(
p− i
b
)( µˆ1ψ(p−ib )
Nb1/2
+
µˆ
1/2
2
(
ψ(p−i
b
)
)1/2
b1/2
(
Var{[g1](3)}
)1/2)
= O
(
N−1b−2 + b−2[Var{g1}]1/2
)
, (3.23)
where c2 is a onstant.
Repeating previous omputations of (3.23), we obtain that∑
|p|≤n
K4E|H(p, i)3[D6pi(g01G2(i, p))](2)|+
∑
|p|≤n
K2E|H(p, i)5D6pi[g01G2(i, p)](1)|
= O
(
N−1b−2 + b−2[Var{g1}]1/2
)
. (3.24)
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Then (3.16) follows from the estimates given by relations (3.22), (3.23) and
(3.24). Lemma 3.2 is proved. 
Let us ome bak to relation (3.12). Using equality∑
|p|≤n
E{g01G2(i, i)G02(p, p)}U(p, i) = E{g01U0G2(i)G02(i, i)}+UR12(i)E{G2(i, i)},
we obtain the following relation
R12(i) =ζ2v
2R12(i)UE(G2)(i) + ζ2v
2UR12(i)E{G2(i, i)}
+
2ζ2v
2
N
∑
|p|≤n
F12(i, p)U(p, i) +
1
Nb
Υ12(i)
+ τ(i) +
7∑
r=1
Yr(i) + ǫi, (3.25)
where F12(i, p) is the same as in (3.12), Υ12 is given by (3.13) and
τ(i) = ζ2v
2
E{g01U0G2(i)G02(i, i)}. (3.26)
Relation (3.25) is the main equality used for the proof of Theorem 2.1. We
use (3.25) twie : at the rst stage we estimate the variane Var{gn,b(z)}
and at the seond one we obtain expliit expressions for the leading term of
Cn,b(z1, z2). This will be done this in the next setion.
4 Variane and leading term of Cn,b(z1, z2)
In this setion we give the estimate of the variane and the proof of
Theorem 2.1, postponing some tehnial results to the next setion.
4.1 Estimate of the variane
Let us dene an auxiliary variable
q2(i) =
ζ2
1− ζ2v2Ug2(i)
, (4.1)
where g2(i) = EG2(i, i). Then we an rewrite (3.25) in the form
R12(i) =v
2q2(i)UR12(i)g2(i) +
1
Nb
(
2v2q2(i)b[F12U ](i, i) + q2(i)ζ
−1
2 Υ12(i)
)
+ q2(i)ζ
−1
2
(
τ(i) +
7∑
r=1
Yr(i) + ǫi
)
(4.2)
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with
[F12U ](i, i) =
∑
|p|≤n
F12(i, p)U(p, i),
where F12(i, p) is the same as in (3.12) and Υ12 is given by (3.13).
Now let us estimate the terms of the RHS of (4.2).Taking into aount
that U(p, i) ≤ b−1 and using inequalities (3.17) with m = 2, it is easy to see
that if zl ∈ Λη, then
1
N
|[F12U ](i, i)| ≤ 1
η3Nb
= O(
1
Nb
). (4.3)
Let us estimateΥ12 (3.13). Using (3.1) and inequality |∆pi| ≤ [V4 + 3v4]ψ((p− i)/b),
we obtain that
|q2(i)| ≤ 1|Imz2| , z2 ∈ Λη (4.4)
and that
|q2(i)ζ−12 Υ12(i)| ≤
2[V4 + 3v
4]
η6
∑
|p|≤n
1
b
ψ
(
p− i
b
)
= O(1). (4.5)
To estimate the term τ (3.26), we use the following statement.
Lemma 4.1. Under the onditions of Theorem 2.1, the estimate
sup
|i|,|s|≤n
|Eg0(z)G0(i, i)U0G(s)| = O
(
n−1b−2 + b−2[Var{g(z)}]1/2) (4.6)
is true in the limit n, b→∞ (2.9).
We prove Lemma 4.1 in setion 5.
It follows from results of Lemmas 3.1, 3.2 and relation (4.6), that if zj ∈
Λη, then
sup
|i|≤n
∣∣∣∣∣q2(i)ζ−12
(
τ(i) +
7∑
r=1
Yr(i) + ǫi
)∣∣∣∣∣ = O (N−1b−2 + b−2{Var{g1}}1/2) .
(4.7)
Let us denote r12 = supi |R12(i)|. Regarding estimates (4.3), (4.5) and (4.7),
we derive from (4.2) inequality
r12 ≤ v
2
η2
r12 +
A
bN
+
1
b2
√
r12
20
for some onstant A. Sine r12 is bounded for all zl ∈ Λη, then r12 =
O((Nb)−1 + b−4). Using ondition (2.9) and taking z = z1 = z2, one ob-
tains that
Var{gn,b(z)} = O
(
1
Nb
)
. (4.8)
Substituting (4.8) into (4.7), we obtain that
sup
|i|≤n
∣∣∣∣∣q2(i)ζ−12
(
τ(i) +
7∑
r=1
Yr(i) + ǫi
)∣∣∣∣∣ = o
(
1
Nb
)
(4.9)
in the limit n, b→∞ (2.9) and for all zl ∈ Λη, l = 1, 2. This proves (2.11).
4.2 Leading term of the orrelation funtion
Assuming that (4.9) is true, we rewrite (4.2) in the form
R12(i) = v
2q2(i)g2(i)UR12(i) +
1
Nb
f12(i) + Γ(i) (4.10)
with
f12(i) = 2v
2q2(i)b[F12U ](i, i) + q2(i)ζ
−1
2 Υ12(i), (4.11)
where F12(i, p) is the same as in (3.25) and Υ12 is given by (3.13). We have
denoted the vanishing terms by
Γ(i) = q2(i)ζ
−1
2
(
τ(i) +
7∑
r=1
Yr(i) + ǫi
)
. (4.12)
To obtain an expliit expression for the leading term of Cn,b(z1, z2), it is
neessary to study in detail the variables F12 and Υ12. Let us formulate the
orresponding statements and the auxiliary relations needed. Given a positive
integer L, set
BL ≡ BL(n, b) = {i ∈ Z; |i| ≤ n− bL} . (4.13)
Lemma 4.2. If z ∈ Λη, then for arbitrary positive ǫ and large enough values
of n and b (2.9) there exists a positive integer L = L(ǫ) suh that relations
sup
i∈BL
∣∣∣∣∣b[F12U ](i, i)− w2w
2
1
2π(1− v2w21)
∫
R
ψ˜(p)
[1− v2w1w2ψ˜(p)]2
dp
∣∣∣∣∣ ≤ ǫ (4.14)
and
sup
i∈BL
∣∣∣∣q2(i)ζ−12 Υ12(i)− 2∆w31w321− v2w21
∣∣∣∣ ≤ ǫ (4.15)
hold for enough n and b satisfying (2.9) with ∆ is given by (2.14).
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The proof of Lemma 4.2 is based on the following statement formulated
for the produt G1G2.
Lemma 4.3. Given positive ǫ, there exists a positive integer L = L(ǫ) suh
that relations
sup
i∈BL
∣∣∣∣E{G21(i, i)} − w211− v2w21
∣∣∣∣ ≤ ǫ, (4.16)
sup
i∈BL
∣∣∣∣∣∣b
∑
|s|≤n
E{G1(i, s)G2(i, s)}Uk(s, i)− 1
2π
∫
R
w1w2ψ˜
k(p)
1− v2w1w2ψ˜(p)
dp
∣∣∣∣∣∣ ≤ ǫ
(4.17)
and
sup
i∈BL
∣∣∣∣∣∣
∑
|s|≤n
E{G1(i, s)G2(i, s)} − w1w2
1− v2w1w2
∣∣∣∣∣∣ ≤ ǫ (4.18)
hold for enough n and b satisfying (2.9) for all k ∈ N, all zj ∈ Λη, j = 1, 2.
We postpone the proof of Lemma 4.3 to the next setion.
4.3 Proof of Lemma 4.2 and Theorem 2.1
4.3.1 Proof of Lemma 4.2
We start with (4.14). Let us onsider the average F12(i, s) = E{G21(i, s)G2(i, s)}.
Applying to G2(i, s) the resolvent identity (2.23), we obtain equality
F12(i, s) = ζ2δisE{G21(i, i)} − ζ2
∑
|p|≤n
E{G21(i, s)G2(i, p)H(p, s)}.
Applying formula (2.15) to E{G21(i, s)G2(i, p)H(p, s)} with q = 3 and taking
into aount (2.25), we get relation
F12(i, s) =ζ2δisE{G21(i, i)}+ ζ2v2[t12U ](i, s)E{G21(s, s)}
+ ζ2v
2[F12U ](i, s)g1(s) + ζ2v
2F12(i, s)Ug2(s)
+
5∑
r=1
βr(i, s), (4.19)
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where we denoted gl(s) = E{Gl(s, s)}, l = 1, 2, t12(i, s) = E{G1(i, s)G2(i, s)}
and the terms βl, l = 1, . . . , 5 are given by :
β1(i, s) =ζ2v
2
∑
|p|≤n
E{G21(p, s)G1(i, s)G2(i, p)}U(p, s)
+ ζ2v
2
∑
|p|≤n
E{G21(i, s)G1(p, s)G2(i, p)}U(p, s)
+ ζ2v
2
∑
|p|≤n
E{G21(i, s)G2(p, s)G2(i, p)}U(p, s),
β2(i, s) =ζ2v
2
∑
|p|≤n
E{G1(i, p)G2(i, p)(G21(s, s))0}U(p, s)
+ ζ2v
2
∑
|p|≤n
E{G21(i, p)G2(i, p)G01(s, s)}U(p, s),
β3(i, s) =ζ2v
2
E
{
G21(i, s)G2(i, s)U
0
G2
(s)
}
,
β4(i, s) =− ζ2
6
∑
|p|≤n
K4E
{
D3ps
(
G2(i, s)G2(i, p)
)}
,
and
β5(i, s) =− ζ2
4!
∑
|p|≤n
E
{
H(p, s)5[D4ps(G
2(i, s)G2(i, p))]
(0)
}
+
ζ2
3!
∑
|p|≤n
K2E
{
H(p, s)3[D4ps(G
2(i, s)G2(i, p))]
(1)
}
+
ζ2
3!
∑
|p|≤n
K4E
{
H(p, s)[D4ps(G
2(i, s)G2(i, p))]
(2)
}
with Kr are the umulants of H(p, s) as in (3.5)-(3.6).
Let us aept for the moment that
max
j=1,...,5
{
sup
|i|,|s|≤n
|βr(i, s)|
}
= O
(
b−1
)
, as n, b→∞ (4.20)
holds for enough n and b satisfying (2.9). Using them and the denition of
q2(s) (4.1), we rewrite (4.19) in the form
F12(i, s) = v
2g1(s)q2(s)[F12U ](i, s) +R1(i, s) +R2(i, s) + β(i, s), (4.21)
where we denoted
R1(i, s) = q2(i)E{G21(i, i)}δis, (4.22)
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R2(i, s) = v
2q2(s)[t12U ](i, s)E{G21(s, s)} (4.23)
and the vanishing term
β(i, s) =
q2(s)
ζ2
5∑
r=1
βr(i, s).
We dene the linear operator W that ats on the spae of N × N matries
F aording to the formula
[WF ](i, s) = v2g1(s)q2(s)
∑
|p|≤n
F (i, p)U(p, s).
It is easy to see that if zl ∈ Λη, then the estimates (3.1) and (4.4) imply that
|R1| ≤ η−3 and |R2| ≤ v2η−5 and that
||W ||(1,1) ≤ v
2
η2
<
1
2
, (4.24)
where the norm ofN×N matrix A is determined as ||A||(1,1) = supi,s |A(i, s)|.
This estimate veried by the diret omputation of the norm ||WA||(1,1) with
||A||(1,1) = 1. Then (4.21) an be rewritten as
F12(i, s) =
∞∑
m=0
[Wm (R1 +R2 + β)] (i, s). (4.25)
The next steps of the proof of (4.14) are very elementary. To do this, we start
with the following statements, proved in the previous work [1℄.
Lemma 4.4. (see [1℄) Given positive ǫ, there exists a positive integer L =
L(ǫ) suh that relations
sup
i∈BL
|E{G(i, i; z)} − w(z)| ≤ ǫ, z ∈ Λη (4.26)
and
sup
i∈BL
|q(i; z)− w(z)| ≤ 2ǫ z ∈ Λη (4.27)
hold for enough n and b satisfying (2.9), where w and q are given by (2.7)
and (4.1).
Now let us return to relation (4.25). We onsider the rst M terms of the
innite series and use the deay of the matrix elements U(i, s) = U (b)(i, s).
If one onsiders (4.22) and (4.23) with i and s taken far enough from the
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endpoints -n, n, then the variables g1(j), q2(k) enter into the nite series with
j and k also far from the endpoints. Then one an use relations (4.26) and
(4.27) and replae g1 and q2 by the onstant values w1 and w2, respetively.
This substitution leads to simplied expressions with error terms that vanish
as n, b→∞. The seond step is similar. It is to show that we an use Lemma
4.3 and replae the terms R1 and R2 of the nite series of (4.22)and (4.23)
by orresponding expressions given by formulas (4.16) and (4.17).
Let us start to perform this program. Taking into aount the estimate
of β (4.20) and using bounded-ness of the terms R1 and R2, we an dedue
from (4.25) equality
b
∑
|s|≤n
F12(i, s)U(s, i) = b
M∑
m=0
[Wm(R1 +R2).U ] (i, i) + κ1(i, i), (4.28)
where M > 0 is suh that given ǫ > 0 and |κ1(i, i)| < ǫ for large enough b
and N . Now let us nd suh h > 0 that the following holds
sup
h≤|t|
ψ(t) < ǫ and
∫
h≤|t|
ψ(t)dt ≤ ǫ.
We determine the matrix
Uˆ(i, p) =
{
U(i, p) if |i− p| ≤ bh;
0 if |i− p| > bh
and denote by Wˆ the orresponding linear operator
[WˆF ](i, s) = v2g1(s)q2(s)
∑
|p|≤n
F12(i, p)Uˆ(p, s).
Certainly , Wˆ admits the same estimate as W (4.24). Given ǫ > 0 and L > 0
the large number. Let us denote by Q the rst natural greater than (M+k)h.
Then one an write that
b
M∑
m=0
[Wm(R1 +R2).U ] (i, i) = b
M∑
m=0
[
Wˆm(R1 +R2)Uˆ
]
(i, i) + κ2(i, i),
(4.29)
where
sup
i∈BL+Q
|κ2(i, i)| ≤ ǫ, as n, b −→∞. (4.30)
The proof of (4.30) uses elementary omputations. Indeed, κ2(i, i) is repre-
sented as the sum of M + 1 terms of the form
b
∗∑
|sr|≤n
ν2mg1(s1)q2(s1) . . . , g1(sm)q2(sm)[R1 +R2](i, sm+1)
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×U(sm+1, sm) . . . U(s1, i),
where the sum is taken over the values of sj suh that |sj − sj+1| > bh at
least for one of the numbers j ≤ m.
Now remembering the a priori bounds for R1 (4.22) and R2 (4.23), one
obtains the following estimate of κ2 :
sup
|i|≤n
|κ2(i, i)| ≤
M∑
m=0
v2m
η2m+3
∗∑
|sr|≤n
bU(i, s1) . . . U(sm, sm+1)
+
M∑
m=0
v2m+2
η2m+5
∗∑
|sr|≤n
bU(i, s1) . . . U(sm, sm+1). (4.31)
Assuming that |sj − sj+1| > bh and using inequality∑
|si|≤n
U(i, s1) . . . U(sj−1, sj) ≤
∑
si∈Z
U(i, s1) . . . U(sj−1, sj) (4.32)
≤
[∫ +∞
−∞
ψ(t)dt+
ψ(0)
b
]j
≤ (1 + 1/b)j, (4.33)
one sees that for large enough b and n,∑
|sj|≤n
U j(i, sj)ǫU
m−j(sj+1, sm+1) ≤ ǫ.
Let us also mention here that given ǫ > 0, one has large enough n and b that
sup
i∈BL+Q
|
∑
|s|≤n
U j(i, s)− 1| ≤ ǫ, (4.34)
where j ≤ M . This follows from elementary omputations related with the
dierenes
Pb =
1
b
∑
t∈Z
ψ
(
t
b
)
−
∫
R
ψ(s)ds (4.35)
and
Tn,b(i) ≡ T (i) = 1
b
∑
|t|≤n
ψ
(
t− i
b
)
− 1
b
∑
t∈Z
ψ
(
t
b
)
. (4.36)
that vanish in the limit 1≪ b≪ n (see previous work [1℄ for more details).
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This reasoning when slightly modied is used to estimate the seond term
in the RHS of (4.31). Now one an write that
sup
|i|≤n
|κ2(i, i)| ≤ 2ǫ
M∑
m=0
m
[
v2
η2
]m
≤ ǫ.
Regarding the RHS of (4.29) with i ∈ BL+Q, one observes that the summa-
tions run over suh values of sr that |i− s1| ≤ bh, |sr − sr+1| ≤ bh, and thus
sj ∈ BL for all j ≤ k +m− 1. This means that we an apply relations (4.26)
and (4.27) to the RHS of (4.29) and to replae g1 by w1, q2 by w2. From
(4.28), it follows that
b[F12U ](i, i) =
M∑
m=0
[v2w1w2]
m b
∑
|sm+1|≤n
(R1(i, sm+1) +R2(i, sm+1)) Uˆ
m+1(sm+1, i)
+ κ3(i, i)
with
sup
i∈BL+Q
|κ3(i, i)| ≤ 4ǫ.
Finally, applying Lemma 4.3 to the expressions involved in Rl and taking
into aount that
sup
i∈BL+Q
|bUm+1(i, i)− 1
2π
∫
R
ψ˜m+1(p)dp| ≤ ǫ, (4.37)
we obtain equality
b[F12U ](i, i) =
1
2π
w21w2
1− v2w21
M∑
m=0
[v2w1w2]
m
∫
R
ψ˜m+1(p)dp
+
1
2π
w21w2
1− v2w21
M∑
m=0
[v2w1w2]
mv2
∫
R
w1w2ψ˜
m+1(p)
1− v2w1w2ψ˜(p)
dp+ κ4(i, i)
(4.38)
with
sup
i∈BL+Q
|κ4(i, i)| ≤ ǫ.
Passing bak in (4.38) to the innite series and simplifying them, we arrive
at the expression standing in the RHS of (4.14). Relation (4.14) is proved.
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Now let us prove (4.20). Inequality U(p, s) ≤ b−1, (3.1) and (3.17) imply
that if zl ∈ Λη, the estimate
max
r=1,2
{
sup
|i|,|s|≤n
|βr(i, s)|
}
= O(b−1) (4.39)
holds for enough n and b satisfying (2.9). To estimate β3, we use the following
estimate of the diagonal elements of the resolvent G, proved in the previous
work [1℄.
Lemma 4.5. (see [1℄) If z ∈ Λη, then under onditions of Theorem 2.1, the
estimate
sup
|s|≤n
E{|U0G(s; z)|2} = O(b−2) (4.40)
holds for enough n and b satisfying (2.9).
Then inequality (3.1) and estimate (4.40), imply that
sup
|i|,|s|≤n
|β3(i, s)| = O(b−1), z1, z2 ∈ Λη as n, b→∞. (4.41)
Using inequality
|K4 (H(p, s)) | ≤ 4|∆ps|
b2
≤ 4[V4 + 3v
4]
b2
ψ
(
p− s
b
)
(4.42)
and relations (3.1) and (2.25), we obtain that
|E {D3ps (G2(i, s)G2(i, p))} | = O(1), as n, b→∞
and onlude that
sup
|i|,|s|≤n
|β4(i, s)| = O(b−1), z1, z2 ∈ Λη as n, b→∞. (4.43)
Regarding the term β5 and using similar arguments as those to the proof of
(3.16) (see (3.22)-(3.23)), we onlude that
sup
|i|,|s|≤n
|β5(i, s)| = O(b−1), z1, z2 ∈ Λη as n, b→∞. (4.44)
Now (4.20) follows from (4.39), (4.41), (4.43) and (4.44).
To omplete the proof of Lemma 4.2, let us prove (4.15). To do this we
use the following simple statement, proved in the previous work [1℄.
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Lemma 4.6. (see [1℄) If z ∈ Λη, then under onditions of Theorem 2.1, the
estimate
sup
|s|≤n
E{|G(s, s; z)0|2} = O(b−1) (4.45)
holds for enough n and b satisfying (2.9).
We introdue the variable M12(i) = q2(i)ζ
−1
2 Υ12(i) with Υ12 is given by
(3.13). Using identity (3.11) and estimate (4.45), we obtain that
M12(i) =q2(i)g2(i)E{G21(i, i)}
∑
|p|≤n
∆pi
b
g1(p)g2(p)
+ q2(i)g1(i)g2(i)
∑
|p|≤n
∆pi
b
E{G21(p, p)}g2(p) + o(1), as n, b→∞.
(4.46)
If one onsiders (4.46) with i taken far enough from the endpoints −n, n,
then one an use relation (4.26) and (4.27) and replae g1, g2 and q2 by the
onstant values w1 and w2. This substitution leads to simplied expressions
with error terms that vanish as n, b→∞. To nish the proof, we use relation
(2.1) and Lemma 4.3 and replae the terms
∑
p∆pi/b and G
2
1 of M12 by the
orresponding expressions given by relations (2.14) and (4.16). This proves
(4.15). Lemma 4.2 is proved. 
4.3.2 Proof of Theorem 2.1
Let us return to relation (4.10). We introdue the linear operator W (g2,q2)
ating on vetors e ∈ CN with omponents e(i) as follows ;
{W (g2,q2)(e)}(i) = v2g2(i)q2(i)
∑
|p|≤n
e(p)U(p, i). (4.47)
As a matter of fat, we an rewrite (4.10) in the following form :
[I −W (g2,q2)](R12)(i) = 1
Nb
f12(i) + Γ(i), (4.48)
where f12 and Γ are given by (4.11) and (4.12). It is easy to see that if z ∈ Λη,
then inequalities (3.1) and (4.4) imply that
||W (g2,q2)||1 ≤ v
2
(2v + 1)2
<
1
2
,
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where ||W (g2,q2)||1 = sup|V |1=1 |W (g2,q2)(V )|1 and |V |1 = supi |V (i)|. Then
(4.48) an be rewritten in the form
R12(i) =
1
Nb
∞∑
m=0
(
[W (g2,q2)]m ~f12
)
(i) + o
(
1
Nb
)
.
Regarding the trae
1
N
∑
|i|≤n
R12(i) =
1
N
∑
i∈BL
R12(i) +
2bL
N
O
(
1
Nb
)
=
1
N
∑
i∈BL
R12(i) + o
(
1
Nb
)
and repeating the same arguments of the proof of (4.14) presented above, we
an write that
R12(i) =
1
Nb
M∑
m=0
∑
|t|≤n
f12(t)(v
2w22U)
m(t, i) +
1
Nb
∆(2)(i)
with supi∈BL |∆(2)(i)| = o(1). Finally, observing that f12(t) asymptotially
does not depend on t (see Lemma 4.2), we arrive with the help of (4.34), at
the expression (2.12). Theorem 2.1 is proved. 
5 Proof of auxiliary statement
The main goal of this setion is to prove Lemmas 3.1, 4.1 and 4.3.
5.1 Proof of Lemma 3.1
5.1.1 Estimate of the term Y1 (3.12)
Here we have to use the resolvent identity (2.23) and the umulants ex-
pansion formula (2.15) twie. However, the omputations are based on the
same inequalities as those of the proofs of Lemma 3.2. Regarding Y1(i) =
ζ2b
−2
∑
pE{g01G2(i, i)2G2(p, p)2}∆pi, we apply to G2(i, i) the resolvent iden-
tity (2.23). Then we get relation
Y1(i) =ζ
2
2b
2
∑
|p|≤n
E{g01G2(i, i)G2(p, p)2}∆pi
− ζ
2
2
b2
∑
|s|,|p|≤n
E{g01G2(i, i)G2(i, s)G2(p, p)2H(s, i)}∆pi.
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Applying the formula (2.15) with q = 3 toE{g01G2(i, i)G2(i, s)G2(p, p)2H(s, i)},
we obtain that
Y1(i) =
ζ22
b2
∑
|p|≤n
E(g01G2(i, i)G2(p, p)
2)∆pi
+
ζ22v
2
b2
∑
|p|≤n
E{g01G2(i, i)2G2(p, p)2UG2(i)}∆pi +
3∑
r=1
Qr(i) (5.1)
with
Q1(i) =
2ζ22v
2
Nb2
∑
|s|,|p|≤n
E{G21(i, s)G2(i, s)G2(i, i)G2(p, p)2}U(s, i)∆pi
+
3ζ22v
2
b2
∑
|s|,|p|≤n
E{g01G2(i, i)G2(p, p)2G2(i, s)2}U(s, i)∆pi
+
4ζ22v
2
b2
∑
|s|,|p|≤n
E{g01G2(i, i)G2(p, p)G2(i, s)G2(i, p)G2(p, s)}U(s, i)∆pi,
Q2(i) =− ζ
2
2
b2
∑
|s|,|p|≤n
K4
6
E
{
D3si(g
0
1G2(i, i)G2(i, s)G2(p, p)
2)
}
∆pi
and
Q3(i) =− ζ
2
2
b24!
∑
|s|,|p|≤n
E
{
H(s, i)5[D4si(g
0
1G2(i, i)G2(i, s)G2(p, p)
2)](0)
}
∆pi
+
ζ22
b23!
∑
|s|,|p|≤n
K2E
{
H(s, i)3[D4si(g
0
1G2(i, i)G2(i, s)G2(p, p)
2)](1)
}
∆pi
+
ζ22
b23!
∑
|s|,|p|≤n
K4E
{
H(s, i)[D4si(g
0
1G2(i, i)G2(i, s)G2(p, p)
2)](2)
}
∆pi,
where Kr, r = 2, 4 are the umulants of H(s, i) as in (3.5). Applying to the
seond term of the RHS of (5.1) identity (3.11) and using the denition of
q2(i) (4.1), we obtain that
Y1(i) =
ζ2q2(i)
b2
∑
|p|≤n
E{g01G2(i, i)G2(p, p)2}∆pi
+
ζ2v
2q2(i)
b2
∑
|p|≤n
E{g01G2(i, i)2G2(p, p)2U0G2(i)}∆pi
+
q2(i)
ζ2
3∑
r=1
Qr(i). (5.2)
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Regarding the rst term of the RHS of this equality, we apply the resolvent
identity (2.23) to G2(i, i). Repeating the usual omputations based on the
formula (2.15) (with q = 3) and relation (2.25), we obtain that
ζ2q2(i)
b2
∑
|p|≤n
E{g01G2(i, i)G2(p, p)2}∆pi =
ζ2
b2
q22(i)
∑
|p|≤n
E{g01G2(p, p)2}∆pi
+
ζ2v
2
b2
q22(i)
∑
|p|≤n
E{g01G2(i, i)G2(p, p)2U0G2(i)}∆pi +
q2(i)
ζ2
3∑
r=1
Q˘r(i) (5.3)
with
Q˘1(i) =
2ζ22v
2q2(i)
Nb2
∑
|s|,|p|≤n
E{G21(i, s)G2(i, s)G2(p, p)2}U(s, i)∆pi
+
ζ22v
2q2(i)
b2
∑
|s|,|p|≤n
E{g01G2(p, p)2G2(i, s)2}U(s, i)∆pi
+
4ζ22v
2q2(i)
b2
∑
|s|,|p|≤n
E{g01G2(p, p)G2(i, s)G2(i, p)G2(p, s)}U(s, i)∆pi,
Q˘2(i) =− ζ
2
2q2(i)
b2
∑
|s|,|p|≤n
K4
6
E
{
D3si(g
0
1G2(i, s)G2(p, p)
2)
}
∆pi
and
Q˘3(i) =− ζ
2
2
b24!
∑
|s|,|p|≤n
E
{
H(s, i)5[D4si(g
0
1G2(i, s)G2(p, p)
2)](0)
}
∆pi
+
ζ22
b23!
∑
|s|,|p|≤n
K2E
{
H(s, i)3[D4si(g
0
1G2(i, s)G2(p, p)
2)](1)
}
∆pi
+
ζ22
b23!
∑
|s|,|p|≤n
K4E
{
H(s, i)[D4si(g
0
1G2(i, s)G2(p, p)
2)](2)
}
∆pi,
where Kr, r = 2, 4 are the umulants of H(s, i) as in (3.5).
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Substituting (5.3) into (5.2), we obtain that
Y1(i) =
ζ2
b2
q22(i)
∑
|p|≤n
E{g01G2(p, p)2}∆pi
+
ζ2v
2
b2
q22(i)
∑
|p|≤n
E{g01G2(i, i)G2(p, p)2U0G2(i)}∆pi
+
ζ2v
2q2(i)
b2
∑
|p|≤n
E{g01G2(i, i)2G2(p, p)2U0G2(i)}∆pi
+
q2(i)
ζ2
3∑
r=1
Qr(i) +
q2(i)
ζ2
3∑
r=1
Q˘r(i). (5.4)
Now let us estimate eah term of the RHS of this equality. If one assumes
for a while that
sup
|p|≤n
|E{g01G2(p, p)2}| = O
(
N−1b−1 + b−1[Var{g1}]1/2
)
(5.5)
holds for enough n and b satisfying (2.9). Then this estimate and relations
(4.4), (4.42) and (4.40) imply that the st, the seond and the third terms
of the RHS of (5.4) are of the order indiated in the RHS of (3.14).
Inequality (3.1), (3.2), (3.17) (with m = 1 and m = 2) and (4.4) imply
that the term q2(i)ζ
−1
2 [Q1(i) + Q˘1(i)] is of the order indiated in the RHS of
(3.14). Using similar arguments as those of the proof of (3.16) (see (3.22)-
(3.24)) and the following estimates (f. (3.20)-(3.21))
Drsi(g
0
1G2(i, i)G2(i, s)G2(p, p)
2) = O
(
N−1 + |g01|
)
, r = 3, 4
and
Var{[gn,b(zl)](ν)} = O
(
Var{gn,b(zl)}+ b−1N−2
)
, ν = 0, 1, 2,
we obtain that the terms Qr, r = 2, 3 are of the order indiated in the RHS
of (3.14). We onlude that the terms Q˘r, r = 2, 3 and supi |Y1(i)| are of the
order indiated in the RHS of (3.14).
Now let us prove (5.5). Let us apply the resolvent identity (2.23) to
G2(p, p). Repeating the usual omputations based on the formula (2.15) (with
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q = 3) and relation (2.25), we obtain that
E{g01G2(p, p)2} =q2(p)E{g01G2(p, p)}+ q2(p)E{g01G2(p, p)2U0G2(p)}
+ 3q2(p)v
2
∑
|s|≤n
E{g01G2(p, s)2G2(p, p)}U(s, p)
+
2v2
N
q2(p)
∑
|s|≤n
E{G21(s, p)G2(s, p)G2(p, p)}U(s, p)
− q2(p)
6
∑
|s|≤n
K4E
{
D3sp(g
0
1G2(p, p)G2(p, s))
}− q2(p)Q˜(i)
(5.6)
with
Q˜(i) =− 1
4!
∑
|s|≤n
E
{
H(s, p)5[D4sp(g
0
1G2(p, p)G2(p, s))]
(0)
}
+
1
3!
∑
|s|≤n
K2E
{
H(s, p)3[D4sp(g
0
1G2(p, p)G2(p, s))]
(1)
}
+
1
3!
∑
|s|≤n
K4E
{
H(s, p)[D4sp(g
0
1G2(p, p)G2(p, s))]
(2)
}
,
where Kr, r = 2, 4 are the umulants of H(s, p) as in (3.5).
Let us estimate eah term of the RHS of (5.6). It is easy to show that
the estimate of the rst term of the RHS of (5.6) follows from the following
statement, proved in the previous work [1℄.
Lemma 5.1. (see [1℄) If z ∈ Λη, then under onditions of Theorem 2.1, the
estimate
sup
|p|≤n
|E{g01G2(p, p)}| = O
(
b−1n−1 + b−1[Var{g1}]1/2
)
(5.7)
holds in the limit n, b→∞ (2.9).
Then (5.5) follows from this Lemma.and the estimate (4.40) and the si-
milar arguments used in the estimates of the terms Qr, r = 1, 2, 3 in (5.4).
Estimate (5.5) is proved.
5.1.2 Estimate of Y2 (3.12)
We rewrite Y2 in the form Y2(i) = ζ2v
2
∑
sE{M(i, s)}U(s, i), where we
denoted
E{M(i, s)} = E{g01G2(i, s)2}.
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To proeed with estimate of Y2, we use the resolvent identity (2.23) and the
umulants expansion formula (2.15) twie. However, the omputations are
based on the results of Lemma 4.5, 4.6 and 5.1. Therefore we just indiate
the main lines of the proof and do not go into the details. Applying to G2(i, s)
the resolvent identity (2.23), we get equality
EM(i, s) = ζ2δisE{g01G2(i, i)} − ζ2
∑
|t|≤n
E{g01G2(i, s)G2(i, t)H(t, s)}. (5.8)
Regarding the rst term of the RHS of this equality and using relation (5.7),
it is easy to see that the term
∑
|s|≤n
ζ2δisE{g01G2(i, i)}U(s, i) = ζ2
ψ(0)
b
E{g01G2(i, i)}
is the value of order indiated in (3.14). Let us onsider the seond term of
(5.8). Applying formula (2.15) with q = 5 to E{g01G2(i, s)G2(i, t)H(t, s)} and
taking aount relations (2.25) and (3.11), we obtain that
− ζ2
∑
|t|≤n
E{g01G2(i, s)G2(i, t)H(t, s)} =
7∑
l=1
Θl(i, s), (5.9)
where
Θ1(i, s) =v
2ζ2E{g01G2(i, s)2}EUG2(s),
Θ2(i, s) =v
2ζ2E{g01G2(i, s)2U0G2(s)},
Θ3(i, s) =
2v2ζ2
N
∑
|t|≤n
E{G21(s, t)U(t, s)G2(i, s)G2(i, t)},
Θ4(i, s) =v
2ζ2
∑
|t|≤n
E{g01G2(i, t)2G2(s, s)}U(t, s),
Θ5(i, s) =2v
2ζ2
∑
|t|≤n
E{g01G2(i, s)G2(t, s)G2(i, t)}U(t, s),
Θ6(i, s) =− ζ2
∑
|t|≤n
K4 (H(t, s))
6
E{D3ts(g01G2(i, s)G2(i, t))}
and
Θ7(i, s) = −ζ2
∑
|t|≤n
K6 (H(t, s))
5!
E{D5ts(g01G2(i, s)G2(i, t))}+ Θ˜7(i, s)
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with
Θ˜7(i, s) =− ζ2
6!
∑
|t|≤n
E
{
H(t, s)7[D6ts(g
0
1G2(i, s)G2(i, t))]
(0)
}
+
ζ2
5!
∑
|t|≤n
K2 (H(t, s))E
{
H(t, s)5[D6ts(g
0
1G2(i, s)G2(i, t))]
(1)
}
+
ζ2
(3!)2
∑
|t|≤n
K4 (H(t, s))E
{
H(t, s)3[D6ts(g
0
1G2(i, s)G2(i, t))]
(2)
}
+
ζ2
5!
∑
|t|≤n
K6 (H(t, s))E
{
H(t, s)[D6ts(g
0
1G2(i, s)G2(i, t))]
(3)
}
,
where Kr (H(t, s)), r = 2, 4, 6 are the umulants of H(t, s) as in (3.5)-(3.6).
The term Θ1 is of the form v
2ζ2E{M(i, s)}EUG2(s) and an be put to
the left hand side of (5.8). The terms Θ2 and Θ3 are of the order indiated
in the RHS of (3.14). This an be shown with the help of the estimate (4.40)
and inequality (eg. [1℄)∣∣∣∣∣∣
∑
|s|,|t|≤n
G21(s, t)G2(i, s)G2(i, t)
∣∣∣∣∣∣
≤ ||G21||

∑
|s|≤n
|G2(i, s)|2


1/2
∑
|t|≤n
|G2(i, t)|2


1/2
≤ 1
η4
. (5.10)
Regarding Θ4, we apply the resolvent identity (2.23) to the fator G2(s, s).
Repeating the usual omputations based on the formula (2.15) with q = 5
and taking into aount relations (2.25) and (3.11), we obtain that
Θ4(i, s) = v
2ζ22
∑
|t|≤n
E{M(i, t)}U(t, s) + v2ζ2Θ4(i, s)EUG2(s) +
8∑
l=1
Ωl(i, s),
(5.11)
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where
Ω1(i, s) =v
4ζ22
∑
|t|≤n
E{g01G2(i, t)2G2(s, s)U0G2(s)}U(t, s),
Ω2(i, s) =v
4ζ22
∑
|t|,|p|≤n
E{g01G2(i, t)2G2(s, p)2}U(p, s)U(t, s),
Ω3(i, s) =
2v4ζ22
N
∑
|t|,|p|≤n
E{G21(p, s)G2(i, t)2G2(s, p)}U(p, s)U(t, s),
Ω4(i, s) =2v
4ζ22
∑
|t|,|p|≤n
E{g01G2(i, t)G2(i, s)G2(p, t)G2(s, p)}U(p, s)U(t, s),
Ω5(i, s) =2v
4ζ22
∑
|t|,|p|≤n
E{g01G2(i, t)G2(i, p)G2(s, t)G2(s, p)}U(p, s)U(t, s),
Ω6(i, s) =− ζ22v2
∑
|t|,|p|≤n
K4 (H(p, s))
6
E{D3ps(g01G2(i, t)2G2(s, p))}U(t, s),
Ω7(i, s) =− ζ22v2
∑
|t|,|p|≤n
K6 (H(p, s))
5!
E{D5ps(g01G2(i, t)2G2(s, p))}U(t, s)
and
Ω8(i, s)
=− ζ
2
2v
2
6!
∑
|t|,|p|≤n
E
{
H(p, s)7[D6ps(g
0
1G2(i, t)
2G2(s, p))]
(0)
}
U(t, s)
+
ζ22v
2
5!
∑
|t|,|p|≤n
K2 (H(p, s))E
{
H(p, s)5[D6ts(g
0
1G2(i, t)
2G2(s, p))]
(1)
}
U(t, s)
+
ζ22v
2
(3!)2
∑
|t|,|p|≤n
K4 (H(p, s))E
{
H(p, s)3[D6ts(g
0
1G2(i, t)
2G2(s, p))]
(2)
}
U(t, s)
+
ζ22v
2
5!
∑
|t|,|p|≤n
K6 (H(p, s))E
{
H(p, s)[D6ts(g
0
1G2(i, t)
2G2(s, p))]
(3)
}
U(t, s)
with Kr (H(p, s)), r = 2, 4, 6 are the umulants of H(p, s) as in (3.5)-(3.6).
The terms Ωl, l = 1, . . . , 5 are of the order indiated in the RHS of (3.14).
This an be shown with the help of the estimate (4.40) and the inequalities
(3.1), (3.2), (3.17) and (5.10). The term Ω6 ontains 272 terms that are of
the order indiated in the RHS of (3.14). This an be heked by diret
omputations with the use of (3.17) and (5.10). Using similar argument as
those of the proofs of (3.15) and (3.16) (see (3.22)-(3.24)), and the following
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estimate (f. (3.18))
E|D5pi{g01G2(i, t)2G2(s, p)}| = O
(
N−1 + [Var{g1}]1/2
)
, as n, p→∞,
(5.12)
we onlude that the terms Ω7 and Ω8 are of the order indiated in the RHS
of (3.14). Then, the relation (5.11) is of the form that leads to the estimates
needed for
∑
sE{M(i, s)}U(s, i).
Regarding Θ5(i, s), we apply the resolvent identity (2.23) to the fator
G2(t, s). Repeating the usual omputations based on the formula (2.15) with
q = 5 and taking into aount relations (2.25) and (3.11), we obtain that
Θ5(i, s) = 2v
2ζ22
ψ(0)
b
EM(i, s) + v2ζ2Θ5(i, s)EUG2(s) +
9∑
l=1
Ω
′
l(i, s), (5.13)
where
Ω
′
1(i, s) =2v
4ζ22
∑
|t|≤n
E{g01G2(i, s)G2(i, t)G2(t, s)U0G2(s)}U(t, s),
Ω
′
2(i, s) =2v
4ζ22
∑
|t|,|p|≤n
E{g01G2(i, p)G2(s, s)G2(i, t)G2(t, p)}U(p, s)U(t, s),
Ω
′
3(i, s) =
4v4ζ22
N
∑
|t|,|p|≤n
E{G21(p, s)G2(i, s)G2(i, t)G2(t, p)}U(p, s)U(t, s),
Ω
′
4(i, s) =4v
4ζ22
∑
|t|,|p|≤n
E{g01G2(i, s)G2(p, s)G2(i, t)G2(t, p)}U(p, s)U(t, s),
Ω
′
5(i, s) =2v
4ζ22
∑
|t|,|p|≤n
E{g01G2(i, s)G2(i, p)G2(t, p)G2(s, t)}U(p, s)U(t, s),
Ω
′
6(i, s) =2v
4ζ22
∑
|t|,|p|≤n
E{g01G2(i, s)2G2(p, t)2}U(p, s)U(t, s),
Ω
′
7(i, s) =− 2ζ22v2
∑
|t|,|p|≤n
K4 (H(p, s))
6
E{D3ps(g01G2(i, s)G2(i, t)G2(t, p))}U(t, s),
Ω
′
8(i, s) =− 2ζ22v2
∑
|t|,|p|≤n
K6 (H(p, s))
5!
E{D5ps(g01G2(i, s)G2(i, t)G2(t, p))}U(t, s)
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and
Ω
′
9(i, s)
=− 2ζ
2
2v
2
6!
∑
|t|,|p|≤n
E
{
H(p, s)7[D6ps(g
0
1G2(i, s)G2(i, t)G2(t, p))]
(0)
}
U(t, s)
+
2ζ22v
2
5!
∑
|t|,|p|≤n
K2 (H(p, s))E
{
H(p, s)5[D6ts(g
0
1G2(i, s)G2(i, t)G2(t, p))]
(1)
}
U(t, s)
+
2ζ22v
2
(3!)2
∑
|t|,|p|≤n
K4 (H(p, s))E
{
H(p, s)3[D6ts(g
0
1G2(i, s)G2(i, t)G2(t, p))]
(2)
}
U(t, s)
+
2ζ22v
2
5!
∑
|t|,|p|≤n
K6 (H(p, s))E
{
H(p, s)[D6ts(g
0
1G2(i, s)G2(i, t)G2(t, p))]
(3)
}
U(t, s)
with Kr (H(p, s)), r = 2, 4, 6 are the umulants of H(p, s) as in (3.5)-(3.6).
The terms
∑
sΩ
′
l(i, s)U(s, i), l = 1, . . . , 6 are of the order indiated in
the RHS of (3.14). This an be shown with the help of the estimate (4.40)
and the inequalities (3.1), (3.2), (3.17) and (5.10). The term Ω
′
7 ontains
356 terms that are of the order indiated in the RHS of (3.14). This an
be heked by diret omputations with the use of (3.17) and (5.10). Using
similar argument as those of the proofs of (3.15) and (3.16) (see (3.22)-(3.24)),
and the following estimate (f. (3.18))
E|D5pi{g01G2(i, s)G2(i, t)G2(t, p)}| = O
(
N−1 + [Var{g1}]1/2
)
, as n, p→∞,
(5.14)
we onlude that the terms Ω
′
8 and Ω
′
9 are of the order indiated in the RHS
of (3.14). Then, the form of (5.13) is also suh that, being substituted into
(5.9) and then into (5.8), it leads to the needed estimates.
The term Θ6(i, s) ontains 67 terms. These terms an be gathered into
three groups. In eah group, the terms are estimated by the same values with
the help of the same omputations.
We give estimates for the typial ases. Using (3.1), (3.2) and (3.17) (with
m = 1), we get for the terms of the rst group :∣∣∣∣∣∣
ζ2
N
∑
|t|≤n
K4 (H(t, s))E{G21(t, t)G1(s, s)G1(t, s)G2(i, s)G2(i, t)} ·
1
(1 + δts)3
∣∣∣∣∣∣
≤ V4 + 3v
4
η5Nb2
∑
|t|≤n
E|G1(t, s)G2(i, t)| ≤ V4 + 3v
4
η7Nb2
.
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For the terms of the seond group, we obtain estimates∣∣∣∣∣∣ζ2
∑
|t|≤n
K4 (H(t, s))E{g01G2(s, s)2G2(i, t)2} ·
1
(1 + δts)3
∣∣∣∣∣∣
≤ V4 + 3v
4
η3b2
E|g01|
∑
|t|≤n
|G2(i, t)2| ≤ [V4 + 3v
4]
√
Var{g1}
η5b2
.
Finally, for the terms of the third group, we get inequalities∣∣∣∣∣∣
∑
|s|≤n
ζ2
N
∑
|t|≤n
K4 (H(t, s))E{G21(s, s)G1(t, t)G2(t, t)G2(i, s)2}U(s, i) ·
1
(1 + δts)3
∣∣∣∣∣∣
≤ V4 + 3v
4
η5Nb
∑
|s|≤n
E|G2(i, s)2|
∑
|t|≤n
U(t, s)U(s, i) = O
(
1
Nb2
)
.
Gathering all the estimates of 67 terms, we obtain that∣∣∣∣∣∣
∑
|s|≤n
Θ6(i, s)U(s, i)
∣∣∣∣∣∣ = O
(
1
Nb2
+
√
Var{g1}
b2
)
.
Using similar argument as those of the proofs of (3.15) and (3.16) (see
(3.22)-(3.24)), we onlude that Θ7 and supi |Y2(i)| are of the order indiated
in (3.14). Estimate (3.14) is proved and so Lemma 3.1 is proved. 
5.2 Proof of Lemma 4.1
Let us onsider the variable
K(i, s) = E{RG0(i, i)} = E{R0G(i, i)},
where we denoted R = g0U0G(s). Applying to G2(i, i) the resolvent identity
(2.23) and taking aount formula (2.15) with q = 3 and relation (2.25), we
obtain that
E{R0G(i, i)} = ζv2E{R0G(i, i)UG(i)}+
5∑
a=1
la(i, s) (5.15)
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with
l1(i, s) =ζv
2
∑
|p|≤n
E{R0G(i, p)2}U(p, i),
l2(i, s) =2ζv
2
∑
|p|,|t|≤n
E{g0G(t, p)G(t, i)G(i, p)}U(t, s)U(p, i),
l3(i, s) =
2ζv2
N
∑
|p|,|t|≤n
E{G(p, t)G(i, t)U0G(s)G(i, p)}U(p, i),
l4(i, s) =− ζ
6
∑
|p|≤n
K4E{D3pi(R0G(i, p))}
and
l5(i, s) =− ζ
4!
∑
|p|≤n
E
{
H(p, i)5[D4pi(R
0G(i, p))](0)
}
+
ζ
3!
∑
|p|≤n
K2E
{
H(p, i)3[D4pi(R
0G(i, p))](1)
}
+
ζ
3!
∑
|p|≤n
K4E
{
H(p, i)[D4pi(R
0G(i, p))](2)
}
,
where Kr, r = 2, 4 are the umulants of H(p, i) as in (3.5). Let us use the
identity
ER0XY = ERX0EY + ERY 0EX + ERX0Y 0 − EREX0Y 0,
and rewrite (5.15) in the form
E{R0G(i, i)} = K(i, s) = v2q(i)g(i)
∑
|t|≤n
K(t, s)U(t, i) + Π(i, s) (5.16)
with
Π(i, s) =v2q(i)
[
E{RU0G(i)G0(i, i)} − E{g0U0G(s)}E{G0(i, i)U0G(i)}
]
+
q(i)
ζ
5∑
a=1
la(i, s), (5.17)
where g(i) = E{G(i, i)} and q is given by (4.1). Now we rewrite (5.16) in the
form of a vetor equality
~K(., s) = [I −W (q,g)]−1~Π(., s),
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where we denote by W (q,g) the linear operator ating on a vetor e with
omponents e(i) as
[W (q,g)e](i) = v2q(i)g(i)
∑
|t|≤n
e(t)U(t, i)
and vetors [~Π(., s)](i) = Π(i, s). It is easy to see that if z ∈ Λη, then
||W (q,g)|| ≤ 1
2
. Thus, to prove relation (4.6), it is suient to show that
sup
|i|,|s|≤n
|Π(i, s)| = O
(
1
Nb2
+
1
b2
(Var{g})1/2
)
. (5.18)
Let us prove (5.18). Taking into aount inequality (3.1), (3.2), (5.10) and
estimate (4.40), we obtain that
|la(i, s)| ≤ c
b2
(Var{g})1/2 a = 1, 2 (5.19)
and
|l3(i, s)| ≤ c
Nb2
, (5.20)
where  is a onstant. Using similar arguments as those of the proof of (3.16)
(see (3.22)-(3.24)) and the following estimates (f. (3.20)-(3.21))
Drpi(R
0G(i, p)) = O
(
N−1 + |g01|
)
, r = 3, 4
and
Var{[gn,b(z)](ν)} = O
(
Var{gn,b(z)} + b−1N−2
)
, ν = 0, 1, 2,
we obtain that the terms la, a = 4, 5 are of the order indiated in the RHS
of (4.6). Finally, we derive inequality
|Π(i, s)| ≤c (Var{g})1/2
((
E|U0G(i)|4
)1/2
+
1
b2
(
E|U0G(i)|2
)1/2)
+ c
(
1
Nb2
+
1
b2
(Var{g})1/2
)
, (5.21)
where c is a onstant. Then (5.18), (5.21) and Lemma 4.1 follow from (4.40)
and the following estimate.
Lemma 5.2. If z ∈ Λη, then under onditions of Theorem 2.1, the estimate
sup
|s|≤n
E{|U0G(s; z)|4} = O(b−4) (5.22)
holds in the limit n, b→∞.
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Proof of Lemma 5.2. Let us onsider variable
E{U0G1(x1)U0G2(x2)U0G3(x3)U0G4(x4)} = E[U0G1(x1)U0G2(x2)U0G3(x3)]0UG4(x4).
Set T = U0G1U
0
G2
U0G3 and M(x1, x2, x3, t) = ET
0G4(t, t). We apply to G4(t, t)
the resolvent identity (3.2) and obtain
ET 0G4(t, t) = −ζ4
∑
|s|≤n
E{T 0G4(t, s)H(s, t)}.
Applying (2.15) to E{T 0G4(t, s)H(s, t)} with q = 3 and taking into aount
(2.25), we get relation
ET 0G4(t, t)
= ζ4v
2
E{T 0G4(t, t)UG4(t)}+ ζ4v2E

T 0
∑
|s|≤n
G4(t, s)
2U(s, t)


+ 2ζ4v
2
∑
(i,j,k)
E

U0Gi(xi)U0Gj (xj)
∑
|y|,|s|≤n
Gk(y, s)Gk(t, y)G4(t, s)U(y, xk)U(s, t)


+ ζ4Γ1(t) + ζ4Γ2(t) (5.23)
with
Γ1(t) = −
∑
|s|≤n
K4
3!
E
{
D3st(T
0G4(t, s))
}
(5.24)
and
Γ2(t) =− 1
4!
∑
|s|≤n
E
{
H(s, t)5[D4st
(
T 0G4(t, s)
)
](0)
}
+
∑
|s|≤n
K2
3!
E
{
H(s, t)3[D4st
(
T 0G4(t, s)
)
](1)
}
+
∑
|s|≤n
K4
3!
E
{
H(s, t)[D4st
(
T 0G4(t, s)
)
](2)
}
, (5.25)
where Kr, r = 2, 4 are the umulants of H(s, t) as in (3.5). In (5.23), we
introdue the notation∑
(i,j,k)
ξ(xi, xj, xk) = ξ(x1, x2, x3) + ξ(x1, x3, x2) + ξ(x2, x3, x1).
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Applying to the rst term of the RHS of (5.23) relation (3.11) and using q4(t)
(4.1), we obtain that
ET 0G4(t, t)
= q4(t)v
2
E{T 0G4(t, t)U0G4(t)} + q4(t)v2E

T 0
∑
|s|≤n
G4(t, s)
2U(s, t)


+ 2q4(t)v
2
∑
(i,j,k)
E

U0Gi(xi)U0Gj(xj)
∑
|y|,|s|≤n
Gk(y, s)Gk(t, y)G4(t, s)U(y, xk)U(s, t)


+ q4(t) (Γ1(t) + Γ2(t)) .
Now gathering relation given by (2.1), (3.1), (3.2), (5.10), (4.4) and
sup
|t|≤n
E|T 0U0G4(t)| ≤ E|T | sup
|t|≤n
E|U0G4(t)|+ sup
|t|≤n
E|TU0G4(t)|
imply the following inequality
|
∑
|t|≤n
M(x1, x2, x3, t)U(t, x4)| ≤v
2
η2
sup
|t|≤n
E|TU0G4(t)|+
v2
η2
E|T | sup
|t|≤n
E|U0G4(t)|
+
2v2
η3b
E|T |+ 6v
2
η4b2
E|U0Gi(xi)U0Gj (xj)|
+
1
η
sup
|t|≤n
|Γ1(t) + Γ2(t)|. (5.26)
Heneforth, for sake of larity, we onsider G = G1 = G3 = G¯2 = G¯4 and
x = xr, r = 1, . . . , 4, then we get T = (U
0
G(x))
2
U0
G¯
(x) and
E|T | ≤ (E|U0G|4)1/2 (E|U0G|2)1/2. (5.27)
Let us assume for the moment that
sup
|t|≤n
|Γ1(t) + Γ2(t)| = O
(
b−4 + b−2
√
W
)
, z ∈ Λη (5.28)
with W = supxE|U0G(x)|4. Now returning to (5.26) and gathering estimates
given by relations (4.40), (5.27) and (5.28) imply the following estimate
W ≤ A1b−2
√
W + A2b
−4,
where A1, A2 are some onstants. This proves (5.22).
To omplete the proof of Lemma 5.2, let us prove (5.28). To do this, we
use the following statement.
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Lemma 5.3. If z ∈ Λη, then under onditions of Theorem 2.1, the estimates
Drst
(
U0G(x)
)
= O(b−1), r = 1, . . . , 4, (5.29)
Drst
(
T 0G¯(t, s)
)
= O
(
b−3 + b−2|U0G(x)|+ b−1|U0G(x)|2 + |U0G(x)|3
)
, r = 3, 4
(5.30)
and
E|[U0G(x)](ν)|2r = O
(
b−3r + E|U0G(x)|2r
)
, r = 1, 2 (5.31)
hold for all ν = 0, 1, 2, all |x| ≤ n and large enough n and b satisfying (2.9).
We prove this Lemma at the end of this subsetion.
Let us return to the proof of (5.28). Regarding the variable Γ1 (5.24) and
using (4.40), (4.42) and (5.30), one gets with the help of (5.27) that
∑
|s|≤n
2[V4 + 3v
4]
3b
E|D3st(T 0G¯(t, s))|U(s, t) = O
(
b−4 + b−2
√
W
)
. (5.32)
Now let us estimate Γ2 (5.25). Regarding the rst term of the RHS of (5.25)
and using (4.40), (5.30) and (5.31), we obtain inequality∑
|s|≤n
E|H(s, t)5[D4st
(
T 0G4(t, s)
)
](0)|
≤ c
∑
|s|≤n
E
{ |H(s, t)|5
b3
+
|H(s, t)|5
b2
|[U0G(x)](0)|+
|H(s, t)|5
b
|[U0G(x)](0)|2
}
+ c
∑
|s|≤n
E
{|H(s, t)|5|[U0G(x)](0)|3}
≤ c
∑
|s|≤n
[
µ5
b11/2
ψ
(
s− t
b
)
+
µ
1/2
10
b9/2
(
E|[U0G(x)](0)|2
)1/2
ψ
(
s− t
b
)1/2]
+ c
∑
|s|≤n
[
µ
1/2
10
b7/2
(
E|[U0G(x)](0)|4
)1/2
ψ
(
s− t
b
)1/2]
= O
(
1
b9/2
+
1
b5/2
√
W
)
. (5.33)
Repeating the arguments used to prove (5.33), it is easy to show that the
term∑
|s|≤n
K2
3!
E
{
H(s, t)3[D4st
(
T 0G4(t, s)
)
](1)
}
+
∑
|s|≤n
K4
3!
E
{
H(s, t)[D4st
(
T 0G4(t, s)
)
](2)
}
45
is of the order indiated in the RHS of (5.28) and that
sup
|t|≤n
|Γ2(t)| = O
(
b−4 + b−2
√
W
)
. (5.34)
Then the estimate (5.28) follows from (5.32) and (5.34). Lemma 5.2 is proved.
Proof of Lemma 5.3.We prove Lemma 5.2 with r = 1 beause the general
ase does not dier from this one. We start with the proof of (5.29). Using
(2.25), we obtain that
D1st
(
U0G(x)
)
= −2
∑
|k|≤n
G(k, s)G(k, t)U(k, x).
Then estimate (5.29) (with r = 1) follows from this relation and inequality
|U(k, x)| ≤ b−1 and (3.17) (with m = 1). The general ase does not dier
from this one, so the estimate (5.29) is proved.
Let us prove (5.30). Remembering that T = [U0G(x)]
2U0
G¯
(x) and using
(2.25) and (5.29), we obtain that
D1st{T 0} = O(b−1|U0G(x)|2),
D2st{T 0} = O
(
b−2|U0G(x)|+ b−1|U0G(x)|2
)
,
D3st{T 0} = O
(
b−3 + b−2|U0G(x)|+ b−1|U0G(x)|2
)
.
Now it is easy to show that (5.30) is true.
Finally, we prove (5.31) with r = 1 beause the general ase does not
doer from this one. To simplify omputation, we use the notation : for eah
pair (s, t) and ν = 0, 1, 2, let H
(ν)
st = H
(ν) = Hˆ be the matrix dened by
Hˆ(r, i) =
{
H(r, i), if (r, i) 6= (s, t);
Hˆ(s, t), if (r, i) = (s, t)
with |Hˆ(s, t)| ≤ |H(s, t)| and its resolvent by G(ν)sp (z) = Gˆ(z). Then the
resolvent identity (2.23) imply that
UGˆ(x) =UG(x)−
1
b
∑
|k|,|r|,|i|≤n
Gˆ(k, r){Hˆ −H}(r, i)G(i, k)ψ
(
x− k
b
)
=UG(x)− 1
b
∑
|k|≤n
B(k, s, t)ψ
(
x− k
b
)
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with B(k, s, t) = Gˆ(k, s)[Hˆ(s, t) −H(s, t)]G(t, k). Then inequality (3.1) im-
plies that
E|U0
Gˆ
(x)|2
≤ 2E|U0G(x)|2 +
2
b2
E
∣∣∣∣∣∣
∑
|k|≤n
B0(k, s, t)ψ
(
x− k
b
)∣∣∣∣∣∣
2
≤ 2E|U0G(x)|2 +
8
η4b2
E
(
|Hˆ(s, t)|+ E|H(s, t)|
)2
≤ 2E|U0G(x)|2 +
8
η4b3
[
E|a(s, p)|2ψ
(
s− p
b
)
+ 3 (E|a(s, p)|)2 ψ
(
s− p
b
)2]
.
This proves (5.31). Lemma 5.3 is proved. 
5.3 Proof of Lemma 4.3.
We prove relation (4.17) with k = 1 beause the general ase does not
dier from this one. To derive relations for the average value of the variable
t12(i, s) = EG1(i, s)G2(i, s), we use identity (2.23) and relation (2.15) (with
q = 3) and repeat the proof of relation (4.14). Simple omputations lead to
t12(i, s) =ζ2g1(i)δis + ζ2v
2t12(i, s)Ug2(s)
+ ζ2v
2
∑
|p|≤n
t12(i, p)g1(s)U(p, s) +
6∑
j=1
γj(i, s), (5.35)
with
γ1(i, s) =ζ2v
2
∑
|p|≤n
E{G1(i, s)G2(i, p)G1(p, s)}U(p, s),
γ2(i, s) =ζ2v
2
∑
|p|≤n
E {G1(i, s)G2(i, p)G2(p, s)}U(p, s)
γ3(i, s) =ζ2v
2
E{G1(i, s)G2(i, s)U0G1(s)},
γ4(i, s) =ζ2v
2
E

G01(s, s)
∑
|p|≤n
G1(i, p)G2(i, p)U(p, s)

 ,
γ5(i, s) =− ζ2
6
∑
|p|≤n
K4E
{
D3ps(G1(i, s)G2(i, p))
}
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and
γ6(i, s) =− ζ2
4!
∑
|p|≤n
E
{
H(p, s)5[D4ps (G1(i, s)G2(i, p))]
(0)
}
+
ζ2
3!
∑
|p|≤n
K2E
{
H(p, s)3[D4ps (G1(i, s)G2(i, p))]
(1)
}
+
ζ2
3!
∑
|p|≤n
K4E
{
H(p, s)[D4ps (G1(i, s)G2(i, p))]
(2)
}
,
where Kr, r = 2, 4 are the umulants of H(p, s) as in (3.5). Using (3.17), it
is easy to show that
sup
|i|,|s|≤n
|γ1(i, s)| = o(b−1), sup
|i|≤n
|
∑
|s|≤n
γ1(i, s)| = o(b−1).
The same is valid for γ2. Similar estimates for γ3, γ4, γ5 and γ6 follow from
relations (4.40), (4.45) and simple arguments as those to the proof of (4.20)
(see (4.42)-(4.44)). Thus, (5.35) implies that
t12(i, s) = g1(i)q2(i)δis + v
2g1(s)q2(s){t12U}(i, s) + ∆(i, s), (5.36)
where
sup
|i|,|s|≤n
|∆(i, s)| = o(1) and sup
|i|≤n
|
∑
|s|≤n
∆(i, s)| = o(1) (5.37)
in the limit n, b → ∞. We rewrite relation (5.36) in the matrix form (f.
(4.25))
t12 = {I −W (g1,q2)}−1(Diag(g1q2) + ∆) =
+∞∑
m=0
{W (g1,q2)}m(Diag(g1q2) + ∆).
(5.38)
Now we an apply to (5.38) the same arguments as in the proof of (4.14).
Replaing g1 and q2 by w1 and w2, respetively, we derive from (5.37) that
for i ∈ BL+Q,
t12(i, s) =
M∑
m=0
v2m(w1w2)
m+1[Um](i, s) + o(1), n, b→∞. (5.39)
Multiplying both sides of (5.39) by U(s, i) and summing over s, we obtain
the relation
∑
|s|≤n
t12(i, s)U(s, i) =
M∑
m=0
v2m(w1w2)
m+1[Um+1](i, i) + o(1), N, b→∞.
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Now onvergene (4.37) implies the relation that leads, with M replaed by
∞, to (4.17).
To prove (4.18), let us sum (5.39) over s. The seond part of (5.37) tells
us that the terms ∆ remain small when summed over s. Thus we an write
relations
∑
|s|≤n
t12(i, s) =
M∑
m=0
(v2w1w2)
m+1
∑
|s|≤n
[Um](i, s) + o(1), N, b→∞. (5.40)
Taking into aount estimates for terms (4.35)-(4.36) (see previous work [1℄
for more details), it is easy to observe that onvergene (4.34) together with
(5.40) imply (4.18). Finally, we prove (4.16). To derive relations for the ave-
rage value of variable t11(i, s) = EG1(i, s)G1(i, s), we repeat the proof of
(4.18) and replae G2 by G1. Then one obtains (4.16). Lemma 4.3 is proved.

6 Asymptoti properties of T (z1, z2)
The asymptoti expression for T (z1, z2) regarded in the limit z1 = λ1+ i0,
z2 = λ2 + i0 supplies one with the information about the loal properties of
eigenvalue distribution provided that λ1 − λ2 = O(N−1). Indeed, aording
to (2.5), the formal denition of the eigenvalue density ρn,b(λ) = σ
′
n,b(λ) is
ρn,b(λ) =
1
2i
[gn,b(λ+ i0)− gn,b(λ− i0)].
We onsider the density-density orrelation funtion of ρn,b
Rn,b(λ1, λ2) = −1
4
∑
δ1,δ2=−1,1
δ1δ2CN,b(λ1 + iδ10, λ2 + iδ20).
In general, even if Rn,b an be rigorously determined, it is diult to arry
out diret study of it. Taking into aount relation (2.13), one an simpler-
expression
Ξn,b(λ1, λ2) = − 1
4Nb
∑
δ1,δ2=−1,+1
δ1δ2T (λ1 + iδ10, λ1 + iδ10) (6.1)
and assume that it orresponds to the leading term to Rn,b(λ1, λ2) in the
limit n, b→∞.
It should be noted that for Wigner random matries this approah is
justied by the study of the simultaneous limiting transitionN →∞, Imzj →
0 in the studies of CN(z1, z2) [5, 6, 10, 18℄.
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Theorem 6.1. Let T (z1, z2) is given by (2.12). Assume that funtion ψˆ(p)
is suh that there exist positive onstants c1, δ and v > 1 that
ψˆ(p) = ψˆ(0)− c1|p|ν + o(|p|ν) (6.2)
for all p suh that |p| ≤ δ, δ → 0. Then
Ξn,b(λ1, λ2) =
1
Nb
c2
|λ1 − λ2|2−1/v (1 + o(1)) (6.3)
for λj, j = 1, 2 satisfying
λ1, λ2 → λ ∈ (−2v, 2v). (6.4)
We see from (2.12) that there are two terms in T (z1, z2). The rst was
found in [16℄ for band random matries, the seond oinides with that found
in [19℄ for the ensemble of Wigner random matries. The proof of (6.3)
onsists of two parts already done in [16℄ and [19℄. For ompleteness, we
reprodue here these omputations.
Proof of Theorem 6.1. Let us start with the term of (6.1) that orrespond
to δ1δ2 = −1. It follows from (2.7) that
1− v2w1w2
w1w2
=
z1 − z2
w1 − w2 . (6.5)
The above identity yields relations
ǫ|w(λ+ iǫ)|2 = Imw(λ+ iǫ)(1 − v2|w(λ+ iǫ)|2) and |w(λ+ i0)|2 = v−2
for λ suh that Imw(λ + i0) > 0. Combining these relations with (1.4) for
the real and imaginary parts of w(λ+ i0) = τ(λ) + iρ(λ), we obtain that
v2τ 2 =
λ2
4v2
and v2ρ2 = 1− λ
2
4v2
(6.6)
(here and below we omit the variable λ). This implies the existene of the
limits w(z1) = w(z2) for (6.4). One an easily dedue from (6.5) that in the
limit (6.4)
1− v2w(z1)w(z2)
w(z1)w(z2)
=
λ1 − λ2
2iρ
= o(1). (6.7)
Also we have that
(1− v2w21)(1− v2w22) = 2− 2v2(τ 2 − ρ2) = 4v2ρ2. (6.8)
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Now let us onsider the leading term of the orrelation funtion. Rewrite
(2.12) as
T (z1, z2) =Q(z1, z2) +Q
′
(z1, z2) +
2v2Q(z1, z2)
(1− v2w21)(1− v2w22)
=
2v2S(z1, z2)
(1− v2w21)(1− v2w22)
+Q
′
(z1, z2)
with
S(z1, z2) =
1
2π
∫ +∞
−∞
w21w
2
2ψˆ(p)
(1− v2w1w2ψˆ(p))2
dp (6.9)
and
Q
′
(z1, z2) =
2∆v4w31w
3
2
(1− v2w21)(1− v2w22)
, (6.10)
where ∆ is given by (2.14). It is easy to observe that relations (6.6) and
|w(λ+ i0)|2 = |w(λ− i0)|2 = 1/v2 imply that (f. [19℄)
Q
′
(λ1 + i0, λ2 − i0) +Q′(λ1 − i0, λ2 + i0) = ∆
v4ρ2
. (6.11)
Now let us onsider S(z1, z2) (6.9) and let us write
S(z1, z2) =
1
2π
{∫ δ
−δ
+
∫
R\(−δ,δ)
}
w21w
2
2ψˆ(p)
(1− v2w1w2ψˆ(p))2
dp = I1 + I2.
Relation (6.5) and (6.7) imply equality
[1− v2w1w2ψˆ(p)]2 = [Ψˆ(p)− 1]2(1 + o(1)). (6.12)
Sine ψ(t) is monotone, then
lim inf
p∈R\(−δ,δ)
[Ψ(p)− 1]2 > 0.
This means that I2 < ∞ in the limit (6.4). Relations (6.2), (6.7) and (6.12)
imply in the limit (6.4) and that if we take δ|λ1 − λ2|−1/ν → ∞, we obtain
asymptotially (f. [16℄)
I1(λ1 + i0, λ2 − i0) + I1(λ1 − i0, λ2 + i0) = 4Bv(c1) (2vρ)
2−1/ν
|λ1 − λ2|2−1/ν , (6.13)
where
Bv(c1) =
1
2πc
1/ν
1
[∫ ∞
0
ds
1 + s2ν
− 2
∫ ∞
0
ds
(1 + s2ν)2
]
(6.14)
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and c1 is as in (6.2). To prove (6.3), it remains to onsider the sum
I1(λ1 + i0, λ2 − i0) + I2(λ1 − i0, λ2 + i0).
It is easy to observe that relations of the form (6.8) imply the bounded ness
of this sum in the limit (6.4).
Now gathering relations (6.8), (6.11) and (6.13), we derive that
Ξn,b(λ1, λ2) =
1
Nb
Bν(c1)
(2vρ)1/ν
1
|λ1 − λ2|2−1/ν (1 + o(1)). (6.15)
This proves (6.3). 
Let us disuss two onsequenes of Theorem 6.1.
• If ν = 2 and c1 =
∫
t2ψ(t) < ∞. Regarding the RHS of (2.11) in the
limit (6.4) with λj = λ+
rj
N
, j = 1, 2, we obtain the asymptoti relation
(see [16℄)
Ξ(λ1, λ2) = − B2(c1)
2
√
2(v2ρ)1/2
√
N
b
1
|r1 − r2|3/2 (1 + o(1))
= −C
√
N
b
1
|r1 − r2|3/2 (1 + o(1)), C > 0. (6.16)
• If Ψ(t) = O(|t|−1−ν) with 1 < ν < 2, we obtain the asymptoti relation
(see [16℄)
Ξ(λ1, λ2) =
Bν(c1)
(2v2ρ)1/ν
N1−1/ν
b
1
|r1 − r2|2−1/ν (1 + o(1)) (6.17)
and onlude that the expression for (6.1) is proportional to
N1−1/ν
b
1
|r1 − r2|2−1/ν .
The form of asymptoti expressions (6.16) and (6.17) oinides with the
expressions determined by Khorunzhy and Kirsh (see [16℄) for the spetral
orrelation funtion of band random matries [16℄.
The rst onlusion is that the leading terms of the ensemble we study
(see (2.3)) and the ensemble of band random matries are dierent but in the
loal sale, the form (6.16) and (6.17) is the same. More preisely, the tow
ensembles mentioned above belong to the same lass of spetral universality.
Our main onlusion is that the limiting expression for Ξn,b(λ1, λ2) ex-
hibits dierent behavior depending on the rate of deay of ψ(t) at innity.
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In both ases (see (6.16) and (6.17)) the exponents do not depend on the
partiular form of the funtion ψ(t). Moreover, in the rst ase the expo-
nents do not depend on ψ at all. This an be regarded as a kind of spetral
universality for the random matrix ensembles {Hn,b} (2.3). One an dedue
that these harateristis also do not depend on the probability distribution
of the random variables a(i, j) (1.1).
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