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Abstract
A structure with base set N is complete with respect to the  rst-order de nability in the class
of arithmetical structures if and only if the operations +;× are de nable in it. A list of such
structures is presented. Although structures with Pascal’s triangles modulo n are preferred a little,
an e,ort was made to collect as many simply formulated results as possible. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
A list of (arithmetical) structures complete with respect of the  rst-order de nability
power (shortly: def-complete structures) will be presented. (The term “def-strongest”
was used in the previous versions.) Most of them have the base set N but also structures
with some other universes are considered. (Formal de nitions are given below.) The
class of arithmetical structures can be quasi-ordered by  rst-order de nability power.
After the usual factorization we obtain a partially ordered set, and def-complete struc-
tures will form its greatest element. Of course, there are stronger structures (with respect
to the  rst-order de nability) outside of the class of arithmetical structures. However,
the class of arithmetical structures is rather natural and very important, and hence it
has sense to investigate it and its maximal elements.
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Of course, the presented list of structures is inEuenced by the author’s area of interest.
For example, there are a number of structures with generalized Pascal triangles (in
particular, Pascal’s triangles modulo n) in the list. However, an e,ort was made to
include as many simply formulated results in this area as possible.
The author asks for help in making the list more complete (also including interesting
items with “No:” or “??:”) and in completing the bibliography. Also, terminological
and other corrections are invited; after a time, a revised version will be prepared. The
author is grateful to D. Richard, P. Cegielski, S. Grigorie,, A. BIes and some others
for their help in preparing the present version, and to A. Schinzel for very valuable
advice in related number-theoretical questions.
2. Denitions and technicalities
We shall use usual  rst-order predicate calculus with equality. The symbols like
+;×;¡; |, etc., will be used in their usual meaning; it usually depends only on the
base set of the considered structure. (The symbol × is often replaced by · or deleted
in the formulas.) The meaning of almost all symbols is explained when they are used
(and also in the Index of symbols). Some operations usually considered as partial ones
are completed to total ones (e.g. by the value 0 for the argument 0). This is suitable
from a purely technical reason: First-order predicate calculus (usually) does not work
with partial operations.
We shall sometimes use lambda notation to describe some operations. The notation
 : : : (T ), where : : : states instead of k (pairwise distinct) variables and T is a term,
denotes the k-ary operation on the actual base set (or on the set written as a superscript
of ), whose values are determined by the term T . The subscript : : : also determines
the order of the arguments. In most cases here the base set will be N, the set of non-
negative integers; if not it will be determined by the context. If the subscript : : : is left
it replaces all variables of the term T . (We may do that only if order of the variables is
not substantial.) Analogously, we shall use the notation 	 : : : (A) to describe relations;
it is a little shorter and better readable than more complete notation {〈: : :〉 ∈Nk |A}.
We shall deal with the arithmetical structures de ned as follows:
Denition 1. A structure 〈N;X1; : : : ; Xk〉 will be called arithmetical if all X1; : : : ; Xk are
arithmetical (i.e.,  rst-order de nable in 〈N; +;×〉).
We do not consider structures with in nite signature. Notice that every recursive
structure is arithmetical; almost all structures below will be recursive.
Denition 2. An arithmetical structure 〈N;X1; : : : ; Xk〉 will be called complete with
respect to the  rst-order de nability (or shortly def-complete) if the usual operations
+;× are  rst-order de nable in it.
Notice that the  rst-order reinterpretability (of 〈N; +;×〉) and undecidability are
properties weaker than “to be def-complete”. (Roughly speaking, a structure S has
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reinterpretation property if A, ⊕, ⊗, ≡ can be de ned in S so that the factor structure
〈A;⊕;⊗〉= ≡ is isomorphic with 〈N; +;×〉.)
The notion of def-complete structure can be extended to arbitrary countably in nite
structures as follows.
Denition 3. Let X be a countably in nite set and let f :N→X be a bijection:
(i) A relation Y ⊆X 2 will be called (X; f)-arithmetical if there is an arithmetical set
R⊆N2 such that Y = {(f(x); f(y)) | (x; y)∈R}. Similarly for relations of other
arities and for the operations on X .
(ii) A structure 〈X ;X1; : : : ; Xk〉 will be called (X; f)-arithmetical if all operations or
relations X1; : : : ; Xk are (X; f)-arithmetical.
(iii) An (X; f)-arithmetical structure 〈X ;X1; : : : ; Xk〉 will be called complete with re-
spect to the  rst-order de nability (or (X; f)-def-complete) if all (X; f)-
arithmetical operations and relations are  rst-order de nable in it.
When no misunderstanding arises we shall delete “(X; f)” in the terms “(X; f)-
arithmetical” and “(X; f)-def-complete”.
We shall use De nition 3 for X equal to Z (the set of integers), Q (the set of
rational numbers), G (the set of Gaussian integers), and some other (concrete!) sets
of numbers. A suitable non-numerical universe can be ∗, the set of all words in a
( xed) alphabet . Strictly speaking, for every considered set we ought to choose also
a canonical bijection f, but in practice there is obviously a big freedom in its choice.
Therefore, we shall use the term def-complete (without (X; f)) in all these cases.
Remark. (1) In many cases N is a subset of the new universe X ; however, we never
use the insertion of N into X to transfer the notion of arithmetical relations or opera-
tions.
(2) Of course, arithmetical structures on an universe X are isomorphic to some arith-
metical structures on N, hence formally it is unnecessary to consider them separately.
However, in mathematical practice the new structure can be much more natural and
more comfortable to work with.
Fig. 1 shows ordering of some symbols with respect to their de nability power.
(More precisely, we ought to speak about the relations or functions associated to the
symbols.) The considered base set is N. An arrow from A to B means that B is (strictly)
stronger than A. There are no distinct equivalent symbols in Fig. 1, and hence it can be
considered as the Hasse diagram of a partially ordered set. (It means that arrows which
can be obtained by transitivity are not drawn.) The meaning of symbols can be found in
the Index of symbols. Now only notice that Bn denotes Pascal’s triangle modulo n, i.e.
Bn(x; y)=
( x+y
x
)
MOD n. The symbol |3 denotes one member of the in nite ascending
chain of relations between coprimeness ⊥ and divisibility |: The parameters e; p; q; k
ought to be replaced by suitable numerical values (e.g., by integers ¿2).
The two left columns contain elements comparable with + and incomparable with
×. The two right columns contain elements comparable with × and incomparable with
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Fig. 1. De nability power of some operations and relations on N.
+. The elements of the two central columns (except the top and the bottom one) are
incomparable with both +;×.
The operation B6 is stronger than both +;×. If an arithmetical structure contains
B6 it is def-complete, independently on presence of further operations or relations.
Therefore, the structures with B6 and additional symbols are not listed. (Of course, the
same holds for other operations or relations stronger than both +;×; many examples
can be found in the top rectangle of Fig. 2.) Further, in any def-complete structure
we can replace any symbol by a stronger symbol, and we again obtain a def-complete
structure. Some structures which can be obtained in this way are not listed below.
Analogously, the structures with 6 or ¿ are not listed because these symbols are
equivalent with ¡. Neither the symbol = is explicitly listed because we consider the
predicate calculus with equality (i.e. = is considered as a logical symbol).
Fig. 2 contains several lists of symbols equivalent to each other from de nability
point of view; every list is displayed in a rectangle. The parameters a; b; k; m; n; p
run over positive integers (i.e. over N\{0}); further conditions on them are explicitly
mentioned when necessary.
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; exp; DIV; MOD; xy(xy + 1); B6; B10; B12; : : : ; C0; C6;
EqB6; Divk;0; Div0; k ; ∈; 	xyz(x + y= z ∨ xy= z); ‖
xy(12xy); xy(2a3bxmy) (a = b) xy(6xy); xy(2a3axmy)
xy(2xy); xy(2axmy) ×; xy(xmyn) |; gcd; lcm ⊥; |1
Bp2 ; Bp3 ; Bp4 ; : : : (p  xed prime) 2; @2; unionsq2; 2; EqB2
+; −· ; xy(|ax − by|); xy(ax + by); xy(ax−· by)
¡; ¿; 6; ¿; max; min s; x(x−· 1) Neib; 	xy(|x − y|6k)
Fig. 2. Operations and relations on N with the same de nability power.
Now the structure of the further sections will be explained.
Section 3 is the kernel of the present paper: it contains the promised list of def-
complete structures itself. Classi cation of structures and their partitioning into subsec-
tions is based on:
• The base set. Further criteria are applied only for the base set N.
• The number of basic operations and=or relations of a structure. We distinguish three
possibilities: one; two; more than two. The constants are not counted here.
• In the case of two operations and=or relations, the relationship of their de nability
power to that of +;×. For every of +;× we distinguish two cases: weaker (or
equivalent); incomparable or strictly stronger.
Notice that only very few operations and relations are simultaneously weaker than
both +, ×. (Conjecture: They are de2nable in the structure 〈N; 0; 1〉.) We could join
them to those weaker than + only. So we obtain the following seven sections:
1. Structures with a unique operation or relation.
2. Structures with every of +, × replaced by a weaker operation or relation.
3. Structures with two operations or relations, one of them weaker than +.
4. Structures with two operations or relations, one of them weaker than ×.
5. Other structures with two operations or relations.
6. Structures with more than two operations or relations.
7. Structures with universes distinct from N.
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Some of these sections are further divided into subsections denoted by letters. (Here
the criteria are chosen ad hoc, e.g., in Section 4 presence of Bn is considered.) The
details of the classi cations are clear from the subheadings. When suitable, the last
used letter corresponds to “none of the above, but in this section” (similarly to 99 in
MR classi cation).
The list in Section 3 contains also information about some structures:
• which are proved not to be def-complete; they are introduced by “No:”;
• which represent open problems yet; they are introduced by “??:”.
They can show which new results can be looked for. A remark is made if a pub-
lished result uses an unproved conjecture (e.g. Schinzel’s hypothesis (H)). However,
applicability of such conjectures is not investigated in general.
The list contains mainly concrete structures (or parametrical items from which con-
crete structures can be obtained). However, sometimes only existence of a def-complete
structure in a class of structures is important, and description of a  xed example is
complicated. In such cases only the class of structures (or: the requested properties of
the example) are given. If an example can be constructed in two subsections we prefer
the narrower one. (For example: “〈N;f; g〉, where f; g are suitable unary functions,
f weaker than ×” is given in 4(b) of Section 3. Therefore “〈N;f; g〉, where f; g are
suitable unary functions” is unnecessary in 5 of Section 3.)
In parametrical items the parameters run over non-negative integers (i.e. over the set
N). Additional conditions or another ranges are always explicitly mentioned.
Section 4 contains more details to items of Section 3, including sketches of some
proofs. (They are not intended to replace complete proofs in separate papers.) The
length of an item in Section 3 is bounded to two lines. The symbol . at its end shows
that there is a further comment to it in Section 4. The subheadings in both sections
coincide, up to the new subsection 0 with some remarks to Figs. 1 and 2. However,
some items are omitted in Section 4.
Section 5 contains alphabetical and systematic index of symbols. The meaning of
every symbol is shortly explained. The paper like this one obviously uses many no-
tations. Although no formal system for notation is used several rules were usually
obeyed. In symbols consisting of several letters capitals are used only for the initial
letters of the abbreviated words. Blackboard fonts are used for special number sets
(e.g. Z, N). Slanted (≈ italic) and bold letters are preferred for functional symbols,
roman letters for predicate symbols. Some letters, e.g. F; f; X; R, have no  xed seman-
tics; their meaning always must be found in the corresponding item. Analogously •
has no  xed meaning, and will denote the actual binary operation (e.g., this one which
will be contained in the just considered structure).
Reference list contains not only cited items. The relationship of its items to the
presented list of structures varies very much. Many references contain no directly used
results but nevertheless they may be useful in further investigation in this area. Some
of them are known to the author only indirectly, e.g. from another bibliographies or
lists of references.
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3. The list of def-complete structures
1(a) Structures with a unique polynomial operation:
1. 〈N; xy(xy + x)〉. This structure is contained in some items below. However,
reduction to it is used in their proofs. .
2. 〈N; xy(xy + ax + by + c)〉, where |a− b| = 1: .
3. 〈N; xy(xy + ax + c)〉, where a+ c¿0: .
4. 〈N; xy(xy + ax + by)〉, where (a; b) =∈{(0; 0); (1; 1)}: .
5. No: 〈N; xy(xy + ax + ay + a2 − a)〉 for any nonnegative integer a. .
6. 〈N; xy(xy + x + y + 1)〉: .
7. 〈N; xy(ax2 + xy + cx + d)〉, where a+ c + d¿0: .
8. 〈N; xy(ax2 − bxy + cy2)〉, where 0¡b264ac: .
9. 〈N; xy(ax2 + bxy + cy2)〉, where 0¡b2 = 4ac: .
10. 〈N; xy(ax2 + bxy)〉, where a¿0; b¿0.
11. 〈N; xy(x2+y2)〉. The proof was found by computer but it can be easily veri ed. .
12. 〈N; xy(ax2 +y2)〉 for 16a616, for a= k2; k¿0, for a= k2− 1; k¿1 and, e.g.,
for a∈{22; 23; 33; 34}. Reduction to the above.
13. 〈N; xy(ax2 + cy2)〉 for 16a610 and 16c610. Reduction to the above.
14. 〈N; :::(x21 + x22 + · · ·+ x2n)〉, where n¿2. A consequence of 1(a.)11, but for n¿5
an easier proof by Four squares theorem.
15. 〈N; :::(
( x1
2
)
+
( x2
2
)
+
( x3
2
)
+
( x4
2
)
)〉 .
16. ?? : 〈N; xy(
( x
2
)
+
( y
2
)
)〉:
17. 〈N; xy(x +
( y
2
)
)〉: .
18. 〈N; xy(xn + by)〉, where n¿2; b¿0. Related to Waring’s problem.
19. 〈N; xy(xn + y + c)〉, where n¿2. Related to Waring’s problem.
20. No: 〈N; c〉, where c(x; y)= ((x + y)(x + y + 1))=2 + x for all x; y∈N. (Cantor’s
pairing function.) .
21. No: 〈N; Pc〉, where Pc(x; y)= ((x+y)(x+y+1))=2+x+1 for all x; y∈N. Isomorphic
with 〈Pairs; , 〉 in 7(b)5. The theory is decidable by Mal’cev [62]. .
22. No: 〈N;f〉, where f is a polynomial of one variable or a linear polynomial.
23. No: 〈N; f〉, where f = x1 ::: xn(b ·
∏k
i=1(xi + a)
ni − a) for some a; b; n1; : : : ; nk . Such
f can be called essentially monomial. A generalization of 1(a)5.
1(b) Structures with a unique (non-polynomial) operation:
1. 〈N; DIV〉, where DIV denotes the quotient by integer division. .
2. 〈N;MOD〉, where MOD denotes the rest by integer division. .
3. 〈N; exp〉, where exp(x; y)= xy, see [21] where Pabion and Richard [74], and
[86, 88] are mentioned. .
4. 〈N; 〉, where (x; y; t)= xMOD(1+ (y+ 1)t) is the ternary GSodel beta function,
see [21, 74, 86, 88].
5. 〈N; xy(pxy=q)〉, where q¿p¿1: .
6. 〈N; xy(x · y=k)〉, where k¿1.
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7. 〈N; xy(x +  k√y)〉, where k¿1.
8. 〈N; xy( p
√
x+  q√y)〉, where p¿1; q¿1.
9. 〈N; xy( p
√
x ·  q√y)〉, where p¿1; q¿1.
10. 〈N;C0〉, where C0(x; y)=
(
x
y
)
for x¿y and 0 otherwise. .
11. ??: 〈N;B0〉, where B0(x; y)=
( x+y
x
)
. The operation B0 is commutative, and we
cannot use the ideas of the previous item.
12. 〈N;Bn〉, where n¿1 is divisible by two distinct primes and Bn(x; y)=
( x+y
x
)
MOD n,
see [40].
13. 〈N;Cn〉, where n¿1 is divisible by two distinct primes and Cn(x; y)=
(
x
y
)
MOD n.
14. 〈N; xy (gcd(x+ k; y+ k))〉, where k¿0. Reduction to 3.3. We can de ne sk(x)=
gcd(x + k; x + k), and then |k .
15. 〈N; xy (gcd(x+k; y))〉, where k¿0. Reduction to 1(c)2. We can de ne Div0; k(x; y)
⇔ gcd(y + k; x)= x:
16. 〈N; xy (gcd(x; y) + k)〉, where k¿0. Reduction to 2.8. We can de ne sk(x)=
gcd(x; x) + k, then gcd and |:
17. 〈N; xy(1cm(x+ k; y+ k))〉, where k¿0. Reduction to 3.3. We can de ne sk(x)=
1cm(x + k; x + k), and then |k .
18. 〈N; xy(1cm(x+k; y))〉, where k¿0. Reduction to 1(c)1. We can de ne Divk;0(x; y)
⇔ 1cm(x + k; y)=y.
19. 〈N; xy(1cm(x; y) + k)〉, where k¿0. Reduction to 2.8. We can de ne sk(x)=
1cm(x; x) + k, then 1cm and |.
20. 〈N;H 〉, where H =GPT(B; 2) and B= 〈{0; 1; 2}; ∗; 2〉 is an algebra; GPT means
generalized Pascal triangle, see [43]. .
21. 〈N; •〉, where • is a suitable pairing function (i.e., a bijection N2→N). .
22. ??: 〈N; •〉, where • is any pairing function such that x •y¿max(x; y) for all but
 nitely many pairs x; y. Conjecture: The elementary theory is decidable.
23. 〈N; •〉, where • is a suitable associative operation with the neutral element 0.
(Hence 〈N; •; 0〉 is a monoid; it cannot be free, compare 〈∗; ·〉 in 7(b)1.)
24. 〈N; xy(
√
c(x; y))〉, where c denotes Cantor’s pairing function.
25. ??: 〈N; xy( 4
√
c(x; y))〉, where c denotes Cantor’s pairing function.
1(c) Structures with a unique binary relation:
1. 〈N; Divk;0〉, where k¿0 and Divk;0 = 	xy(x+k |y). Reduction to 3.3, the structure
〈N; sk ; |k〉: .
2. 〈N; Div0; k〉, where k¿0 and Div0; k = 	xy(x |y+k). Reduction to 3.3, the structure
〈N; sk ; |k〉: .
3. 〈N; 	xy(∃z(x=yz + 1))〉; see [72].
4. 〈N; 	xy(x |y∨y= s(x))〉: .
5. 〈N; 	xy(x |y∨ x= s(y))〉:
6. 〈N; 	xy(x |y∨y= s(x)∨ x= s(y))〉.
7. No: 〈N; 	xy(x|y∨y|x∨y= s(x)∨ x= s(y))〉 because 0, 1 cannot be distinguished,
cf. 7(a)3.
I. Korec / Theoretical Computer Science 257 (2001) 115–151 123
8. ??: 〈N; 	xy(f(x; y)= 0)〉 for a suitable polynomial f∈Z[x; y]. (For some poly-
nomials of 3 variables the answer is positive.)
9. 〈N; ∈ 〉, where x∈y⇔yMOD2x+1¿2x. A point of view: The elements of N are
considered as hereditarily  nite sets. .
10. ??: 〈N; 	xy(x∈y∨y∈ x)〉:
11. ??: 〈N;R〉, where R= {(x; y) | py | x} (and py denotes the yth prime). See
[21, 74, 86].
12. 〈N;R; 0; 1; 2; 3〉, where 〈N;R〉 is a suitable modular lattice of height 3. .
13. 〈N;R〉, where R is a suitable lattice order of height 3. (Now the lattice need not
be modular but no constant are used.) .
14. 〈N;R〉, where R is a suitable irreEexive symmetric binary relation (so 〈N;R〉 is a
graph in the simplest sense). .
15. No: 〈N;R〉, where R is any equivalence relation. Nevertheless, the theory of 〈N;R〉
can be undecidable even for a recursive equivalence relation R: .
1(d) Structures with a unique non-binary relation:
1. 〈N; 	xyz(x + y= z ∨ xy= z)〉: .
2. 〈N; EqB6〉, where EqB6(x; y; u; v)⇔B6(x; y)=B6(u; v): .
3. ??: 〈N; EqBn〉, where n¿1 is divisible by two distinct primes and EqBn(x; y; u; v)
⇔Bn(x; y)=Bn(u; v): .
4. 〈N; EqH〉, where EqH(x; y; u; v)⇔H (x; y)=H (u; v) and H is mentioned in
1(b)18.
5. 〈N; ‖〉, where ‖ is 	xyz(xy | z ∧ xy+1  | z). Attention: x∈P is not requested.
6. No: 〈N; 	xyz(x2 + y2 = z2)〉. Compare with 1(a)11, where 	xyz(x2 + y2 = z) is con-
sidered in essential.
7. ??: 〈N; 	xyz(x2 + y2¿z2)〉.
8. ??: 〈N; 	xyz(x2 + y= z2)〉.
2. Structures with every of +;× replaced by a weaker operation or relation:
1. 〈N; +;×〉. By the de nition.
2. 〈N; +;Sq〉, where Sq denotes the set of squares, see [83]; a more general statement
in 3.1.
3. 〈N; s;×〉, where s denotes successor; see [95]. For z positive we have z= x +
y⇔ (1 + xz)(1 + yz)= 1 + z2 · (1 + xy): .
4. 〈N; s; |〉 where | denotes divisibility: see [95].
5. 〈N; Neib;×〉, where Neib= 	xy(|x−y|=1) is the neighborhood relation; see [50].
6. 〈N; Neib; |〉, where Neib is the neighborhood relation, see [50].
7. 〈N; sk ;×〉, where k ¿ 0 and sk(x)= x + k. Reduction to 2.3. .
8. 〈N; sk ; |〉, where k ¿ 0 and sk(x)= x + k. Reduction to 2.4. .
9. 〈N;¡;⊥〉 where x⊥y denotes “x; y are relatively prime”; see [21, 116].
10. 〈N;¡;	xy(x |y∨y | x)〉.
11. ??: 〈N; s; 	xy(x |y∨y | x)〉.
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12. ??: 〈N; s;⊥〉, where ⊥ denotes coprimeness, see [116] or [21] for connection with
ErdSos–Woods’ conjecture. .
13. ??: 〈N; s; |3〉, where |3 is de ned by x|3y⇔
∧
i63 ∀z(P(z) ∧ zi | x⇒ zi |y). Inter-
esting also for other constant instead of 3.
14. ??: 〈N; Neib;⊥〉. Problem: Does ErdSos–Woods’ conjecture suTce for positive so-
lution?
15. 〈N;Lp;q;×〉 where p; q are positive integers and Lp;q(x)=px+q (a generalization
of sk). .
16. ??: 〈N;Lp;q; |〉, where p; q are positive integers. Conjecture: the structure is def-
complete.
17. 〈N; +;P〉 where P is the set of primes. Proved assuming Schinzel’s hypothesis
(H), see [2]. .
18. No: 〈N;¡;P〉 assuming Schinzel’s hypothesis (H), see [2], where WMSO theory
of the structure 〈N; s;P〉 is shown to be decidable. .
19. ??: 〈N; +; )〉, where ) is the set of prime powers.
3. Structures with two operations or relations; one of them weaker than +:
1. 〈N; +; X 〉, where X is the range of any non-linear polynomial (of one variable)
with non-negative integer coeTcients, see [12].
2. 〈N; sk ; xy(xy + x + y)〉, where k is a positive integer and sk(x)= x + k. .
3. 〈N; sk ; |n〉, where k ¿ 0; n¿ 0, and |n denotes the relation 	xy(x¿ n∧y¿ n∧
x |y). .
4. 〈N; +; c〉, where c denotes Cantor’s pairing function, c(x; y)= ((x + y)(x + y +
1))=2 + x. Included in 3.5 in essential.
5. 〈N;¡; c〉, where c denotes Cantor’s pairing function. Announced by Cegielski and
Richard. .
6. No: 〈N; s; c〉, where s denotes the successor and c Cantor’s pairing function. By
Cegielski and Richard [26] the structure has decidable theory.
7. ??: 〈N; +; ’〉, where n¿ 1 and ’ denotes the Euler function. Def-complete pro-
vided Schinzel’s hypothesis (H).
8. 〈N; +; +〉, where n¿ 1 and + denotes the number of divisor function, see [49].
Idea: x =0 is a square if and only if +(x) is odd.
9. 〈N; +; ,〉, where n¿ 1 and , denotes the sum of divisor function. Idea: Odd x is
a square if and only if ,(x) is odd.
10. 〈N; +; x( n
√
x)〉, where n¿ 1.
11. ??: 〈N; +; -〉, where n¿ 1 and -(x)= card{p∈P |p6 x} is the prime counting
function. By 2.17 def-complete assuming Schinzel’s hypothesis (H).
12. ??: 〈N; +; p〉, where p denotes the list of primes (p(0)= 2; p(1)= 3; : : :). By 2.17
def-complete assuming Schinzel’s hypothesis (H).
13. 〈N; +; {x∈P | x≡a (mod d)}〉 for any 06a¡d, a⊥d. Proved assuming Schinzel’s
hypothesis (H) by Bo,a [10].
14. No: 〈N; +; Bn〉, if n¿ 1 is a prime power. The elementary theory is decidable, see
BIes [6].
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15. 〈N; +; R〉, where R is any arithmetical pattern-universal unary relation, i.e. (∀S ⊆N)
∀z∃x0(∀x¡ z)(x∈ S⇔ x + x0 ∈R), see [39]. .
16. 〈N;¡;R〉, where R is any arithmetical pattern-universal binary relation. .
17. ??: 〈N; s; R〉, where R is any arithmetical pattern-universal binary relation.
18. ??: 〈N;¡;R〉, where R is any arithmetical pattern-universal unary relation.
4(a) Structures with Bn and one operation or relation weaker than ×:
1. 〈N;Bn;×〉, where n¿ 1, see [44].
2. 〈N;Bn; |〉, where n¿1. A corollary of the result with × instead of | (and an obvious
consequence of the result with ⊥ instead of |).
3. 〈N;Bn;⊥〉, where n¿ 1, see [7].
4. 〈N;Bn;Powe〉, where n¿ 1 is composed, e¿ 1 and Powe= {xe | x∈N}. Hence
only prime n are interesting in 4(a)5–8. .
5. 〈N;Bn;Sq〉, where n¿ 1 and Sq is the set of squares, see [7] (and [44] for n=2).
6. 〈N;B2;Powe〉, where e is odd, 36e619 and Powe= {xe | x∈N}. In particular,
〈N;B2;Cub〉, where Cub=Pow3 is the set of cubes, see [52]. .
7. 〈N;Bn;Powe〉, for all 36n620; 26e620 except (n; e)= (3; 9) and (3; 18), see
[52]. .
8. No: 〈N;Bn;Powe〉, where n is a prime, and e¿3 is a multiple of [n2 · (n− 1)]=2.
Automorphism argument (with interchanging n2; n3); see [52]. .
9. ??: 〈N;B2;P〉, where P is the set of primes.
10. ??: 〈N;B2;SqP〉, where SqP= {(x; x2) | x∈P} is the squaring of primes.
11. ??: 〈N;B2; )〉, where ) is the set of prime powers.
4(b) Other structures with two operations or relations; one of them weaker than ×:
1. 〈N;×; Lm; np; q 〉, where p; q; n are positive integers, m∈N and Lm;np; q(x)= xm · (px+q)n
(a generalization of Lp;q from 2.15). .
2. ??: 〈N; |; Lm; np; q 〉, where p; q; n are positive integers and m∈N.
3. 〈N;×; x(x2 −· 1)〉. .
4. ??: 〈N;×; x(x2 + 1)〉.
5. ??: 〈N;×; X 〉, where X = {x2 − x | x∈N}.
6. No: 〈N;×; X 〉, where X = {x2 + 1 | x∈N}. Automorphism argument; the primes
of the form 4k + 3 can be permuted.
7. ??: 〈N;×; X 〉, where X = {f(x) | x∈N} for a suitable polynomial f(x)∈Z[x].
Conjecture: the polynomial f(x)= x5 · (x + 1)7 is suitable here.
8. 〈N;×; x(ax)〉, where a¿ 1. Idea: use z= x + y⇔ az = ax · ay.
9. 〈N;×;Fac〉, where Fac= {x! | x∈N} is the set of factorials. Idea: We can de ne
¡ because x6y⇔ x! |y! for positive x; y.
10. ??: 〈N;×; ’〉, where ’ denotes Euler’s function. Proposed by Richard. Also further
number-theoretical functions can be considered.
11. 〈N;×; x( k
√
x)〉, where k ¿ 1.
12. 〈N; |;¡)〉, where ¡) is the restriction of ¡ to the set ) of prime powers. See
the preprint [8] of BIes and Richard.
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13. 〈N;×;¡)〉; like the above.
14. ??: 〈N;×; p〉; where p denotes the list of primes (p(0)= 2; p(1)= 3, etc.)
15. No: 〈N;×; Pp〉; where Pp is a slightly modi ed list of primes: Pp(0)= 5; Pp(1)= 7;
Pp(2)= 3; Pp(3)= 2 and Pp(x)= p(x) for x¿4, see [22].
16. 〈N;f; g〉, where f; g are suitable unary functions and f is weaker than ×. .
17. 〈N;R1; R2〉, where R1; R2 are suitable equivalence relations on N, and R1 is weaker
than ×. .
5. Other structures with two operations or relations:
1. 〈N;Bn; ’〉, where n¿ 1 and ’ denotes the Euler function.
2. 〈N;Bn; ,〉, where n¿ 1 and , denotes the sum of divisor function.
3. 〈N;Bn; +〉, where n¿ 1 and + denotes the number of divisor function.
4. 〈N;Bn; 〉, where n¿ 1 and  denotes the Carmichael function.
5. 〈N;Bn; -〉, where n¿ 1 and - denotes the prime counting function, -(x)=
card{y∈P |y6x}, see [49] for the items 5.1–5.
6. ??: 〈N;B2;¡P〉, where ¡P is the restriction of ¡ to the set of primes. Conjecture:
the structure is def-complete.
7. ??: 〈N;B2;Pow3〉, where Pow3 is the set of powers of 3.
8. No: 〈N;Bn;SqPown〉, where n is a prime and SqPown denotes the squaring of
powers of n. The elementary theory is decidable, see [7].
9. 〈N;Bn;SqPown〉, where n is composed, see [7]. Interesting only for n prime power
(with exponent greater than 1).
10. 〈N;p;q〉, where p; q are distinct primes and n denotes n-adic masking relation,
see [40].
11. ??: 〈N;m;n〉, where m¿ 1; n¿ 1 are multiplicatively independent. For m; n
relatively prime the method of [40] can be used.
12. 〈N; c; x(
√
x)〉, where c denotes Cantor’s pairing function, see 1(b)22.
13. 〈N;f; g〉, where f; g together form the “inverse” of a pairing function • such that
〈N; •〉 is def-complete. (For an example of such • see 1(b)19.)
6. Structures with more than two operations or relations:
1. 〈N; s;⊥; R〉, where R(p; x) means “p is a prime and x is a quadratic residue modulo
p”, see [21, 34].
2. 〈N; s;⊥; R〉, where R(x; y) means “y is a power of x”, see [21, 34] and [91].
3. 〈N; s;⊥;AddPN〉, where AddPN= {(p; x; p+ x) |p∈P; x∈N} is a restriction of
addition (P is the set of primes), see [21, 34] and [92].
4. 〈N; s;⊥;MultPN〉, where MultPN= {(p; x; px) |p∈P; x∈N} is a restriction of
multiplication, see [21, 34].
5. ??: 〈N; s;⊥;Sq〉. This and the next item were proposed by Richard.
6. ??: 〈N; s;⊥; x(x2)〉.
7. 〈N; l; r; x(l(x) + r(x))〉, where the function l; r together form the “inverse” of
Cantor’s pairing function c.
8. No: 〈N; l; r; s〉, where l; r are as above and s is the successor. See 3.6.
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9. ??: 〈N;B2;+;P〉 without any hypothesis. (With Schinzel’s hypothesis (H) solved
even without B2, see 2.17.)
10. 〈N; +; Vm; Vn〉, where m; n are multiplicatively independent and Vn(x)= the greatest
d∈Pown such that d | x; see [113].
11. 〈N; +; V2;Pow3〉; see [3].
12. ??: 〈N; +;Pow2;Pow3〉.
13. No: 〈N;¡;Pow2;Pow3〉; the theory is decidable by Semenov [102].
14. ??: 〈N;f1; : : : ; fm; g1; : : : ; gn〉, where all fi; gj are suitable unary functions, all fi
are weaker than + and all gj are weaker than ×.
15. ??: 〈N;f1; : : : ; fn〉, where all fi are suitable polynomials of one variable (and
fi :N→N).
16. ??: 〈N;f1; : : : ; fn〉, where all fi are suitable unary non-decreasing functions.
7(a). Structures with numerical universes distinct from N
1. 〈N\{0}; +;×〉. A slight modi cation of 2.1. (Julia Robinson often used this base
set.)
2. 〈X ; +;×〉, where X is an in nite subset of N closed under +;×. (Such X are
rather simple, e.g. they are de nable in 〈N; +〉.)
3. ??: 〈N\{0}; 	xy(x |y∨y | x∨y= s(x)∨ x= s(y))〉. (If it is def-complete we can
simplify the graph 〈N;R〉 in 1(c)15.)
4. 〈Z; +;×〉 where Z denotes the set of all integers. Proof by Four squares theorem.
5. No: 〈Z; +; |〉 because of the automorphism x "→−x, see [88].
6. 〈Z; s; |〉, see [94].
7. 〈Z;¡;⊥〉, see [94].
8. 〈Z; s;+;⊥〉, see [94].
9. No: 〈Z; Neib;+; |〉 because of the automorphism x "→−x.
10. 〈N[ k√n]; +;×〉 where k¿1 and N[ k√n] = {∑k−1i=0 xi k
√
ni | x0; : : : ; xk−1 ∈N}.
11. No: 〈Z[√2];+;×〉 because of the automorphism x + y√2 "→ x − y√2 (x; y ∈ Z).
12. ??: 〈Z[ 3√2];+;×〉.
13. 〈Z; s; x(2|x|)〉, see [94].
14. 〈Q; +;×〉 where Q denotes the set of rational numbers. By Robinson [95]; men-
tioned in [21]. The most diTcult part is to de ne N (or Z).
15. No: 〈Q;¡;×〉 by Robinson and Zakon [100], and Cegielski [20]. The elementary
theory is decidable.
16. 〈Q; s;×〉 where s(x) = x + 1. We can de ne + because for x = 0 we have
x + y = x × s(x−1 × y). Then we can consider 〈Q; +;×〉.
17. 〈G; +;×; i;N〉, where G denotes the set of Gaussian integers and i is the imaginary
unity (i2 =−1).
18. 〈G; +;×; i〉. Reduction to the above by a de nition of Z and then N. .
19. No: 〈G; +;×;N〉 because of the automorphism induced by i "→ −i.
20. 〈G; Im;×〉, where Im(x + iy)=y for all x; y∈Z. The function Im cannot be
replaced by the function F(x + iy)= iy.
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21. ??: 〈G; Re; Im; sqr〉, where Re(x+ iy)= x and Im(x+ iy)=y for all x; y∈Z, and
sqr(z)= z2 for all z ∈G.
7(b) Structures with non-numerical universes:
1. No: 〈∗; ·〉, where ∗ is the set of all words in the alphabet  and · denotes
concatenation. .
2. 〈∗; ·; w〉, where ∗; · are as above, card¿1 and the word w∈∗ contains oc-
currences of all letters from  except at most one, see [84].
3. 〈P!; ∈ 〉, where P! is the set of hereditarily  nite sets and ∈ is set-theoretical mem-
bership. .
4. ??: 〈P!; join〉, where P! is the set of hereditarily  nite sets and join is joining of
an element to a set: join(x; y)= x ∪ {y}.
5. No: 〈Pairs; , 〉, where , is the pairing function, x , y= {{x}; {x; y}}, and Pairs is
the smallest set which contains ∅ and is closed under , . .
6. 〈Pairs; , ;〉, where Pairs, , are as above and  denotes concatenation of pairs;
x y arises from x by replacing the rightest ∅ by y. .
7. ??: 〈UPairs; upf 〉, where upf is de ned by upf(x; y)= {x; y}, and UPairs is the
smallest set which contains ∅ and is closed under upf. .
8. ??: 〈HFk ; joink〉, where HFk is the smallest set containing ∅ and closed under joink ,
and joink(x; y)= x ∪ {y} if card(x)¡k and = x otherwise. .
4. Remarks and sketches of proofs
0. Remarks to the 2gures in Section 2:
1. The items of the top rectangle (with B6), and many further symbols which can
be put into it, are considered in 1(a–c) (and 1(a–c)). Further, every def-complete
structure of  nite signature can be transformed into a def-complete structure with a
unique relation by cartesian product (n-ary operations must be replaced by (n+1)-
ary relations at  rst). For example, the structure 〈N; c; f; R〉, where c is a constant
f is a binary operation and R = ∅ is a binary relation can be transformed into
〈N; 	txyzuv(t = c ∧ f(x; y) = z ∧ uRv)〉:
2. Let us consider the operation xy(kxmy) where k¿0; m¿0; some cases with m =
1 are contained in Fig. 1. Let us use the symbol • for this operation. We can
show × and k are de nable from • (the converse also holds, and is trivial). Since
u • v=1 • (umv) we can de ne x=1⇔ ∀u; v∃y(u • v= x •y). Then we can de ne
multiplication by k (because ky=1 • y), and then the operations xy(xmy) and
x(xm). The parameter m can be excluded similarly as k, and we obtain ×. When
we have × and k we can  nd prime factors of k; if their exponents are distinct
(like for k =12) we can distinguish (and de ne) them.
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3. The operations gcd and lcm are the lattice operations to the partial order |. Hence
these symbols are interde nable.
4. To consider the symbols ⊥ and |1, exclude 0 from the further considerations, and
denote (only here) the set of prime factors of x by P(x). Then
x ⊥ y ⇔ P(x) ∩ P(y) = ∅; x|1y ⇔ P(x)⊆P(y):
(The above are not  rst order formulas!) Now, we can use the relationship between
the disjointness and the set inclusion.
5. The relation |2 (not displayed in Fig. 1) suTces to de ne P but it does not suTce
to de ne SqP.
6. The symbol Bpk (p prime; k¿1) suTces to de ne both Bp and +, and these symbols
suTce to de ne Bpk .
7. In the rectangle containing 2 the subscripts 2 cannot be replaced by any odd
prime. (However, they could be replaced by any integer n¿2 if we delete the
symbol EqB.)
8. If we want to de ne xy(|x − y|) from xy(|ax − by|) (where a; b are positive
integers) we need de ne 0 at  rst. Then we can easily de ne multiplication by
constants a; b and  nally z= |x−y| ⇔ a(bz)= |a(bx)−b(ay)|. If |a−b| = 1 we can
de ne 0 as the idempotent of the considered operation. If (for example) a= b+1
we can de ne positive multiples of b or b=2 (if b is odd or even, respectively),
and then 0 by
Mb(x)⇔∃y1; y2(y1 = y2 ∧ |ax − by1| = |ax − by2|)
x = 0⇔∀y(|ax − by| = x ∨Mb(|ax − by|)
∧∀y1; y2(y1 = y2 ⇒ |ax − by1| = |ax − by2|)
9. To de ne + from xy(|x − y|) we can use that for positive x; y; z
z = x + y ⇔ |x − z| = y ∧ |y − z| = x:
10. In the rectangle with ¡ parameters cannot be used as freely as in the rectangle
with +. For example, 	xy (x ¡ 2y) is strictly stronger than ¡.
1(a) Structures with a unique polynomial operations:
1. 〈N; xy(xy + x)〉. (Let us use the symbol • for the operation in the structure;
similarly in the items below.) We can de ne 0 by x=0 ⇔ x • x= x and then 1
by
x = 1⇔ ∀u; v(u • v = 0 ∨ ∃y(u • v = x • y)):
Then we can de ne s(x) = 1 • x, and  nally ×. Now we can use the classical
result about 〈N; s;×〉, see 2.3.
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2. 〈N; xy(xy+ax+by+c)〉, where |a−b|=1. We may assume a= b+1. The substan-
tial part is de nition of s. Here we use that y= s(x) if the sets {u•y | u∈N}; {x•
u | u∈N} di,er in a unique element.
3. 〈N; xy(xy+ax+c)〉, where a+c¿0. For c=0 we can de ne 0, then multiplication
by a as x • 0 and xy(xy + x) using a · (xy + x)= x • (ay).
For a=0 we can de ne 0; 1 by
x = 0⇔ ∀y; z(x • y = x • z); x = 1⇔ ∀u; v∃y(u • v = x • y);
Then we can de ne sc(x) = x • 1, and using it ×. Now we can use the item
〈N; sk ;×〉 from 2:8.
For a¿0; c¿0 we can de ne sa (as s in the previous item), sa+c (using 1 • x)
and then also sc. The last function can be used to reduction to the case c=0.
4. 〈N; xy(xy + ax + by)〉, where (a; b) =∈{(0; 0); (1; 1)}. We may assume a¿b¿0
(the case b=0 is included in 1(a)3). We can de ne 0 by the property 0 • 0=0,
and multiplication by a and by b. Since (bx) • y= b · (xy+ ax+ y) we can de ne
xy(xy + ax + y). Now we can assume a¿1 and de ne sa−1; xy(xy + x + y).
Further see 3.2, the structure 〈N; sk ; xy(xy + x + y)〉.
5. No: 〈N; xy(xy+ax+ay+a2−a)〉 for any nonnegative integer a. The structure is
isomorphic with 〈{x∈N | x¿a};×〉. (Notice that (x • y) + a=(x+ a)× (y+ a).)
Automorphisms are given by permutations of primes ¿a.
6. 〈N; xy(xy+ x+ y+ 1)〉. We can de ne 0 (it does not belong to the range of •),
then s(x)= 0 • x, and then ×.
7. 〈N; xy(ax2 + xy + cx + d)〉, where a+ c+ d¿0. Here we can de ne divisibility
by
x |y ⇔ y = 0 ∨ ∀v∃u(y • v = x • u):
Then we can de ne 1 and sa+c+d(x)= 1 • x.
8. 〈N; xy(ax2 − bxy + cy2)〉, where 0¡b264ac. The substantial trick is that x •
z=y • z ⇔ x=y ∨ a(x + y)= bz which enables us to de ne addition of distinct
multiples of b, and then addition in general. (Easier for b | a.)
9. 〈N; xy(ax2 + bxy+ cy2)〉, where 0¡b2 = 4ac. We have x • y= k · (px+ qy)2 for
some positive integers k; p; q; p ⊥ q. We can de ne 0 as the idempotent and the
ternary relation px + qy=pz by x • y= z • 0. Therefore we can de ne addition
on the set of nonnegative multiples of pq. Further, we can de ne a quadratic
polynomial.
11. 〈N; xy(x2 + y2)〉. Let us use • for the considered operation. At  rst we need to
de ne the function x(2x). It can be done through the functions:
0; x2; 2x2; 4x4; 5x4; 8x4; 3x4; 7x4; 34x8; 9x8; 12x8;
34x8; 36x8; 6x4; 9x4; 3x2; 18x4; 17x4; 16x4; 4x2; 2x:
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(x was deleted in the list above). A middle step and the last step are
y = 36x8 ⇔ y • 2x8 = 12x8 • 34x8; y = 2x ⇔ y • 0 = 4x2:
(Of course, we could reduce the number of steps by more complex de nitions.)
Then xy(|x2 − y2|) and × can be de ned by
z = |x2 − y2| ⇔ z • (x • y) = 2 · ((x • 0) • (y • 0));
z = xy ⇔ |x2 − y2| • (2z) = (x • y) • 0:
Further we can de ne Neib, and use 2.5.
15. 〈N; :::(
( x1
2
)
+
( x2
2
)
+
( x3
2
)
+
( x4
2
)
)〉. Let us use the symbol F for the operation.
We can de ne x=0⇔ F(x; x; x; x)= x. Every y∈N is the sum of three triangular
numbers (i.e. those of the form
( u
2
)
). Therefore, we can de ne
z = x + y⇔∃x1; x2; x3; y1; y2; y3; u1; u2; u3; v1; v2; v3
(x = F(x1; x2; x3; 0) ∧ y = F(y1; y2; y3; 0)
∧F(x1; x2; x3; y1) = F(u1; u2; u3; 0)
∧F(u1; u2; u3; y2) = F(v1; v2; v3; 0) ∧ F(v1; v2; v3; y3) = z):
Notice that
( u
2
)
can be easily replaced by
(
u+1
2
)
(here and in some further items).
17. 〈N; xy(x +
( y
2
)
)〉. Let us use • for the operation. We can de ne 0 and then F
from 1(a)14 by F(x1; x2; x3; x4) = (((0 • x1) • x2) • x3) • x4. More directly, we can
de ne
z = x + y ⇔ ∃y1; y2; y3 (y = ((0 • y1) • y2) • y3 ∧ z = ((x • y1) • y2) • y3):
20. No: 〈N; c〉, where c denotes Cantor’s pairing function. Cegielski and Richard
(Warszawa, December 1996) claimed decidability. For many classical pairing func-
tions instead of c we obtain an isomorphic structure. However, it is not true in
general; cf. 1(b)19.
21. No: 〈N; Pc〉, where Pc(x; y)= ((x+ y)(x+ y+ 1))=2 + x+ 1 for all x; y∈N. Notice
that Pc is a bijection between N2 and N\{0}. The structure is a free groupoid with
one generator 0 (i.e., an absolutely free algebra).
1(b) Structures with a unique (non-polynomial) operation:
1. 〈N; DIV〉, where DIV denotes the quotient by integer division. We can de ne
x = 0⇔∀y(yDIV x = 0); x ¡ y ⇔ y = 0 ∧ xDIV y = 0;
x |y ⇔ (∀z ¡ y)(zDIV x ¡ yDIV x):
Now we can de ne s, and use the result about 〈N; s; |〉 form 2.4, see the remark
in the next item.
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2. 〈N;MOD〉, where MOD denotes the rest by integer division. We can de ne
x = 0⇔∀y(yMOD x = y); x |y ⇔ yMOD x = 0;
x ¡ y ⇔ y = 0 ∧ xMODy = x;
and continue as above.
Remark: We have considered DIV, MOD as total functions with the completion
xDIV 0=0; xMOD0= x. However, this is only a technical detail. We can also
consider them as partial functions where the results of integer division by 0 remain
unde ned (technically, then we will work with their graphs as ternary relations).
3. 〈N; exp〉, where exp(x; y)= xy. The de nitions of +; × are
z = x × y ⇔ ∀w(wz = (wx)y); z = x + y ⇔ ∀w(wz = wx × wy):
5. 〈N; xy(pxy=q)〉, where q¿p¿1. Let us use the symbol • for the operation,
and let us assume p⊥q. We can de ne 0 and then the unary predicate x6k for a
suTciently large k (by (: : : (x•0)•0 : : :)•0=0). Further let us consider the initial
segments of length k of the rows of Cayley’s table of •. Counting the values in
them we can de ne some constants. Then we can de ne × and Lq;1, and use
2.15.
10. 〈N;C0〉, where C0(x; y)=
(
x
y
)
for x¿y and 0 otherwise. (The result was obtained
in discussion of Richard, Cegielski and the author; Paris, July 1996.) We can start
with the de nition of 0 and ¡. Then we can determine parity of an integer x by
the number of y for which C0(x; y) is maximal (there is unique such y if and
only if x is even). Therefore, we can de ne C2 and then binary masking relation
2. Then we can de ne +, and since f(x)=C0(x; 2) is a quadratic polynomial
we can de ne × .
20. 〈N;H 〉, where H =GPT(B; 2), and B = 〈{0; 1; 2}; ∗; 2〉 is an algebra of signature
(2; 0). We shall de ne H directly, without de ning ∗ and GPT. H is a binary
operation on N de ned by
H (x; y) =


0 if x = 0 or y = 0;
H (x − 1; y) if x; y ¿ 0 and H (x; y − 1) = 0;
(H (x − 1; y) + 1)MOD3 if x; y ¿ 0 and H (x; y − 1) = 0:
The function H is a strictly (3; 2)-modular trellis in the sense of [27]; its structure
resembles those of B2 and B3.
21. 〈N; •〉, where • is a suitable pairing function (i.e., a bijection N2→N). For every
x ∈ N we de ne (4x+1) • (4x)= 4x+1 and (4x+2) • (4x+3)=4x+3. For all
other cases we shall arrange x • y =∈{x; y}. So we have 4|x⇔∃y(y • x=y). The
even values of • will be displaced so that they will code the relation ∈ from the
structure 〈N; ∈ 〉 in 1(c)10. Multiples of 4 will denote “true”. We shall arrange
x∈y⇔ 4|(y • x).
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1(c) Structures with a unique binary relation:
1. 〈N; Divk;0〉, where k¿0 and Divk;0 = 	xy(x + k|y). We can de ne
x |k y ⇔ y = 0 ∧ ∀z(Divk;0(z; x)⇒ Divk;0(z; y))
y = sk(x) ⇔ Divk;0(x; y) ∧ ∀z(z = 0 ∧ Divk;0(z; y)):
Now we can apply 3.3.
2. 〈N; Div0; k〉, where k¿0 and Div0; k = 	xy(x|y + k). We can de ne 0 and then
x |y ⇔ ∀z(Div0;k(y; z)⇒ Div0;k(x; z))
y= sk(x) ⇔ Div0;k(y; x) ∧ ∀z(Div0;k(z; x)⇒ z |y):
Now we can apply 2.8.
4. 〈N; 	xy(x |y∨y= s(x))〉. Let R denote the relation from the structure. Using R
we can de ne 0; 1; 2; and we can distinguish odd and even numbers. For odd y
we have y = s(x) if and only if R(x; y) and x is even. For even y (and odd x)
we have to take some multiples of y into considerations. So we can de ne s, and
then also |, and use 〈N; s; |〉 from 2.4.
9. 〈N; ∈ 〉, where x∈y⇔yMOD2x+1¿2x. A classical result which is often used.
Here the elements of N are considered as hereditarily  nite sets (see 〈P!; ∈ 〉 in
7(b)3). Hence the whole structure can be considered as the standard model of the
theory of  nite sets. So we can use the classical von Neumann’s construction of
ordinals to de ne !; the main idea is that every ordinal 8 is identi ed with the
set of all ordinals smaller than 8. Also, the arithmetical operations on ! can be
constructed. Of course, ! is distinct from the original N. However, we can de ne
a bijection between ! and N, and use it to prove that the considered structure is
def-complete.
12. 〈N;R; 0; 1; 2; 3〉, where 〈N;R〉 is a suitable modular lattice of height 3. (Height 3
means that every maximal chain consists of 4 elements.) The considered lattice is
isomorphic to the lattice L constructed as follows. Let us consider the extended
aTne plane A over the  eld Q of rational numbers, i.e. the projective plane over
Q with distinguished ideal line (or: line in in nity). The lattice L will consist
of the points and lines of A (including ideal ones), the whole plane A and the
empty set. It will be partially ordered by inclusion.
Let the constants 0; 1; 2; 3 correspond to the four points (0; 0); (1; 0); (0; 1) and
(1; 1); they determine the coordinate system, and also the ideal line. The lattice L
is modular (we need the ideal elements here). To de ne R, we chose a bijection
g between N and L which maps 0; 1; 2; 3 onto four mentioned points. Then we
use g to transfer the order of L onto N; the obtained order will be R. We can
arrange that the relation R is recursive. It would be more comfortable to speak
about the lattice L (with four distinguished elements) than about the structure
〈N;R; 0; 1; 2; 3〉.
We can identify any rational number x with the point (x; 0), and then de ne
the arithmetical operations “geometrically” (because, for example, we can speak
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about parallel lines: two lines (distinct from the ideal line) are parallel if and
only if their intersection points with the ideal line coincide). Then we use that
the structure 〈Q; + ; ×〉 is def-complete (see 7(a)14). We can de ne a bijection
between the elements of L and the new “rational numbers”. Therefore L (with
four distinguished elements) is def-complete. Then the structure 〈N;R; 0; 1; 2; 3〉
is def-complete, too.
Notice that the height 3 of the lattice 〈N;R〉 (and of L) cannot be diminished.
13. 〈N;R〉, where R is a suitable lattice order of height 3. Let L be the lattice con-
structed in 1(c)13 from the rational lines and rational points of the aTne plane
over Q; here we do not use the ideal line and its points. (Now distinct parallel
lines are characterized by the property that their meet is ∅.) Since we cannot use
constants we use additional elements to distinguish some points of L. We shall
distinguish the points (x; 0) for x∈N and the point (0; 1); let X ⊆L be the set
of distinguished points. (The set X = {(0; 0); (1; 0); (3; 0); (0; 1)} would suTce
here. However, the proof with X in nite is simpler. We need not use the most
diTcult result of [95], de nition of N in 〈Q; +; ×〉, because N will be given
more directly.) Let the extension L′ of the lattice L be constructed so that for
every x∈X we add a new element x′¿x into L; x′ will be incomparable with all
lines and all points distinct from x. So L′ will be a lattice of height 3 (however,
it will not be modular). We can use L′ to construct R similarly as L was used
above.
In L′ we can de ne the set X ′= {y′ |y∈X }, and then the set X of distinguished
points. Then we can de ne three points mentioned above as constants (e.g., all
elements of X except (0; 1) lie on a line; so (0; 1) can be de ned. Further, (0; 0)
is not the centre of any segment with endpoints in X , and (1; 0) is the centre of
exactly one such segment). Then we again can continue similarly as above.
14. 〈N;R〉, where R is a suitable irreEexive symmetric binary relation (so 〈N;R〉 is a
graph in the simplest sense). The graph can be obtained from the Hasse diagram
of the lattice L′ from the item above; the greatest and the smallest elements will
be deleted, and the directions of edges will be “forgotten”. We can recognize the
elements of X by its degree 1; the other elements have in nite degree. The lines
and points can be recognized by their distances from the elements of X . Notice
also that the graph is bipartite.
15. No: 〈N;R〉, where R is an equivalence relation. We can de ne at most one constant
in such structure, so it cannot be def-complete.
For the construction of a recursive equivalence relation R with undecidable
theory, consider a strictly increasing recursive function f;f(0)= 0, such that the
di,erence set {f(z + 1) − f(z) | z ∈N} is not recursive. Let us de ne R by the
formula
R(x; y) ⇔ ∃z(f(z)6x ∧ x ¡ f(z + 1) ∧ f(z)6y ∧ y ¡ f(z + 1)):
The sentences Vk =“some class of R has cardinality k” are expressible in the
elementary theory of 〈N;R〉. Since the set {k|Vk holds} is not recursive the theory
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of 〈N;R〉 must be undecidable. (Maybe, for every n∈N the set of its closed
formulas with at most n quanti ers is decidable.)
1(d) Structures with a unique non-binary relation
1. 〈N; 	xyz(x+y= z ∨ xy= z)〉. Let R denote the considered relation. We can de ne
x=0⇔∀y R(x; y; z) and then
x6y ⇔ x = 0 ∨ y = 0 ∧ ∃z R(x; z; y):
So we have s and all constants, and it suTces to de ne × . It holds
z = xy ⇔ x = 0 ∧ z = 0 ∨ x = 1 ∧ z = y ∨ y = 0 ∧ z = 0 ∨
∨y = 1 ∧ z = x ∨ x = 2 ∧ y = 2 ∧ z = 4 ∨
∨(x¿2 ∧ y¿2 ∧ (x ¿ 2 ∨ y ¿ 2) ∧
∧R(x; y; z) ∧ ¬R(s(x); y; s(z))):
2. 〈N; EqB6〉, where EqB6(x; y; u; v)⇔B6(x; y)=B6(u; v). It is important that we can
de ne the relations 	xy(B6(x; y)= k) for k =0; 1; : : : ; 5. For example, we can de ne
x=0⇔∀y; z EqB6(x; y; x; z) and then
B6(x; y) = 1 ⇔ EqB6(x; y; 0; 0):
Using these six predicates we can de ne the predicates B2(x; y)= 0 and B3(x; y)= 0,
and then the masking relations 2;3. Now we can use the result about 〈N;p;q〉
for p; q distinct primes, see 5.10 and [40].
3. ??: 〈N; EqBn〉, where n¿1 is divisible by two distinct primes and EqBn(x; y; u; v)
⇔Bn(x; y)=Bn(u; v). The substantial step is to de ne the relations 	xy(Bn(x; y)
= k) for k =0; 1; : : : ; n− 1. This does not seem to be diTcult for any concrete n.
However, the problem is in the general method of the proof.
2. Structures with every of +; × replaced by a weaker operation or relation:
3. 〈N; s;×〉. If we strictly use the functional symbols of the structure we obtain the
following form of Tarski–Robinson formula (again for positive integers):
z = x + y ⇔ s(x × z)× s(y × z) = s((z × z)× s(x × y)):
7. 〈N; sk ;×〉, where k is a positive integer and sk(x)= x+k. Reduction to 〈N; s;×〉.
We can de ne the constant k = sk(0) and then s by the formula
y = s(x) ⇔ k × y = sk(k × x):
8. 〈N; sk ; | 〉, where k is a positive integer and sk(x)= x + k. Reduction to 〈N; s; |〉.
Multiplication by a (given or de ned) constant is de nable from divisibility.
Therefore we can use the idea from the previous item.
Remark: More generally, for every K the relation | suTces to de ne multi-
plication where the exponents of primes in the factorization of one argument are
bounded by K .
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12. ??: 〈N; s;⊥〉, where ⊥ denotes coprimeness. The structure is def-complete if and
only if the following ErdSos–Woods conjecture holds:
There is a positive integer k such that for all x; y ∈ N
x = y ⇔ (∀i ¡ k)(∀p ∈ P)(p | x + i⇔p |y + i):
15. 〈N;Lp;q;×〉, where p; q are positive integers and Lp;q(x)=px+ q. For q=1 we
can generalize the classical Tarski–Robinson formula (see 2.3) as follows:
x + y = z ⇔ (1 + pxz) · (1 + pyz) = 1 + pz2 · (1 + pxy);
the generalized formula again holds for z¿0. It can be rewritten as
x + y = z ⇔ Lp;1(xz) · Lp;1(yz) = Lp;1(z2 · Lp;1(xy)):
The cases with 0 ought to be expressed separately.
The case q¿1 can be reduced to the previous one by the de nitions
q = Lp;q(0); y = Lp;1(x) ⇔ qy = Lp;q(qx):
17. Schinzel’s hypothesis (formulated by Halberstam and Richert [35, p. 2]):
Hypothesis (H). Let F1; : : : ; Fg be irreducible polynomials in Z[x] with positive
leading coe7cients and suppose that the polynomial F = F1 : : : Fg has no 2xed
prime divisor. Then there exists in2nitely many integers n such that each Fi(n)
(i = 1; : : : ; g) is prime.
Notice that [2] uses only a special case of this hypothesis.
18. No: 〈N;¡;P〉 assuming Schinzel’s hypothesis (H). A. BIes claims (without hy-
pothesis (H)) that + is not de nable in any structure 〈N;¡;X 〉 where X ⊆N is
a unary relation.
3. Structures with two operations or relations, one of them weaker than +:
2. 〈N; sk ; xy (xy+x+y)〉, where k is a positive integer and sk(x) = x+k. If • denotes
the binary operation from the structure we have x •y+1 = (x+1)(y+1), hence
our structure is isomorphic with 〈N\{0}; sk ;×〉, which is very similar to that of
2:7. We can prove the following generalization of the classical Tarski–Robinson
formula (see 2:3):
z = x + y + 1⇔ sk(x • z) • sk(y • z) = sk2 ((z • z) • sk(x • y));
here sk
2
denotes sk repeated k times. (For the proof we can replace z = x+y+1
by z + 1 = (x + 1) + (y + 1), and analogously on the right-hand side.)
3. 〈N; sk ; |n 〉, where k ¿ 0; n¿0, and x |n y ⇔ x¿n ∧ y¿n ∧ x |y. We can de ne
the constants a¡k, e.g. x = 0 ⇔ sk(x) |k sk(sk(x)) and divisibility by them:
a | x ⇔ b |k sak(x) ∨ s2ak(x) ∨ · · · ∨ b |k s(k+1)ak(x);
where b = sak(a). (All sik must be expressed by repeated sk .) Then we can de ne
|, and use 2:8.
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5. 〈N;¡; c〉, where c denotes Cantor’s pairing function. We can de ne 0, s and
z = x + y ⇔ c(0; z)6c(x; y) ∧ c(x; y) ¡ c(0; s(z)):
Then we can apply e.g. 3.1 to de ne ×.
14. 〈N; +; R〉, where R is any arithmetical pattern-universal unary relation. Of course,
the condition “R is arithmetical” is not necessary for de nability of ×. We need it
here (and in the next items) only to stay inside the considered class of structures.
We can introduce the term def-hard for (arbitrary) structures on N where +;×
are de nable; the relationship between “def-hard” and “def-complete” would be
quite similar to that between the terms “NP-hard” and “NP-complete”. The struc-
tures considered here would be def-hard.
15. 〈N;¡;R〉, where R is any arithmetical pattern-universal binary relation. A relation
R⊆N2 is said to be pattern-universal if
(∀S ⊆N2)∀z∃x0; y0(∀x; y ¡ z)((x; y) ∈ S ⇔ (x + x0; y + y0) ∈ R);
various modi cations were considered in [39]. Almost all (in a probabilistic sense)
binary relations on N are pattern-universal; however, this statement itself tells
nothing for (countably many) arithmetical binary relations.
4(a) Structures with Bn and one operation or relation weaker than ×:
4. For the case n¿ 1 divisible by two distinct primes see 1(b)10; hence only n
prime power is interesting here (and several next items).
6. 〈N;B2;Powe〉, where e is odd, 36e619 and Powe = {xe | x ∈ N}. The condition
e odd is necessary, see 4(a)8. The upper bound for e can be easily enlarged.
(Conjecture: it can be removed at all.)
7. 〈N;Bn;Powe〉, for all 36n620; 26e620 except (n; e) = (3; 9) and (3; 18). If
we can de ne + then we can de ne × without further use of Bn. Therefore,
it is substantial how to de ne + for the case when n is prime; it suTces to
de ne ¡Pown or nextpown. We can de ne the set Pow
e
n of powers of p
n using
Powen = Pown ∩ Powe. Using properties of p-adic expansions of eth powers we
can de ne ¡Powen ; this is done in [52] for all primes n and exponents e¿ 1.
Further, we can de ne the function “nearest power of pn” (we omit its exact
de nition here), and using it (and ¡Powen) we can compare those powers of p
which are far from each other. Comparing of near powers of p can be reduced
to a combinatorial question about the digits of p-adic expansions of eth powers.
This problem was solved for the above values in [52]. The list of pairs (n; e) can
be extended without any principal diTculties.
Conjecture: For n¿ 1; e¿ 1 the structure 〈N;Bn;Powe〉 is def-complete if and
only if it has no non-trivial automorphism.
8. No: 〈N;Bn;Powe〉, where n is a prime, and e¿3 is a multiple of (n2 · (n− 1))=2.
The condition is not necessary for the negative answer. An example not covered
by this criterion: n = 89; e = 892 · 22.
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4(b) Other structures with two operations or relations, one of them weaker than ×:
1. 〈N;×; Lm; np; q〉, where p; q; n are positive integers, m ∈ N and Lm; np; q(x) = xm · (px +
q)n. We shall reduce this case to that of 〈N;Lp; q;×〉 (see 2:15) if we de ne the
function Lp; q = L0;1p; q. It holds
y = Lp;q(x)⇔ x = 0 ∧ y = q ∨ x = 0 ∧ xmyn = Lm;np;q(x):
(Powers must be written as repeated products.) It remains to de ne the constant
q. It can be done by the formula
x = q⇔ x = 0 ∧ xm+n |Lm;np;q(x) ∧ ∀y(y = 0 ∧ ym+n |Lm;np;q(y)⇒ y | x):
In words: q is the |-greatest positive integer x such that xm+n |Lm;np; q(x). Indeed,
the mentioned condition is (for x = 0) equivalent with xn | (px + q)n, hence with
x |px + q and  nally with x | q.
Remark: The condition p; q; n positive is necessary. Otherwise Lm; np; q is de nable
from × and a constant, and hence + cannot be de nable.
3. 〈N;×; x(x2−· 1)〉. Let us denote the unary operation by F . Let Neib3(y; x; z)
mean “y; x; z are three consecutive elements of N” (in the ascending or descending
order). We can de ne 0;P (the set of primes), 2 by the property “F(2) is prime”,
4 = 2× 2, and  nally
Neib3(y; x; z)⇔ x = 0 ∧ yz = F(x) ∧
∧∃u; v(uv = F(2x) ∧ F(u) = 4xy ∧ F(v) = 4xz):
Indeed, ⇒ is clear (if y; z = x ± 1 then u; v = 2x ± 1). To prove ⇐, take
x = 0; y; z; u; v for which all appropriate equalities hold, i.e.
yz = x2 − 1; uv = 4x2 − 1; u2 = 4xy + 1; v2 = 4xz + 1:
(The second equation implies u = 0; v = 0, and this fact was used to obtain the
last two equations.) From (uv)2 = u2v2 we have
(4x2 − 1)2 = 16x2yz + 4xy + 4xz + 1 = 16x2(x2 − 1) + 4xy + 4xz + 1;
16x4 − 8x2 + 1 = 16x4 − 16x2 + 4xy + 4xz + 1;
8x2 = 4xy + 4xz
and since x = 0 we have y+z=2x. This together with yz= x2−1 give y; z= x±1.
Using Neib3 we can de ne Neib, and then use the result about 〈N; Neib;×〉,
see 2:5.
16. 〈N;f; g〉, where f; g are unary functions and f is weaker than ×. Let us take a
recursive binary relation R such that the structure 〈N;R〉 is def-complete and both
domains of R are equal to N; such relations were presented in 1(c). The relation
R can be de ned by the formula
R(x; y)⇔ ∃z(x = f(z) ∧ y = g(z))
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for suitable (recursive) unary function f; g; we may assume that f; g reach every
value x ∈ N in nitely many times. (The conditions on the domains of R can be
avoided by a modi cation of the de ning formula.) Moreover, for every such f
there is g such that the above formula holds.
Let f(x) = y if x = y2z for some y = 0 and a prime z; f(x) = 0 otherwise. The
function f reaches every value in nitely many times, and is de nable in 〈N;×〉
(i.e., weaker than ×). By the above we can  nd a unary (recursive) function g
such that R is de nable in 〈N;f; g〉; then this structure is def-complete.
17. 〈N;R1; R2〉, where R1; R2 are suitable equivalence relations on N and R1 is weaker
than ×. The equivalence relations R1; R2 can be constructed from the graph 〈N;R〉
mentioned in 1(c)15; the condition on R1 will be arranged at the end. However, the
construction is not direct; at  rst equivalence relations on N ∪ R are constructed,
and then a bijection between N and N ∪ R is used.
To explain some details we come back to the geometrical terminology. Remem-
ber that we have constructed a def-complete graph 〈L ∪ P ∪ X ;R〉, where L is the
set of lines (in Q2), P is the set of points and X is the set of elements used to
distinguish some points; the elements of X will be called pseudo-lines (remember
that in the lattice constructed above they have the same height as lines). R was in
essential the incidence relation between the lines and points, and every pseudo-
line was connected by R with exactly one point. We shall call the elements of
R edges, and we shall consider them as two-element subsets of L ∪ P ∪ X . We
may assume that the sets L; P; X; R are pairwise disjoint. Now we shall construct
a structure with the universe M = L ∪ P ∪ X ∪ R. We shall de ne two equiva-
lence relations Eb; Er (“blue” and “red”) on the set M . In the blue equivalence
Eb every point will be isolated, and every line or pseudo-line will be connected
with all edges containing it. (“Isolated” is understood to form a one-element class
of the equivalence.) In the red equivalence Er every line or pseudo-line will be
isolated, and every point will be connected with all edges containing it.
In the structure 〈M ;Eb; Er〉 we can distinguish edges as the elements which are
isolated neither in Eb nor in Er . Therefore we can de ne the sets L ∪ P ∪ X and
R (as unary relations). Then we can de ne the relation R∗ which corresponds to
the original relation R of the graph:
R∗(x; y)⇔ x =∈ R ∧ y =∈ R ∧ x = y
∧ (∃z ∈ R)((Eb(x; z) ∨ Er(x; z)) ∧ (Eb(y; z) ∨ Er(y; z))):
(We only expressed the idea; technical details concerning symbols must be
changed.) So we have interpreted a def-complete structure, namely the graph
〈L ∪ P ∪ X ;R〉, in the structure 〈M ;Eb; Er〉. Now it remains to de ne a bijection
between L ∪ P ∪ X and M , which is rather tedious, but possible. Then we shall
know that the structure 〈M ;Eb; Er〉 is def-complete.
Let a structure 〈N;R1; R2〉 isomorphic to 〈M ;Eb; Er〉 have been constructed; we
may arrange that the relations R1; R2 are recursive (even: if we do not spoil that on
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purpose, they will be recursive). The equivalence relation R1 has in nitely many
classes of every of the cardinalities 1; 2;ℵ0, and no classes of other cardinalities.
This property determines 〈N;R1〉 up to isomorphism. We can  nd an equivalence
S1 on N with the same property, and weaker than ×. (The cosets of S1 can be the
sets of the forms {p}; {p2; p3} and {pi | i ¿ 3} for every prime p, and the set
(N\)) ∪ {1}:) We can  nd another equivalence relation S2 such that 〈N; S1; S2〉
will be isomorphic with 〈N;R1; R2〉.
5. Other structures with two operations or relations:
No additional remarks.
6. Structures with more than two operations or relations:
1–4 〈N; s;⊥; X 〉 for various X . These structures are obviously related to the struc-
ture 〈N; s;⊥〉, see 2.12. A new survey by NIezondet and Richard is contained
in [73].
7(a) Structures with numerical universes distinct from N:
18. 〈G; +;×; i〉. We can easily de ne 1, and then any element of G as a constant.
Notice that a Gaussian integer is a sum of squares (of elements of G) if and
only if its imaginary part is even. If we add a suitable k · 2u · 3v (k; u; v ∈ N) to
some x ∈ G then the imaginary part of x is not changed, and the exponent of 2
in the factorization of the real part can be made arbitrarily large. Using this idea
we de ne:
Pow2(x)⇔∃y((x = y8 ∨ x = 2y8 ∨ x = 4y8 ∨ · · · ∨ x=128y8) ∧
∧∀z(z|y ⇒ (1 + i)|z ∨ z4 = 1));
Pow3(x)⇔∃y((x = y4 ∨ x = 3y4 ∨ x = 9y4 ∨ x = 27y4) ∧
∧∀z(z|y ⇒ 3|z ∨ z4 = 1));
SumSq(x)⇔ ∃y1; y2; y3; y4; y5 (x = y21 + y22 + y23 + y24 + y25);
y = OddF(x)⇔ x = 0 ∧ y = 1 ∨ x = 0 ∧ 2 Ay ∧ ∃z (Pow2(z) ∧ yz = x);
Z(x)⇔∀y1; y2; y3((y1 = 1 ∨ y1 = 5 ∨ y1 = 7) ∧ Pow2(y2) ∧
∧Pow3(y3)⇒SumSq(OddF(x + y1y2y3))):
All powers must be understood as repeated products; the number of squares in
the de nition of SumSq can be diminished. When we have Z we can de ne N
by Four squares theorem. The continuation is easy.
7(b) Structures with non-numerical universes:
1. No: 〈∗; ·〉, where ∗ is the set of all words in the alphabet  and · denotes
concatenation. For card=1 the structure (isomorphic to 〈N; +〉) has decidable
theory. If card¿1 then the structure has nontrivial automorphisms (induced by
the permutations of ).
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3. 〈P!; ∈ 〉, where P! is the set of hereditarily  nite sets and ∈ is set-theoretical
membership. (The structure is the standard model of the theory of  nite sets.)
The set P! can be de ned as
⋃
n∈N Pn, where P0 = ∅ and for every n∈N the set
Pn+1 is the powerset (i.e. the set of all subsets) of Pn. The mentioned example is
isomorphic with 〈N; ∈ 〉 from 3.2.
5. No: 〈Pairs; , 〉, where , is the classical set pairing function, x , y= 〈x; y〉(= {{x};
{x; y}}) and Pairs is the smallest set which contains ∅ and is closed under forming
ordered pairs (i.e., the function , ). Of course, Pairs ⊆P!.
The operation , was intensively studied by Voda (without restriction to  rst
order properties); this and the next item were consulted with him. Among other
notions he uses head and tail operations which (together) form an inverse of ,
in the obvious sense. (Technically, Voda deals with N instead of Pairs, 0 instead
of ∅, and he uses only comma ‘,’ instead of , . It was not suitable here.) The
substantial properties of , are that
(i) , is injective;
(ii) exactly one element of Pairs does not belong to the range of , ;
(iii) if X ⊆ Pairs contains ∅ and is closed under , then X =Pairs.
We can also imagine elements of Pairs as ( nite) rooted binary trees such that
all their vertices except leaves have both sons.
From the point of view of general algebra, we can say that 〈Pairs; , 〉 is free
groupoid with the generator ∅ (i.e. an absolutely free algebra). Therefore by [62]
its theory is decidable.
6. 〈Pairs; , ;〉, where Pairs , are as above and  is concatenation of pairs. To
explain the meaning of  it is suitable to imagine x; y as rooted binary trees (all
their vertices except leaves must have both sons). Then x y is obtained if we
put y instead of the rightest leaf of x. The following identities hold:
∅ y=y; y ∅=y; (v , w) y= v , (w y):
It is possible to transform some inductive de nitions into usual  rst-order de ni-
tions. We shall show that at the following de nition of the operation RT (“right
tree”):
RT (∅) = ∅; RT (x; y) = ∅ , RT (x y);
in the tree terminology, RT (x) is the binary tree (like above) which has as many
vertices as x, and in which every left son is a leave. We can de ne
y = RT (x)⇔∃t; t1(t = (x , y) , t1 ∧ ∀u; v; a; b(t = v ((a , b) , w)
⇒ a = ∅ ∧ b = ∅ ∧ w = ∅
∨∃a1; a2; b2; w2 (a = a1 , a2 ∧ b = ∅ , b2
∧ a = ((a1 a2) , b2) , w2))):
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Using RT we can express “x has at most as many vertices as y” by the formula
∃u(RT (x) u=RT (y)). This is a substantial step to de ne an order (of type !)
on Pairs, etc. (We must convert many inductive de nitions into the usual ones.)
The considered structure was used in [114], [115] as a basis for theory of
programming and computability.
7. ??: 〈UPairs; upf 〉, where upf is the operation of forming unordered pairs,
upf (x; y)= {x; y}, and UPairs is the smallest set which contains ∅ and is closed
under the operation upf. We can see Pairs ⊆UPairs⊆P!. This structure is inter-
esting mainly because of their relationship to the two items above. Notice that
the operation , (extended to the whole UPairs) can be easily de ned in it. It
is not clear whether Pairs and  are de nable (Of course, they are de nable if
the structure is def-complete.) It is even not clear how to replace  in a natural
way.
8. ??: 〈HFk ; joink〉, where HFk is the smallest set containing ∅ and closed under joink ,
and joink(x; y)= x∪{y} if card(x)¡k, joink(x; y)= x otherwise. The set HFk
consists of all “hereditarily at most k-element sets”. For example, HF2 =UPairs,
and join2; upf are interde nable.
5. Index of symbols
In the  rst part of the index the symbols are alphabetically ordered. For symbols
containing letters the letters are considered at  rst; in sorting only letters are considered,
and latin letters precedes the greek letters. Symbols without letters are put at the end.
The parameters e; k; m; n; p; q; X (which are replaced by numerical values or sets in
concrete applications) are not considered by sorting.
The second part contains the same symbols sorted systematically; the system is clear
from the subheadings.
Remark. (1) The index does not contain some widely used symbols, if the denoted
notions are only used, and not investigated. It concerns e.g.= , logical connectives and
quanti ers, set-theoretic symbols ⊆; ∈ (also a special meaning!), etc.
(2) The index does not contain some auxiliary one-purpose symbols (which are used
in one item of Section 4 only).
(3) Distinguish the fonts; e.g. pn denotes the nth prime, while pn is a variable (which
can denote, e.g., arbitrary prime).
5.1. Alphabetically sorted index:
AddPN = 	xyz(P(x) ∧ x + y= z)
Bn Pascal’s triangle modulo n; Bn(x; y)=
( x+y
x
)
MOD n
Cn “skewed” Pascal’s triangle modulo n:Cn(x; y)=
(
x
y
)
MOD n
c Cantor’s pairing function; c(x; y)= ((x + y)(x + y + 1))=2 + x
I. Korec / Theoretical Computer Science 257 (2001) 115–151 143
Pc the bijection between N×N and N\{0} de ned by
Pc(x; y)= c(x; y) + 1= ((x + y)(x + y + 1))=2 + x + 1
Cub = {x3 | x∈N}; the set of cubes
DIV quotient by integer division; completed by xDIV0=0
Diva; b = 	xy (x + a |y + b)
EqBn = 	xyzw (Bn(x; y)=Bn(z; w))
EqH = 	xyzw (H (x; y)=H (z; w))
exp exponential function; exp(x; y)= xy
Fac = {x! | x∈N}; the set of factorials
gcd greatest common divisor
G the set of Gaussian integers
GPT generalized Pascal triangle (de ned e.g. in [41])
H a special mapping N2→{0; 1; 2}; de ned in 1(b)18
HFk the smallest set containing ∅ and closed under joink
Im imaginary part; Im(x + iy)=y for all reals x; y
join joining an element to a set; join(x; y)= x∪{y}
joink joink(x; y)= x∪{y} if card(x)¡k, joink(x; y)= x otherwise
Lp;q unary operation Lp;q(x)=px + q
Lm;np; q unary operation L
m;n
p; q(x)= x
m · (px + q)n
l left-hand part of the “inverse” of Cantor’s pairing function; if
c(x; y)= z then l(z)= x
lcm least common multiple
MOD rest by integer division; xMOD0= x
MultPN = 	xyz (P(x)∧ xy= z)
N the set of nonnegative integers
Nn = {0; 1; : : : ; n− 1}
Neib the neighborhood relation; Neib(x; y)⇔|x − y|=1
nextpown next power of n; nextpown(x)= nx if Pown(x); 0 otherwise
P the set of primes
6P usual order on the set of primes
p the list of primes (as a unary operation); p(0)= 2; p(1)= 3; : : :; we
write also px instead of p(x)
P! the set of hereditarily  nite sets
Pairs the smallest set which contains ∅ and is closed under ,
Powe = {xe | x∈N}; the set of eth powers
Pown = {nx | x∈N}; the set of powers of n
Powen = {nex | x∈N}; the set of powers of ne
6Pown the restriction of 6 to the set Pown
Q the set of rational numbers
Re real part; Re(x + iy)= x for all reals x; y
RT “right tree” operation on special binary trees; RT (x) has as many
vertices as x, and every its left son is a leaf
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r right-hand part of the “inverse” of Cantor’s pairing function; if
c(x; y)= z then r(z)=y
s successor function s(x)= x + 1 (also on Z;Q, etc.)
sn sn(x)= x + n (also onZ;Q, etc.)
Sq = {x2 | x∈N}; the set of squares
SqP = {(p;p2) |p∈N}; squaring of primes
SqPown = {(ni; n2i) | i∈N}; squaring of powers of n
UPairs the smallest set which contains ∅ and is closed under upf
upf unordered pairing function, upf (x; y)= {x; y}
Vn Vn(x)= the greatest d∈Pown such than d|x (but Vn(0)=0)
WMSO weak monadic second order (theory)
Z the set of integers
 Carmichael function: (x)= the smallest e¿0 such that ye≡ 1
(mod x) whenever x; y are relatively prime (but (0)= 0)
:::() lambda notation; e.g. xy(T ) denotes the binary operation (on
the actual base set, usually N) given by the term T
) = {pe |p∈P ∧ e∈N}; the set of prime powers
6) usual order on the set of prime powers
- -(x)= the number of primes not exceeding x; e.g. -(3)= 2
	:::() a notation for relations; e.g. 	xy(A) denotes the binary relation
(on the actual base set, usually N) given by the formula A
, sum of (positive) divisors; ,(0)= 0
+ the number of (positive) divisors; +(0)= 0
’ Euler function; ’(n)= card{x¡n | x⊥ n}
∗ the set of all words in the alphabet 
· concatenation of words (sometimes also multiplication)
 Voda’s concatenation of pairs; x y arises from x by replacing
the rightest ∅ by y
, pairing function, x , y = {{x}; {x; y}}
+,× addition and multiplication (on N or other number set)
−· x−· y = x − y for x¿y and x−· y = 0 otherwise
6;¡ usual order and strict order
6X usual order restricted to the set X
| divisibility (on N or other set)
⊥ coprimeness (on N or other set)
|k = 	xy(x¿k ∧y¿ k ∧ x |y); a restriction of divisibility
|n de ned by x |n y⇔
∧
i6n∀z(P(z)∧ zi | x ⇒ zi |y)
‖ (ternary relation!) xy‖z⇔ xy | z ∧ xy+1  | z
[ak : : : a0]n =
∑k
i=0 ain
i; n-adic expansion (ai : : : n-adic digits)
X [8] the smallest superset of X ∪ {8} which is closed under +, ×
n n-adic masking relation; xn y⇔ the n-adic digits of x do not
exceed the corresponding n-adic digits of y
@n x @n y⇔ x n y∧ x = y
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unionsqn;n lattice operations derived from n
∈ x ∈ y⇔yMOD2x+1¿2x (also set-theoretical membership)
• actual binary operation (hence no general  xed meaning)
5.2. Systematical index of notations
Number sets:
Cub = {x3 | x∈N}; the set of cubes
Fac = {x! | x∈N}; the set of factorials
G the set of Gaussian integers
N the set of nonnegative integers
P the set of primes
Powe = {xe | x∈N}; the set of eth powers
Pown = {nx | x∈N}; the set of powers of n
Powen = {nex | x∈N}; the set of powers of ne
Q the set of rational numbers
Sq = {x2 | x∈N}; the set of squares
Z the set of integers
) = {pe |p∈P ∧ e∈N}; the set of prime powers
X [8] the smallest superset of X ∪ {8} which is closed under +, ×
Unary Operations:
Im imaginary part; Im(x + iy)=y for all reals x; y
Lp;q unary operation Lp;q(x)=px + q
Lm;np; q unary operation L
m;n
p; q(x)= x
m · (px + q)n
nextpown next power of n; nextpown(x)= nx, if Pown(x), 0 otherwise
p the list of primes; p(0)= 2; p(1)= 3; : : :; we write also px instead
of p(x)
Re real part; Re(x + iy)= x for all reals x; y
RT “right tree” operation on special binary trees; RT (x) has as many
vertices as x, and every its left son is a leaf
s successor function s(x)= x + 1 (also on Z;Q, etc.)
sn sn(x)= x + n (also on Z;Q, etc.)
Vn Vn(x)= the greatest d∈Pown such that d | x (but Vn(0)= 0)
 Carmichael function:
(x)= the smallest e¿0 such that ye≡kernp1t1 (mod x) whenever
x; y are relatively prime (but (0)= 0)
- -(x)= the number of primes not exceeding x; e.g. -(3)= 2
, sum of (positive) divisors; ,(0)= 0
+ the number of (positive) divisors; +(0)= 0
’ Euler function; ’(n)= card{x¡n | x ⊥ n}
Binary operations:
Bn Pascal’s triangle modulo n; Bn(x; y)=
(x+y
x
)
MOD n
c Cantor’s pairing function; c(x; y)= ((x + y)(x + y + 1))=2 + x
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Pc the bijection between N × N and N\{0} de ned by Pc(x; y)
= c(x; y) + 1= ((x + y)(x + y + 1))=2 + x + 1
Cn “skewed” Pascal’s triangle modulo n; Cn(x; y)=
(x
y
)
MOD n
DIV quotient by integer division; completed by xDIV 0=0.
exp exponential function; exp(x; y)= xy
gcd greatest common divisor
H a special mapping N2 → {0; 1; 2}; de ned in 1(b)18
join joining an element to a set; join(x; y)= x ∪ {y}
joink joink(x; y)= x ∪ {y} if card(x) ¡ k, joink(x; y)= x otherwise
l left-hand part of the “inverse” of Cantor’s pairing function; if
c(x; y)= z then l(z)= x
lcm least common multiple
MOD rest by integer division; completed by xMOD0= x
r right-hand part of the “inverse” of Cantor’s pairing function; if
c(x; y)= z then r(z)=y
upf unordered pairing function, upf (x; y)= {x; y}
· concatenation of words (sometimes also multiplication)
 Voda’s concatenation of pairs; x y arises from x by replacing
the rightest ∅ by y
+;× addition and multiplication (on N or other set)
−· x−· y= x − y for x¿y and x−· y=0 otherwise
unionsqn;n lattice operations derived from n
, pairing function, x , y= {{x}; {x; y}}
• actual binary operation (hence no general  xed meaning)
Binary relations:
Diva; b = 	xy(x + a |y + b)
Neib neighborhood relation; Neib(x; y)⇔|x − y|=1
SqP = {(p;p2) |p∈P}; squaring of primes
SqPown = {ni; n2i) | i∈N}; squaring of powers of n
6;¡ usual order and strict order
6P;6) the restrictions of 6 to the set of primes and to the set of prime
powers, respectively
6Pown the restriction of 6 to the set Pown
n n-adic masking relation; xn y⇔ the n-adic digits of x do not
exceed the corresponding n-adic digits of y
@n x @n y⇔ xny∧ x = y
∈ x∈y⇔yMOD2x+1¿2x (also set-theoretical membership)
| divisibility (on N or other set)
⊥ coprimeness (on N or other set)
|k = 	xy(x¿k ∧y¿ k ∧ x |y); a restriction of divisibility
|n de ned by x |n y⇔
∧
i6n∀z(P(z)∧ zi | x ⇒ zi |y)
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Ternary and 4-ary relations:
AddPN = 	xyz(P(x)∧ x + y= z)
EqBn = 	xyzw(Bn(x; y)=Bn(z; w))
EqH = 	xyzw(H (x; y)=H (z; w))
MultPN = 	xyz(P(x)∧ xy= z)
‖ (ternary relation!) xy‖z⇔ xy | z ∧ xy+1  | z
Other notations:
card cardinality (of a set)
GPT generalized Pascal triangle (de ned e.g. in [41])
HFk the smallest set containing ∅ and closed under joink
Pairs the smallest set which contains ∅ and is closed under ,
P! the set of hereditarily  nite sets
UPairs the smallest set which contains ∅ and is closed under upf
WMSO weak monadic second order (theory)
∗ the set of all words in the alphabet 
:::() lambda notation; e.g. xy(T ) denotes the binary operation (on the
actual base set, usually N) given by the term T
	:::() a notation for relations; e.g. 	xy(A) denotes the binary relation (on
the actual base set, usually N) given by the formula A
[ak : : : a0]n =
∑k
i=0 ain
i; n-adic expansion (ai : : : n-adic digits)
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