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Abstract. In this paper we define a new presentation for the Dunkl-Opdam
subalgebra of the rational Cherednik algebra. This presentation uncovers the
Dunkl-Opdam subalgebra as a Drinfeld algebra. We use this fact to define
Dirac cohomology for the DO subalgebra. We also formalise generalised graded
Hecke algebras and extend a Langlands classification to generalised graded
Hecke algebras.
1. Introduction
We study the Dunkl-Opdam subalgebra, HDO, of the rational Cherednik algebra
associated to G(m, 1, n) = Sn ⋊ (Zm)
n, introduced by Dunkl and Opdam [8]. This
subalgebra of the rational Cherednik algebraHt(G(m, 1, n)) (Definition 4.1) algebra
is independent of the parameter t. In this chapter we take a closer look at HDO and
notice that it is similar to both graded Hecke algebras and Drinfeld algebras. We
extend several results for Hecke algebras and faithful Drinfeld algebras to include
the Dunkl-Opdam subalgebra. We construct a new presentation of HDO:
Theorem. There exists a presentation of HDO given by elements {z˜i : i = 1, ..., n}
and elements in G such that:
siz˜js
−1
i = si(z˜j),
giz˜j = z˜jgi ∀i, j = 1, ..., n,
[z˜i, z˜j ] ∈ CG.
This presentation exposes HDO as a Drinfeld algebra. Drinfeld [7] initially de-
fined these algebras (Definition 2.1) with the potential to have non faithful repre-
sentations. In the literature this has been largely forgotten, perhaps because there
appeared to be no natural examples of a non-faithful Drinfeld algebra. The Dunkl-
Opdam subalgebra is a naturally occurring non-faithful Drinfeld algebra. Ciubotaru
[3] defined Dirac cohomology for faithful Drinfeld algebras and we extend this to
non-faithful Drinfeld algebras.
Deze´le´e introduced the idea of generalised graded Hecke algebra to look at the
Dunkl-Opdam subalgebra. We concretely define a class of generalised graded Hecke
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algebra, which contains Deze´le´e’s examples. We extend Evans’ [9] Langlands clas-
sification to generalised graded Hecke algebras.
Theorem. Let GH denote a generalised graded Hecke algebra. A parabolic subalge-
bra is denoted by GHP , with GHPS denoting the semisimple part of GHP (Definition
3.3).
(i) Every irreducible GH module V can be realised as a quotient of
GH(W ⋊ T )⊗GHP U , where U = Uˆ ⊗ Cν is such that Uˆ is an irreducible tempered
GHPs module and Cν is a character of S(a) defined by ν ∈ a
∗+.
(ii) If U is as in (i) then H(W ⋊T )⊗GHP U has a unique irreducible quotient to
be denoted J(P,U).
(iii) If J(P, Uˆ ⊗ Cν) ∼= J(P ′, Uˆ ′ ⊗ Cν′) then P = P ′, Uˆ ∼= Uˆ ′ as GHPs modules
and ν = ν′.
The Dunkl-Opdam subalgebra has a commutative subalgebra CT ∼= (Zm)n. We
decompose representations into weight spaces (Definition 3.5), which then defines
weights of a representation. The weights of a HDO representation come in orbits
(Lemma 3.11). We use these weights to highlight that irreducible representations
of HDO are pullbacks of H(Sai) representations via specific quotients (Lemma 5.5).
Define the set A = {a ∈ Nm :
∑
ai = n}, there is a Morita equivalence
HDO(G(m, 1, n))
Morita
−−−−→
⊕
a∈A
H(Sa0)⊗ ...⊗H(Sam−1) (Theorem 5.6).
We use this Morita equivalence to describe the Dirac cohomology of a HDO
module X in terms of Dirac cohomology of the associated H(Sai) modules. Let F
and F−1 be functors displaying this equivalence.
Theorem. Given an irreducible representation V with C[T ] weight space F (V ) =
Vµa , where a = (a0, ..., am−1). The space F (V ) is as a HSa0 ⊗ ...⊗HSam−1 module
F (V ) ∼= Xa0 ⊗ ...⊗Xam−1 . The Dirac cohomology of V is⊕
c∈SP /Sn
c
(
HD(Xa0)⊗ ...⊗HD(Xam−1)
)
,
where HD(X) is the type A Dirac cohomology of the HSk-module X. Let HD(•)
denote the functor taking the relevant module to its Dirac cohomology. We have
the following commutative diagram:
H(G(m, 1, n))-mod
⊕
a∈AHSa0 ⊗ ...⊗HSam−1 -mod
C ˜G(m, 1, n)-mod
⊕
a∈A CS˜a0 ⊗ ...⊗ CS˜am−1-mod
F
HD(•) HD(•)
F˜−1
In Section 2 we study Drinfeld algebras, we focus on the fact that these algebras
can be defined with a non-faithful representation. We extend Dirac cohomology
defined in [3] to the non-faithful case. In Section 3, we introduce the class of
generalised graded Hecke algebras and we extend Evens’ [9] Langlands classification
to this class. In Section 4 we introduce the Dunkl-Opdam subalgebra. We highlight
that it is a generalised graded Hecke algebra and by introducing a new presentation
show that it is also a non-faithful Drinfeld algebra. Section 5 defines a Morita
equivalence between the DO subalgebra and direct sums of graded Hecke algebras
associated to parabolic symmetric groups. In Section 6 we combine results on Dirac
cohomology (Section 2) and the Morita equivalence (Section 5) to describe Dirac
cohomology of a HDO module with Dirac cohomology of its associated module
under the Morita equivalence. This highlights that the Morita equivalence behaves
well with respect to Dirac cohomology.
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2. Drinfeld algebras
In this section we will define Drinfeld algebras as introduced by Drinfeld. Ciubo-
taru [3] defined Dirac cohomology for faithful Drinfeld algebras and we will extend
Dirac cohomology to non-faithful Drinfeld algebras. The results in this section
follow almost verbatim from the proofs in [3] so we will not write them here.
Given a finite group G, antisymmetric bilinear forms bg for g ∈ G and a repre-
sentation (ρ, V ) of G, then we construct an algebra
H = C[G]⋊ T (V )/R.
Here R is the two sided ideal of C[G]⋊ T (V ) generated by the relations,
g−1vg = ρ(g)(v) for all g ∈ G and v ∈ V,
and
[u, v] =
∑
g∈G
bg(u, v)g for all v, u ∈ V.
We define a filtration on the algebra C[g]⋊T (V )/R, a vector v has degree 1 and
a group element g ∈ G has degree 0.
Definition 2.1. [7] An algebra of the form H = C[G] ⋊ T (V )/R is a Drinfeld
algebra if it satisfies a PBW criterion. That is the associated graded algebra is
naturally isomorphic to
C[G]⋊ S(V ).
Here ⋊ denotes the semi direct product with the natural action of G on V .
We state the conditions on the bilinear forms bg such that H is a Drinfeld algebra.
This was originally stated in [7], and explained for the faithful case in [15]. Define
G(b) = {g ∈ G : bg 6= 0}.
Theorem 2.2. [7][15, Theorem 1.9] The algebra H is a Drinfeld algebra if and only
if:
(1) For every g ∈ G, bg−1hg(u, v) = bh(ρ(g)(u), ρ(g)(v)) for every u, v ∈ V,
(2) For every g ∈ G(b)\Kerρ, then Ker bg = V ρ(g) and Dim(V ρ(g)) = Dim V −2,
(3) For every g ∈ G(b)\Kerρ and h ∈ ZG(g), Det(h|V ρ(g)⊥ ) = 1, where V
ρ(g)⊥ =
{v − ρ(g)(v) : v ∈ V }.
The above statements follows immediately from the proofs given in [15] for the
faithful case. The only variation is that 1 in [15] is replaced by the set Ker ρ.
2.1. Non-faithful Drinfeld algebras. In the recent literature, Drinfeld algebras
have predominately been considered with G a subgroup of GL(V ), however Drinfeld
originally expressed them with a potentially non-faithful representation. To address
this disparity and to avoid confusion we will say that a Drinfeld algebra is a faithful
Drinfeld algebra if the representation involved is faithful and we will say that a
Drinfeld algebra is non-faithful if the representation is non-faithful. The class of
Drinfeld algebras includes both faithful and non-faithful Drinfeld algebras.
2.2. The Dirac operator for (non-faithful) Drinfeld algebras. If V has a
G-invariant symmetric bilinear form then one can define a Dirac operator D. In
[3] Dirac cohomology is defined for any faithful Drinfeld algebra. Furthermore an
equation involving the square of the Dirac operator is proved [4, Theorem 2.7]. The
extension of these theorems to the case of non-faithful representations is clear from
the proofs. We will however give the equivalent formulation of the theorems in the
non-faithful case. In this section we will denote a Drinfeld algebra by H.
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2.2.1. The Clifford algebra. Let 〈, 〉 be a G-invariant non-degenerate bilinear form
on V . The Clifford algebra C(V ) associated to V and 〈, 〉 is the quotient of the
tensor algebra T (V ) by the relations
v · v′ + v′ · v = −2〈v, v′〉.
The Clifford algebra has a filtration by degrees and a Z/2Z-grading by parity of
degrees. In this grading C(V ) = C(V )0 ⊕ C(V )1. We define an automorphism
ǫ : C(V )→ C(V ) which is the identity on C(V )0 and minus the identity on C(V )1.
Let us extend ǫ to be an automorphism of H⊗C(V ) by defining ǫ be the identity on
H. We define an anti-automorphism, the transpose of C(V ), a antihomomorphism
such that, vt = −v for all v ∈ V . The Pin group is:
Pin(V ) = {a ∈ C(V )× : ǫ(a)V a−1 ⊂ V, at = a−1}.
Let (ρ, V ) be a representation of G with G-invariant form. This establishes ρ(G)
as a subgroup of O(V ). The Pin group is a double cover of O(V ) with surjection
p : Pin(V )→ O(V ). We define the pin double cover of ρ(G) ⊂ O(V ) as
ρ˜(G) := p−1(ρG) ⊂ Pin(V ).
Note that ρ˜(G) is not a double cover of G but it is a double cover of ρ(G). We
construct a cover of G. We will define G˜ to be the semi direct product Ker ρ⋊ ρ˜(G)
with cross multiplication:
(h, g˜) · (h′, g˜′) = (hg−1h′g, g˜g˜′), for all g˜, g˜′ ∈ ρ˜(G) and h, h′ ∈ Ker ρ.
Given G˜ we can embed it in H⊗ C(V ) via
∆ : G˜→ H⊗ C(V ),
∆(g˜, h) = hp(g˜)⊗ g˜, g˜ ∈ ρ˜(G), h ∈ Ker ρ.
For more information on the Clifford algebra see [11] and [14].
2.2.2. The Dirac element. Given any basis {vi} of V and dual basis {vi} with
respect to 〈, 〉 we define the Dirac element
D =
∑
i
vi ⊗ v
i ∈ H⊗ C(V ).
We give a formula for D2. This is equivalent to [3, Theorem 2.7],. The only variation
being that ker ρ replaces 1.
For every g ∈ G(b) set,
kg =
∑
i,j
bg(vi, v
j)vivj ∈ C(V ),
and
h =
∑
i
viv
i ∈ H.
The commutation relation defined for a Drinfeld algebra shows:
D2 = −h⊗ 1 +
1
2
∑
g∈G(b)
g ⊗ kg.
This result is [3, Lemma 2.5]. Recall G(b) = {g ∈ G : bg 6= 0}, we write G˜(b) for
the cover of this subset.
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Lemma 2.3. Similarly to [3, Lemma 2.6] every element g in G(b)/Ker ρ can be
expressed a a product of two reflections. Every element in G(b) \ Ker ρ can be
written as an coset representative of G(b)/Kerρ conjugated by an element in Kerρ.
Therefore given g ∈ G(b) \Ker ρ, there exists an h ∈ Ker ρ and α, β ∈ V such that
g = h−1sαsβh and the roots α, β span the space (V
ρ(g))⊥. We scale α and β such
that 〈α, α〉 = 〈β, β〉 = 1.
Proof. See proof of [3, Lemma 2.6] with G replaced by G/Ker(ρ). 
For every coset representative g ∈ G(b)/Ker(ρ) define
g˜ = αβ ∈ C(V ), cg˜ =
bg(α, β)
1− 〈α, β〉2
∈ C, eg =
bg(α, β)〈αβ〉
1− 〈α, β〉2
∈ C.
Every x ∈ G˜(b) can be written as h−1gh where g is a coset representative of
G˜(b)/Ker ρ and h ∈ Ker ρ. Lemma 2.3 gives g = sαsβ and g˜ = αβ ∈ C(V ). We
define, for x = h−1gh ∈ G˜,
x˜ = g˜ = αβ ∈ C(V ), cx˜ = cg˜C , ex = hegCh
−1.
Let us define the Casimir elements, ΩH in H and ΩG˜ in G˜.
ΩH = h−
∑
g∈G(b)/Ker ρ
egg ∈ H
G,
ΩG˜ =
∑
h∈Kerρ
g∈G(b)/Ker ρ
h−1g˜hcg˜ ∈ C[G˜]
G˜.
Theorem 2.4. [3, c.f. Theorem 2.7] The square of the Dirac element can be
expressed as a sum of the two Casimir elements plus terms from the kernel;
D2 = −ΩH ⊗ 1 + ∆(ΩG˜) +
1
2
⊗
∑
g∈ker ρ
kg.
2.2.3. Vogan’s Morphism. Let Ω˜H = ΩH −
1
2 ⊗
∑
h∈Kerρ kh, define
A = ZH⊗C(V )(Ω˜H) ⊂ (H ⊗ C(V ))
G˜.
If Ker ρ ∩G(b) = ∅ then A = H⊗ C(V ). Define a derivation
d : H⊗ C(V )→ H⊗ C(V ),
d(a) = Da− ǫ(a)D.
The Dirac operator D interchanges the trivial and Det G˜ - isotypic spaces of A. We
define dtriv and dDet to be the restriction of d to the trivial and Det G˜ - isotypic
spaces. We state the theorems in [3] but note that the proofs apply verbatim to
this case.
Theorem 2.5. [3, c.f. Theorem 3.5]The kernel of dtriv equals:
Ker dtriv = im dDet ⊕∆(C[G˜]
G˜).
Since d is a derivation then Ker dtriv is an algebra. The following theorem is the
statement of Vogan’s Dirac homomorphism in the non-faithful Drinfeld case
Theorem 2.6. [3, c.f. Theorem 3.8] The projection ζ : Ker dtriv → C[G˜]G˜ defined
in Theorem 2.5 is an algebra homomorphism.
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Note that since the image of ζ is an abelian algebra the morphism must factor
through the abelianisation of Ker dtriv. Recall that when bg = 0 for all g ∈ Ker ρ
then Z(H)⊗ 1 is contained in Ker dtriv. With this extra condition we can consider
the dual of ζ which relates the representations of G˜ with characters of Z(H).
ζ∗ : Irr(G˜) = SpecC[G˜]G˜ → SpecZ(H).
Here Spec denoted the algebra of characters on a given algebra.
3. Generalised graded Hecke algebras
Ram and Shepler [15] show that there does not exist a faithful Drinfeld algebra
associated to the complex reflection group G(m, 1, n) = Sn⋊ (Zm)
n. However they
define a candidate for an algebra that is similar to a graded Hecke algebra. Deze´le´e
[6] introduced the term generalized graded Hecke algebra. In Section 4 we show
that these algebras are non-faithful Drinfeld algebras. We define a larger group of
algebras denoted generalised graded Hecke algebras or GGH for short.
Set A ⋆ B to be the free product of unital associative complex algebras.
Definition 3.1. Let W be a Weyl group generated by simple reflections sα, α ∈ Π.
W acts on a commutative group T , t is a faithful complex W -representation. 〈, 〉 is
a W -invariant pairing between the vector spaces t∗ and t. We define a parameter
function
c˜ : Π→ C[T ].
The generalised graded Hecke algebra GH(W ⋊ T ) is the quotient of the algebra
C[W ⋊ T ] ⋆ S(t)
by the relations
sαt = sα(t)sα + 〈α, t〉c˜(α), ∀t ∈ t, α ∈ Π
[h, t] = 0 ∀t ∈ t, h ∈ T.
In the case that T is the trivial group this includes all graded Hecke algebra. In
this form the relations look very similar to the graded Hecke algebras except that
the parameter function takes values in C[T ] instead of C. In the following section
we will prove a Langlands classification for generalised graded Hecke algebras. This
follows Evens’ [9] proof of the Langlands classification for graded Hecke algebras.
3.1. Preliminaries for the Langlands classification. Let {X,R, Y, Rˇ,Π} be
root datum, where X and Y are free finitely generated abelian groups and there
exists a perfect bilinear pairing between them. The roots R ⊂ X and coroots
Rˇ ⊂ Y are finite subsets with a bijection between them. let Π denote the simple
roots {α1, ..., αl}. Positive roots R+ (resp. Rˇ+) are the N span of Π (respectively αˇ
for α ∈ Π). Let t = X⊗C and t∗ = Y ⊗C be dual vector spaces, similarly let tR, t∗R
be the real spans of X and Y . Let T be a finite abelian group such that W acts on
T . Let c˜ be a function from Π to CT which is constant on conjugacy classes.
Definition 3.2. The generalised graded Hecke algebra associated to the root system
of W , T and c˜ is defined to be the free product of algebras
GH(W ⋊ T ) ∼= C[W ⋊ T ] ⋆ S(t).
Modulo the relations:
sαx− sα(x)sα = 〈α, x〉c˜(α), ∀x ∈ t, α ∈ Π
gx = xg ∀x ∈ t, g ∈ T,
and the requirement that C[W ⋊ T ] and S(t) are subalgebra
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In the case of the generalised graded Hecke algebra associated to G(m, 1, n), we
set W = Sn, T = (Zm)
n. The function c˜ from Π to CT is defined by c˜(ǫi+1 − ǫi) =∑m−1
l=0 g
l
ig
−l
i+1. The element gi is the i
th generator of (Zm)
n. We will denote a
generalised graded Hecke algebra by GH.
Definition 3.3. Given a subset ΠP of Π we can define a parabolic subgroup WP
of W generated by sα for α ∈ ΠP . The corresponding parabolic subalgebra of the
generalised graded Hecke algebra GHP is generated by sα for α ∈ Π and C[T ]⊗S(t).
This is the generalised graded Hecke algebra associated to Wp ⋊ T .
Definition 3.4. Define a to be the vector space {x ∈ t : αˇ(x) = 0, α ∈ Π}. Given
any parabolic subalgebra GHP , set aP = {x ∈ t : αˇ(x) = 0, α ∈ ΠP }. Let as be the
perpendicular subspace to a∗P under the pairing of t and t
∗.
Then GHP ∼= GHPs(WP ⋊ T ) ⊗ S(aP ), where GHPs(WP ⋊ T ) is constructed
(Definition 3.2) as the quotient of the algebra:
GHPs(WP ⋊ T )
∼= C[W ⋊ T ] ⋆ S(as).
The commutative subalgebra A = CT ⊗ S(t) features in all parabolic subalge-
bras. For every A module V we can consider a weight space decomposition.
Definition 3.5. Let A = CT ⊗ S(t) and A ∗ denote characters on this algebra.
Given an A module V and character µ⊗λ ∈ A ∗ = CT ∗⊗S(t)∗ define the subspace:
Vµ⊗λ = {v ∈ V : y ⊗ x(v) = µ(y)⊗ λ(x)(v) for all y ⊗ x ∈ A }.
We can decompose V into weight spaces:
V =
⊕
λ⊗µ∈A ∗
Vµ⊗λ.
The weights of V are the µ⊗ λ ∈ A ∗ such that Vµ⊗λ is non zero.
Definition 3.6. Given simple roots α1, ..., αn. The fundamental coweights xi ∈ t
are such that
αˇj(xi) = δij and ν(xi) = 0 for all ν ∈ a
∗.
Example 3.7. Let W = Sn, t = span{ǫ1, ..., ǫn}, t∗ = span{e1, ..., en}. a∗ =
span{a = e1+e2+ ...+en}. Let the simple roots be αi = ǫi−ǫi+1 for i = 1, ..., n−1.
Then the fundamental coweights are
xi =
∑
j≤i
ǫj −
i
n
(ǫ1 + ǫ2 + ...+ ǫn) .
The modification by ǫ1 + ...+ ǫn is required so that a
∗ is perpendicular to xi. If we
had defined t to be span{ǫ1, ..., ǫn}/ span{ǫ1+ ...+ ǫn} this would not be required as
a
∗ = 0.
Definition 3.8. An irreducible GH module V is essentially tempered if for all
weights µ⊗ λ : CT ⊗ S(t)→ C of V , Re(λ(xi)) ≤ 0, for all fundamental coweights
xi. The module V is tempered if V is essentially tempered and Re(λ|aR) = 0. Here
aR is the real span of x ∈ X perpendicular to the coroots.
Let
a
∗+
P = {ν ∈ a
∗
P : Re(ν(α)) > 0, α ∈ Π−ΠP }.
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3.2. The Langlands classification for generalized graded Hecke algebras.
Theorem 3.9. (i) Every irreducible GH module V can be realised as a quotient of
GH(W ⋊ T )⊗GHP U , where U = Uˆ ⊗ Cν is such that Uˆ is an irreducible tempered
GHPs module and Cν is a character of S(aP ) defined by ν ∈ a
∗+
P .
(ii) If U is as in (i) then H(W ⋊T )⊗GHP U has a unique irreducible quotient to
be denoted J(P,U).
(iii) If J(P, Uˆ ⊗ Cν) ∼= J(P ′, Uˆ ′ ⊗ Cν′) then P = P ′, Uˆ ∼= Uˆ ′ as GHPs modules
and ν = ν′.
First we state a couple of lemmas of Langlands and a technical lemma about or-
bits of weights. Let Z be a real inner product space of dimension n. Let {αˇ1, ..., αˇn}
be a basis such that (αˇi, αˇj) ≤ 0 whenever i 6= j. Let {β1, .., βn} be a dual basis.
For a subset F of Π, let
SF = {
∑
j /∈F
cjβj −
∑
i∈F
diαˇj : cj > 0, di ≤ 0}.
Lemma 3.10. [2, IV, 6.11] Let x ∈ Z. Then x ∈ SF for a unique subset F = F (x).
If x ∈ Z then let x0 =
∑
j /∈F cjβj , where x ∈ SF and x =
∑
j /∈F cjβj−
∑
i∈F diαˇi.
It is clear that if x0 = y0 then F (x) = F (y). Define a partial order on Z by setting
x ≥ y if x− y =
∑
ti≥0
tiαˇi.
Lemma 3.11. [2, IV, 6.13] If x, y ∈ Z and x ≥ y then x0 ≥ y0.
Lemma 3.12. Given an irreducible GHP module V , the set of weights {λ⊗µ} are
all in the same WP orbit.
Proof. The group WP is the only part of GHP which does not act by eigenvalues
on Vµ⊗λ. For any GHP module U and a weight µ⊗ λ the subspace⊕
w∈WP
Uw(λ)⊗w(µ)
is a GHP submodule of U . 
Proof of (i). The simple coroots αˇ1, ..., αˇn will have a dual basis β1, ..., βn in tR,
relative to the Killing form. Let V be an irreducible GH representation. Let µ⊗ λ
be an A weight of V which is maximal among Re(λ). Let ΠP = F = F (Re(λ)).
Let as (respectively a
∗
s) be the elements of t (respectively t
∗) perpendicular to a∗P
(respectively aP ). The space t
∗ splits
t
∗ = a∗P ⊕ a
∗
s.
We can restrict characters of t to aP (respectively as) by considering the projection
of the character in t∗ to a∗P (respectively a
∗
s).
Let ν = µ⊗λ|aP . Since λ was considered maximal then by construction ν ∈ a
∗+
P .
Let U be an irreducible representation of GHP appearing in V such that S(aP ) acts
by ν. Let µ⊗φ be a CT ⊗S(as) weight of U . Since CT ⊗S(t) ∼= CT ⊗S(as)⊗S(aP )
then µ⊗ φ⊗ ν = µ⊗ (φ+ ν) is a CT ⊗ S(a) weight of V .
Re(φ+ ν) =
∑
j /∈F
cjβj −
∑
j∈F
ziαˇi, cj > 0,
while
Re(λ) =
∑
j /∈F
cjβj −
∑
j∈F
diαˇi, cj > 0, di ≥ 0.
To prove U is a tempered representation of GHPs it is sufficient to prove that zi ≥ 0.
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Let F2 = {i ∈ F : zi < 0} and F1 = F − F2. Then Re(φ + ν) ≥
∑
j /∈F cjβj −∑
i∈F1
ziαˇi. Thus by Lemma 3.11 Re(φ+ν)0 ≥
∑
j /∈F cjβj = Re(λ)0. But Re(λ) ≥
Re(φ+ ν), hence Re(λ)0 = Re(φ+ ν)0 and therefore F (Re(λ)0) = F (Re(φ+ λ)0).
Thus φ + ν is in SF and zi ≥ 0 for all i. The inclusion of GHP modules U ⊂ V
induces a nonzero map π : GH⊗GHP U → V given by π(h⊗ w) = h.w. Since V is
irreducible, V is a quotient of GH⊗GHP U . 
This argument is very similar to the argument given by Evens for the case of
graded Hecke algebras. Note that this argument implies that every weight µ′ ⊗ λ′
of U has F (Re(λ′)) = F .
Proof of (ii). The space U is naturally embedded in GH ⊗GHP U . U is a GHP
module therefore it is invariant under WP . Lemma 3.12 implies that the weights of
GH⊗GHP U are w(µ)⊗w(λ) where w ∈W and µ⊗λ is a weight of U . Considering
the weights of (GH⊗GHP U)/U , these are w(µ)⊗w(λ) where w 6= 1 and is a coset
representative of W/WP , alternatively w ∈ W
P = {w ∈ W : w(R+P ) ⊂ R
+}. Note
that for all w ∈W one can write w as a product of wP ∈ WP and wP ∈WP .
Let µ⊗ λ be a weight of U , and write
Re(λ) =
∑
j /∈F
cjβj −
∑
j∈F
diαˇi, cj > 0, di ≥ 0.
Then if w ∈ WP , Re(wλ) =
∑
j /∈F cjwβj −
∑
j∈F diwαˇi. Define ρ : t → C by
ρ(αˇ) = 1, αˇ ∈ Πˇ. Since w : ΠP → R
+ then ρ(w(αˇi)) ≥ ρ(αˇi), for i ∈ F . Since βj
is a fundamental weight, w(βj) ≤ βj , with equality if and only if each expression
of w as a product of simple reflections is such that each simple reflection fixes
βj . If we make this requirement for all j /∈ F then this implies w ∈ WP hence
w ∈ WP ∩WP = {1}, therefore w = 1. Thus we can assume that if w ∈ WP \ 1
then ρ(Re(w(λ))) < ρ(Re(λ)).
Fix a weight µ⊗ λ such that ρ(Re(λ)) is maximal, then µ⊗ λ can not occur as
a weight of (GH ⊗GHP U)/U . This implies that if a submodule Z of GH ⊗GHP U
contains µ ⊗ λ then Z contains U and hence is GH ⊗GHP U . Define Imax to be
the sum of all submodules of GH⊗GHP U which do not contain µ⊗ λ then Imax is
maximal and (GH⊗GHP U)/Imax is the unique irreducible quotient.

Proof of (iii). Suppose π : J(P,U) ∼= J(P ′, U ′). Let µ ⊗ λ (respectively µ′ ⊗ λ′)
be a weight of U (respectively U ′) which is maximal with respect to ρ. Suppose
F (Re(λ)) 6= F (Re(λ′)). Then it follows that µ ⊗ λ is not a weight of U ′ and
µ′ ⊗ λ′ is not a weight of U . Therefore µ ⊗ λ is a weight of (GH ⊗GHP U
′)/U ′
which suggests that ρ(Re(λ)) < ρ(Re(λ′)). However exchanging λ with λ′ suggests
ρ(Re(λ′)) < ρ(Re(λ)), which can not be the case. Hence F (Re(λ)) = F (Re(λ′))
and P = P ′.
Since J(P,U) ∼= J(P ′, U ′) is irreducible Lemma 3.12 implies there exists a w ∈ W
such that w(µ) ⊗ w(λ) = µ′ ⊗ λ′. If we suppose that w /∈ WP then w has part of
its decomposition in wP , by the proof of (ii) this suggests that
ρ(Re(w(λ))) = ρ(Re(λ′)) < ρ(Re(λ)).
However if this is the case then λ is not maximal with respect to ρ. Therefore
w(µ) = µ′ where w ∈WP . π(U) = U ′ since U (respectively U ′) is the unique GHP
submodule which has a weight µ1⊗ λ1 such that ρ(Re(λ)) = ρ(Re(λ1)) and µ is in
the same WP orbit as µ1. Similarly ρ(Re(λ
′)) = ρ(Re(λ1)) and µ
′ is in the same
WP orbit as µ1. Hence U ∼= U ′ as GHP submodules. 
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4. Dunkl-Opdam subalgebra
In this section we study the Dunkl-Opdam subalgebra, HDO defined in [8]. The
algebra HDO is a subalgebra of the rational Cherednik algebra associated to the
complex reflection group G(m, p, n). This subalgebra exists for any parameter t and
its existence is independent of the parameters c1, ..., cm−1. We show that HDO is a
naturally occurring example of a non-faithful Drinfeld algebra. Section 2.2 endows
HDO with a Dirac operator. From the defining presentation given by [8] this subal-
gebra is a generalized Hecke algebra. Therefore we have a Langlands classification
for HDO. This sets up Section 5 in which we describe the representation theory of
HDO as blocks corresponding to multipartitions and representations of the graded
Hecke algebra of type A.
4.1. The rational Cherednik algebra. Dunkl and Opdam [8] introduced the
rational Cherednik algebra. Let G ⊂ GL(V ) be a complex reflection group with
reflections S. Let 〈, 〉 be the natural pairing of V and V ∗. Let αs ∈ V be a λ
eigenvector for s ∈ S and let vs ∈ V ∗ be a λ−1 eigenvectors for s ∈ S such that
λ 6= 1, and 〈αs, vs〉 = 1. For every reflection s ∈ S introduce the parameters t,
cs ∈ C such that cs = cs′ if s′ and s are in the same conjugacy class. The rational
Cherednik algebra is defined as the quotient of the associative C algebra
T (V ⊕ V ∗)⋉C[G]
by the relations
[x, x′] = [y, y′] = 0, for all x, x′ ∈ V, y, y′ ∈ V ∗,
[x, y] = t〈x, y〉 −
∑
s∈S
cs
〈αs, y〉〈x, vs〉
〈αs, vs〉
s ∀x ∈ V, y ∈ V ∗,
g−1vg = g(v), ∀v ∈ V ⊕ V ∗.
If one restricts to rational Cherednik algebras associated to classical complex
groups G(m, p, n) then [8] show there is a set of commuting operators inside the
rational Cherednik algebra. The main part of these operators is quadratic in a spe-
cial basis of V and V ∗. We give a particular presentation of the rational Cherednik
algebra associated to G(m, 1, n).
Define a generating set for G(m, 1, n) consisting of the reflections {si,i+1 : i =
1, ..., n− 1} in Sn and the reflections {gi : i = 1, ..., n} which have order m, we may
write si for si,i+1. Let η be a primitive m
th root of unity. Given G(m, 1, n) acting
on V let xi ∈ V be the vectors such that w(xi) = xw(i) for w ∈ Sn and
gi(xj) =
{
η−1xj if i = j,
xj otherwise.
Let {y1, ..., yn} ∈ V ∗ be the dual basis to {x1, ..., xn}. For G = G(m, 1, n) there
are m + 1 conjugacy classes of reflections, for reflections in the conjugacy class of
s1,2 then let k ∈ C denote their parameter. Similarly for reflection conjugate to gl1
denote the parameter by cl ∈ C.
Definition 4.1. The rational Cherednik algebra for G(m, 1, n) and parameters
k, cl, t, Ht(G(m, 1, n)) is the quotient of the C algebra T (V ⊕ V ∗) ⋉ C[G(m, 1, n)]
by the relations
[xi, xj ] = [yi, yj ] = 0,
[xi, yi] = t− k
m−1∑
l=1
∑
i6=j
si,jg
−l
i g
l
j −
m−1∑
l=1
clg
l
i,
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[xi, yj ] = k
m−1∑
l=1
si,jg
−l
i g
l
j ,
g−1vg = g(v), for all v ∈ V or V ∗.
4.2. Dunkl-Opdam quadratic operators.
Definition 4.2. For i ≤ n define elements Ht(G(m, 1, n))
zi = yixi + k
m−1∑
l=1
∑
i>j
si,jg
−l
i g
l
j +
1
2
m−1∑
l=1
clg
l
i +
1
2
t,
= xiyi − k
m−1∑
l=1
∑
i<j
si,jg
−l
i g
l
j −
1
2
m−1∑
l=1
clg
l
i −
1
2
t.
These operators were defined in [8] and also appeared in [10] for the specialization
at t = 1. Martino [13] used them for general t to study the blocks of the rational
Cherednik algebra.
Definition 4.3. The Dunkl-Opdam subalgebra HDO(G(m, 1, n)) of the rational
Cherednik algebra is the subalgebra generated by G(m, 1, n) and zi for i = 1, ...n.
Remark 4.4. The following relations hold in HDO(G(m, 1, n)
[zi, zj] = 0 for i, j = 1, ..., n,
[zi, gk] = 0, ∀i, k = 1, ...n,
[zj, si,i+1] = 0 for j 6= i, i+ 1,
zisi,i+1 = si,i+1zi+1 − kǫij .
Here ǫij =
∑m−1
l=1 g
l
ig
−l
j .
In fact HDO(G(m, 1, n)) is isomorphic to the C[k] associative algebra generated
by zi and G(m, 1, n) subject to the relations stated in Remark 4.4.
4.3. Dunkl-Opdam subalgebra admits a non-faithful Drinfeld presenta-
tion. In this section we derive a new presentation of HDO which demonstrates
that HDO is a non-faithful Drinfeld algebra. Thus simultaneously showing that one
can associate a Drinfeld algebra to G(m, 1, n), also giving a natural example of a
non-faithful Drinfeld algebra.
We introduce Jucys-Murphy elements for G(m, 1, n). These are well known,
however the tool that we use here is that we consider two different sets of Jucys-
Murphy elements.
Definition 4.5. We define Jucys-Murphy elements for G(m, 1, n).
Mi =
∑
k<i
m−1∑
s=0
sk,ig
−s
k g
s
i ,
Mi =
∑
k>i
m−1∑
s=0
si,kg
−s
i g
s
k.
The commutator [Mi,Mj ] = 0 = [Mi,M j ] by a standard argument using the fact
that
∑
j≤iMi is in the centralizer of the subgroup generated by {sk−1,k, gk : k ≤ i}.
It should be noted that [Mi,Mj] 6= 0 for i > j. Furthermore
siMi =Mi+1si −
m−1∑
s=0
g−si g
s
i+1
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and
siM i =M i+1si +
m−1∑
s=0
g−si g
s
i+1.
If we adjust zi by −kMi or kM i, zˆi = zi−kMi (zˆi = zi+kMi respectively) the
elements zˆi satisfy the relations sizˆisi = zˆi+1 and gj zˆig
−1
j = zˆi. Hence we obtain an
action of G(m, 1, n) on the set zˆi. However the set {zˆi} no longer commutes. This
presentation was given in [8, Corollary 3.6] where the symbol Tixi denotes zˆi. We
provide an exposition of the presentation with {zˆi} using a simple automorphism
of HDO.
Corollary 4.6. [8, Corollary 3.6] Let zˆi = zi − kMi then zˆi and G generate HDO
and the following relations define HDO(G(m, 1, n):
sj zˆi = zˆsj(i)sj,
[gi, zˆj ] = 0,
[zˆi, zˆj ] = k(zˆi − zˆj)
m−1∑
s=0
ssi,jg
−s
i g
s
j .
Lemma 4.7. Let Φ : HDO → HDO such that
Φ(zi) = −zn+1−i,
Φ(si) = sn−i,
Φ(gi) = gn+1−i.
The map Φ is an automorphism of HDO. Furthermore Φ(Mi) =Mn+1−i.
Proof.
Φ(sizi − zi+1si − kǫi,i+1) = −sn−izn+1−i + zn−isn−i − kǫn− i, n+ 1− i.
We formally define Φ as a map from CG ⋊ S(V ) → HDO then Φ takes the set
of defining relations in HDO to itself. Φ is surjective since it takes generators to
generators. Hence we can define Φ as a automorphism on HDO. 
Using Φ we define the presentation of HDO with generators {zˆi}.
Lemma 4.8. Let zˆi = zi + kMi, then the set zˆi and G generate HDO. Further the
following relations hold:
[zˆi, zˆj ] = −k(yˆi − zˆj)
m−1∑
s=0
ssi,jg
−s
i g
s
j ,
sizˆi = zˆi+1si,
[si, zˆj ] = 0, ∀j 6= i, i+ 1,
[gi, zˆj ] = 0.
Proof. Φ(zˆi) = Φ(zi − kMi) = −zn+1−i − kMn+1−i = −zˆn+1−i. Hence zˆi and G
generate HDO since they are images of a generating set under the automorphism
Φ. From the definition of Φ,
[zˆi, zˆj ] = Φ([−zˆn+1−i,−zˆn1−j ]) = Φ([zˆn+1−i, zˆn+1−j ])
= Φ(zˆn+1−i−zˆn+1−j)
m−1∑
s=0
s(n+1−i,n+1−j)g
−s
n+1−ig
s
n+1−j) = −(zˆi−zˆj)
m−1∑
s=0
ssi,jg
−s
i g
s
j ).
Similarly
sizˆi = −Φ(s(n+1−i,n−i)zˆn+1−i) = −Φ(zˆn−is(n+1−i,n−i))
= zˆi+1si.
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The relations we gave are images of relations in the second presentation under Φ.
Furthermore, the generators and relations are exactly the images of the generators
and relations of a presentation hence 4.8 gives another presentation of HDO. 
We will now work towards a fourth presentation of HDO. We are aiming for
a Drinfeld presentation of HDO which must have the commutator [zˆi, zˆj] be an
element of the group algebra. We now work through several Lemmas to prove that
we can alter zi by
k
2 (Mi −M i) to give the Drinfeld presentation we expect.
We observe that the commutators of the set {zˆi}, and similarly {zˆj} can be
expressed as commutators of the Jucys-Murphy elements and zi.
Lemma 4.9. The commutator of the operators zˆi and zˆi are such that:
[zˆi, zˆj ] = k([zj ,Mi]− [zi,Mj]).
Similarly for zˆi and Mi.
[zˆi, zˆj] = k([zi,M j ]− [zj ,M i]).
Proof.
[zˆi, zˆj ] = [zi − kMi, zi − kMj ] = [zi, zj]− k[zi,Mj ] + k[zj,Mi] + k
2[Mi,Mj],
= k([zj ,Mi]− [zi,Mj]),
since [Mi,Mj] = [M i.M j ] = [zi, zj] = 0.

Lemma 4.10. For operators zˆi and zˆj,
[zˆi, zˆj ] + [zˆi, zˆj ] ∈ CG.
Proof. Using Corollary 4.6 and Lemma 4.8 we can expand the commutators:
[zˆi, zˆj ] + [zˆi, zˆj ]
= (zˆi − zˆj)
m−1∑
s=0
si,jg
−s
i g
s
j − (zˆi − zˆj)
m−1∑
s=0
ssi,jg
−s
i g
s
j .
Writing out zˆi and zˆi in terms of the commuting operators zi one obtains
= (zi − kMi − zj + kMj)
m−1∑
s=0
si,jg
−s
i g
s
j − (zi + kMi − zj − kM j)
m−1∑
s=0
ssi,jg
−s
i g
s
j
Cancelling out the operators zi we arrive at the element of the group algebra
[zˆi, zˆj ] + [zˆi, zˆj ] = k(Mj +M j −Mi −M i)
m−1∑
s=0
si,jg
−s
i g
s
j ∈ CG.

Lemma 4.11. The commutators of zi −
k
2Mi +
k
2M i are in CG.
[zi −
k
2
Mi +
k
2
M i, zj −
k
2
Mj +
k
2
M i] ∈ CG.
Proof. Expanding out the commutator linearly:
[zi −
k
2
Mi +
k
2
M i, zj −
k
2
Mj +
k
2
M j ]
= [zi, zj ] +
k
2
(
[zj,Mi]− [zi,Mj ] + [zi,M j ]− [zj ,M i]
)
+
(
k
2
)2 (
[Mi,Mj]− [Mi,M j]− [M i,Mj ] + [M i,M j ]
)
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Using Lemma 4.9:
=
1
2
(
[zˆi, zˆj] + [zˆi, zˆj ]
)
−
(
k
2
)2 (
[Mi,M j ] + [M i,Mj]
)
∈ CG,
=
k
2
(
Mj +M j −Mi −M i
)m−1∑
s=0
ssi,jg
−s
i g
s
j −
(
k
2
)2 (
[Mi,M j ] + [M i,Mj]
)
∈ CG.

Lemma 4.12. sj(zi −
k
2Mi +
k
2M i)s
−1
j = (zsj(i) −
k
2Msj(i) +
k
2M sj(i)).
Proof. The result follows from compiling these three relations:
sizi = zi+1si + kǫi,i+1,
siMi =Mi+1si + ǫi,i+1,
siM i =M i+1si − ǫi,i+1.

Theorem 4.13. There exists a presentation of HDO given by elements {z˜i : i =
1, ..., n} and elements in G such that:
siz˜js
−1
i = si(z˜j),
giz˜j = z˜jgi ∀i, j = 1, ..., n,
[z˜i, z˜j ] ∈ CG.
Proof. Let z˜i =
1
2 (zˆi+zˆj) = zi−
k
2 (Mi−M i) then the first two relations follows from
Lemma 4.12 and by Lemma 4.11 their commutant is in CG. One may be worried
that we have defined an algebra that surjects onto HDO but does not procure
an injection. However performing the above arguments in reverse setting zi =
z˜i +
k
2 (Mi −M i) shows that the original relations follow from these relations. 
Definition 4.14. Give V a basis {vi} and recall that Sn act on this basis by permu-
tations. Let θ be the homomorphism of G(m, 1, n) onto Sn. (V, φ) is the standard
representation of Sn, now define (V, ρ) to be the representation of G via the projec-
tion onto Sn, that is, ρ : G→ GL(V ) via ρ(g) = φ(θ(g)). We define skew-symmetric
forms on V for elements in G(m, 1, n):
bsijsjk (vp, vq) = k
2 (〈ǫi − ǫj, ǫp〉〈ǫj − ǫk, ǫq〉 − 〈ǫi − ǫj, ǫq〉〈ǫj − ǫk, ǫp〉) , for 0 < i < j < k ≤ n,
b
sijglig
−l
j sjkg
l′
j lg
−l′
k
= bsijsjk for all l, l
′ = 0, ...,m− 1
bg = 0 otherwise.
Theorem 4.15. The algebra HDO is a Drinfeld algebra. More concretely HDO is
isomorphic to CG⋊ T (V ) with the relations:
[u, v] =
∑
g∈G
bg(u, v)g ∀u, v ∈ V,
where bg are skew-symmetric forms on V defined in Definition 4.14.
Proof. Conjugating bg by gi must fix bg since gi acts trivially on V . Quotienting
HDO(G(m, 1, n) by gi − 1 gives a quotient isomorphic to the graded Hecke algebra
of type A H(Sn). Hence the forms bg must agree with, under the quotient the forms
that construct the Drinfeld presentation of the graded Hecke algebra for Sn. The
forms bsijsjk descend to the forms, labelled the same element, defining the graded
Hecke algebra as a Drinfeld algebra. Conjugating by various gli gives the forms
b
sijglig
−l
j sjkg
l′
j lg
−l′
k
above. Since b1 = 0 in H(Sn) then bk = 0 for all k ∈ ker ρ. There
are no other elements of G(m, 1, n) such that dim V ρ(g) = dimV − 2, therefore the
rest of the bg = 0 for all g not mentioned above. 
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4.4. Dunkl-Opdam subalgebra is a generalised graded Hecke algebra. Re-
call Definition 3.1 of the generalised graded Hecke algebra associated to the root
system of W , T and parameter function c˜. Let ǫij =
∑m−1
l=1 g
l
ig
−l
j ∈ CG(m, 1, n).
The algebra HDO is isomorphic to, as a vector space, C[G(m, 1, n)] ⊗ S(V ), with
multiplication such that C[G(m, 1, n)] and S(V ) are subalgebras and the following
cross relations hold;
[zi, gk] = 0, ∀i, k = 1, ...n,
[zj, si,i+1] = 0 for j 6= i, i+ 1,
zisi,i+1 = (i, i+ 1)zi+1 − kǫij .
If we substitute G(m, 1, n) ∼= Sn⋊(Z/mZ)n forW ⋊T then HDO is a generalised
Hecke algebra with parameter function
c˜(sij) = kǫij ∈ C[(Zm)
n].
Since HDO is a generalised graded Hecke algebras we can apply the Langlands
classification from Section 3.2. Therefore we can construct every representation of
HDO as a quotient of the module inducted from a tempered module of a parabolic
subalgebra.
Corollary 4.16. Let U = Uˇ ⊗Cν be such that Uˇ is a tempered HDO module and ν
is a character of a∗
+
. Every irreducible representation of HDO can be constructed
as a quotient of a tempered module of a parabolic subalgebra HP . That is it is a
quotient of
HDO ⊗HP U.
5. Constructing the representations of H(G(m, 1, n)) from H(Sn).
In this section we prove the representations of H(G(m, 1, n)) can be built up from
blocks of irreducible representations of the graded Hecke algebras associated to the
symmetric group. This is very similar to how one can build the representations of
W (Bn) from the pullback of two representations of symmetric groups, Sa and Sb,
where a+ b = n
We denote the usual graded Hecke algebra of type Ak−1 by H(Sk), η denotes a
fixed primitive mth root of unity.
We define N to include zero. Let A ⊂ Nm be the set of vectors such that the
coordinates sum to n. Then let a = (a0, ..., am−1) be a vector in A, explicitly∑m−1
i=0 ai = n. We define the character µa ∈ C[T ]
∗ by
µa(gj) = η
i
where
∑i−1
k=0 ak < j ≤
∑i
k=0 ak.
This character takes the first a0 reflections to 1 it then takes the following a1
reflections to η then the following a2 to η
2 and continues in this way. Finally it
takes the last am−1 reflections to η
m−1. The set A will become a parametrising set.
Example 5.1. Let n = 5 and m = 3, define ω to be a primitive 3rd root of unity.
The character of C[(Z/3)5] associated to the vector (1, 1, 3) is such that;
µ(1,1,3)(g1) = 1, µ(1,1,3)(g2) = ω,
µ(1,1,3)(g3) = µ(1,1,2)(g4) = µ(1,1,3)(g5) = ω
2.
If we take the Sn orbits of C[T ]
∗ then a representative set of these orbits is
{µa|a ∈ A}.
Let Irr(H(G(m, 1, n)) be the set of isomorphism classes of irreducible modules for
H(G(m, 1, n)). We define Irr(H(G(m, 1, n))|µa) to be the subset of Irr(H(G(m, 1, n))
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consisting of representations that have a weight µa ⊗ λ for any λ ∈ S(V )∗. Simi-
larly, we will denote the set of irreducible representations of a complex algebra B
by Irr(B).
Lemma 5.2. The irreducible representations of H(G(m, 1, n)) split into disjoint
sets labelled by A,
Irr(H(G(m, 1, n))) =
⊔
a∈A
Irr(H(G(m, 1, n))|µa).
Proof. Since every irreducible representation of H(G(m, 1, n)) has at least one C[T ]
weight then by Lemma 3.12 it must contain one and only one Sn orbit, hence it
must contain exactly one µa. Therefore every irreducible representation V is in
exactly one of the sets Irr(H(G(m, 1, n))|µa). 
Let Sa0 × Sa1 × ...Sam−1 be the parabolic subgroup of Sn generated by sα for
Πa = {ǫi − ǫi+1|
j−1∑
k=0
ak ≤ i <
j∑
k=0
ak for some j} ⊂ Π.
Fix a ∈ A. The stabiliser, stab(µa) ⊂ H(G(m, 1, n)), of the character µa is gener-
ated by C[T ], S(V ) and si ∈ Sa0 × Sa1 × ...Sam−1 ⊂ Sn. Πa is equivalent to the
set of simple roots ǫi − ǫi+1 such that µa(gi) = µa(gi+1). This is the parabolic
subalgebra associated to the subset Πa ⊂ Π defined in Definition 3.3.
Lemma 5.3. The subalgebra stab(µa) which stabilises the character µa is isomor-
phic to H(G(a0, 1,m))⊗H(G(a1, 1,m))⊗ ...⊗H(G(am−1, 1,m)).
Proof. The subalgebra generated by Sa0 × Sa1 × ...Sam−1 , C[T ] and S(V ) certainly
contains H(G(ai, 1,m)) for every i = 0, ...,m − 1. The algebra H(G(ai, 1,m))
consists, as a vector space of S(Vi) ⊗ C[Ti] ⊗ Sai where Vi is the span of ǫj ,
and C[Ti] is generated by gj such that
∑i−1
k=0 ak < j ≤
∑i
k=0 ak. We have
V0⊕ ...⊕Vm−1 = V hence S(V0)⊗ ...⊗S(Vm−1) = S(V0⊕ ...⊕Vm−1) = S(V ). Simi-
larly C[T0]⊗ ...⊗C[Tm−1] = C[T ], and C[Sa0 ]⊗ ...⊗C[Sam−1 ] = C[Sa0× ...×Sam−1 ].
Hence as a vector space:
stab(µa) =
m−1⊗
i=0
S(Vi)⊗ C[Ti]⊗ C[Sai ].
Each H(G(ai, 1,m)) is a subalgebra and as vector spaces we have equality, one
just needs to check that each subalgebra commutes with the other subalgebras. We
already know Sai and Saj commute, for i 6= j, and Sai commutes with C[Tj] because
Sai fixes Tj . Similarly Sai fixes Vj so sαi ∈ Sai commutes with ǫj ∈ S(Vj). 
Lemma 5.4. The set of irreducible representations Irr(H(G(m, 1, n))|µa) is in nat-
ural one-one correspondence with Irr(stab(a))|µa). The bijection F is defined by
F−1 : Irr(stab(a)|µa)→ Irr(H(G(m, 1, n))|µa),
F−1(W ) = Ind
H(G(m,1,n))
stab(a) W
and
F : Irr(H(G(m, 1, n))|µa)→ Irr(stab(a)|µa)
F (U) = Unique irreducible submodule of Res
H(G(m,1,n))
stab(a) U with weight µa.
For an irreducible module U in Irr(H(G(m, 1, n))|µa), F−1(U) is the µa-weight
space of U .
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Proof. Let P be the corresponding partition defined by the subset Πa ⊂ Π and set
C to be the set of coset representatives of the parabolic group SP in Sn. For a
stab(a) module W the module W c, for c ∈ C, is isomorphic to W as a vector space
with the action
b ·W c = c−1bcW for all b ∈ stab(a).
We must check that F (W ) for W ∈ Irr(stab(µa)) is an irreducible H(G(m, 1, n))
module. The rest follows easily. As a vector spaceH(G(m, 1, n)) ∼= ⊕c∈Cc−1 stab(a)c.
Here C is a set of coset representative of the parabolic group SP in Sn. The stab(a)-
composition series of Ind
H(G(m,1,n))
stab(a) W consists of the stab(a) modules W
c where
c ∈ C. We must show that Ind
H(G(m,1,n))
stab(a) W is irreducible. The module W is an
irreducible stab(a) module. If W is an irreducible G(m, 1, a0)× ..×G(m, 1, am−1)
module then utilising Mackey’s criterion for finite groups we need to show thatW c
are non isomorphic. However by construction W has only weights containing µa,
and W c will only have weights containing c(µa), and since SP is the stabiliser of
µa in Sn then for all c 6= 1 we have c(µa) 6= µa. Therefore each W c has a dif-
ferent set of weights and hence are not isomorphic. Hence if W is an irreducible
G(m, 1, n) module then using Mackey’s irreducibility criterion Ind
H(G(m,1,n))
stab(a) W is
an irreducible G(m.1, n) module and hence F (W ) is irreducible as a H(G(m, 1, n)
module.
If W is reducible as a G(m, 1, a0) × .. × G(m, 1, am−1) module then W =
⊕
Vi
as irreducible G(m, 1, a0) × .. × G(m, 1, am−1 modules. by the same argument as
above the induction of each of these is an irreducible G(m, 1, n) module. We have
Ind
H(G(m,1,n))
stab(a) W =
⊕
IndG(m,1,n)Vi
as a G(m, 1, n) module. Suppose that Ind
H(G(m,1,n))
stab(a) W is not irreducible as a
H(G(m.1, n) module then some direct sum of V ′i s is a submodule. Suppose
⊕
i∈I IndVi
is a submodule. Therefore
⊕
i ∈ IVi is a stab(a) submodule ofW hence sinceW is
irreducible as a stab(a) module then I = 0, 1, ...,m− 1 and the only irreducible non-
trivial submodule is the whole module. Therefore Ind
H(G(m,1,n))
stab(a) W is irreducible.
However by construction W has only weights containing µa, and W
c will only
have weights containing c(µa), and since SP is the stabiliser of µa in Sn then for
all c 6= 1 we have c(µa) 6= µa. Therefore each W c has a different set of weights
and hence are not isomorphic. So using Mackey’s irreducibility criterion F (W ) is
irreducible. It is easy to verify that F−1 · F (V ) = V using the universal property
of induced modules and similarly F · F−1(W ) =W . 
Given a representation of (V, π) ∈ Irr(stab(a)|µa) we can explicitly describe how
gi ∈ G(m, 1, n) acts. Since this algebra stabilises µa this is the only C[T ] weight
occurring in V . Therefore
gi = µa(gi)Id.
Let αi = ǫi − ǫi+1, if we study the relation sαiαi = sαi(αi)sαi +
∑m−1
l=0 g
l
ig
−l
i+1
in H(G(m, 1, n), on (V, π), the element
∑m−1
l=0 g
l
ig
−l
i+1 is equal to π(
∑m−1
l=0 g
l
ig
−l
i+1) =∑m−1
l=0 µa(gi)
lµa(gi+1)
−lId which then equals m if µa is constant on gi and gi+1
and
∑m−1
l=0 g
l
ig
−l
i+1 is zero if µa(gi) 6= µa(gi+1). One can summarise, on any repre-
sentation in Irr(stab(a)|µa)
m−1∑
l=0
glig
−l
i+1 =
{
m if sǫi−ǫi−1 ∈ stab(µa),
0 otherwise.
Recall from Lemma 5.3 that stab(a) is isomorphic to H(G(a0, 1,m))⊗...⊗H(G(am−1, 1,m)).
We have shown that if (V, π) ∈ Irr(stab(a|µa) then the relations sαiαi = sαi(αi)sαi+
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k
∑m−1
l=0 g
l
ig
−l
i+1 become sαiαi = sαi(αi)sαi + m on V for all αi ∈ Πa and the re-
lations sαiαi = sαi(αi)sαi + k
∑m−1
l=0 g
l
ig
−l
i+1 become sαiαi = sαi(αi)sαi + 0 on V
for all αi /∈ Πa . Hence we can conclude that if (V, π) ∈ Irr(stab(a|µa)) then this
representation factors through the algebra
H(Sa0)⊗ ...⊗H(Sam−1),
via the quotient by the ideal Ia =< gi − µa(gi)Id >. Explicitly
π : H(G(a0, 1,m))⊗ ...⊗H(G(am−1, 1,m))։ H(Sa0)⊗ ...⊗H(Sam−1)→ GL(V ).
Where H(Sn) is the usual graded Hecke algebra associated to Sn, with parameter
c(α) = mk.
Lemma 5.5. The set Irr(H(G(a0, 1,m))⊗ ...⊗H(G(am−1, 1,m))|µa) is in one-one
correspondence with Irr(H(Sa0))⊗ ...⊗ Irr(H(Sam−1)).
Proof. The irreducible representation in Irr(H(G(a0, 1,m))⊗...⊗H(G(am−1, 1,m))|µa)
all occur as pullbacks of the irreducible representations of H(Sa0)⊗ ...⊗H(Sam−1)
via the specific quotient of H(G(a0, 1,m))⊗...⊗H(G(am−1, 1,m))|µa onto H(Sa0)⊗
...⊗H(Sam−1), with the ideal
Ia =< gi − µa(gi)Id|i = 1, ..., n > .
Furthermore given a representation U of H(Sa0) ⊗ ... ⊗ H(Sam−1) one can create
a representation in Irr(H(G(a0, 1,m))⊗ ...⊗H(G(am−1, 1,m))|µa) by pulling back
the representation U from the quotient of Ia. 
Theorem 5.6. The irreducible representations of H(G(m, 1, n)) split into blocks
which are induced from products of H(Sa) representations:
Irr(H(G(m, 1, n))) ∼=
⊔
a∈A
Irr(H(Sa0))⊗ ...⊗ Irr(H(Sam−1)).
If one considers a tempered H(G(m, 1, n)) module, that is V such that the C[T ]⊗
S(t) weights, µ⊗ λ are such that Re(λ(xi)) ≤ 0 for all fundamental coweights and
that Re(λ|aR) = 0. This condition is only dependent on the S(t) weight λ therefore
a tempered H(G(m, 1, n) correspond to a H(Sn) tempered module with weight
λ. Hence every H(Sn) tempered module V there will correspond to m different
H(G(m, 1, n) tempered modules. Each tempered H(G(m, 1, n)) module will be a
pullback of the module V . However the difference between the m different modules
are that the short reflections gi will act by η
j for fixed j = 1, ...,m.
This gives a method to parametrise the Langlands data for an irreducibleH(G(m, 1, n))
module via tempered modules of H(Sa). Recall that every irreducible H(G(m, 1, n))
module can be realized as a quotient of
H(G(m, 1, n))⊗H(G(m,1,n))P Uˇ ⊗ Cν .
If we fix an irreducible module X then using the above realization, we associate to
it Langlands data (P,U).
Fix P = (p0, ..., pm−1) a partition of n with at most m parts. The tempered
H(G(m, 1, n)) modules are the pullbacks of tempered H(Sa0)⊗ ...⊗H(Sam−1 ) mod-
ules.
Recall that the size of a partition λ = {x1, ..., xj} is
∑j
i=1 xj . The tempered
modules of graded Hecke algebra with real central character correspond to partitions
(e, φ) where φ is nilpotent [5, 3.3],[12]. In the case of W = Sn e is always 1 and
phi is characterized by it’s Jordan form and hence corresponds to a partition of n.
Hence the tempered modules of H(Sp0)⊗ ...⊗H(Spm−1) with real central character
will correspond to a set of m partitions {λ0, ..., λm−1} such that the sum of the
sizes of the partitions λi is ai.
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Theorem 5.7. Let P = (a0, ...am−1) be a set associated to a = (a0, ..., am) with
at most m parts. We associate to P , a parabolic subalgebra HP (G(m.1, n)) ⊂
H(G(m, 1, n)). The tempered modules of the parabolic algebra HP (G(m, 1, n)) are
built up from tempered modules of each parabolic part H(G(m, 1, ai)). By above a
tempered module of H(G(m, 1, ai)) corresponds to a tempered module of H(Sai). The
tempered modules of H(Sai) with real central character are labelled by partitions of
ai. Hence tempered module of HP (G(m, 1, n)) with real central character are labelled
by multipartitions {λ0, ..., λm−1} with m partitions such that the size of λi equals
ai. Furthermore one can construct these tempered modules via the pullback of
H(G(m, 1, n))→φ H(Sa0))⊗ ...⊗ (H(Sam−1)→ GL(Vλ0 ⊗ ...⊗ Vλm−1 ).
Where Vλi is the tempered module of H(Sai) corresponding to the partition λi and
φ is the quotient by the ideal Ia =< gi − µa(gi)Id|i = 1, ..., n >.
6. Dirac cohomology of the Dunkl-Opdam subalgebra
In this section we will use the description of irreducible representations from
Section 5 to describe how the Dirac operator for the Dunkl-Opdam subalgebra acts
on irreducible modules. We will show that the Dirac operator DDO for HDO de-
scends to a relevant Dirac operator for a tensor of type A graded Hecke algebras and
then describe the Dirac operator in terms of Dirac operators for type A parabolic
algebras.
Let A be a Drinfeld algebra T (V ) ⋊ C[G]/R. We have an associated Clifford
algebra C(V ), with respect to the G-invariant symmetric product <,> . Given a
G-invariant basis B we defined the Dirac operator to be∑
b∈B
b⊗ b∗ ∈ A⊗ C(V ).
We have two presentations of the Dunkl-Opdam subalgebra, one producing the
Lusztig presentation 4.4 with commuting basis elements and the Drinfeld presenta-
tion used in Theorem 4.13 which shows that H(G(m, 1, n)) is a Drinfeld algebra. We
used the Lusztig presentation to show the Morita equivalence of the Dunkl-Opdam
subalgebra to a sum of tensors of type A graded Hecke algebras, this uses parabolic
sub algebras. However the Dirac theory developed for the Dunkl-Opdam subal-
gebra uses the Drinfeld presentation. This Drinfeld presentation does not admit
parabolic subalgebras.
Let us recall that to transform between from the classical presentation to the
Drinfeld presentation one takes the standard basis {z1, ..., zn} of the reflection rep-
resentation of Sn which along with G(m, 1, n) gives the classical presentation. Then
to obtain the Drinfeld presentation we use the generators:
z˜i = zi +
k
2
∑
i<j
si,j
m−1∑
l=1
g−li g
l
j −
k
2
∑
j<i
si,j
m−1∑
l=1
g−li g
l
j = zi +
k
2
(M i −Mi).
RecallMi andM i are Jucys-Murphy elements of G(m, 1, n) with reverse orderings.
The Dirac element in terms of the Drinfeld presentations is:
DDO =
n∑
i=1
z˜i ⊗ z
∗
i .
In terms of the Lusztig presentation {zi} the Dirac element is
DDO =
n∑
i=1
zi + k
2
∑
i<j
si,j
m−1∑
l=1
g−li g
l
j −
k
2
∑
j<i
si,j
m−1∑
l=1
g−li g
l
j
⊗ z∗i .
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Definition 6.1. Given a H module X and a spinor S of C(V ), then DDO : X⊗S →
X ⊗ S. The Dirac cohomology of X with respect to S is defined to be
Ker(DDO)/ im(DDO) ∩Ker(DDO).
Since DDO sgn-commutes with the group G˜ then the Dirac cohomology is naturally
a G˜ module.
From section 5 if V contains a weight µa corresponding to a = {a0, ..., am−1}
then we will write Vµa for the C[T ]-weight space corresponding to the weight a. We
can decompose V into C[T ] weight spaces.
V =
⊕
c∈C
V cµa .
Lemma 5.4 shows that Vµa is the image of the functor F . It is a stab(µa) module and
is the pullback of a tensor of Hsai modules. A problem that occurs is that the Dirac
operator DDO does not sit in the subalgebra stab(µa) ∼=
⊗m−1
i=1 HDO(G(m, 1, ai).
We will look at the Dirac operators already given for the standard type A graded
Hecke algebra.
Definition 6.2. [1] For the graded Hecke algebra H(Sk) the Dirac operator is
DSk =
∑
i=1,...,k
zi + mk
2
∑
i<j
si,j −
mk
2
∑
j<i
si,j
⊗ z∗i .
Remark 6.3. We abuse notation here as zi in this context denotes the same basis
as we have used in the definition of HDO but of course it is not in the same algebra.
We justify this since all surjections of HDO onto HSn preserve this notation. We
have used the parameter mk as opposed to k for HSn because naturally our map
sends HDO to HSn with parameter mk.
Recall that the weight space Vµa is naturally a
⊗m−1
i=1 HSai module, via the
functor F defined in the Lemma 5.4. We extend Definition 6.2 to define Dirac
operator for
⊗m−1
i=1 HSai :
DSa0×...×Sam−1 = DSa0 ⊗ ...⊗DSam−1 .
Written out explicitly this is
DSai×...×Sam−1 =
m−1∑
i=0
j=ai∑
j=ai−1
zj + mk
2
∑
j<k≤ai
sj,k −
mk
2
∑
ai−1<k<j
sj,k
⊗ z∗j .
Here we have associated
⊗m−1
i=1 S(Vi) with S(⊕Vi). Similarly we have substituted
C(⊕Vi) =
⊗
C(Vi). Initially this looks like the Dirac operator for HSn , however
one should notice that not all of the reflections are involved in this Dirac operator.
We highlight this with an example.
Example 6.4. Let n=3. The Dirac operator for HS3 is(
z1 −
mk
2
(1, 2)−
mk
2
(1, 3)
)
⊗ z∗1 +
(
z2 +
mk
2
(1, 2)−
mk
2
(2, 3)
)
⊗ z∗2
+
(
z3 +
mk
2
(1, 3) +
mk
2
(2, 3)
)
⊗ z∗3 .
However the Dirac operator for Hs1 ⊗HS2 ⊂ HS3 is
z1 ⊗ z
∗
1 +
(
z2 −
mk
2
(2, 3)
)
⊗ z∗2 +
(
z3 +
mk
2
(2, 3)
)
⊗ z∗3 .
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One can see that there are four reflections in the DH(S3) not involved in DH(S1) ×
DH(S2).
Viewing Vµa as a stab(µa) module, V is a sum of twists of F (V ). Let us look at
the C[T ]-invariant element of stab(µa) which maps to DSa0×...×Sam−1 , this is:
m−1∑
i=0
j=ai∑
j=ai−1
zj + k
2
m−1∑
l=1
g−lj g
l
k
∑
j<k≤ai
sj,k −
k
2
m−1∑
l=1
g−lk g
l
j
∑
ai−1<k<j
sj,k
⊗ zj .
Written this way one notices that this looks very similar to the HDO Dirac operator
however it excludes the reflections that are not in the parabolic subgroup that
stabilises µa. The following lemma shows that the difference vanishes on Vµa .
Lemma 6.5. Given an irreducible module Va with C[T ] weight a then on the sub-
space F (Va) the Dirac operator for HDO acts by the Dirac operator DSa0×...×Sam−1 .
Proof. Recall that since Vµa only has one C[T ] weight, namely a we can explicitly
describe how
∑m−1
l=0 g
−l
i g
l
j acts on this subspace.
m−1∑
l=0
g−li g
l
j =
{
mId if µa(gi) = µa(gi),
0 if µa(gi) 6= µa(gi).
This parametrisation of pairs {i, j} can be described in another way. If the transpo-
sition si,j stabilises the character µa then
∑m−1
l=0 g
−l
i g
l
j = m. However if si,j is not
in stab(µa) then
∑m−1
l=0 g
−l
i g
l
j = 0 on the µa-weight space. Ultimately this means
that the Dirac operator DDO ∈ HDO ⊗CL(V ) preserves the subspace F−1(V )⊗S
since the transpositions included in DDO which do not preserve Vµa are preceded
by the element
∑m−1
l=0 g
−l
i g
l
j which acts by zero in this case. Finally since DDO
preserves Vµa it equals an element inside stab(a) ⊗ S. This is the pull back of
DSa0×...×Sam−1 and hence DDO agrees with DSa0×...×Sam−1 on the µa-weight space
of V .

We have described how the Dirac operator acts on the a weight space of V . Since
DDO is G(m, 1, n) invariant we can describe how it acts on the rest of the weight
spaces. As discussed in Lemma 5.4 the other weight spaces are twists of this space
by the coset representatives, c ∈ C of the parabolic subgroup SP in Sn. The group
SP fixes the a weight space. Therefore if DDO acts by DSa0×...×Sam−1 on Vµa then
D acts by cDSa0×...×Sam−1 c
−1 on cVµa . Hence Ker(DDO) ⊂ V ⊗ S is⊕
c∈C
cKerDSa0×...×Sam−1 .
Similarly since DDO acts by DSa0×...×Sam−1 on stab(a)⊗ S then
imDDO = ⊕c∈Cc imDSa0×...×Sam−1 .
We can describe the Dirac cohomology of an irreducible module X in terms of the
Dirac cohomology of its corresponding HSa0 ⊗ ...⊗HSam−1 module.
Theorem 6.6. Given an irreducible representation V with C[T ] weight space Vµa
then by transforming Vµa to a HSa0 ⊗ ... ⊗ HSam−1 module Xa0 ⊗ ... ⊗Xam−1 the
Dirac cohomology of V is⊕
c∈SP /Sn
c
(
HD(Xa0)⊗ ...⊗HD(Xam−1)
)
,
where HD(X) is the Dirac cohomology of the HSk-module X.
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Definition 6.7. Define F˜ and F˜−1 to be the functors exhibiting the Morita equiva-
lence between ˜G(m, 1, n) and
⊕
a∈A
⊕
a∈ACS˜a0 ⊗ ...⊗CS˜am−1 , similarly to Lemma
5.4.
Corollary 6.8. Let HD(•) denote the functor taking the relevant module to a its
Dirac cohomology. We have the following commutative diagram:
H(G(m, 1, n))-mod
⊕
a∈AHSa0 ⊗ ...⊗HSam−1 -mod
C ˜G(m, 1, n)-mod
⊕
a∈A CS˜a0 ⊗ ...⊗ CS˜am−1-mod
F
HD(•) HD(•)
F˜−1
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