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We use a formula derived almost seventy years ago by Madhav Rao connecting the
Jacobi Last Multiplier of a second-order ordinary differential equation and its Lagrangian
and determine the Lagrangians of the Painlevé equations. Indeed this method yields the
Lagrangians of many of the equations of the Painlevé–Gambier classiﬁcation. Using the
standard Legendre transformation we deduce the corresponding Hamiltonian functions.
While such Hamiltonians are generally of non-standard form, they are found to be
constants of motion. On the other hand for second-order equations of the Liénard class we
employ a novel transformation to deduce their corresponding Lagrangians. We illustrate
some particular cases and determine the conserved quantity (ﬁrst integral) resulting
from the associated Noetherian symmetry. Finally we consider a few systems of second-
order ordinary differential equations and deduce their Lagrangians by exploiting again the
relation between the Jacobi Last Multiplier and the Lagrangian.
© 2009 Published by Elsevier Inc.
1. Introduction
The study of nonlinear ordinary differential equations (ODEs) has been an ongoing endeavor for well over two centuries
now with signiﬁcant contributions by many of the greatest mathematicians of all times, such as Euler, Lie, Painlevé and
Poincaré to mention just a few. Their contributions have ranged from ﬁnding explicit solutions of ODEs, to developing
general methods of classiﬁcations, to the qualitative analysis of their solutions etc. These in turn have often led to the
opening of entirely new branches of study in algebra, topology, geometry and have shed new light on several physical
phenomena.
Over the years many techniques have been developed to obtain closed-form solutions of various kinds of ODEs. However,
there does not exist any single common method for obtaining their solutions. Nevertheless the apparently different tech-
niques share one common feature: they somehow tend to exploit the symmetries of ODEs. Consequently symmetry analysis
of ODEs has become one of the most powerful tools for analyzing them. The foundations of this method are contained in
the works of Sophus Lie [1,2].
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any ODE. Having said so, it is not always quite obvious what these ﬁrst integrals are. Indeed their determination is, in
general, a nontrivial task. In the case of conservative mechanical systems, one often has just a single ﬁrst integral – the
energy. In this context the semialgorithmic procedure developed by Prelle and Singer deserves mention [6]. In its original
version it applied to ﬁrst-order ODEs involving rational functions with coeﬃcients belonging to the ﬁeld of complex num-
bers C. Subsequently their method, which involved the use of Darboux polynomials, was extended by Duarte et al. [7,8]
and Chandrasekhar et al. in a series of papers [3–5].
As is often the case in a ﬁeld which has been so thoroughly investigated over the years, some aspects often tend to
fade out only to resurface after many years when new results point to a mysterious link with those of the past. One such
result, which has appeared in the recent literature on differential equations, concerns the Jacobi Last Multiplier. The credit
for resurrecting this has to go to Nucci and Leach, who have shown how it may be used to determine the ﬁrst integrals
and also Lagrangians of a wide variety of nonlinear differential equations. It appears that the connection of the Jacobi Last
Multiplier to the existence of Lagrangian functions was the subject of investigation by a few authors in the early 1900s.
However, the precise nature of their interrelation was brought out by Rao in [9] in the 1940s. Thereafter this did not attract
much attention among researchers in the ﬁeld of differential equations.
Recently there has been a renewal of interest in this area and it appears that Jacobi’s Last Multiplier can be incorporated
in the formalism initiated by Lie for the study of differential equations.
1.1. Motivation and plan
It is clear that Rao’s formula can be used to deduce the Lagrangian of a second-order ODE or even a system of such ODEs
once the last multiplier is known. Unlike the Hamiltonian structure of the six Painlevé equations, which have received much
attention [17], the Lagrangian formulation has not been suﬃciently nurtured. In a recent paper Wolf and Brand [18] pro-
posed a Lagrangian for Painlevé VI. In this paper we investigate the Lagrangians for the majority of the Painlevé equations,
using Rao’s formula and also indicate its applicability to other equations of the Painlevé–Gambier classiﬁcation.
The organization of the paper is as follows. In Section 2 we introduce the basic ideas underlying the Jacobi Last Multiplier
and state its deﬁning equation for an nth-order ODE or an equivalent system of ﬁrst-order ODEs. The connection between
the last multiplier and symmetries is also mentioned. It also contains a discussion of certain geometrical aspects underlying
Jacobi’s Last Multiplier. Section 3 constitutes the main body of this paper and explains the relationship between the Jacobi
Last Multiplier and the Lagrangian description of second-order ODEs. It includes a deduction of the Lagrangians for four
of the six Painlevé equations and also their corresponding Hamiltonians. It also brieﬂy outlines the procedure for other
equations of the Painlevé–Gambier classiﬁcation. In Section 4 we analyze in this context second-order equations of the
Liénard type. It contains a speciﬁc example of a generic equation of nonlinear oscillator type. Finally in Section 5 we apply
the technique to a coupled system of second-order ODEs, which has not been very extensively studied, and also summarize
the results for a couple of other more well-known systems.
2. The Jacobi Last Multiplier
Consider the nth-order ODE in the normal form
y(n) = w(x, y, y′, . . . , y(n−1)). (2.1)
Corresponding to this ODE there exists an equivalent ﬁrst-order partial differential equation (PDE) in (n + 1) variables,
D˜ f = (∂x + y′∂y + y′′∂y′ + · · · + w∂y(n−1) ) f = 0, (2.2)
in which the quantities y′, y′′ . . . are treated as independent variables at par with x and y.
Their equivalence is provided by the ﬁrst integrals of (2.1). By deﬁnition a ﬁrst integral is a global function, I =
I(x, y, y′, . . . , y(n−1)), that is constant along the solutions of (2.1), i.e.,
dI
dx
= D˜ I = Ix + y′ I y + y′′ I y′ + · · · + wI y(n−1) = 0. (2.3)
Having determined a ﬁrst integral, say I = I(x, y, y′, . . . , y(n−1)) = I0, one can invert it to obtain
y(n−1) = w1
(
x, y, y′, . . . , y(n−2); I0
)
provided I y(n−1) = 0. This shows that the existence of a ﬁrst integral allows for the reduction in the order of the differential
equation by one. Furthermore it is evident that every ﬁrst integral is a solution of the linear PDE (2.2) and conversely.
Assume that φα , α = 1, . . . ,n denote a set of n functionally independent solutions of (2.2). As each φα is a ﬁrst integral,
one has
φα
(
x, y, y′, . . . , y(n−1)
)= Iα0 , α = 1,2, . . . ,n. (2.4)
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y = y(x; I10, . . . , In0),
the Iα0 ’s being essentially constants of integration.
As we mentioned above, the determination of even a single ﬁrst integral is in most cases a nontrivial task. Hence, while
in principle the above procedure is ﬁne, its practical application is often a daunting task, to say the least.
Nevertheless, assuming we have at our disposal (n − 1) solutions φα of the linear PDE D˜ f = 0, by means of the Jacobi
Last Multiplier the nth solution can be obtained by a quadrature. The formal deﬁnition of the Jacobi Last Multiplier is as
follows.
Deﬁnition 2.1. Given an nth-order ODE or its equivalent linear PDE in (n + 1) variables
D˜ f = (∂x + y′∂y + y′′∂y′ + · · · + w∂y(n−1) ) f = 0,
the Jacobi Last Multiplier M is deﬁned by
MD˜ f := ∂( f , φ
1, φ2...φn−1)
∂(x, y, y′, . . . , y(n−1))
= det
⎛⎜⎜⎜⎜⎝
fx f y . . . f y(n−1)
φ1x φ
1
y . . . φ
1
y(n−1)
...
... . . .
...
φ
(n−1)
x φ
(n−1)
y . . . φ
(n−1)
y(n−1)
⎞⎟⎟⎟⎟⎠= 0. (2.5)
From the above deﬁnition it follows that the Jacobi Last Multiplier (JLM) can be varied by selecting a different set of
(n − 1) independent solutions ψ1,ψ2, . . . ,ψn−1 of (2.2). If the corresponding JLM be M˜ , then
M˜ D˜ f = ∂( f ,ψ
1,ψ2, . . . ,ψn−1)
∂(x, y, y′, . . . , y(n−1))
= ∂( f , φ
1, φ2, . . . , φn−1)
∂(x, y, y′, . . . , y(n−1))
∂(ψ1,ψ2, . . . ,ψn−1)
∂(φ1, φ2, . . . , φn−1)
= M ∂(ψ
1,ψ2, . . . ,ψn−1)
∂(φ1, φ2, . . . , φn−1)
.
Indeed each JLM, as deﬁned above, turns out to be a solution of the following linear PDE
∂M
∂x
+
n∑
k=1
∂
(
y(k)M
)
∂ y(k−1)
= 0 on y(n) = w(x, y, y′, . . . , y(n−1)) (2.6)
or, if the ODE be expressed as a system of ﬁrst-order ODEs of the form
x˙k = Wk(t, x1, . . . , xn), k = 1,2, . . . ,n, (2.7)
as a solution of the equation
d
dt
logM +
n∑
i=1
∂Wi
∂xi
= 0. (2.8)
It is evident that the classical deﬁnition of the JLM is overly restrictive, requiring as it does almost complete knowledge of
the system. However, being dependent on ﬁrst integrals, it is natural to expect that it should bear some connection to the
symmetries of the equation under investigation. This connection was unravelled by Lie and its formulation in terms of the
generators of the Lie symmetry algebra is outlined below.
For the ODE in Eq. (2.1) or its equivalent PDE given by (2.2) let Xi = ξi∂x + ηi∂y denote n Lie point symmetry generators
of the equation. The vector ﬁeld associated with D˜ f = 0 has (n+1) components (1, y′, . . . ,w) on y(n) = w(x, y, . . . , y(n−1)).
Using standard methods for constructing the prolongations of these generators Xi up to the (n − 1)th-order, viz.
X (n−1)i = ξi∂x + ηi∂y + η(1)i ∂y′ + · · · + η(n−1)i ∂y(n−1) , i = 1,2, . . . ,n,
consider the determinant
 = det
⎛⎜⎜⎜⎝
1 y′ y′′ . . . f y(n−1) w
ξ1 η1 η
(1)
1 . . . η
(n−2)
1 η
(n−1)
1
...
...
... . . .
...
...
ξn ηn η
(1)
n . . . η
(n−2)
n η
(n−1)
n
⎞⎟⎟⎟⎠ . (2.9)
If  = 0, then the JLM is given by M = −1.
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we can ﬁnd n symmetry generators of the form Xi =∑nj=0 aij ∂∂x j , i = 1, . . . ,n, with x0 = t , then the last multiplier is given
by
M−1 =  = det
⎛⎜⎜⎜⎝
1 W1 · · · Wn
a10 a11 . . . a1n
...
... . . .
...
an0 an1 . . . ann
⎞⎟⎟⎟⎠ . (2.10)
Since M satisﬁes (2.8), it follows that the ratio of two last multipliers is a ﬁrst integral, i.e.,
d
dt
(
M1
M2
)
= 0.
In other words the ratios of the i ’s (i  2) provide us ﬁrst integrals for the system of equations (2.7).
2.1. Geometric description of Jacobi’s Last Multiplier
Let M = M(x) be a non-negative C1 function non-identically vanishing on some open subset of Rn . Then Jacobi’s Last
Multiplier is a solution of the linear partial differential equation
n∑
i=1
∂(MWi)
∂xi
= 0, (2.11)
where W = ∑ni=1 Wi∂xi is the vector ﬁeld of the system of ﬁrst-order ODEs. Essentially, if a Jacobi multiplier is known
together with (n − 2) ﬁrst integrals, then we can reduce locally to a 2D vector ﬁeld on the intersection of the (n − 2) level
sets formed by ﬁrst integrals.
Let Ω = dx1 ∧ · · · ∧ dxn be a volume form on Rn . Deﬁne an inner product, 〈·,·〉, between 1-forms and (n − 1)-forms on
R
n as
ω1 ∧ ω2 = 〈ω1,ω2〉Ω.
So both the space of vectors and the space of (n − 1)-forms are dual to the space of 1-forms. Hence there is a natural
isomorphism between the space of vectors and the space of (n − 1)-forms. Let W be a vector ﬁeld. Then W corresponds to
(n − 1) form ωW under isomorphism
iWΩ = ωW =
n∑
i=1
(−1)(i−1)Wi dx1 ∧ · · · ∧ dˆxi ∧ · · · ∧ dxn. (2.12)
Thus the condition for Jacobi’s Last Multiplier can be manifested as [11,12]
0 = d(MωW) =
(
n∑
i=1
∂(MWi)
∂xi
)
Ω.
Therefore an element, M , is called a Jacobi’s Last Multiplier for an ODE if
d(MωW) = dM ∧ ωW + MdωW = 0. (2.13)
Using
LWωW = (divΩ W)ωW (2.14)
and (dg) ∧ ωW = (Wg)Ω (∀g ∈ C∞(Rn)) we can show that the Jacobi Last Multiplier M satisﬁes
WM + M divΩ W = 0. (2.15)
This equation reveals that M is a last multiplier for the divergence-free vector ﬁeld W if and only if M is a ﬁrst integral
of W. In general the vector ﬁeld W is not divergence-free and in this situation the theory of multipliers, namely, the ratio
of two multipliers is a ﬁrst integral etc., holds good. In fact the set of last multipliers measures how far away W is from the
divergence-free condition.
The theory of the Jacobi Last Multiplier is also connected to another important method namely adjoint symmetry equa-
tion in determining explicit integrating factors and ﬁrst integrals of nonlinear ODEs. One can deﬁne the action of the adjoint
vector ﬁeld W∗ corresponding to W on functions [13] as
W∗(M) = −W(M) − M divΩ W = 0. (2.16)
Thus solving the adjoint equation one can obtain Jacobi’s Last Multiplier. This is the essential feature of adjoint method.
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tained in terms of the Marsden differential [14]. Let m ∈ C∞(M). Then the Marsden differential,
dm : Λ∗(M) → Λ∗+1(M)
is given by
dm(η) = 1
m
d(mη). (2.17)
Thus M is a Jacobi Last Multiplier if and only if ωW is dM -closed.
A vector ﬁeld, S, is called a symmetry of an ODE given by a vector ﬁeld, W, if
LSW = [W,S] = λW, λ ∈ C∞. (2.18)
Let S1, . . . ,Sn−1 be (n − 1) symmetries. Deﬁne
h = i Sn−1 · · · i2i1ωW. (2.19)
Then M = h−1 is a last multiplier for ωW , i.e., d(MωW) = 0. This can be proved using the symmetry condition.
LWh = LWi Sn−1 · · · i2i1ωW = (i[W,Sn−1] + i Sn−1 LW)i Sn−2 · · · i S2 i S1W.
The ﬁrst term in the expression above vanishes. Thus recursively one can prove that
LWh = h divΩ W, (2.20)
where the function M = h−1 is called an inverse multiplier.
At last we wish to outline a connection between last multiplier and Nambu mechanics. Consider a special case of (2.14),
a divergence-free condition
divΩ W =
n∑
i=1
∂Wi
∂xi
= 0. (2.21)
In this situation Eq. (2.7) can be mapped to Nambu dynamical systems, i.e. systems of time-autonomous ODEs of the
form [15], with a special value of Wi
x˙i = Wi(x) =  j1,..., jnδij1
∂H2
∂x j2
· · · ∂Hn
∂x jn
. (2.22)
In other words a system obeying Nambu mechanics automatically satisﬁes the Liouville condition. In fact by duality the
vector ﬁeld W = Wi(x)∂/∂xi maps to an (n − 1)-differential form given by
ωW = 1
(n − 1)! j1,..., jnW j1 dx
j2 ∧ · · · ∧ dx jn
= 1
(n − 1)!k1,...,kn j1,..., jnδk1 j1
[
∂H2
∂x j2
dx j2
]
∧ · · · ∧
[
∂Hn
∂x jn
dx jn
]
= dH2 ∧ · · · ∧ dHn.
Thus ωW is a decomposable and closed (n − 1)-form and the set of (n − 1) independent functions, H2, . . . , Hn , are such
that every integral curve is given by an equation of the form H2(x) = C2, . . . , Hn(x) = Cn .
3. Lagrangians and the last multiplier
In a series of recent papers Leach, Nucci and Tamizhmani (for example, [16,19–21] and references therein) have investi-
gated the relation between integrating factors and the Hessian. It appears that this connection has a long history, which can
be traced to Jacobi’s attempts to obtain the last multiplier [23,24]. In 1874 Lie [1,2] showed that point symmetries could
be used to determine Jacobi’s Last Multiplier (JLM). The explicit nature of the relation between the JLM and Hessian was
clariﬁed by Rao in a article [9] and is also mentioned in Whittaker’s book on analytical dynamics [10].
3.1. Second order equations
For a second-order ODE y′′ = w(x, y, y′) which admits a Lagrangian function L(x, y, y′) the Jacobi Last Multiplier, M , is
given by
M = ∂
2L
′2 . (3.1)∂ y
656 A. Ghose Choudhury et al. / J. Math. Anal. Appl. 360 (2009) 651–664On the other hand, given a system of ﬁrst order equations
y′k = fk(x, y), y = (y1, y2, . . . , yn),
the JLM is a solution of the equation
d logM
dx
+
n∑
k=1
∂ fk
∂ yk
= 0.
It follows that, if a solution of this equation is obtained, then from a knowledge of the JLM one can construct the Lagrangian
function as
L(x, y, y′) =
∫ (∫
Mdy′
)
+ f1(x, y)y′ + f2(x, y). (3.2)
3.2. Lagrangians for the Painlevé equations
A large number of second-order ODEs in the Painlevé–Gambier classiﬁcation system belong to the following class of
equations, namely
x¨+ 1
2
φxx˙
2 + φt x˙+ B(t, x) = 0. (3.3)
Writing this equation in the form
x¨ =F(t, x, x˙) = −
[
1
2
φxx˙
2 + φt x˙+ B(t, x)
]
,
the Jacobi Last Multiplier M for (3.3) is given by the solution of
d
dt
logM = −∂F
∂ x˙
. (3.4)
In the present case we have
M = ∂
2L
∂ x˙2
= exp[φ(t, x)]. (3.5)
By (3.2) we then obtain the Lagrangian as
L(t, x, x˙) = 1
2
eφ(t,x) x˙2 + f1(t, x)x˙+ f2(t, x). (3.6)
To determine the unknown functions, f1 and f2, we substitute this Lagrangian into the Euler–Lagrange equation of motion
d
dt
(
∂L
∂ x˙
)
= ∂L
∂x
(3.7)
and use (3.3) to get
f1t − f2x = eφB(t, x).
The making of a gauge transformation f1 = Gx and f2 = Gt + f3(t, x) allows us to satisfy the last equation when
f3(t, x) = −
∫
eφB(t, x)dx. (3.8)
Consequently the ﬁnal Lagrangian for (3.3) becomes
L(t, x, x˙) = eφ(t,x) x˙
2
2
−
∫
eφB(t, x)dx+ dG
dt
. (3.9)
The total derivative term obviously is of little consequence. Hence we may safely discard it.
The conjugate momentum may be deﬁned by
p = ∂L = eφ x˙ which implies x˙ = e−φ p
∂ x˙
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H = e−φ p
2
2
+
∫
eφB(t, x)dx
by the usual Legendre transformation. It is clear that the Lagrangian obtained in the above manner is a non-standard one.
One can attempt to bring it closer to the standard form by means of the transformation
y˙ = eφ/2x˙ or y(t, x) =
∫
eφ(t,x)/2 dx. (3.10)
We illustrate this by a speciﬁc example in the sequel.
3.2.1. The Painlevé III equation
The PIII equation may be written as
x¨− 1
x
x˙2 + 1
t
x˙+ B(t, x) = 0, (3.11)
where B(t, x) = −[ 1t (αx2 + β) + γ x3 + δx ]. Comparison with (3.3) shows that φx = −2/x and φt = 1/t which yields for the
last multiplier M = expφ = t/x2. Then from (3.9) we obtain
LIII = t
x2
x˙2
2
+ αx− β
x
+ t
(
γ x2
2
− δ
2x2
)
(3.12)
and the Hamiltonian as
HIII = x
2
t
p2
2
+
(
β
x2
− αx
)
+ t
2
(
δ
x2
− γ x2
)
. (3.13)
3.2.2. The Painlevé V equation
The PV equation may be written as
x¨−
(
1
2x
+ 1
x− 1
)
x˙2 + 1
t
x˙+ B(t, x) = 0, (3.14)
where
B(t, x) = −
[
(x− 1)2
t2
(αx+ β
x
) + γ x
t
+ δx(x+ 1)
x− 1
]
.
Following the same procedure as before we obtain for the Jacobi Last Multiplier
M = t
x(x− 1)2
and the Lagrangian
LV = t
x(x− 1)2
x˙2
2
+ 1
t
(
αx− β
x
)
− γ
x− 1 − δ
tx
(x− 1)2 . (3.15)
The corresponding Hamiltonian is
HV = x(x− 1)
2
t
p2
2
− 1
t
(
αx− β
x
)
+ γ
x− 1 + δ
tx
(x− 1)2 . (3.16)
3.2.3. The Painlevé IV equation
The PIV equation may be written as
x¨− 1
2x
x˙2 + B(t, x) = 0, (3.17)
where
B(t, x) = −
[
3
2
x3 + 4tx2 + 2(t2 − α)x+ β
x
]
.
Unlike the previous two Painlevé equations, here we have φt = 0 so that the last multiplier is now time independent. Indeed
for the PIV equation we have M = 1/x while the corresponding Lagrangian is
LIV = 1 x˙
2
+
[
β ln |x| + (t2 − α)x2 + 4 tx3 + 3 x4]. (3.18)x 2 3 8
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HIV = xp
2
2
−
[
β ln |x| + (t2 − α)x2 + 4
3
tx3 + 3
8
x4
]
. (3.19)
3.2.4. The Painlevé VI equation
The PVI equation is perhaps one of the most well-studied equations of the Painlevé class. It may be written as
x¨− 1
2
(
1
x
+ 1
x− 1 +
1
x− t
)
x˙2 +
(
1
t
+ 1
t − 1 +
1
x− t
)
x˙+ B(t, x) = 0, (3.20)
where
−B(t, x) = (x− 1)(x− 1)(x− t)
t2(t − 1)2
[
α + βt
x2
+ γ (t − 1)
(x− 1)2 +
δt(t − 1)
(x− t)2
]
.
In this case we have
φx = −
(
1
x
+ 1
x− 1 +
1
x− t
)
and φt =
(
1
t
+ 1
t − 1 +
1
x− t
)
so that the last multiplier is given by
M = eφ = t(t − 1)
x(x− 1)(x− t) . (3.21)
The Lagrangian for the PVI equation is found to be
LVI(t, x, x˙) = t(t − 1)
x(x− 1)(x− t)
x˙2
2
+
∫
t(t − 1)
x(x− 1)(x− t)
(−B(t, x))dx+ dG
dt
,
LVI(t, x, x˙) = t(t − 1)
x(x− 1)(x− t)
x˙2
2
+ αx
t(t − 1) −
β
x(t − 1) −
γ
t(x− 1) −
δ
x− t +
dG
dt
. (3.22)
Let p be the conjugate momentum. With
p = ∂L
∂ x˙
= t(t − 1)
x(x− 1)(x− t) x˙
the corresponding Hamiltonian is
HVI = t(t − 1)
x(x− 1)(x− t)
p2
2
− αx
t(t − 1) +
β
x(t − 1) +
γ
t(x− 1) +
δ
x− t . (3.23)
Besides the Painlevé equations many other equations of the Painlevé–Gambier classiﬁcation may also be treated in a
similar manner. We illustrate this below.
3.2.5. The Painlevé–Gambier equations XXI
This equation is of the form
x¨− 3
4x
x˙2 − 3x2 = 0. (3.24)
The Jacobi Last Multiplier is given by M = x−3/2 and the corresponding Lagrangian is
L21 = x−3/2 x˙
2
2
+ 2x3/2. (3.25)
The associated Hamiltonian H21 provides a ﬁrst integral (i.e.,
dH21
dt = 0), namely
H21 = x−3/2 x˙
2
2
− 2x3/2. (3.26)
It is interesting to note that L21 and H21 both have a ‘wrong relative sign’. Consider the transformation
x → y = 4x1/4 so that y˙ = x−3/4x˙. (3.27)
Under this transformation the Lagrangian L21 assumes the more familiar form
L21(t, y, y˙) =
[
1
2
y˙2 + (2(y/4)6)].
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In a series of interesting papers Chandrasekhar et al. have made a thorough study of many nonlinear equations of the
oscillator type, using an extension of the Prelle–Singer method [3–5]. We investigate below one such generic equation of
the Liénard type,
x¨+ f (x)x˙+ g(x) = 0 (4.1)
from the perspective of the Jacobi Last Multiplier.
4.1. Lagrangian for second-order Liénard type of equations
From (3.4) the last multiplier for Eq. (4.1) is given by M = exp(∫ f (x)dt). Following [20] we introduce a new variable v
by setting∫
f (x)dt = log (v−α−1) (4.2)
which implies
v˙ + α f (x)v = 0, (4.3)
with α being a nonzero scalar to be determined. As a result we have
M = v−α−1 . (4.4)
Indeed, if we can map the original equation, (4.1), to the ﬁrst-order Eq. (4.3) in terms of the variable v , then a suitable
Lagrangian can be easily deduced. It is obvious that v must be linear in x˙. In fact it is shown in [20] that such a map exists
and is given by
v = x˙+ g
α f
(4.5)
provided f and g satisfy the condition
d
dx
(
g
f
)
= α(1− α) f . (4.6)
From (4.4), since M = ∂2L/∂ x˙2, we ﬁnd that
L = 1
(2− α−1)(1− α−1) v
2−α−1 + f1v + f2. (4.7)
Now we substitute this into the Euler–Lagrange equation leads to the condition
f1t − f2x = d
dx
(
f1
g
α f
)
,
which may be satisﬁed by setting f1 = Gx and f2 = Gt + f3 yielding
f3x = − d
dx
(
Gx
g
α f
)
⇒ f3 = −Gx g
α f
.
The simple choice Gx = 0, i.e., f1 = 0 gives, f3 = 0 and f2 = dG/dt . Thus
L = 1
(2− α−1)(1− α−1)
(
x˙+ g
α f
)2−1/α
+ dG
dt
, α = 0, 1
2
,1. (4.8)
We can rescale the Lagrangian to get rid of the inconsequential scalar factors and also drop the total time derivative to get
it into the neater form
L =
(
x˙+ g
α f
)2−1/α
. (4.9)
This Lagrangian, being invariant under time translation, admits a Noether symmetry with corresponding conserved quantity
or ﬁrst integral (disregarding overall scalar factors)
I =
(
x˙+ g
α f
)1−1/α
(α − 1) f x˙− g
f
. (4.10)
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Consider the following equation
x¨+ (k1xq + k2)x˙+ (k3x2q+1 + k4xq+1 + k5x)= 0. (4.11)
This is a generic equation of nonlinear oscillator type, which includes many subcases depending upon the choice of the ki ,
which are parameters. The case q = 0 corresponds to a damped harmonic oscillator, while q = 1 corresponds to the force-
free Helmholtz oscillator. Substituting f and g from (4.11) into the condition (4.6), we obtain the following equations from
the different coeﬃcients of x.
α(1− α) = (q + 1)k3
k21
, (4.12)
α(1− α) = k5
k22
, (4.13)
k1k4 + k2k3(2q + 1) = α(1− α)k21k2, (4.14)
k1k5(1− q) + k2k4(1+ q) = 3α(1− α)k1k22. (4.15)
Equating (4.12) and (4.13) we ﬁnd that
q + 1 = k
2
1k5
k22k3
. (4.16)
Using this value of q in the remaining Eqs. (4.14) and (4.15) while eliminating α by means of (4.13), we get
k5 = k2
k21
(k1k4 − k2k3). (4.17)
The constant α is determined from the quadratic equation (4.13) and is
α = 1
2
(
1±
√
1− 4k5
k22
)
, (4.18)
where k5 is given by (4.17). Given q there exists another relation between the ki (i = 1, . . . ,5) derivable from (4.16) and
(4.17), viz.
k1k4
k2k3
= q + 2. (4.19)
Thus of the ﬁve parameters ki (i = 1, . . . ,5) only three are independent and to summarize we have the following relations:
k4 = k2k3
k1
(q + 2),
k5 = k
2
2k3
k1
(q + 1),
α = 1
2
(
1±
√
1− 4k3
k21
(q + 1)
)
.
4.2.1. Special cases
When q = 0, we have k1k4 = 2k2k3 and k5 = k22k3/k21. Consequently α = 12 (1 ±
√
1− 4k3
k21
) and the equation
x¨+ (k1 + k2)x˙+ (k3 + k4 + k5)x = 0, which is simply the damped harmonic oscillator, has Lagrangian
L =
(
x˙+ (k3 + k4 + k5)x
α(k1 + k2)
)2−1/α
.
When q = 1, we have k1k4 = 3k2k3 and k5 = 2k22k3/k21 while α = 12 (1 ±
√
1− 8k3/k21). The Lagrangian for the equation,
x¨+ (k1x+ k2)x˙+ k3(x3 + 3k2/k1x2 + 2k22/k21x) = 0 is
L =
{
x˙+ k3
αk1
(
x2 + 2k2/k1x
)}2−1/α
.
From this Lagrangian one can easily compute the conjugate momentum to obtain the corresponding Hamiltonian.
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The extension of the above technique to a system of second-order ODEs is also possible under certain conditions. We
describe below the formulation as presented in [22]. In the case of a system of n degrees of freedom the Lagrangian
L = L(t,q, q˙), where q = {q1, . . . ,qn} and q˙ = {q˙1, . . . , q˙n} deﬁne the generalized coordinates and corresponding velocities,
we may deﬁne the i jth Jacobi Last Multiplier by
Mij = ∂
2L
∂q˙i∂q˙ j
, i, j = 1, . . . ,n. (5.1)
It is assumed that the equations of motion:
q¨k = wk(t,q, q˙), k = 1, . . . ,n, (5.2)
are derivable from the Euler–Lagrange equations
d
dt
(
∂L
∂q˙ j
)
− ∂L
∂q j
= 0, j = 1, . . . ,n. (5.3)
It is evident that the conjugate momenta are
p j = ∂L
∂q˙ j
= p j(t,q, q˙), j = 1, . . . ,n,
which implies
dp j
dt
= ∂p j
∂t
+
n∑
k=1
(
q˙k
∂p j
∂qk
+ wk ∂p j
∂q˙k
)
= ∂L
∂q j
.
This means
∂
∂t
(
∂L
∂q˙ j
)
+
n∑
k=1
(
q˙k
∂2L
∂qk∂q˙ j
+ wk ∂p j
∂q˙k∂q˙ j
)
− ∂L
∂q j
, j = 1, . . . ,n. (5.4)
Differentiating (5.4) with respect to q˙i and using the deﬁnition of the last multiplier given in (5.1) we ﬁnd
∂Mij
∂t
+
n∑
k=1
(
∂
∂qk
(q˙kMij) + ∂
∂q˙k
(wkMij)
)
+
n∑
k=1
(
∂wk
∂q˙i
Mkj − ∂wk
∂q˙k
Mij
)
+ ∂
2L
∂qi∂q˙ j
− ∂
2L
∂q˙i∂q j
= 0. (5.5)
Interchanging i and j in (5.5) we get
∂M ji
∂t
+
n∑
k=1
(
∂
∂qk
(q˙kM ji) + ∂
∂q˙k
(wkM ji)
)
+
n∑
k=1
(
∂wk
∂q˙ j
Mki − ∂wk
∂q˙k
M ji
)
+ ∂
2L
∂q j∂q˙i
− ∂
2L
∂q˙ j∂qi
= 0. (5.6)
Adding (5.5) and (5.6) and making use of the fact that Mij = M ji we have
∂Mij
∂t
+
n∑
k=1
(
∂
∂qk
(q˙kMij) + ∂
∂q˙k
(wkMij)
)
+
n∑
k=1
(
1
2
(
∂wk
∂q˙i
Mkj + ∂wk
∂q˙ j
Mki
)
− ∂wk
∂q˙k
Mij
)
= 0. (5.7)
It is evident that Mij satisﬁes the deﬁning relation (2.6) for the JLM whenever
n∑
k=1
(
∂wk
∂q˙i
Mkj + ∂wk
∂q˙ j
Mki
)
= 2
n∑
k=1
∂wk
∂q˙k
Mij for each k = 1, . . . ,n. (5.8)
A trivial way to ensure this condition is satisﬁed is to assume the wk ’s to be velocity independent,
∂wk
∂q˙l
= 0 for all k, l = 1, . . . ,n.
On the other hand, when i = j, the last two terms in (5.5) cancel leaving
∂Mii
∂t
+
n∑( ∂
∂qk
(q˙kMii) + ∂
∂q˙k
(wkMii)
)
+
n∑(∂wk
∂q˙i
Mki − ∂wk
∂q˙k
Mii
)
= 0. (5.9)k=1 k=1
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independent. Under these circumstances all the Mij ’s satisfy the equation
∂Mii
∂t
+
n∑
k=1
(
∂
∂qk
(q˙kMii) + ∂
∂q˙k
(wkMii)
)
= 0, (5.10)
as they should, provided ∂wk/∂q˙ j = 0 for all k, j = 1, . . . ,n. With this assumption equations (5.7) and 5.10) always admit the
solution Mij = constant. The following examples illustrate how simple choices of Mij can be made to obtain the Lagrangians
of second-order ODEs satisfying the above velocity-independent criterion.
Example 1. Consider the system
x¨+ α
x2
g(y/x) − λ
x3
= 0,
y¨ + β
x2
f (y/x) − μ
y3
= 0.
Here w1(x, y) = −αg(y/x)/x2 + λ/x3 and w2(x, y) = −β f (y/x)/x2 + μ/y3 respectively. On the other hand α,β,λ and μ
are arbitrary parameters while g and f are functions with argument u = y/x. Notice that w1 and w2 are independent of
the velocities. The Jacobi Last Multiplier for this system is therefore a solution of the equation,
∂M
∂t
+ ∂(Mx˙)
∂x
+ ∂(M y˙)
∂ y
+ ∂(Mw1)
∂ x˙
+ ∂(Mw2)
∂ y˙
= 0,
and admits constant solutions. We choose them as follows:
Mxy = Myx = 0 and Mxx = Myy = 1.
These yield the Lagrangian
L = 1
2
(
x˙2 + y˙2)+ h1(t, x, y)x˙+ h2(t, x, y) y˙ + h3(t, x, y).
Substitution of this into the Euler–Lagrange equations for x and y gives, upon using the original equations of motion,
h1t − h3x + w1 + (h1y − h2x) y˙ = 0, (5.11)
h2t − h3y + w2 + (h2x − h1y)x˙ = 0. (5.12)
Equating the coeﬃcients of x˙ and y˙ respectively we get the following set of equations:
h1y − h2x = 0 which implies h1 = Gx, h2 = Gy and (5.13)
h1t − h3x + w1 = 0, (5.14)
h2t − h3y + w2 = 0. (5.15)
These in turn give
h3x = Gxt + w1 or h3 = Gt +
∫
w1 dx+ r(y), (5.16)
h3y = Gyt + w2 or h3 = Gt +
∫
w2 dy + s(x). (5.17)
Consistency for h3 requires that
h3xy = h3yx
and translates into the requirement that w1y = w2x . This imposes the following condition on the functions f and g which
deﬁne the second-order system:
α
β
g′(u) + u f ′(u) + 2 f (u) = 0, where u = y
x
.
One can rewrite this as
α
ug′(u) + d (u2 f (u))= 0. (5.18)β du
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occurring in (5.16) and (5.17) may be ﬁxed and the functional form of h3 is found to be
h3(t, x, y) = Gt −
[
α
2x2
+ μ
2y2
− 1
x
(
αg(y/x) + β y
x
f (y/x)
)]
.
Therefore the Lagrangian is given by
L = 1
2
(
x˙2 + y˙2)− [ α
2x2
+ μ
2y2
− 1
x
(
αg(y/x) + β y
x
f (y/x)
)]
+ dG
dt
. (5.19)
Again the total derivative term, being of little physical signiﬁcance in the classical case, may be safely discarded. It is
interesting to note that the above second-order system, though similar in some respects to equations of the Ermakov
system, is not merely a mathematical artifact. It is similar in structure to the system studied in [25] in the context of the
dynamics of stellar systems.
A similar exercise may be carried out for the following:
Example: Generalized Van der Waals Potential
x¨ = −
(
2γ x+ x
r3
)
= w1(x, y),
y¨ = −
(
2γ β2 y + y
r3
)
= w2(x, y) where r =
√
x2 + y2,
and γ ,β are parameters. In this case the Lagrangian is given by
L = 1
2
(
x˙2 + y˙2)− [γ (x2 + β2 y2)− 1
r
]
+ dG
dt
. (5.20)
Similarly for the
Example: Henon–Heiles system,
x¨ = −(Ax+ 2αxy),
y¨ = −(By + αx2 − β y2), (5.21)
the Lagrangian is given by
L(t, x, x˙) = 1
2
(
x˙2 + y˙2)−(A x2
2
+ B y
2
2
+ αx2 y − β y
3
3
)
+ dG
dt
. (5.22)
6. Outlook
In this paper we have discussed applications of the Jacobi Last Multiplier for the deduction of Lagrangian functions
for the second-order ODEs of the Painlevé–Gambier classiﬁcation. We have speciﬁcally deduced the Lagrangians for the
majority of the six Painlevé equations as also other prototype equations of the Painlevé–Gambier classiﬁcation. We have
also dwelt on the geometrical background involving the last multiplier. This is an on-going endeavour and we propose to
perform further investigations in our future works. In addition we have used the above technique to analyse a particular
class of coupled second-order equations. Besides the well-known Henon–Heiles system we have obtained the Lagrangian for
a relatively less studied systems occurring in the context of stellar dynamics. The Lagrangians discussed here are found to
admit a Noetherian symmetry, with an associated ﬁrst integral, which are the Hamiltonians of the equations concerned.
Acknowledgments
We wish to thank Peter Leach, Basil Grammaticos, Clara Nucci and K.M. Tamizhmani for enlightening discussions. In addition AGC wishes to acknowl-
edge the support provided by the S.N. Bose National Centre for Basic Sciences, Kolkata, in the form of an Associateship.
References
[1] S. Lie, Theorie des Integrabilitetsfaktors, Christiania Forh. (1874) 242–254, reprint, Gessammelte Abhandlungen, vol. III, no. XIII, pp. 176–187;
Also, S. Lie, Verallgemeinerung und neue Verwertung der Jacobischen Multiplikatortheorie, Christiania Forh. (1874) 255–274, reprint, Gesammelte
Abhandlungen, vol. III, no. XIV, pp. 188–206.
[2] S. Lie, Klassiﬁkation und Integration von gewöhnlichen Differentialgleichungen zwischen x, y, die eine Gruppe von Transformationen gestatten, Math.
Ann. 32 (1888) 213–281.
664 A. Ghose Choudhury et al. / J. Math. Anal. Appl. 360 (2009) 651–664[3] V.K. Chandrasekar, M. Senthilvelan, M. Lakshmanan, Extended Prelle–Singer method and integrability/solvability of a class of nonlinear nth order
ordinary differential equations, J. Nonlinear Math. Phys. 12 (1) (2005) 184–201.
[4] V.K. Chandrasekar, M. Senthilvelan, M. Lakshmanan, A uniﬁcation in the theory of linearization of second-order nonlinear ordinary differential equa-
tions, J. Phys. A 39 (3) (2006) L69–L76.
[5] V.K. Chandrasekar, M. Senthilvelan, M. Lakshmanan, A simple and uniﬁed approach to identify integrable nonlinear oscillators and systems, J. Math.
Phys. 47 (2) (2006) 023508, 37 pp.
[6] M.J. Prelle, M.F. Singer, Elementary ﬁrst integrals of differential equations, Trans. Amer. Math. Soc. 279 (1) (1983) 215–229.
[7] L.G.S. Duarte, S.E.S. Duarte, L.A.C. da Mota, J.E.F. Skea, Solving second-order ordinary differential equations by extending the Prelle–Singer method,
J. Phys. A 34 (14) (2001) 3015–3024.
[8] L.G.S. Duarte, S.E.S. Duarte, L.A.C. da Mota, Analysing the structure of the integrating factors for ﬁrst-order ordinary differential equations with Liouvil-
lian functions in the solution, J. Phys. A 35 (4) (2002) 1001–1006, J. Phys. A 35 (14) (2002) 3015–3024.
[9] B.S. Madhava Rao, On the reduction of dynamical equations to the Lagrangian form, Proc. Benaras Math. Soc. (N.S.) 2 (1940) 53–59.
[10] E.T. Whittaker, A Treatise on the Analytical Dynamics of Particles and Rigid Bodies, Cambridge Univ. Press, Cambridge, 1988.
[11] Z. Oziewicz, José R. Zeni, Ordinary differential equation: Symmetries and last multiplier, in: Clifford Algebras and Their Applications in Mathematical
Physics, vol. 1, Ixtapa–Zihuatanejo, 1999, in: Progr. Phys., vol. 18, Birkhäuser Boston, Boston, MA, 2000, pp. 425–433.
[12] M. Crasmareanu, Last multipliers as autonomous solutions of the Liouville equation of transport, Houston J. Math. 34 (2) (2008) 455–466.
[13] M. Taylor, Partial Differential Equations: Basic Theory, Text Appl. Math., vol. 23, Springer, New York, 1996.
[14] J.E. Marsden, Well-posedness of the equations of a nonhomogeneous perfect ﬂuid, Comm. Partial Differential Equations 1 (3) (1976) 215–230.
[15] P. Morando, Liouville condition, Nambu mechanics, and differential forms, J. Phys. A 29 (13) (1996) L329–L331.
[16] M.C. Nucci, P.G.L. Leach, Jacobi’s last multiplier and the complete symmetry group of the Euler–Poinsot system, J. Nonlinear Math. Phys. 9 (s2) (2002)
110–121.
[17] K. Okamoto, On the τ -function of the Painlevé equations, Phys. D 2 (1981) 525–535.
[18] T. Wolf, A. Brand, Examples of the investigation of differential equations with modularized programs. Algorithms and software for symbolic analysis of
nonlinear systems, Math. Comput. Modelling 25 (1997) 133–139.
[19] M.C. Nucci, P.G.L. Leach, Jacobi’s last multiplier and symmetries for the Kepler problem plus a lineal story, J. Phys. A 37 (2004) 7743–7753.
[20] M.C. Nucci, K.M. Tamizhmani, Lagrangian for dissipative nonlinear oscillators: The method of Jacobi last multiplier, arXiv:0809.0022.
[21] M.C. Nucci, K.M. Tamizhmani, Using an old method of Jacobi to derive Lagrangians: A nonlinear dynamical system with variable coeﬃcients,
arXiv:0807.2791.
[22] M.C. Nucci, P.G.L. Leach, Jacobi’s last multiplier and Lagrangians for multidimensional systems, arXiv:0709.3231v1.
[23] C.G.J. Jacobi, Sul principio dell’ultimo moltiplicatore, e suo uso come nuovo principio generale di meccanica, Giornale Arcadico di Scienze, Lettere ed
Arti 99 (1844) 129–146.
[24] C.G.J. Jacobi, Theoria novi multiplicatoris systemati aequationum differentialium vulgarium applicandi, J. Reine Angew. Math. (Crelle J.) 27 (1844)
199–268, J. Reine Angew. Math. (Crelle J.) 29 (1845) 213–279, 333–376.
[25] S. Sridhar, R. Nityananda, Undamped oscillations of collisionless systems: Spheres, spheroids and discs, J. Astrophys. Astr. 10 (1989) 279–293.
