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1. Introduction
The Theory of Codes has its mathematical foundations on the study of vector spaces over fields (usually finite fields) as
we can see in Hamming’s and MacWilliams’ works [1,2]. The two main and classical results are the Extension Theorem and
the Identities. The first one states that if two codes are equivalent under a vector space isomorphism that preserves the
Hamming weight, then this isomorphism can be extended to a monomial transformation. Under the same hypothesis, the
second one gives the relation between the weight enumerator of a code and its dual code.
As Berman in [3] observed, cyclic codes and Reed–Muller codes can be seen as ideals in the group ring KG (where K is a
finite field and G is a finite cyclic group). This fact has led many authors to the study of codes from a point of view of Ring
Theory. More recently, Wood [4] remarked the suitability of the Frobenius rings for the Coding Theory when he extend the
Extension Theorem and MacWilliams’ Identities to the case of finite Frobenius rings. In fact the importance of Frobenius
rings has been completely remarked also by Wood in [5] where he states that a finite Frobenius ring is characterized by the
fact of allowing the Extension Theorem for linear codes.
In [6] the authors extend these results to the case of codes over Quasi-Frobenius modules.
A special case of Frobenius ring is the group algebra KG. This algebra is also a Hopf algebra. These algebras provide a
natural framework for codes as stated in [4,5]. It is important to remark that techniques used in Hopf algebras have been
useful in the study of KG. Therefore, by the precedent, our aim is to study codes in a non-commutative setting over Hopf
algebras, so wewill treat with a class of non-semisimple Hopf algebras that are known as the Taft Hopf algebras. The duality
existing in Hopf algebras, besides the many number of computations that can be made using it will allow us to study new
codes from some others given.
2. Taft codes
Let n ∈ N and consider ω ∈ K an n-th primitive root of unity. Then, the algebra given by
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H = Hn2 = K⟨g, x : gn = 1, xn = 0, xg = ωgx⟩
is a Hopf algebra with comultiplication∆(g) = g ⊗ g and∆(x) = 1⊗ x+ x⊗ g , counit ε(g) = 1 and ε(x) = 0 and whose
antipode is given by S(g) = g−1 and S(x) = −xg−1 (cf. [7] or [8]).
The dimension of H is n2 and a basis as a vector space for this algebra is given by the set
B = 1, g, . . . , gn−1, x, gx, . . . , gn−1x, . . . gn−1xn−1 .
Our aim is to determine indecomposable ideal codes in this algebra. Thus, we need to determine a set of idempotents to
get naturally the desired codes. In this way, we consider the Jacobson radical of H , i.e., the intersection of all maximal ideals
of the Taft Hopf Algebra, J(H). This ideal is generated by x and we have the following short exact sequence
0→ J(H) = (x)→ H → H/(x) ∼= KZn → 0.
Therefore, the idempotents of KZn are candidates to be idempotents in H by lifting. It is easy to prove that the set
{el, 0 ≤ l ≤ n}, where
el = 1n
n−1
i=0
ωilg i, 0 ≤ l ≤ n,
is a system of orthogonal idempotents.
This set of orthogonal idempotents allows us to compute the indecomposable projective codes, i.e., ideal codes that
cannot be expressed as a direct sum of other (projective) codes. These codes determine uniquely the simple codes and, from
the point of view of Ring Theory are known as projective covers of these simples. Let us denote by Pl = Hel the projective
cover of (H/J(H))el (a simple code). Thus, to compute the elements from Pl we have to multiply el by any element in B. The
following ascending chain of groups, known as a composition series, determine indecomposable codes.
{0} = JnPl ⊆ Jn−1Pl ⊆ · · · ⊆ J2Pl ⊆ JPl ⊆ Pl = Hel = P(Tl).
Here Pl is the projective cover of the simple Tl = Kvl, given by the actions g ·vl = ω−lvl and x ·vl = 0 and el = 1n
∑n−1
j=0 ωjlg j
is the idempotent of the decomposition corresponding to the indecomposable Pl. We refer the reader to [9] for a complete
theory of idempotents and indecomposable ideals and modules.
It is easy to show that
g ixjel = g iel+jxj = ω−i(l+j)el+jxj = ω−i(l+j)xjel
and so Hel = K{el, xel, . . . , xn−1el}.
Then we can write each element of the basis of Hel as a coordinate vector in the basis of H as follows:
xjel = 1n

0, . . . , 0|1, ω(l−j), . . . , ω(n−1)(l−j), |0, . . . , 0 , 0 ≤ j < n
i.e., a vector formed by n blocks of length n, all of them zero excepting the (j+ 1)-th block. Therefore dimension and length
of Pl are n and n2, respectively.
Proposition 1. (a) The minimum distance of Pl is n.
(b) The weight enumerator is given by
W (in) = #{words of weight in} = |K∗|i

n
i

.
Proof. (a) Follows from the fact that non-zero blocks do not overlap.
(b) By the distribution of non-zero blocks we get that there can only exist words of weight in, with i in {0, . . . , n}. 
Proposition 2. The codes Pl are equivalent.
Proof. Consider the code P0 = K⟨e0, xe0, . . . , xn−1e0⟩ and let Pl = K⟨el, xel, . . . , xn−1el⟩. Let us show that both codes are
equivalent.
Let us fix j ∈ {1, . . . , n− 1} and consider the elements of the basis of the codes in its vectorial form
xie0 = 1n

0, . . . , 0|1, ω−i, . . . , ω−(n−1)i, |0, . . . , 0
xjel = 1n

0, . . . , 0|1, ω(l−j), . . . , ω(n−1)(l−j), |0, . . . , 0 .
If we impose that non-zero blocks of the generic elements are equal, then we get that this is equivalent to the fact that
ωi = ωl−j. Since ω is an n-th primitive root of unity, this can happen if and only if i≡n j − l, which allow us to define
the bijection xjel → xj−le0 between the elements of the basis. More precisely, if we consider by blocks the elements in its
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vector form (B0|B1| · · · |Bn−1), we have an application Pl → P0 sending block Bj in Pl to block B(j−l)mod n. Now let Blj be the
non-zero block of xjel, (1, ω(l−j), . . . , ω(n−1)(l−j)). This block corresponds to B0j−l, the non-zero block of xj−le0. Since B
l
j begins
with coordinate (j − l)n + 1 = jn − ln + 1 and ends with coordinate (j − l + 1)n = jn − ln + jn, the permutation of the
elements given by
position i → position (i− ln)mod n2, i = 1, . . . , n2
gives us the equivalence between Pl and P0. 
3. Dual codes of the indecomposable Taft codes
Let us consider the indecomposable projective codes Pl = K{v0, v1, . . . , vn−1}, l = 0, . . . , n− 1 with actions
g · vi = ω−(i+l)vi
x · vi = vi + 1, i = 0, . . . , n− 2
x · vn−1 = 0.
Then, the dual of Pl is given by P∗l = K{v∗0 , . . . , v∗n−1}, l = 0, . . . , n− 1, where v∗i (vj) = δij.
Theorem 1. P∗l is isomorphic to P−(l−1).
Proof. Previously to check the action of g and x on the elements of the canonical basis of P∗l , we get that,
g−1 · vj = gn−1 · vj
= ω−(n−1)(j+l)vj
= ω(j+l)vj j = 0, . . . , n− 1;
(−xg−1) · vj = −x · (ω(j+l)vj)
= −ω(j+l)x · vj
= −ω(j+l)vj+1 j = 0, . . . , n− 2;
(−xg−1) · vn−1 = −x · (ω(n−1+l)vn−1)
= −ω(n−1+l)x · vn−1
= 0.
Now, since ⟨g · v∗i , vj⟩ = ⟨v∗i , S(g) · vj⟩ and ⟨x · v∗i , vj⟩ = ⟨v∗i , S(x) · vj⟩, on one hand we get that,
⟨g · v∗i , vj⟩ = ⟨v∗i , S(g) · vj⟩
= ⟨v∗i , g−1 · vj⟩
= ⟨v∗i , ω(j+l)vj⟩
= ω(j+l)⟨v∗i , vj⟩
= ω(j+l)δij j = 0, . . . , n− 1
so g · v∗i = ω(i+l)v∗i , and on the other hand,
⟨x · v∗i , vj⟩ = ⟨v∗i , S(x) · vj⟩
= ⟨v∗i , (−xg−1) · vj⟩
= −⟨v∗i , ω(j+l)vj+1⟩
= −ω(j+l)⟨v∗i , vj+1⟩
= −ω(j+l)δij+1 j = 0, . . . , n− 2
and analogously, ⟨x · v∗i , vn−1⟩ = 0 and hence x · v∗0 = 0 and x · v∗i = −ω(i−1+l)v∗i−1 for i = 1, . . . , n− 1.
For i = 0, . . . , n− 1 set ui = xi · v∗n−1. Then,
g · ui = g · (xi · v∗n−1)
= ω−ixi · (g · v∗n−1)
= xi · (ωn−(i+1)+lv∗n−1)
= ω−i+l−1xi · v∗n−1
= ω−(i−(l−1))ui.
The set {u0, . . . , un−1} is linearly independent because its elements are eigenvectors attached to different eigenvalues.
Consequently, it is a basis of P∗l . We next compute the action of x on each of these vectors:
x · ui = x · (xi · v∗n−1) = xi+1 · v∗n−1 = ui+1, for i = 0, . . . , n− 2,
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and
x · un−1 = x · (xn−1 · v∗n−1) = xn · v∗n−1 = 0.
Thus we get that P∗l ∼= P−(l−1) through the isomorphism ui → vi. 
Let J jPi = Ni,j ⊆ Pi be an indecomposable code in the Taft Hopf algebra Hn2 . Then we have the following:
Corollary 1. N∗l,j ∼= N−(l+j−1),j.
Proof. Since Nl,j is embedded into Pl, we have that N∗l,j is a quotient of P
∗
l . By the previous theorem, P
∗
l
∼= P−(l−1). Now, we
recall that Nl,j = J jPl for j = 0, . . . , n. Taking into account the action of g and x over a basis of Pl, {v0, . . . , vn−1}, we get that,
a basis for Nl,j is {vj, . . . , vn−1} and so dim(Nl,j) = n− j. Then
{0} = Nl,n ⊂ Nl,n−1 ⊂ · · · ⊂ Nl,2 ⊂ Nl,1 ⊂ Nl,0 = Pl
is a composition series of Pl and the composition factors are Nl,k/Nl,k+1 ∼= Sl+k for k = 0, . . . , n − 1. We claim that the
quotient module Pl/Nl,j is isomorphic to Nl+j,n−j. Let us denote by [v] the class of v ∈ Pl. Then {[v0], . . . , [vj−1]} is a basis of
Pl/Nl,j. The module structure is given by:
g · [vi] = [g · vi] = [ω−(i+l)vi] = ω−(i+l)[vi], i = 0, . . . , j− 1,
x · [vi] = [x · vi] = [vi+1], i = 0, . . . , j− 2,
x · [vj−1] = [x · vj−1] = [vj] = [0].
Hence the map Nl+j,n−j → Pl/Nl,j, vn−i → [vj−i] for i = 1, . . . , j is an isomorphism of modules.
We are now in a position to compute the dual of Nl,j:
so, N∗l,j is a quotient module of P−(l−1) of dimension n− j. By the above it must be N∗l,j ∼= N−(l+j−1),j. 
4. Tensor products of indecomposables
Let us consider, as in the previous section Ni,j = J jPi any indecomposable in the composition series
{0} = JnPl ⊆ Jn−1Pl ⊆ · · · ⊆ J2Pl ⊆ JPl ⊆ Pl = Hel = P(Tl).
Theorem 2. Ni,n−r ⊗ Nj,n−s ∼=ml=1 Ni+j−l,n−t where m = min{r, s} and t = max{r, s}.
Proof. Let us note first that the socle of Pi, i.e., the biggest semisimple submodule in Pi is Soc(Pi) = Ni,n−1 ∼= Ti. Therefore,
Ni,n−1 = Jn−1Pi = Jn−1ei = Kwi, wherewi = xn−1ei. Then,
g · wi = g · (xn−1ei) = (gxn−1)ei
= (ωxn−1g)ei = (ωxn−1)(gei)
= ωxn−1ω−iei = ω−(i−1)(xn−1ei)
= ω−(i−1)wi
and
x · wi = x(xn−1ei) = xnei = 0.
Therefore, the actions of g and x are preserved and so, the isomorphism given above is correct.
Let us first assume thatm = r and t = s, i.e., r ≤ s and consider two any indecomposables.
Ni,n−r = K{v1, v2, . . . , vr}, vk = xn−kei with actions
g · vk = g · (xn−kei) = (gxn−k)ei
= (ωkxn−kg)ei = (ωkxn−k)(gei)
= ωkxn−kω−iei = ω−(i+k)(xn−kei)
= ω−(i−k)vk
x · vk = x · (xn−kei) = xn−k+1ei
= xn−(k−1)ei = vk−1
having into account that if k = 1 then x · v1 = xnei = 0, hence v0 = 0.
Analogously, Nj,n−s = K{w1, w2, . . . , wr}, wk = xn−kei with actions g · wl = ω−(j−l)wl, x · wl = wl−1 (w0 = 0).
Applying the tensor product, we get
Ni,n−r ⊗ Nj,n−s = K{z11, . . . , z1s, z21, . . . , z2s, . . . , zr1, . . . , zrs}
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where zkl = vk ⊗ wl with actions
g · zk,l = g · (vk ⊗ wl) = gvk ⊗ g ⊗ wl
= ω−(i−k)vk ⊗ ω−(j−l)wl = ω−(i−k)−(j−l)vk ⊗ wl
= ω−(i+j)−(k+l)zk,l
x · zk,l = x · (vk ⊗ wl) = 1vk ⊗ xwl + xvk ⊗ gwl
= vk ⊗ wl−1 + vk−1 ⊗ ω−(j−l)wl
= zk,l−1 + ω−(j−l)zk−1,l.
Let us fix k = 1 and considerM = K{z1,1, . . . , z1,s}with g · z1,l = ω−(i+j)−(1+l)z1l and x · z1,l = z1,l−1+ω−(j−l)z0,l = z1,l−1
since z0,l = v0 ⊗ wl = 0 ⊗ wL = 0. Then g · z1,1 = ω−(i+j−2)z1,1 and x · z1,1 = z1,0 = 0. Therefore, the simple Ti+j−2 ∼=
Ni+j−1,n−1 lies in M . Now we are going to show that, in fact, the corresponding s-dimensional indecomposable in the
composition series also lies inM . So we will have thatM ∼= Ni+j−1,n−s. But comparing the actions of g and x on Ni+j−1,n−s =
K{w1, . . . , ws}, g ·wl = ω−(i+j−1−l)wl = ω−(i+j)−(1+l)wl and x ·wl = wl−1 with the actions of g and x onM and having into
account the dimensions, the isomorphism is clear.
Now let us fix k = 2 and consider the quotient
(Ni,n−r ⊗ Nj,n−s)/M = K{z2,1, . . . , z2,s, . . . , zr,1, . . . , zr,1}.
Then we have that g · z2,l = g · z2,l = ω−(i+j)−(2+l)z2,l and x · z2,l = x · z2,l = z2,l−1 + ω−(j−l)z1,l = z2,l−1 since z1,l = 0.
Again, comparing with the corresponding indecomposable Ni+j−2,n−s = K{w1, . . . , ws}, where the actions of g and x are
given as before, we get that
K{z2,1, . . . , z2,s, . . . , zr,1, . . . , zr,1} ∼= Ni+j−2,n−s
and therefore,
Ni,n−r ⊗ Nj,n−s ∼= Ni+j−1,n−s ⊕ Ni+j−2,n−s ⊗M ′.
Suppose now, as induction hypothesis that
Ni,n−r ⊗ Nj,n−s ∼=

k−1
l=1
Ni+j−l,n−s

⊕M ′′
with
K{zkˆ,1, . . . , zkˆ,s} ∼= Ni+j−kˆ,n−s, kˆ = 1, . . . , k− 1 (*)
taking coset modulo K{z1,1, . . . , z1,s, z2,1, . . . , , z2,s, . . . , zk−1,1, . . . zk−1,s}.
Then, we have that g · zk,l = g · zkl = ω−(i+j−(k+l))zk,l and x · zk,l = x · zkl = zk,l−1+ω−(j−l)zk−1,l = zk,l−1, since zk−1,l = 0.
Comparing with the action on Ni+j−k,n−s = K{w1, . . . , ws}, g ·wl = ω−(i+j−k−l)wl = ω−(i+j−(k+l))wl and x ·wl = wl−1, it
is clear the isomorphism (*) (with kˆ = k). Hence
Ni,n−r ⊗ Nj,n−s ∼=

k−1
l=1
Ni+j−l,n−s

⊕ Ni+j−k,n−s ⊕M ′′
and since 1 ≤ k ≤ r we have that
Ni,n−r ⊗ Nj,n−s ∼=

r
l=1
Ni+j−l,n−s

.
Let us assume now that r > s and consider the tensor product of two any indecomposables with the basis rearranged in
the following way:
Ni,n−r ⊗ Nj,n−s = K{z1,1, . . . , zr,1, z1,2, . . . , zr,2, . . . , z1,s, . . . , zr,s}.
Wewill check that the s indecomposables of dimension r in the direct sum lie in the tensor product. Againwewill proceed
by induction.
Let us fix l = 1 and considerM = K{z1,1, . . . , zr,1}, where the actions of g and x are given by g · zk,1 = ω−(i+j−(k+l))zk,1
and x · zk,1 = zk,0 + ω−(j−1)zk−1,1 = ω−(j−1)zk−1,1, respectively. Comparing with the actions of g and x on Ni+j−1,n−1 =
K{v1, . . . , vr}, g · vk = ω−(i+j−1−k)vk = ω−(i+j−(k+1))vk and x · vk = vk−1, we can see that the action of x is not preserved.
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However, if we consider Mˆ = K{zˆ1,1, . . . , zˆr,1}, where zˆk,1 = ω(k−1)(j−1)zk,1, k = 1, . . . , r , we have that
g · zˆk,l = g · (ω(k−1)(j−1)zk,1) = ω(k−1)(j−1)(g · zk,1)
= ω(k−1)(j−1)ω−(i+j−(k+1))zk,1
= ω−(i+j)−(k+l)zˆk,1
x · zˆk,1 = x · (ω(k−1)(j−1)zk,1) = ω(k−1)(j−1)(x · zk,1)
= ω(k−1)(j−1)ω−(j−1)zk−1,1 = ω(k−2)(j−1)zk−1,1
= zˆk−1,1.
Thus Mˆ ∼= Ni+j−1,n−r(⊆ Ni,n−r ⊗ Nj,n−s). Now let l = 2 and consider
(Ni,n−r ⊗ Nj,n−s)/Mˆ = K{z1,2, . . . , zr,2, . . . , z1,s, . . . , zr,s}.
Then g · zk,2 = g · zk,2 = ω−(i+j−(k+2))zk,2 and x · zk,2 = x · zk,2 = zk,1 + ω−(j−2)zk−1,2 = ω−(j−2)zk−1,2.
So, if we modify the basis and consider zˆk,2 = ω(k−1)(j−2)zk,2, 1 ≤ k ≤ r , then we have
g · zˆk,2 = g · zˆk,2 = g · ω(k−1)(j−2)zk,2
= ω(k−1)(j−2)g · zk,2 = ω(k−1)(j−2)ω−(i+j−(k+2))zk,2
= ω−(i+j)−(k+2)zˆk,2
x · zˆk,2 = x · zˆk,2 = x · ω(k−1)(j−2)zk,2
= ω(k−1)(j−2)x · zk,2 = ω(k−1)(j−2)ω−(j−2)zk−1,2
= ω(k−2)(j−2)zk−1,2 = zˆk−1,2.
Therefore, K{zˆ1,2, . . . , zˆr,2} ∼= Ni+j−2,n−r and hence
Ni,n−r ⊗ Nj,n−s ∼=

l−1
k=1
Ni+j−k,n−r

⊕M ′′
with
K{zˆ1,lˆ, . . . , zˆr,lˆ} ∼= Ni+j−lˆ,n−s, lˆ = 1, . . . , l− 1 (**)
where zˆk,l = ω(k−1)(j−l)zk,l, taking coset modulo
K{z1,1, . . . , zr,1, z1,2, . . . , zr,2, . . . , z1,l−1, . . . , zr,l−1}.
So we have
g · zˆk,l = g · zˆk,l = g · ω(k−1)(j−l)zk,l
= ω(k−1)(j−l)g · zk,l = ω(k−1)(j−l)ω−(i+j−(k+l))zk,l
= ω−(i+j)−(k+l)zˆk,l
x · zˆk,l = x · zˆk,l = x · ω(k−1)(j−l)zk,l
= ω(k−1)(j−l)x · zk,l = ω(k−1)(j−l)ω−(j−l)zk−1,l
= ω(k−2)(j−l)zk−1,l = zˆk−1,l
that corresponds clearly with Ni+j−l,n−r = K{v1, . . . , vr} where the actions are given by g · vk = ω−(i+j−l−k)vk =
ω−(i+j−(l+k))vk and x · vk = vk−1.
Therefore, the isomorphism (**) is correct and so
Ni,n−r ⊗ Nj,n−s ∼=

l−1
k=1
Ni+j−l,n−r

⊕ Ni+j−l,n−r ⊕M ′′
and since 1 ≤ l ≤ s, we can conclude that
Ni,n−r ⊗ Nj,n−s ∼=
s
k=1
Ni+j−l,n−r . 
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Fig. 1. Fast memory scheme.
5. Discussion
We can observe (cf. Section 2) that duals of the codes in the Taft Hopf algebra are concatenation of cyclic codes in KZn.
Recall that a generator matrix of Pl (l = 0, . . . , n− 1) is
1
n

1 1 · · · 1 0 0 · · · 0 · · · 0 0 · · · 0
0 0 · · · 0 1 ω(l−1) · · · ω(n−1)(l−1) · · · 0 0 · · · 0
...
...
...
...
...
...
...
...
...
...
0 0 · · · 0 0 0 · · · 0 · · · 1 ω(l−n) · · · ω(n−1)(l−n)
 .
One of its interests lies in the possibility of identifying the concatenation of ideal/codes with an ideal/code in a bigger
algebra.
Therefore, a good option for encoding/decoding algorithms for these codes is to make it block by block, i.e., using n
standard encoder/decoder circuits in parallel (cf. [2, Ch.7]).
The main advantage of this is that we can increase the capability of error correction of these duals under some
circumstances. From the above matrix it is immediate that the minimum distance of each block is n. If we decode block
by block, then we are capable of correcting E( n−12 ) errors in each block and if we have the certainty that nomore errors than
E( n−12 ) in such a block occur, excepting the first one, which is a repetition code, then we are increasing this capability to
(n − 1) · E( n−12 ). If we want to get better codes then we can puncture the original code by deleting the first n coordinates.
Then we would get a new code where the minimum distance and the number of words do not decrease and we still have
the possibility of correcting (n − 1) · E( n−12 ) errors without assuming that no error occurs in one of the blocks. The same
applies for the original code Pl, whose error correcting capability is E( n−12 ).
In a fast memory framework, the error on one chip or module where a portion of word is stored in, can only affect to that
piece (cf. Fig. 1). Each portion can be considered as one of the blocks since all blocks have the same length. Then we could
certify a good functioning of the memory whenever the state of each chip is over a certain critic level. This kind of codes are
called byte error correcting codes and some examples can be found in [10].
5.1. Conclusions
Hopf Algebras are shown to be a good setting for the study of new codes.Main advantage is that the properties of this kind
of algebras show the possibility of obtaining ideal codes from others, such as dual codes and the tensor product of codes. Taft
codes are shown to be a good example of this and we have calculated all indecomposable codes and their corresponding
duals and tensor products. Their structures make them easy to implement encoding–decoding algorithms and useful for
their use in hardware.
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