In this paper, we propose an O(min{mN, Mn}) time algorithm for finding a longest common subsequence of strings X and Y with lengths M and N, respectively, and run-length-encoded lengths m and n, respectively. We propose a new recursive formula for finding a longest common subsequence of Y and X which is in the run-length-encoded format. That is, Y =y 1 y 2 · · · y N and X =r m , where r i is the repeated character of run i and l i is the number of its repetitions. There are three cases in the proposed recursive formula in which two cases are for r i matching y j . The third case is for r i mismatching y j . We will look specifically at the prior two cases that r i matches y j . To determine which case will be used when r i matches y j , we have to find a specific value which can be obtained by using another of our proposed recursive formulas.
Introduction
Let X and Y be two strings over a finite alphabet set , where X = An LCS table has a property in which the difference between any two consecutive values in an LCS table must be between −1 and 1. Moreover, the value in an element with a larger row/column index is greater than or equal to the value in a position with a smaller row/column index. We call the above property the ascending property of an LCS table.
The time-complexity of an LCS algorithm which uses the standard formula to solve the longest common subsequence problem is proportional to the production of the lengths of two uncompressed strings, [5] (where L is the length of an LCS), O((r + N) log N) [6] (where r is the total number of matching pairs of X and Y ), O(N log | | + d log log min{d, MN/d}) [3] (where d is the number of so-called dominant matches, and | | is the cardinality of the alphabet set), or O((M +N)| |+|M| log |M|) [2] (where |M| is the cardinality of the set of so-called maximal matches between substrings of X and Y ). Note that in the worst case both d and r are of size (N 2 ) and L is always bounded by N.
namely O(MN). Advanced algorithms have been proposed for finding LCS of two strings with time complexity: O(LN + N log N) and O(L(M + 1 − L) log N)
There is a string compression technique which is called run-length encoding [7] . In a string, the maximal repeated string of characters is called a run and the number of repetitions is called the run-length. Thus, a string can be encoded more compactly by replacing a run by a single instance of the repeated character along with its run-length. Compressing a string in this way is called run-length encoding and a run-length encoding string is abbreviated as an RLE string. For example, the RLE string of string bdcccaaaaaa is b 1 d 1 c 3 a 6 . Note that, in run-length encoding, X denotes r
m , where r j is the repeated character of run j and l j is its corresponding run-length, for j = 1, 2, . . . , m. The position of the last character of run r j in the corresponding uncompressed string is denoted by lp(r j ) which is equal to l 1 + l 2 + · · · + l j .
Freschi and Bogliolo [4] proposed an O(mN + Mn − mn) time algorithm for finding the longest common subsequence of two RLE strings, where M and N are the lengths of the original strings X and Y , respectively, and m and n are the numbers of runs in the RLE representations of X and Y , respectively. Apostolico et al. [1] gave another algorithm for solving the same problem in O(mn log(mn)) time. In this paper, we shall propose an O(min{mN, Mn}) time algorithm for finding the longest common subsequence between an RLE string and an uncompressed string. In the remainder of this paper, we shall assume, without loss of generality, that X is an RLE string and Y is an uncompressed string and O(min{mN, Mn}) is equal to O(mN ).
This paper is organized as follows. In Section 2, we describe some important properties of an LCS table. In Section 3, we present our algorithm for solving the LCS problem under the condition that one of the two strings, say X, is in the RLE form. Conclusions and open problems are given in Section 4. ) . In the following, we shall introduce some lemmas which will be used in computing the values of an LCS table for these specific rows. The notations r i , l i , and y j used in the following lemmas denote the character of the ith run of string X, the length of run i, and the j th character of string Y , respectively. of originating elements and Lemmas 1 and 2, the recursive formula for computing the longest common subsequence can be represented as follows:
Some properties of an LCS table
where element (lp In the above formula, the most time consuming step occurs at computing the LCS value of two matched characters. It will take O(l i ) time for finding an originating element of element (lp(r i ), j ) so that the total time complexity becomes O((
In the following, we shall introduce some properties in a standard LCS table. By using these properties, we can compute the longest common subsequence between a run-length-encoded string and an uncompressed string efficiently.
For run i and y j of a standard LCS 
It means that the position of the last character of a 3 in the original string X is 4. In column 4 of the LCS table, we can find that there is only one critical element with respect to element (4, 4), namely element (3, 4) , and the critical value is LCS(3, 4) = 3. Therefore, S 2,4 = 1. We can also find that S 2,0 = 3, S 2,1 = 2, S 2,2 = 3, and S 2,3 = 2. Lemmas 3 and 4 will describe the relation between LCS(lp(r i ), j ) and S i,j .
Lemma 3. For run i and y j , if r i matches y j and S
Proof. S i,j −1 = 0 means that there is no critical element with respect to element (lp(r i ), j −1) of an LCS table. Thus, LCS(lp(r i ) − 1, j − 1) = LCS(lp(r i ), j − 1) − 1. According to the standard LCS formula and the above equality, if r i matches y j , then 
LCS(lp(r i ), j ) = LCS(lp(r
See element (4, 4) of the LCS table in Fig. 2 for an illustration. We can find that S 2,3 = 2. Therefore, LCS(3, 3) = LCS(4, 3) = 2. Since r 2 matches y 4 
Lemmas 5-7 describe a way for computing S i,j , where Lemma 5 can be obtained directly from the definition of S i,j . 
Lemma 5. For run i and y j , if LCS(lp(r i ), j ) = LCS(lp(r
i−1 ), j ), then S i,j = l i .
Lemma 6. For run i and y j , if r i mismatches y j and LCS(lp(r i ), j ) > LCS(lp(r
i−1 ), j ), then S i,j = S i,j −1 < l i .
LCS(lp(r
This completes the proof.
An illumination of Lemma 6 can be seen from 
an LCS table, LCS(lp(r i−1 ) + k, j ) LCS(lp(r i ), j ). This implies that LCS(lp(r i−1 ) + k, j ) = LCS(lp(r i ), j ).

If we can prove that LCS(lp(r
, then the lemma follows. Viewing the first k − 1 characters of run i as a new run, the nearest originating value, say h, of element (lp(r i−1 ) + k − 1, j) must be less than k. By the definition of an originating value,
LCS(lp(r
Therefore, there are exactly l i − k critical elements with respect to element (lp(r i ), j ) and S i,j = l i − k.
See Fig. 3 for an example of Lemma 7. Since r 2 matches y 7 and LCS(lp(r 2 ), 7) = max 0 h 3 {LCS(lp(r 1 ), pre h (7)) + h} = LCS(lp(r 1 ), pre 2 (7)) + 2 = LCS(lp(r 1 ), pre 3 (7)) + 3 = 4, k = 2 is the nearest originating value of element (lp(r 2 ), 7). Thus, S 2,7 = l 2 − k = 3 − 2 = 1. Fig. 4 without including the last two rows.
From Lemmas 3 to 7, computing LCS(lp(r i ), j ) and S i,j only uses the values in row lp(r i−1 ) of an LCS
We summarize the above lemmas as the following theorem. Clearly, in Theorem 1, the computations of RULCS(i, j ) and S i,j can be done intuitively in constant time for all conditions except the last condition for computing S i,j . In the next section, we shall show that the last condition for computing S i,j can also be obtained in constant time.
Theorem 1. For run i and y j ,
RULCS(i, j )
= ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ max{RULCS(i, j −1), RULCS(i−1, j)} if r i = y j ,
RULCS(i,
j
An efficient algorithm for finding the nearest originating value
If we try to find the nearest originating value of an element by an exhaustive search, then the time-complexity of our approach will go back to O(MN). The property described in Lemma 8 can be used to find the nearest originating element of an element in constant time. By applying the property in Lemma 8, we can use the inverted list technique so that the nearest originating element can be found in constant time. element (i − 1, pre(Y (q))) and element (i − 1, pre p−q+1 (Y (p) )) are the same element, by the definition of an originating value, p − q + 1 is an originating value of element (i, j ). 
Lemma 8. For run i and y j in an RULCS
Therefore, the providing value of the fourth a for run 2 is −1. We can find that the providing value of the third a for run 2 is also −1. The other providing values can be seen from the last row of Fig. 4 . The clue value of the fifth a for run 2 is RULCS(i, j ) − p = RULCS(2, 7) − 5 = 4 − 5 = −1. By Lemma 8, we can obtain the information that both elements (1, 3) and (1, 5) are originating elements of element (2, 7) and their corresponding originating values are 3 and 2, respectively. 
Corollary 9. For run i in an RULCS
We can view the providing values as a table whose indexes are the ranks of in Y and the corresponding value of each index is its providing value. See Fig. 5(a) for an example in which the providing values in Fig. 4 are represented by a table. We call the above table an rp table of run i. In order to find the nearest originating value of element (i, j ) in constant time, we can construct an inverted rp table for run i. That is, the indexes of an inverted rp table are providing values and the corresponding value of each index is the rank of . Note that if more than one have the same index, i.e., the same providing value, then a larger rank will replace a smaller rank in an inverted rp table. For example, the inverted rp table of Fig. 5(a) is shown in Fig. 5(b) . We can see from the table in Fig. 5(a) that both the third and the fourth a have the same providing value, namely −1, and the final stored value is 4 in Fig. 5(b) .
To illuminate that the nearest originating value of element (i, j ) can be found in constant time (see Function NearestOriginatingValue), we shall compute the nearest originating value of element (2, 7) as an example by using the inverted rp table in Fig. 5(b) . We know that the clue value of element (2, 7) is RULCS(2, 7) − Y −1 (7) = 4 − 5 = −1. Using −1 as the index of the inverted rp table in Fig. 5(b) , we can obtain 4, namely the fourth a, from the table. Then, by Lemma 8, the nearest originating value of element (2, 7) is p − q + 1 = 5 − 4 + 1 = 2.
By using the modulus operation, the indexes of an inverted rp table can be bounded in the range from 0 to l i − 1. That is what Lemma 10 states. Proof. By definition, the providing value of the sth is RULCS(i − 1, pre(Y (s))) + 1 − s. We know that s > q. Then
Since element (i − 1, pre(Y (q))) is the nearest originating element of (i, Y (p)), we also have
and
From (2) and (3), we can obtain
From (1) and (4), we can derive
By exchanging l i and (5), we can have the following derivation:
Using (4) and (6), we can find that For simplicity, we still call an inverted rp table with modulus an inverted rp table if it will not make confusion. We use the computation of S 2,7 as an example to show how to use the inverted rp table. The table in Fig. 6 is the inverted rp table after computing RULCS(2, 7). The clue value of the fifth a in run 2 is −1, and 2 after the modulus operation. Thus, by retrieving the inverted rp table, the providing value of the fourth a in Y is also 2. Then, by Theorem 1,
Algorithm A is used for finding a longest common subsequence of a run-length-encoded string and an uncompressed string. Step 2. Let L = , i = m, and j = N .
Step 3. If i = 0 or j = 0, then output L in the reverse order and terminate.
Step 4. For r i and y j , adjust i, j , and L according to the following cases. Case 1. r i matches y j . Append l i − S i,j characters r i to L and change i and j to i − 1 and
Case 2. r i mismatches y j and S i,j = l i . Replace i by i − 1. Case 3. r i mismatches y j and S i,j < l i .
Replace j by j − 1.
Step 5. Go to Step 3.
end
We use an example to illustrate Algorithm A. See Fig. 7 for computing S i,j of X = b 2 a 3 and Y = baaabaaa. After Step 1, the resulting S i,j , i = 1, 2, . . . , m and j = 1, 2, . . . , N are shown in Fig. 7 . And, the changes of i, j , and L in each iteration are shown in Table 1 . We summarize the above results as the following theorem. Proof. The way in Algorithm A to obtain a longest common subsequence is similar to that of obtaining a longest common subsequence from a standard LCS 
Concluding remarks
In this paper, we proposed an O(min{mN, nM}) time algorithm for solving the longest common subsequence problem of a run-length-encoded string and an uncompressed string. The following table shows the time complexities for solving the LCS problem by using Freschi's algorithm [4] , Apostolico's algorithm [1] , and our proposed algorithm in different compressed conditions. In Table 2 , T1 denotes the time complexity if both strings X and Y can be compressed efficiently, T2 denotes the time complexity if only one of X and Y can be compressed efficiently, and T3 denotes the time complexity if the lengths of run-length-encoded strings X and Y are nearly equal to the lengths of the original strings X and Y , respectively.
We can see from Table 2 that our algorithm is the most efficient algorithm when only one string can be compressed efficiently. It is obvious that our algorithm can be parallelized in a PRAM EREW computational model by using O(min{m, N }) processors and takes O(m + N) time. A general version of this problem is to consider both strings which are in RLE form. We are trying to solve this problem now. Table 2 The comparisons of different algorithms for the LCS problem with run-length-encoded strings.
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