Abstract-A Gaussian random process with a given power spectral density (PSD) function can be modeled as a sum of sinusoids (SOS), and has been widely used to simulate Rayleigh-fading communication channels. The conventional one-dimensional (1-D) channel model cannot capture the spatial correlation of shadowing processes. We here develop a two-dimensional (2-D) SOS-based channel model to simulate the shadowing process. Three methods to fit the PSD of the simulated process to the true channel's PSD are explored. Performance of the proposed channel simulator is analyzed in terms of the autocorrelation function of the simulated shadowing process. Simulations illustrate the potential of the proposed channel simulation model.
I. INTRODUCTION

M
OBILE radio communication channels have been studied for a long period of time based on measurement data and analysis of radio wave propagation. Typically, the radio channel is subject to two multiplicative forms of variations: fading and shadowing. Fading is due to multipath propagation. Signals from different paths add constructively or destructively, which results in rapid fluctuation of the signal amplitude within the order of a wavelength. Fading is often modeled as a complex Gaussian random process whose autocorrelation function (ACF) is determined by its Doppler spectrum in urban areas, where there is no line of sight between the transmitter and the receiver. Shadowing, on the other hand, occurs over a relative large area with different levels of clutter on the propagation path, which is also referred to as log-normal shadowing because the signal levels (measured in dB) follow a Gaussian (normal) distribution with local mean depending on the separation distance between the transmitter and the receiver.
A number of computer simulation models have been proposed to simulate fading channels. Basically, a stationary Gaussian process can be generated by passing a sequence of white Gaussian random deviates through a filter whose frequency response is the square root of the Gaussian process' power spectral density (PSD) [9, p. 403] . This method has been applied to simulate multipath fading channels in [3] . However, this filtering method usually entails considerable computational burden, especially when the bandwidth of the Doppler spectrum is narrow. An alternative method is based on the fact that a Gaussian random process can be expressed as a sum of infinite number of sinusoids with random phases, and properly selected frequencies [15] , . In practice, a finite number of sinusoids can be used to approximate a Gaussian process, which reduces complexity. For this reason, the method of sum of sinusoids (SOS) to simulate fading channel has been extensively investigated [7] , [8] , [10] - [12] , [14] , [17] . In [7] , a Monte Carlo method is proposed to randomly generate the sinusoids frequencies, and wide-sense stationary uncorrelated scattering (WSSUS) channels are simulated. In [17] , an efficient scheme that has low computational complexity is advocated to simulate WSSUS channels with correlated paths. In [11] , the method of SOS is studied in more detail, and several approaches to determining the sinusoidal frequencies are developed. The statistical properties of channel simulation models are presented in [12] , and a fast implementation scheme based on a look-up table is advocated in [10] . The very popular Jakes' channel simulation model [8] calculates the frequencies of the sinusoids based on a physical channel model with uniformly distributed scatterrers around a circle. By assuming that the random phases of the signals with the same Doppler frequency, but from different scatterrers are the same, Jakes came up with an efficient channel simulator. However, the channel waveform generated by the Jakes' model is nonstationary because of the underlying random phase assumption [14] . In simulating a fading process, it is sufficient to generate a one-dimensional (1-D) random function of time because the fading waveform changes very fast even when the mobile moves a little distance. However, since shadowing effects occur over a relatively large area, it is desirable to generate a two-dimensional (2-D) random Gaussian process with proper spatial correlation. This is particularly useful when one wants to evaluate the performance of handover [13] , [18] , and macro-diversity algorithms [2] . For example, suppose a mobile is moving along a closed route rather than a straight line, and we want to study how the system handles the handover. In this case, a 1-D shadowing process cannot be used because it cannot capture the correlation of the channel along this closed route.
In this paper, we propose a 2-D simulation model for shadowing processes based on the SOS model. We first obtain the spatial power spectrum from the autocorrelation of the shadowing process. Sampling the spatial power spectrum, we determine spatial frequencies which are then used as frequencies of the sinusoidal waveforms. Three frequency sampling methods, named uniform sampling method (USM), nonuniform sampling (NUSM), and Monte Carlo sampling method (MCM), are presented. The performance of the resulting channel simulator is analyzed in terms of the average squared error (ASE) of the corresponding autocorrelation function.
II. CHANNEL MODEL AND SIMULATION METHODS
A statistical model has been developed for the land mobile radio channel by Suzuki [16] . In Suzuki's model, the amplitude of the channel, , is a product of a Rayleigh process , and a log-normal process [11] , [16] (1)
The Rayleigh distributed process accounts for fading, and is the envelope of a complex Gaussian random process. Here it is assumed that the fading channel is frequency-nonselective, which is valid when the bandwidth of the transmitted signal is much smaller than the channel's coherence bandwidth. The effect of shadowing is captured by the log-normal process , which can also be expressed as (2) where is a real Gaussian random process with zero mean and unit variance, the local mean reflects the effect of the path loss, and is the standard deviation of the lognormal process whose typical value in urban areas is 8-10 dB [4] , [6] , [8, p. 121] . Notice that Suzuki's channel model is a random function of time. As aforementioned in Section I, the 1-D process cannot correctly capture the spacial correlation when a mobile user is moving along a curve rather than a straight line. This motivates the following 2-D lognormal process that depends on the user's location (3) where both the local mean , and the Gaussian process are now functions of mobile's location. Note that the mobile can always obtain a 1-D process for its channel from , by finding its location at time . For example, given a starting point ( , ), moving direction and velocity, one can relate to by using the equations , and , where is the mobile's velocity along direction. If the user changes moving direction and velocity, no explicit equation can relate the location to time . However, in system simulation using the channel model (3), we always know the mobile's location at a given time, and can obtain from . If the 1-D channel model is used in simulation, every mobile needs to generate its own 1-D process. Even when two mobiles are in the same location, their channels generated from their individual 1-D channel models may be different. Furthermore, a 2-D channel model is capable of capturing the spatial correlation of the channel. Hence, a mobile can move along any route and obtain its channel from the 2-D process
. If the 1-D channel is utilized, a mobile may not be able to obtain its channel with correct correlation, when it is moving along a curve instead of a straight line. Since can be easily calculated from the transmitter-receiver distance, and the path loss exponent, we need to generate the 2-D Gaussian random process to obtain . Our objective here is to present a simulation model, and develop simulation methods for the Gaussian process with a prescribed spatial autocorrelation function.
The simulation model for a Gaussian random process based on the SOS method is a 1-D function of the time variable [11] ( 4) where is a random variable uniformly distributed in [0, ). The constants and the frequencies can be computed from the PSD of the fading process. For most applications, a moderately large value of (e.g., ) can render the probability density function (pdf) of sufficiently close to the Gaussian pdf [9, p. 214 ]. The average squared-error between the ACF of and the ACF of the actual fading channel is very small [11] . As a result, the computational complexity of the SOS method is very low. Furthermore, a fast method for implementing (4) based on a look-up table is possible [10] .
In order to account for the spatial correlation of the shadowing process, we extend the 1-D SOS-based channel model to the following 2-D channel simulation model for the Gaussian process (5) As in the 1-D simulation model of (4), are random variables uniformly distributed over [0, ). Here, we use two spatial frequencies and to sample the 2-D PSD of the Gaussian random process, which makes the simulation model have a 2-D ACF. Discrete spatial frequencies and can be either deterministic or randomly generated according to a specific pdf, while constants can be obtained from the spatial PSD of the shadowing process.
The number of sinusoids in the 2-D simulation model of (5) is expected to be much larger than that in the 1-D model of a Rayleigh-fading channel, since we need to approximate a 2-D PSD using these sinusoids. Also, the pdf of should approach the Gaussian pdf of with sufficient accuracy over a large region, which also requires a relatively large . For the Rayleigh-fading channel , deep fading occurs around the zero value of . Thus, the pdf in a relatively narrow region around zero is important, when it comes to simulating the bit error rate (BER) performance of a communication system. For the shadowing process (or equivalently ) however, goes to zero, when tends to negative infinity.
Hence, the pdf of in the region where is important. This may cause difficulties on accurate simulation of the shadowing process, since the pdf of may not exhibit sufficient accuracy at its left tail. However, the critical region that high accuracy is required for the pdf of is , where is an application-dependent constant. Since ( denotes the probability of the event in the paratheses.), it follows that is sufficient for most applications. In other words, because the event has low probability, the simulated channel's pdf does not require high accuracy in the region . For applications involving simulations of handover algorithms, we only need the outage probability of SNR, rather than the average BER. In such cases, may take a larger value e.g., (since ), while still maintaining sufficient accuracy. The simulations in Section IV show that the cumulative distribution function (CDF) of our simulated channel is quite accurate over a wide region with a moderately large . Furthermore, we can always increase to achieve a desirable accuracy, since the pdf of approaches the Gaussian pdf, as goes to infinity. If the only random variables in (5) are , the ACF of can be evaluated as (6) The corresponding PSD of is given by (7) where is the Dirac delta function. Because in (5) is Gaussian for every and when is sufficiently large, the only problem here is in selecting , and so that the error between and , the ACF of the actual shadowing process , is as small as possible. We shall develop three methods to calculate , and , namely USM, NUSM, MCM. In the MCM method, and are also random variables, so the ACF in (6) , and the PSD in (7) are random functions conditioned on and . To develop these methods, we need to know the ACF, and the PSD of the Gaussian process . The ACF of the Rayleigh-fading channel is well studied by analyzing radio wave propagation. It is typically expressed by the zeroth order Bessel function of the first kind for land mobile radio channels. The ACF of the shadowing process is less well specified in the literature. However, an exponential ACF which fits well the measurement data is given by [6] ( 8) where is a constant depending on the environment, and is the distance between two locations. Calculated from the data reported in [6] , for urban areas and for suburban areas. Performing 2-D Fourier transform on , we obtain the PSD (see Appendix for detailed derivations) (9) We see that is circularly symmetric, and if we define such that and , then (9) becomes the 1-D transform of (10) It is seen from (10) that has a low-pass characteristic. If we define its -dB cutoff frequency as , then
. Based on (9) or (10), we can proceed to calculate the sample frequencies and , and the constant in the channel simulation model (5).
A. Uniform Sampling Method
In this method, we sample uniformly up to its cutoff frequency, similar to the method of equal distances used when simulating 1-D Rayleigh-fading channels [11] . Letting , we have the following frequency samples (11) Note that due to the circular symmetry of in (9) and the structure of in (7), we only need samples for . The total number of frequency sampling points is . Defining modulo , we obtain sampling points as . Now, let us consider the frequency region
The mean power of in this region is given by (13) , which can be evaluated using (14) [1, eq. 3.3.49], where , , , are constants. Because the mean power of in the region should be equal to that of , from (7) and (13) .
To enlarge the operational range of our model, we develop a nonuniformly sampling method in the next subsection.
B. Nonuniform Sampling Method
The mean power within the cutoff frequency is given by . In the nonuniform sampling method, we first find frequencies such that (15) where we let . Then, we pick up angles uniformly distributed in , . The sampling frequencies are and , where , and . Here, we sample uniformly along half circles because of the circular symmetry of the PSD; the sampling along the frequency is nonuniform, but the power in between and , is equal. By doing so, the coefficient has the same value for each sampling point. Hence, NUSM is similar to the method of equal areas used in simulating a 1-D Gaussian random process [11] . It can be shown that (16) Combining (15) and (16), we can compute recursively the frequency as follows: (17) The period of is the least common multiple of the period of . Because of the nonuniform sampling of and , the period of is much larger than that of the uniform sampling method. This is very useful when we need to simulate the shadowing effect in a large suburban area.
C. Monte Carlo Method
The sampling frequencies ( , ) in USM and NUSM are deterministic variables, and only the phases are randomly generated. In the MCM method, the discrete frequencies ( , ) are generated according to a given joint pdf, , which is related to the PSD of the shadowing process. For the 1-D simulation model in (4), it has been shown that the sampling frequencies can be generated according to a pdf proportional to the PSD of [7] . Following the procedure in [7] , we can also show that the joint pdf in our 2-D simulation model is proportional to the 2-D PSD (see Appendix for detailed derivations) (18) where the constant normalizes the pdf. For the normalized , we have , and thus . Directly generating ( , ) according to the joint pdf in (18) is difficult. However, if we change variables ( , ) to ( , ) by and , the joint pdf of and is given by (19) From (19), we see that and are two independent random variables: is uniformly distributed in , while is distributed according to (19) multiplied by . So we can independently generate the random variables and according to their pdfs, and then obtain ( , ) using the circular to Cartesian transformation that relates them. The CDF of the random variable is found as
From (20), the random variable can be generated based on a random variable which is uniformly distributed over [0, 1) as follows: (21) The coefficients have the same value: , . Because the discrete frequencies ( , ) are randomly generated, the period of the simulated process by MCM is expected to be much larger than that of generated by using the USM. Since both frequencies and phases are randomly generated, MCM yields a process that has additional degrees of freedom and statistical characteristics close to the true Gaussian process, which we will justify in the next section.
D. Implementation Issues
Implementation of our 2-D channel simulator involves much more computation than the 1-D fading channel simulator, because many more sinusoids are needed to sample the 2-D PSD of the shadowing process. The 1-D fast-fading channel simulator is often used to simulate the link level performance of a wireless system in real time, or, in computer simulations. Therefore, it is necessary to have an efficient means of implementing the channel simulator, and the Jakes' simulator offers a very good alternative. However, the shadowing effect of the channel usually affects performance of the system level algorithms such as handover. Because the system level simulation is much more complicated, it is usually carried out by computer simulation. The 2-D channel simulator we developed is intended for such simulations, in which case its complexity is not a major concern. Therefore, we will not pursue sophisticated schemes to reduce the computational burden at a level comparable to the Jakes' model. But it is worth pointing out that it is straightforward to reduce e.g., the computation of USM by exploiting the uniformity of its sampling frequencies. For the USM, using (11), we can express the simulated random process in (5) as (22) which can also be written as (23)
Defining
, and , we can rewrite (23) as (24), which is shown at the bottom of the page. Based on (24), the channel simulator can be implemented by using only sinusoidal waveforms instead of sinusoids, which substantially reduces computation. We can also simplify the implementation of the channel simulator that uses NUSM based on the symmetry property of some sampling frequencies. As for MCM, since the sampling frequencies are random variables, it turns out that we should use sinusoidal waveforms to generate the channel. As a result, MCM has the highest computational complexity.
(24) III. PERFORMANCE EVALUATION Both CDF and ACF of the simulated channel are important performance measures. We will show the CDF of the simulated channel in Section IV. In this section, we will focus on the ACF of the simulated channel. After a brief discussion on the ergodicity of ACF, we will analyze the average squared error between the ACFs of and .
(25)
In the 2-D channel simulation model (5), once the random numbers (and ( , ) for MCM) are generated, we obtain a realization of the simulated random process. It is clear that the time average of each realization is zero, which implies that the simulated random process is mean-ergodic. A more important property is the ergodicity of the autocorrelation function. If the simulation model is autocorrelation-ergodic, theoretically speaking, it is not necessary to generate different realizations to simulate the second-order statistics of the channel, when a user moves through a very large area. Let us define the spatially averaged estimate of the ACF as (25), shown at the bottom of the page, where and determine the size of the area over which is estimated. It is straightforward to show that
Notice that and [cf. (6) ] are deterministic for USM and NUSM, while they are random for MCM because they are functions of the frequencies ( , ). From (26), we see that the simulated random processes generated by using USM and NUSM are autocorrelation-ergodic. From this point of view, once the random phases have been generated, we do not need to generate them again, when the user moves through a large area. However, it is worth emphasizing here that we need to generate many channel realizations to capture the distribution function of the channel, since a channel realization is a deterministic function of time once the random phases (and random frequencies in MCM) are generated. Thus, ergodicity of the ACF does not reduce simulation complexity without sacrificing CDF performance.
In MCM, because the frequencies ( , ) are also random variables, defined in (6) is a random function conditioned on ( , ). To obtain the true ACF, , we need to take expectation on the conditional ACF with respect to the random frequencies ( , ), that is (27) Because the pdf is chosen according to (18), we have . On the other hand, the ACF of the simulated channel using USM or NUSM is given by (6), which is not equal to . Hence, as far the second-order statistics are concerned, MCM is the best method to simulate the fading process , although for each realization its time average autocorrelation may have larger error compared with USM or NUSM, as we will observe in the simulation results of the next section. Because the time average autocorrelation function is not equal to the true ACF, i.e., , the shadowing process generated by using MCM is not autocorrelation-ergodic. Therefore, it is required to generate many realizations by randomly selecting the phases , and the frequencies ( , ). Note that this does not increase the simulation burden, since many channel realizations are required to capture the channel CDF.
The channel simulation model in (5) uses a finite number of sinusoids, which implies that we can only sample the PSD at a limited number of points. This results in the difference between the ACF of the simulated channel, and the ACF of the true channel. As a figure of merit, we will consider the following average squared error (ASE) between the ACF of simulated process
, and the ACF of the true fading process (28) Note that ASE is a deterministic number for USM and NUSM, while it is a random variable for MCM. The ASE can be evaluated using numerical integration. However, when and are large, it is not feasible to perform 2-D numerical integration. In the following, we will develop upper and lower bounds for ASE, which will turn out to be very tight when and are sufficiently large. we will let because the autocorrelation function is circularly symmetric. The ASE in (27) can be written (29) where we define 
We thus obtain an upper and a lower bound for , which are: and , respectively. The bounds of can be obtained as follows:
and (37) Finally, the upper bound and the lower bound for the ASE are given by and . The difference between the upper bound and lower bound is (38) When is sufficiently large, i.e., , the difference is very small. In this case, we can evaluate the ASE of the ACF by using either the upper or the lower bound.
IV. NUMERICAL RESULTS
In this section, we present numerical results for the channel simulation models with model parameters obtained by USM, NUSM, and MCM. We simulate the shadowing process in the urban scenario, where the correlation is reported to be 0.3 when the distance is 10 m [6] . We use a 30-dB cutoff frequency; i.e., the amplitude of the PSD in (10) at the cutoff frequency is 30 dB lower than the amplitude at frequency zero. The 30-dB cutoff frequency in this particular case can be found as . The number of sampling frequencies is chosen as in all plots. Fig . 1 shows the sampling frequencies and the coefficients of the sinusoids for USM, while Fig. 2 depicts the sampling frequencies for NUSM and MCM. As we mentioned before, the sampling frequencies of NUSM are nonuniformly distributed along the radius, but are uniformly distributed along semicircles in the 2-D frequency plane. The sampling frequencies of MCM are random numbers; here, we show a realization of these random frequencies. Fig. 3 demonstrates the ASE between the theoretical ACF and the ACF of the simulated process , which is obtained from (28) by using numerical integration. The average is taken with with . In MCM, the ASE is obtained by averaging over 100 realizations with randomly generated sampling frequencies. We observe from Fig. 3 that NUSM has the smallest ASE. However, it is unfair to compare the ASE of USM and NUSM with the ASE of MCM. Because the ACF of MCM is the same as the theoretical ACF, the ASE of MCM can be interpreted as the average variance. On the other hand, the ASE of USM and NUSM is the averaged bias. The upper bounds of ASE of NUSM and MCM are shown in Fig. 4 , where the spa- tial average is over to ensure , and the upper bound in MCM is averaged over 100 runs. The difference between the upper and the lower bound is also shown in Fig. 4 . It is seen that the difference is very small, and thus the bound is very close to the true ASE. We note that the ASE shown in Fig. 3 is slightly different from the upper bound shown in Fig. 4 although the upper bound is very tight. This is because the areas we take to compute the ASE are different in the two cases. A 2-D realization of the simulated process using NUSM is shown in Fig. 7 , and a 1-D realization along a circle of radius 10 m is shown in Fig. 8 . From Fig. 8 , we see that the simulated process has the same value in the beginning and at the end, since the process at these two points is from the same location. If we use the 1-D channel simulation model given by (4), the ACF of is a function of . If the mobile is moving along a straight line, the ACF of reflects correctly the spatial correlation. However, if the mobile is moving along a curve, is unable to capture the spatial correlation of the channel. When the mobile moves along a closed curve and comes back to the starting point after a certain period of time, the channel generated from the 1-D model at the starting time and at the end time may be completely uncorrelated even if the mobile is in the same location. Finally, Fig. 9 depicts the CDFs of the simulated channels, which are obtained from realizations of each simulated channel. We see that when NUSM or MCM is used, the CDF is quite accurate. However, if USM is used in the simulation, the CDF is accurate in a limited region. This is due to the following reason: the coefficients have the same value in NUSM or MCM, while they are unequal in USM. Since only several coefficients have relatively large value in USM, the effective number of sinusoids decreases, which degrades the accuracy of the CDF of the simulated channel. Hence, NUSM and MCM outperform USM in terms of the distribution function of the simulated channel.
V. CONCLUSION
In this paper, we derived a 2-D channel simulation model for the shadowing process based on the sum of sinusoids method. The proposed model is capable of capturing the 2-D spatial correlation of the channel. Three schemes were developed to implement the simulation, among which the USM is the simplest but has a limited operational range for the simulated process, while the MCM exhibits the best performance in terms of the autocorrelation function, but has the highest complexity. A compromise between performance and complexity is offered by NUSM. The proposed 2-D simulation model for the shadowing process has high application potential for studying algorithms involving handover and marco-diversity in wireless systems. (18) The ACF of the simulated channel using the MCM can be obtained from (6) as shown in (46), where we use the fact that are independent and identically distributed. Since the ACF is the inverse Fourier transform of the PSD, we have (47), where we used the circular symmetry property of the PSD . Since we need to guarantee that , comparing (46) with (47), we must have . Since , and is symmetric with respect the -axis, we arrive at (18) . (46) (47)
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