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Spectrum of Rota—Baxter operators
V. Gubarev
Abstract
We prove that the spectrum of every Rota—Baxter operator of weight λ on
a unital algebraic (not necessarily associative) algebra over a field of characteristic
zero is a subset of {0,−λ}. For a finite-dimensional unital algebra the same state-
ment is shown to hold without a restriction on the characteristic of the ground field.
Based on these results, we define the Rota—Baxter λ-index rbλ(A) of an algebra A
as the infimum of the degrees of minimal polynomials of all Rota—Baxter operators
of weight λ on A. We calculate the Rota—Baxter λ-index for the matrix algebra
Mn(F ), charF = 0: it is shown that rbλ(Mn(F )) = 2n − 1.
Keywords: Rota—Baxter operator, matrix algebra, simple Jordan algebra of
a bilinear form, matrix Cayley—Dickson algebra, Rota—Baxter module.
1 Introduction
Given an algebra A over a ground field F and a scalar λ ∈ F , a linear operator
R : A → A is called a Rota—Baxter operator (RB-operator, for short) of weight λ on A
if the following identity holds for all x, y ∈ A
R(x)R(y) = R(R(x)y + xR(y) + λxy). (1)
An algebra A endowed with an RB-operator is called Rota—Baxter algebra (RB-algebra).
Rota—Baxter operators appeared in the work of G. Baxter [6] in 1960 in the study
of fluctuation theory as a formal generalization of integration by parts formula. Further,
they were studied by G.-C. Rota [31] and others [4,10,26]. The deep connections between
solutions of different versions of the classical Yang—Baxter equation in mathematical
physics and RB-operators were discovered in [1, 7, 11]. The subject of double algebras is
also tightly connected to Rota—Baxter operators, see [14,27]. Since 2000, the connection
between RB-algebras and so called Loday algebras (prealgebras and postalgebras) has
been studied [1, 5, 12, 17].
Rota—Baxter operators have a broad area of application in symmetric polynomials,
shuffle algebra, etc. [4, 19, 20].
There is a plenty of papers devoted to a partial or complete classification of Rota—
Baxter operators on a given small-dimensional algebra: sl2(F ) [22, 28, 29], sl3(F ) [23],
M2(F ) [2, 8, 34], M3(F ) [13, 33], the Grassmann algebra Gr2 [8], and others, see the
survey [16] and the references therein.
The classifications obtained in these works are often bulky and hard to observe, so
there is a need to investigate the general properties of Rota—Baxter operators at least on
finite-dimensional (and close to them) algebras. In an attempt of such a study, the author
proved in [16] the following result. Given a unital algebraic associative (alternative,
Jordan) algebra A over a field of characteristic zero, every RB-operator of weight zero
on A is nilpotent. Moreover, if A is algebraic of a bounded degree, then there exists N
such that RN = 0 for every RB-operator R of weight zero on A. (By an algebraic algebra
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in the nonassociative case we mean such an algebra that every finite subset generates
a finite-dimensional subalgebra.)
The statement above leads to a new invariant of an algebra A: the Rota—Baxter index
(RB-index) rb(A) defined as the lower bound of nilpotency indices of all RB-operators
of weight zero on A. This invariant was calculated for different finite-dimensional alge-
bras [15, 16], including the matrix algebra Mn(F ).
In the present work, we generalize and extend this result in different directions. First,
we consider nonzero weight case of Rota—Baxter operators (when λ 6= 0). Further, we
remove the restriction on a variety of algebras, we do note assume that A is associa-
tive, alternative, or Jordan. Finally, we state the result in the case of a field of any
characteristic.
Before stating the main result of the work, we need a new definition. Given an
algebra A, denote the set of all RB-operators of weight λ on A by RBλ(A). Define the
Rota—Baxter λ-index (RB(λ)-index) of A as
rbλ(A) = min{n ∈ N | for all R ∈ RBλ(A) exists k : Rk(R + λid)n−k = 0}.
If such a number does not exist, then put rbλ(A) =∞.
If λ = 0, then rb0(A) coincides with the earlier defined Rota—Baxter index rb(A) [16].
In §3 (Theorem 1, over a field of characteristic zero) and in §4 (Theorem 2, over a field
of positive characteristic), we prove
Main Theorem. Let A be a unital finite-dimensional algebra over a field F . Let us
fix λ ∈ F .
a) Given an RB-operator R of weight λ on A, there exist k, l ≥ 0 such that Rk(R +
λid)l = 0. In particular, Spec (R) ⊂ {0,−λ}.
b) There exists a natural n such that for every RB-operator R of weight λ on A one
can find 0 ≤ k ≤ n such that Rk(R + λid)n−k(1) = 0 holds. Moreover, rbλ(A) ≤ 2n.
When charF = 0, the part a) of the Theorem holds even if A is algebraic (see §3).
In §5 (Theorem 3), we state another important property of Rota—Baxter operators.
Given a unital algebraic algebra A and an RB-operator R of nonzero weight on A, the
minimal polynomial of the element R(1) has no multiple roots. This result allows us to
extend and reprove some results from [16] including the diagonalizibilty ofR(1) for an RB-
operator R of nonzero weight on the matrix algebra Mn(F ) over a field of characteristic
zero.
In §6, we compute the Rota—Baxter λ-index for different algebras: a sum of fields,
the matrix algebraMn(F ), its subalgebra tn(F ) of not strictly upper-triangular matrices,
the simple Jordan algebra Jn(f) of a nondegenerate symmetric bilinear form f , and the
matrix (split) Cayley—Dickson algebra C(F ).
Let us collect all results obtained earlier (see [8,15,16]) and in the current work about
RB(λ)-index of particular algebras in the following table (see the next page). By Grn we
denote the Grassmann algebra of a vector space V = Span{e1, . . . , en}. The sign “(?)”
denotes the hypothesis, see Conjectures 1 and 2 in §6.2.
In §7, we apply the Main Theorem for Rota—Baxter modules (§7.1) and parameterized
Rota—Baxter operators (§7.2).
Finally, in §7.3, we generalize the construction which is already known for different
varieties of algebras [9,19,24]. Given an algebra A of a variety Var and an RB-operator R
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Table: the Rota—Baxter λ-index of different algebras
Algebra Field rb0 rbλ, λ 6= 0
F n any 1 n
Mn(F ) char (F ) = 0 2n− 1 2n− 1
tn(F ) char (F ) = 0 n (?) 2n− 1
Grn char (F ) = 0 ? 2
Jn(f) F¯=F , char (F ) 6=2, 3
{
2, n = 3
3, n > 3
{
2, 2 6 |n
3, 2 |n
C(F ) F¯=F , char (F ) 6=2, 3 3 3
A =
k⊕
i=1
Mni(F ) char (F ) = 0 2 max
i=1,...,k
{ni}−1 (?)
k∑
i=1
ni+ max
i=1,...,k
{ni} − 1 (?)
on A, one get a countable sequence of algebras Ai belonging to the same variety Var.
Moreover, all of Ai considered with R are Rota—Baxter algebras.
We also apply the Main Theorem to state the structure of the limiting algebra A∞
(see §7.3).
2 Preliminaries
Trivial RB-operators of weight λ are zero operator and −λid.
Lemma 1 [19]. Given an RB-operator P of weight λ,
(a) the operator −P − λid is an RB-operator of weight λ,
(b) the operator λ−1P is an RB-operator of weight 1, provided λ 6= 0.
Given an algebra A, let us define a map φ on the set of all RB-operators on A as
φ(P ) = −P − λ(P )id, where λ(P ) denotes the weight of an RB-operator P . It is clear
that φ2 coincides with the identity map.
Lemma 2 [8]. Given an algebra A, an RB-operator P on A of weight λ, and ψ ∈
Aut(A), the operator P (ψ) = ψ−1Pψ is an RB-operator of weight λ on A.
The same result is true when ψ is an antiautomorphism of A, i.e., a bijection from A
to A satisfying ψ(xy) = ψ(y)ψ(x) for all x, y ∈ A; e.g., transpose on the matrix algebra.
Lemma 3 [19]. Let an algebra A split as a vector space into a direct sum of two
subalgebras A1 and A2. An operator P defined as
P (a1 + a2) = −λa2, a1 ∈ A1, a2 ∈ A2, (2)
is RB-operator of weight λ on A.
Let us call an RB-operator from Lemma 3 as splitting RB-operator with subalgebras
A1, A2. Note that the set of all splitting RB-operators on an algebra A is in bijection
with all decompositions of A into a direct sum of two subalgebras A1, A2.
Lemma 4 [8]. Let A be a unital algebra and let R be an RB-operator of nonzero
weight λ on A. If R(1) ∈ F , then R is splitting with one of subalgebras containing 1.
The following construction of RB-operators of nonzero weight generalizes Lemma 3.
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Lemma 5 [18]. Let an algebra A be a direct sum of subspaces A−, A0, A+, moreover,
A±, A0 are subalgebras of A, and A± are A0-modules. If R0 is an RB-operator of weight λ
on A0, then an operator P defined as
P (a− + a0 + a+) = R0(a0)− λa+, a± ∈ A±, a0 ∈ A0, (3)
is an RB-operator of weight λ on A.
Let us call an RB-operator of nonzero weight defined by (3) as triangular-splitting
one provided that at least one of A−, A+ is nonzero.
Lemma 6. Let A be a unital algebra and R be an RB-operator of weight λ on A.
a) Then the subalgebra S generated by the set {Rk(1) | k ∈ N} is commutative and
associative.
b) [19, §3.2.2] for all k, l ∈ N the following formula holds,
Rk(1)Rl(1) =
min{k,l}∑
j=0
λj
(
k
j
)(
k + l − j
k
)
Rk+l−j(1). (4)
Proof. a) We prove that the associator
h(k, l,m) = (Rk(1), Rl(1), Rm(1)) = (Rk(1)Rl(1))Rm(1)− Rk(1)(Rl(1)Rm(1))
is zero for all natural k, l,m by induction on r = k+ l+m. For r = 0, it is true. Suppose
that the statement holds true for all p < r. Note that h(k, l,m) = 0 if at least one of the
numbers k, l,m is zero. So, we may assume that k, l,m ≥ 1.
On the one hand, we have
(Rk(1)Rl(1))Rm(1)
= R(Rk−1(1)Rl(1) +Rk(1)Rl−1(1) + λRk−1(1)Rl−1(1))Rm(1)
= R[(Rk−1(1)Rl(1))Rm(1) + (Rk(1)Rl−1(1))Rm(1) + λ(Rk−1(1)Rl−1(1))Rm(1)
+R(Rk−1(1)Rl(1) +Rk(1)Rl−1(1) + λRk−1(1)Rl−1(1))Rm−1(1)
+ λ(Rk−1(1)Rl(1))Rm−1(1) + λ(Rk(1)Rl−1(1))Rm−1(1) + λ2(Rk−1(1)Rl−1(1))Rm−1(1)].
On the other hand,
Rk(1)(Rl(1)Rm(1))
= Rk(1)R(Rl−1(1)Rm(1) +Rl(1)Rm−1(1) + λRl−1(1)Rm−1(1))
= R[Rk(1)(Rl−1(1)Rm(1)) +Rk(1)(Rl(1)Rm−1(1)) + λRk(1)(Rl−1(1)Rm−1(1))
+Rk−1(1)R(Rl−1(1)Rm(1) +Rl(1)Rm−1(1) + λRl−1(1)Rm−1(1))
+ λRk−1(1)(Rl−1(1)Rm(1)) + λRk−1(1)(Rl(1)Rm−1(1)) + λ2Rk−1(1)(Rl−1(1)Rm−1(1))].
Applying the induction hypothesis and (1), we compute h(k, l,m) = R(∆), where
∆ = Rk−1(1)Rl(1)Rm(1) +Rk(1)Rl−1(1)Rm(1) + λRk−1(1)Rl−1(1)Rm(1)
+Rk(1)Rl(1)Rm−1(1) + λRk−1(1)Rl(1)Rm−1(1)
+ λRk(1)Rl−1(1)Rm−1(1) + λ2Rk−1(1)Rl−1(1)Rm−1(1)
− Rk(1)Rl−1(1)Rm(1)−Rk(1)Rl(1)Rm−1(1)− λRk(1)Rl−1(1)Rm−1(1)
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− Rk−1(1)Rl(1)Rm(1)− λRk−1(1)Rl−1(1)Rm(1)
− λRk−1(1)Rl(1)Rm−1(1)− λ2Rk−1(1)Rl−1(1)Rm−1(1) = 0.
Finally, we prove that Rk(1)Rl(1) = Rl(1)Rk(1) by induction on r = k + l. For
r = 0, it is trivial. Suppose commutativity holds for all p < r. If k = 0 or l = 0, then
Rk(1)Rl(1) = Rl(1)Rk(1). Assume that k, l ≥ 1. We have
Rk(1)Rl(1)− Rl(1)Rk(1)
= R(Rk−1(1)Rl(1) +Rk(1)Rl−1(1) + λRk−1(1)Rl−1(1)
− Rl−1(1)Rk(1)− Rl(1)Rk−1(1)− λRl−1(1)Rk−1(1)) = 0
by the induction hypothesis. 
3 Main theorem in characteristic zero
Let A be a unital associative algebra and R be an RB-operator of weight λ on A. It
is known [19] that the following formula
n!Rn(1) =
n∑
k=1
(−1)n−kλn−ks(n, k)(R(1))k (5)
holds. Here s(n, k) is a Stirling number of the first kind. By Lemma 6, we may remove
the restriction on A to be associative.
Lemma 7. Let A be a unital algebraic algebra over a field of characteristic zero and
let R be an RB-operator of a nonzero weight λ on A. Then there exist r, s such that
(R + λid)rRs(1) = 0.
Proof. Denote a = R(1). We put λ = −1 for simplicity. Since A is algebraic,
there exists a minimal polynomial m for a of the degree n. The formula (5) allows us to
present m in the form
m(a) = Rn(1) + αn−1R
n−1(1) + . . .+ α1R
1(1) + α0 = 0, αi ∈ F. (6)
Applying the formula
Rk(1)R(1) = (k + 1)Rk+1(1) + λkRk(1) (7)
holding by Lemma 6b, we calculate
0 = m(a)R(1) = (n+ 1)Rn+1(1) + n(αn−1 − 1)Rn(1) + (n− 1)(αn−2 − αn−1)Rn−1(1)
+ . . .+ α0R
1(1). (8)
Subtracting (8) from (n+ 1)R(m(a)), we obtain
0 = (αn−1 + n)R
n(1) + (2αn−2 + (n− 1)αn−1)Rn−1(1) + . . .+ (nα0 + α1)R1(1). (9)
We have two cases.
Case 1: all coefficients of (9) are zero. Then it is easy to derive the formulas
αn−1 = −n, αn−2 = n(n− 1)
2
, . . . , αn−i = (−1)i
(
n
i
)
, . . . , α0 = (−1)n.
So, we get the equality (R− id)n(1) = 0, and we are done.
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Case 2: not all coefficients of (9) are zero. By minimality of m, it means that
m and (9) are proportional. Find a minimal k such that α0 = . . . = αk−1 = 0 and
αk 6= 0. Thus, coefficients by Ri(1) in km(a) and (9) are equal. Again, we write down
the equalities
αk+1 = −(n− k)αk, αk+2 = (n− k)(n− k − 1)
2
αk, . . . ,
αn−i = (−1)n−k−i
(
n− k
i
)
αk, . . . , αn−1 = (−1)n−k−1(n− k)αk.
Thus, we get (−1)
n−k
αk
m(a) = (R− id)n−kRk(1) = 0. 
Lemma 8. Let A be an algebra and R be an RB-operator of weight λ on A.
a) If λ = 0, then ker(Rk) is an Im (Rk)-module for each k ≥ 1.
b) [9] If λ 6= 0, then ker(Rk) is an ideal in Im (R + λid)k.
Proof. We prove Lemma 8 by induction on k. The following equality
R(x(R(y) + λy)) = R(x)R(y)− R(R(x)y) (10)
holds by (1) for all x, y ∈ A. If x ∈ ker(R), then xIm (R + λid) ∈ ker(R). Analogously,
Im (R + λid)x ∈ ker(R).
Suppose we have proved Lemma 8 for all numbers less or equal to k. Let x ∈
ker(Rk+1), y ∈ A and z = R(y). Then by (10) we get
Rk+1(x(R + λid)k+1(y)) = Rk[R(x)(R + λid)k(z)− R(R(x)(R + λid)k(y))].
By the induction hypothesis, xIm (R + λid)k+1 ∈ ker(Rk+1). Analogously, we obtain
Im (R + λid)k+1x ∈ ker(Rk+1). 
Given an algebra A, denote the set of all RB-operators of weight λ on A by RBλ(A).
Define Rota—Baxter λ-index (RB(λ)-index) of A as
rbλ(A) = min{n ∈ N | for all R ∈ RBλ(A) exists k : Rk(R + λid)n−k = 0}.
If such a number does not exist, then put rbλ(A) =∞.
When λ = 0,
rb0(A) = min{n ∈ N | Rn = 0 for all R ∈ RB0(A)}
which coincides with the earlier defined Rota—Baxter index of A [16] (it was denoted
there as rb(A)).
Now, we prove the Main Theorem over a field of characteristic zero, generalizing [16].
Theorem 1. Let A be a unital algebraic algebra over a field F of characteristic zero.
Let us fix λ ∈ F .
a) Given an RB-operator R of weight λ on A, there exist k, l ≥ 0 such that Rk(R +
λid)l = 0. In particular, Spec (R) ⊂ {0,−λ}.
b) Suppose that A is algebraic of the restricted degree N , then there exists a natural
n ≤ N such that for every RB-operator R of weight λ on A one can find 0 ≤ k ≤ n such
that Rk(R + λid)n−k(1) = 0 holds. Moreover, rbλ(A) ≤ 2n.
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Proof. Let λ = 0. In [16], it was proved that Rn(1) = 0 for some n ∈ N under the
condition that A is power-associative. By Lemma 6, we may avoid this condition. When
A is algebraic of the restricted degree N , then n ≤ N . Let x ∈ Im (Rn). By Lemma 8a,
1 · x = x ∈ ker(Rn). Thus, R2n(A) = (0), we are done.
Let λ 6= 0. We may assume that λ = −1. Since A is algebraic, we may consider the
minimal (unital) polynomial f(x) of the element R(1) = a of the degree n. By Lemma 7,
there exists k such that Rk(R − id)n−k(1) = 0. When A is algebraic of the restricted
degree N , then n ≤ N .
We want to prove that 1 ∈ ker(Rk) ⊕ ker(R − id)n−k. First, it is easy to check that
ker(Rk)∩ ker(R− id)n−k = (0). Second, let eγ, γ ∈ Γ, and fδ, δ ∈ ∆, be a linear basis of
ker(Rk) and of ker(R− id)n−k respectively. We may complete the set {eγ | γ ∈ Γ}∪ {fδ |
δ ∈ ∆} to a basis of A by adding vectors {gpi | pi ∈ Π}. So, we represent 1 as
1 = 1e + 1f + 1g
meaning that 1e ∈ Span{eγ}, 1f ∈ Span{fδ}, and 1g ∈ Span{gpi}. Let us show that
1g = 0 and so, 1 ∈ ker(Rk) ⊕ ker(R − id)n−k. Indeed, Rk(1) = Rk(1f) + Rk(1g), and
Rk(1f) ∈ ker(R− id)n−k, since ker(R− id)n−k is R-invariant. As (R− id)n−k(Rk(1)) = 0,
we conclude that Rk(1g) ∈ ker(R − id)n−k. The map Rk is invertible on ker(R − id)n−k,
so, 1g ∈ ker(R− id)n−k and 1g = 0.
Finally, let x ∈ ImRn−k(R− id)k. By Lemma 8b,
(ker(Rk)⊕ ker(R− id)n−k) · ImRn−k(R− id)k ⊂ ker(Rk)⊕ ker(R− id)n−k.
So, 1 · x = x ∈ ker(Rk)⊕ ker(R − id)n−k. As a consequence, Rn(R− id)n(A) = (0). 
Remark 1. Let us show that all conditions of Theorem 1 are necessary.
• If A is not unital, then we may consider an algebra A with zero product. Then
every linear map on A is an RB-operator of a weight λ. So, we may find a linear
map satisfying Spec (R) 6⊂ {0,−λ}.
• If A is not algebraic, then A = F [x] with the RB-operator R(xn) = xn+1
n+1
is a coun-
terexample to the conclusion of Theorem 1 when λ = 0. Regardless of weight λ,
we may consider A equal to the free commutative unital RB-algebra generated by
a non-empty set X = {1} (see [20]), it is also a counterexample to the conclusion
of Theorem 1.
• If char (F ) = p > 0, then let A be the free commutative unital RB-algebra of
weight 0 generated by unit. Due to [20], A =
⊕
i≥0
Fei with the product eiej =((
i+j
i
)
mod p
)
ei+j and the RB-operator R acting as follows, R(ei) = ei+1. Note
that A is algebraic. Thus, the conclusion of Theorem 1 does not hold.
4 Main theorem in positive characteristic
Lemma 9. Let A be a finite-dimensional unital algebra over a field F of positive
characteristic p. Then given an RB-operator R of weight λ on A, there exist k, l ≥ 0
such that Rk(R + λid)l = 0.
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Proof. Let λ = 0. Since A is finite-dimensional, there exists a minimal l such that
Rl(1) + αl−1R
l−1(1) + . . .+ α1R(1) = 0, αi ∈ F. (11)
It is well-known that unit does not lie in the image ofR, thus we take a zero free coefficient
in (11). Multiplying (11) by R(1) and applying the formula (7) for λ = 0, we get
(l + 1)Rl+1(1) + lαl−1R
l(1) + . . .+ 2α1R
2(1) = 0. (12)
Acting on (11) by R, we have
Rl+1(1) + αl−1R
l(1) + . . .+ α1R
2(1) = 0. (13)
From (12) and (13), we conclude
αl−1R
l(1) + 2αl−2R
l−1(1) + . . .+ (l − 1)α1R2(1) = 0.
Since l was chosen as a minimal number satisfying (11), we have two cases.
Case 1. The vectors (1, αl−1, . . . , α2, α1) and (αl−1, 2αl−2 . . . , (l − 1)α1, 0) are pro-
portional (with some nonzero coefficient). It means that α1 = α2 = . . . = αl−1 = 0 and
Rl(1) = 0, as required.
Case 2. The vector (αl−1, 2αl−2 . . . , (l − 1)α1, 0) is zero. If l ≤ p, then we derive
α1 = α2 = . . . = αl−1 = 0 and R
l(1) = 0. If l > p, then only coefficients αl−p, αl−2p, . . .
may be nonzero. Anyway, we can find an equality
Rk1(1) + β2R
k2(1) + . . .+ βsR
ks(1) = 0, k1 > k2 > . . . > ks, p|k1, . . . , p|ks (14)
with a minimal number of nonzero coefficients (here s). If s = 1, we are done.
Suppose that s > 1. Consider ∆ = k1 − ks = ptq, where (p, q) = 1 and t ≥ 1. Acting
by the operator Rδ on (14) for a number δ ∈ pN, we may get
k1 = p
N − pt, ks = pN − pt −∆
for some sufficiently big N .
Now, we mutiply (14) by Rp
t
(1). Applying Lemma 6b for λ = 0
Ra(1)Rb(1) =
(
a + b
a
)
Ra+b(1),
we have
Rk1(1)Rp
t
(1) = 0, Rks(1)Rp
t
(1) =
(
pt(pN−t − q)
pt
)
Rp
N−∆(1),
where the coefficient
(
pt(pN−t−q)
pt
)
is nonzero by the Lucas’ Theorem. So, we have found
an expression like (14) with less number of nonzero coefficients. It is a contradiction, so
s = 1, and we are done.
Let λ be nonzero, so we fix λ = −1. Since A is finite-dimensional, there exists an
expression m of the form
Rn(1) + αn−1R
n−1(1) + . . .+ α1R
1(1) + α0 = 0, αi ∈ F,
of the minimal degree n.
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Analogously to the proof of Lemma 7, we derive the formula
q = (αn−1 + n)R
n(1) + (2αn−2 + (n− 1)αn−1)Rn−1(1) + . . .+ (nα0 + α1)R1(1) = 0.
If all αi are zero, R
n(1) = 0 and we are done by Lemma 8.
Otherwise, find a minimal s such that αs 6= 0. So, q = sm, and we have the relations
sαs+1 = (n− s)αs + (s+ 1)αs+1,
sαs+2 = (n− s− 1)αs+1 + (s+ 2)αs+2,
. . . ,
sαn−1 = 2αn−2 + (n− 1)αn−1,
s = αn−1 + n.
(15)
Define n− s = tp+ k for 0 ≤ k < p and t ≥ 0. Due to the system (15), we have
m = αs
(
Rs(1)−
(
k
1
)
Rs+1(1) +
(
k
2
)
Rs+2(1) . . .+ (−)k
(
k
k
)
Rs+k(1)
)
+ αs+p
(
Rs+p(1)− . . .+ (−)k
(
k
k
)
Rs+p+k(1)
)
+ . . .+ (−1)k
(
Rn−k(1)− . . .+ (−1)k
(
k
k
)
Rn(1)
)
= Rs(R− id)k(αs + αs+pRp + . . .+ (−1)kRtp)(1) = 0.
Acting on the last expression by the operator Rδ(R − id)ε with suitable δ, ε, we get the
equality of the form
Rpk0(R− id)p(Rpk1 + β2Rpk2 + . . .+ βeRpke)(1) = 0, (16)
where k1 > k2 > . . . > ke, k0 > 0, and βi 6= 0, i = 2, . . . , e.
Since (R− id)p = Rp − id modulo p, the equality (16) can be rewritten in the form
Rpm1(1) + γ2R
p(m1−m2)(1) + . . .+ γfR
p(m1−mf )(1) = 0, (17)
where 0 < m2 < m3 < . . . < mf < m1.
We may assume, that m1 = p
c−1 for some c ≥ 1. Let d be any natural not less than c.
Acting by the operator Rp
d−pc on (17), we get the equation
Rp
d
(1) + γ2R
pd−pm2(1) + . . .+ γfR
pd−pmf (1) = 0. (18)
By Lemma 6b, we have for λ = −1
Rap(1)Rbp(1) =
min{a,b}∑
c=0
(−1)cp
(
ap
cp
)(
p(a + b− c)
ap
)
Rp(a+b−c)(1) (19)
over a field of characteristic p.
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With the help of the formula (19) and the Lucas’ Theorem, we calculate
0 = (Rp
d
(1) + γ2R
pd−pm2(1) + . . .+ γfR
pd−pmf (1))Rp
d
(1)
= E(d) := 2R2p
d
(1) + (−1)pdRpd(1) +
f∑
j=2
γj
(
2pd − pmj
pd
)
R2p
d−pmj(1). (20)
By the pigeonhole principle, we may find such d1 > d2 ≥ c that
(2pd1−pmj
pd1
)
=
(2pd2−pmj
pd2
)
for all j = 2, . . . , f . Thus,
R2p
d1−2pd2 (E(d2))− E(d1) = (−1)pRpd1 (Rpd1−pd2 − id)(1) = 0.
Fix ∆ = pd1−1 − pd2−1. Then we have
Rp
k
(1)−Rpk−∆p(1) = 0 (21)
for all sufficiently big k. Multiplying (21) by Rp
k
(1), we obtain
2R2p
k
(1) + (−1)pRpk(1)−
(
2pk −∆p
pk
)
R2p
k−∆p(1) = 0. (22)
Acting by
(
2pk−∆p
pk
)
Rp
k
on (21) and subtracting the result from (22), we get
(
2−
(
2pk −∆p
pk
))
R2p
k
(1) + (−1)pRpk(1) = 0.
If the number in the brackets is zero, we are done. Otherwise, we find an expression of
the form
R2p
k
(1)− lRpk(1) = 0, l ∈ Z∗p. (23)
If char (F ) = p = 2, then
R2p
k
(1)− Rpk(1) = Rpk(R − id)pk(1) = 0,
and have proved the statement.
Suppose that p > 2. It is easy to show that consecutive applications of (23) imply
the equality
0 = Rp
k+1
(1)− lp−1Rpk(1) = Rpk+1(1)− Rpk(1). (24)
Finally, with the help of (24) we compute
0 = (Rp
k+1
(1)− Rpk(1))2
= 2R2p
k+1
(1)−Rpk+1(1)− 2Rpk+1+pk(1) + 2R2pk(1)− Rpk(1)
= 2(R2p
k
(1)− Rpk(1)) = 2Rpk(R− id)pk(1),
so, Rp
k
(R − id)pk(1) = 0, and we are done. 
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Theorem 2. Let A be a unital finite-dimensional algebra over a field F of positive
characteristic. Let us fix λ ∈ F .
a) Given an RB-operator R of weight λ on A, there exist k, l ≥ 0 such that Rk(R +
λid)l = 0. In particular, Spec (R) ⊂ {0,−λ}.
b) There exists a natural n such that for every RB-operator R of weight λ on A one
can find 0 ≤ k ≤ n such that Rk(R + λid)n−k(1) = 0 holds. Moreover, rbλ(A) ≤ 2n.
Proof. a) It is Lemma 9.
b) We may find such n by Lemma 9 and by the condition that A is finite-dimensional.
For the bound rbλ(A) ≤ 2n, we use Lemma 8 and repeat the end of the proof of Theo-
rem 1. 
5 Miminal polynomial of the image of unit
Define polynomials
Hr,s(x) = (x− r)(x− r + 1) . . . x(x+ 1) . . . (x+ s− 1) (25)
for natural r, s ≥ 0.
Lemma 10. Let A be a unital algebra and let R be an RB-operator of weight −1
on A. Denote a = R(1). Then for all r, s ≥ 0,
(r + s+ 1)R(Hr,s(a)) = Hr,s+1(a). (26)
Proof. Let us prove (26) by induction on r. For r = 0, we want to state the formula
(n+ 1)!Rn(a) = H0,n+1(a) (27)
by induction on n. For n = 0, we have a = a, it is true. Suppose that we have proved that
n!Rn−1(a) = H0,n(a) or, equivalently, a
n = n!Rn−1(a)+ f(a), where f(x) = xn−H0,n(x).
By (7), we calculate
an+1 = an · a = (n!Rn(1) + f(a))R(1)
= (n+ 1)!Rn+1(1)− n · n!Rn(1) + af(a)
= (n+ 1)!Rn+1(1)− nH0,n(a) + a(an −H0,n(a))
= (n+ 1)!Rn+1(1) + an+1 − (a+ n)H0,n(a).
So, (n + 1)!Rn+1(1) = H0,n+1(a) as required. Thus, we get (26) for r = 0.
Suppose we have proved (26) for all numbers less than r. Represent
Hr,s(x) = Hr−1,s+1(x)− (r + s)Hr−1,s(x).
Applying the induction hypothesis for the last equality, we get
(r + s+ 1)R(Hr,s(a)) = (r + s + 1)R(Hr−1,s+1(a))− (r + s+ 1)(r + s)R(Hr−1,s(a))
= Hr−1,s+2(a)− (r + s + 1)Hr−1,s+1(a) = Hr,s+1(a),
as required. 
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Lemma 11. Let A be a unital algebra and let R be an RB-operator of weight −1
on A. Denote a = R(1). Then for all r, s ≥ 0,
(r + s)!(R− id)rRs(1) = Hr,s(a). (28)
Proof. We prove the statement by induction on r. For r = 0, it follows from (27).
Suppose we have proved (28) for all numbers less than r. Applying the induction hy-
pothesis and (26), we get the following equalities
(r + s)!(R− id)rRs(1) = (R− id)(r + s)Hr−1,s(a)
= Hr−1,s+1(a)− (r + s)Hr−1,s(a) = Hr−1,s(a)(a + s− (r + s)) = Hr,s(a).
So, Lemma is proved. 
Theorem 3. Let A be a unital algebra over a field F and let R be an RB-operator
of weight −1 on A. Denote a = R(1).
a) If char (F ) = 0 and A is algebraic, then there exist r, s such that Hr,s(a) = 0.
b) If char (F ) = p > 0, then H0,p(a) = 0.
In particular, we get that the minimal polynomial of a under the conditions has no
multiple roots.
Proof. a) It follows from Lemma 7 and Lemma 11.
b) We are done by (28). 
Now, we get easily the following result which requires in [16] several pages.
Corollary 1 [16, Thm. 4.17]. Given a field F of characteristic 0, and an RB-operator
of weight −1 onMn(F ), the matrix R(1) is diagonalizable and the set of diagonal elements
in an appropriate basis has the form {−s,−s+ 1, . . . , 0, 1, . . . , r− 1, r} for some natural
numbers r, s such that r + s+ 1 ≤ n.
We call an algebra A as a nil-algebra if for every x ∈ A there exists k such that xk = 0
for each bracketing of the nonassociative monomial xk. We generalize and simplify the
proof of another statement from [16].
Corollary 2 [16, Thm. 4.8]. Let A be a unital algebra over a field F and A = F ·1⊕N
(direct vector-space sum), where N is a nil-algebra. Then each Rota—Baxter operator R
of nonzero weight on A is splitting and (up to φ) we have R(1) = 0.
Proof. Denote a = R(1). If a ∈ N , then ak = 0 for some k. By Theorem 3, we get
a = 0. Then by Lemma 4, R is splitting.
If a 6∈ N , then a = α · 1 + n, where α ∈ F and n ∈ N . So, there exists k such that
(a− α · 1)k = 0. By Theorem 3, a− α · 1 = 0 or a ∈ F . By Lemma 4, R is splitting and
φ(R)(1) = 0. 
By Corollary 2, we have rbλ(Grn) = 2 for the Grassmann algebra Grn [16].
Corollary 3. Let A be a unital algebra over a field F of characteristic zero and let
R be an RB-operator of weight λ on A. Denote by S a subalgebra generated by the set
{Rk(1) | k ∈ N}.
a) If dim(S) = ∞, then S is a free commutative RB-algebra of weight λ generated
by 1.
b) If dim(S) = n <∞ and λ = 0, then S is isomorphic to the quotient of F [x] by the
ideal generated by xn. Moreover, R acts on S as follows, R(xi) = x
i+1
i+1
for i = 0, . . . , n−1.
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c) If dim(S) < ∞, λ = −1, F is algebraically closed, and Hr,s(x) is a minimal
polynomial of R(1), then S ∼= F r+s.
Proof. a) It follows directly.
b) It follows from Theorem 1 and formula (5).
c) Note that S is isomoprhic to the quotient of F [x] by the ideal generated by the
polynomial Hr,s of degree n = r + s which has no multiple roots. So, S is semisimple.
Since F is algebraically closed, S ∼= F r+s. 
The notion of capacity plays a crucial role in the structural theory of Jordan alge-
bras [25]. Let us generalize it for all unital algebras (of every variety). Given a unital
algebra A, define a capacity of A as the maximal number of pairwise orthogonal idem-
potents in A. If capacity of A equals n, then there exist e1, . . . , en ∈ A such that e2i = ei
and eiej = 0 if i 6= j.
Corollary 4. Let A be a unital algebraic algebra over an algebraically closed field F
of characteristic zero. If capacity of A equals n <∞, then rbλ(A) ≤ 2n for λ 6= 0.
Proof. Let R be an RB-operator of nonzero weight λ on A. By Theorem 1a, there
exist k, l such that Rk(R+ λid)l = 0 on A. In particular, it means that the subalgebra S
in A generated by the set {Rj(1) | j ∈ N} is finite-dimensional. By Corollary 3c, S ∼= Fm
for some m. Clearly, m ≤ n by the definition of capacity. So, minimal polynomial of
P (1) for every RB-operator P of weight λ on A has degree not greater than n. By the
proof of Theorem 1b, rbλ(A) ≤ 2n. 
6 Rota-Baxter-index of different algebras
6.1 Sum of fields
Let F n = Fe1 ⊕ Fe2 ⊕ . . .⊕ Fen denote a direct sum of n copies of a field F . Here
e2i = ei.
Proposition 1. rbλ(F
n) =
{
1, λ = 0,
n, λ 6= 0.
Proof. For λ = 0, it follows from Corollary 5.7 [16].
Let λ 6= 0 and let R be an RB-operator of weight λ on F n. By the dimensional
reasons and the Main Theorem, Rk(R + λid)n−k = 0 for some 0 ≤ k ≤ n. On the other
hand, define R on F n as follows: R(ei) = ei+1+ . . .+en. It is the RB-operator of weight 1
on F n. Moreover, Rn = 0 and Rn−1 6= 0. 
6.2 Matrix algebra
Let us generalize the RB-operator (M1) on M2(F ) from [16, Thm. 4.13] and the
RB-operator 1-I on M3(F ) from [13, Thm. 3].
Example 1. A linear map R defined on Mn(F ) as follows,
R(eij) =


∑
k≥1
ei+k,j+k, i ≥ j,
−∑
k≥0
ei−k,j−k, i < j,
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is an RB-operator of weight 1 on Mn(F ). Moreover, R
n(R + id)n−1 = 0 but we have
(R(R + id))n−1 6= 0 and Rn(R + id)n−2 6= 0.
The following theorem was stated in [16] in the case of λ = 0.
Theorem 4. Let F be a field of characteristic zero. Then rbλ(Mn(F )) = 2n− 1 for
all λ ∈ F .
Proof. For λ = 0, it was proved in [16].
Let λ 6= 0, we may assume that λ = 1. By Example 1, rbλ(Mn(F )) ≥ 2n− 1.
Let R be an RB-operator of weight −1 onMn(F ). By the Main Theorem, Spec (R) ⊂
{0, 1}. So, we extend the action of R to the algebraMn(F¯ ). We want to show that either
Rn(R− id)n−1 = 0 or Rn−1(R− id)n = 0. Thus, it is enough to state this for R over F¯ .
Define a = R(1). If the degree of the minimal polynomial mt(a) of a is less than n,
then by Theorem 1, (R(R− id))n−1 = 0, and we are done. Suppose that deg(mt(a)) = n
andmt(a) coincides with the characteristic polynomial of a. By Corollary 1, a is conjugate
to a diagonal matrix D = diag{−r,−r+1, . . . , s− 2, s− 1} with r+ s = n. By Lemma 1
from [13], all subspaces Vq = Span{eij | i− j = q} are R-invariant. Since all Vq for q 6= 0
have dimension less or equal to n − 1, we have (R(R − id))n−1 = 0 on each of such Vq.
Further, V0 which is the subalgebra of diagonal matrices from Mn(F¯ ) has the dimension
equal to n. So, either Rn = 0 or (R − id)n or (R(R − id))n−1 = 0 on V0. In any case,
rbλ(Mn(F¯ )) = 2n− 1 as well as of Mn(F ). 
Recall that tn(F ) denotes the subalgebra of not strictly upper-triangular matrices
from Mn(F ).
Corollary 5. Let F be a field of characteristic zero and let λ ∈ F be nonzero. Then
rbλ(tn(F )) = 2n− 1.
Proof. For simplicity, let λ = 1. The restriction of the RB-operator R from Ex-
ample 1 on tn(F ) implies rbλ(tn(F )) ≥ 2n − 1. We may assume that F is algebraically
closed, since rbλ(tn(F )) ≤ rbλ(tn(F¯ )). If the degree of the minimal polynomial mx(a) of
a = R(1) is less than n, we are done by Theorem 1. Suppose that deg(mx(a)) = n.
Find ψ ∈ Aut(Mn(F )) such that R(ψ)(1) equals to the D = diag{−r,−r + 1, . . . , s−
2, s−1} with r+s = n. Now, the RB-operator P = R(ψ) acts on the subalgebra ψ(tn(F )).
Define Vq = Span{eij | i− j = q}. Applying the proof of Lemma 1 from [13], we conclude
that a subspace Vq ∩ ψ(tn(F )) is P -invariant for every q. It remains to repeat the proof
of Theorem 4. 
Conjecture 1. Let F be a field of characteristic zero. Then rb0(tn(F )) = n.
Let us extend Conjecture 5.24 from [16] on the case of nonzero weight.
Conjecture 2. Let A =
k⊕
i=1
Mni(F ) be a semisimple finite-dimensional associative
algebra over a field F of characteristic zero. Then
a) rb0(A) = 2 max
i=1,...,k
{ni} − 1.
b) rbλ(A) =
k∑
i=1
ni + max
i=1,...,k
{ni} − 1 for nonzero λ.
The following example shows that there exists an RB-operator reaching the bound
from Conjecture 2b.
Let Dn denote the subalgebra of all diagonal matrices in Mn(F ) and Ln (Un) the set
of all strictly lower (upper) triangular matrices in Mn(F ).
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Example 2. We define a triangular-splitting RB-operator R of nonzero weight λ on
the algebra A =
k⊕
i=1
Mni(F ) with the subalgebras A0 = D, A− = U , A+ = L, where
D =
k⊕
i=1
Dni, L =
k⊕
i=1
Lni , U =
k⊕
i=1
Uni,
and R is defined on D ∼= FN for N =
k∑
i=1
ni in the same way as the RB-operator from
Example 1. So, xN (x+λ)n0−1 = 0 is the minimal polynomial for R. Here n0 = max
i=1,...,k
{ni}.
6.3 Simple Jordan algebra of a bilinear form
Let J = Jn+1(f) = F1⊕ V be a direct vector-space sum of F and finite-dimensional
vector space V , dimV = n > 1, and f be a nondegenerate symmetric bilinear form on V .
Under the product
(α · 1 + a)(β · 1 + b) = (αβ + f(a, b)) · 1 + (αb+ βa), α, β ∈ F, a, b ∈ V, (29)
the space J is a simple Jordan algebra [35]. We assume that charF 6= 2, 3.
Let us choose a basis e1, e2, . . . , en of V such that the matrix of the form f in this
basis is diagonal with elements d1, d2, . . . , dn on the main diagonal. As f is nondegenerate,
di 6= 0 for each i.
Example 3 [8]. Let J2n(f), n ≥ 2, be the simple Jordan algebra of bilinear form f
over an algebraically closed field F with char (F ) 6= 2, 3. Let R be a linear operator
on J2n(f) defined by a matrix (rij)
2n−1
i,j=0 in the basis 1, e1, e2, . . . , en with the following
nonzero entries
r00 = −3, r01 =
√
d1, r10 = − 1√
d1
, rjj = −1, j = 1, . . . , 2n− 1,
ri i+1 =
di+1
di
√
− di
di+1
, ri+1 i = −
√
− di
di+1
, i = 2, . . . , 2n− 2.
Then R is an RB-operator of weight 2 on J2n(f). Moreover, R(R + 2id)
2 = 0 but
R(R + 2id) 6= 0 and (R + 2id)2 6= 0.
Proposition 2. Let λ ∈ F be nonzero and let F be an algebraically closed field with
charF 6= 2, 3. Then rbλ(Jn(F )) =
{
2, n is odd,
3, n is even.
Proof. When n is odd, the statement follows from [8, Thm. 4.1].
Suppose that n is even. By Example 3, we have rbλ(Jn(F )) ≥ 3. Since F is al-
gebraically closed, we may assume that all di equal to 1. Let R be an RB-operator
of weight λ on Jn(F ). Assume that R is defined by a matrix (rij)
n
i,j=0 in the basis
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1, e1, e2, . . . , en. Due to the proof of Theorem 4.1 from [8], we have the following relations
rii = −λ
2
, rkl = −rlk, r0i = zri0,
n∑
p=1
r¯2p0 =
λ2
4
,
n∑
p=1
r¯2pi = r¯
2
0i,
n∑
p=1
r¯pkr¯pl = r¯0kr¯0l,
n∑
p=1
r¯pir¯p0 = −λz
2
r¯0i,
where i, k, l > 0 and k 6= l, and we have three subcases:
(I) z = 1, r¯00 = −λ/2,
(II) z = −1, r¯00 = λ/2,
(III) z = −1, r¯00 = −3λ/2.
It is easy to check that an RB-operator R from (I) is splitting. Further, φ maps RB-
operators from (II) to (III) and vice versa. Finally, an RB-operator from (III) satisfies
the equation R(R + λid)2 = 0. 
6.4 Matrix Cayley—Dickson algebra
Cayley—Dickson algebras are known to be only simple nonassociative alternative
finite-dimensional algebras, they are either division algebras or so called split ones. The
first ones have only trivial RB-operators [8]. Let us study the rb(λ)-index of the matrix
(split) Cayley—Dickson algebra C(F ), which is simple alternative 8-dimensional algebra.
Recall the definition of the product on C(F ) = M2(F ) ⊕ vM2(F ). We extend the
product from M2(F ) on C(F ) as follows:
a(vb) = v(a¯b), (vb)a = v(ab), (va)(vb) = ba¯, a, b ∈M2(F ). (30)
Here ¯ denotes the involution on M2(F ) which maps a matrix a = (aij) ∈ M2(F ) to the
matrix
(
a22 −a12
−a21 a11
)
.
Given an algebra A with the product ·, define the operations ◦, [, ] on the space A:
a ◦ b = a · b+ b · a, [a, b] = a · b− b · a.
We denote the space A endowed with ◦ as A(+) and the space A endowed with [, ] as A(−).
Lemma 12. Let A be an algebra. Then
(a) [8] If R is an RB-operator of weight λ on A, then R is an RB-operator of weight λ
on A(±).
(b) rbλ(A) ≤ rbλ(A±).
Proof. (b) It follows from the definition of rb(λ)-index of an algebra and (a). 
Proposition 3. Let F be an algebraically closed field with char (F ) 6= 2, 3. Then
rbλ(C(F )) = 3 for all λ ∈ F .
Proof. When λ = 0, it was proved in [16, Thm. 5.26].
Let λ 6= 0. It is known [35, p. 57] that C(F )(+) is isomorphic to the simple Jordan
algebra of a bilinear form. By Proposition 2 and Lemma 12b, rbλ(C(F )) ≤ 3.
Consider a triangular-splitting RB-operator R of weight 1 on C(F ) with subalgebras
A0 = Span{e11, e22, ve11, ve22}, A+ = Span{e12, ve12}, and A− = Span{e21, ve21}. Fur-
ther, R is defined on A0 again as a triangular-splitting RB-operator with subalgebras
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B0 = Span{e11, e22}, B+ = Span{ve11}, and B− = Span{ve22}. Finally, R is defined on
B0 ∼= F ⊕ F as follows: R(e11) = e22, R(e22) = 0. Thus, R2(R + id) = 0 on the entire
C(F ) but R2 6= 0 and R(R + id) 6= 0. So, rbλ(C(F )) = 3. 
7 Applications
7.1 Rota—Baxter modules
Let A be an algebra and let R be an RB-operator R of weight λ on A. An A-bimo-
dule M with a linear map p : M → M is called a Rota—Baxter bimodule over (A,R) and
simply an (A,R)-bimodule [21], if the following equalities hold for all x ∈ A and for all
m ∈M ,
R(x)p(m) = p(R(x)m+ xp(m) + λxm),
p(m)R(x) = p(mR(x) + p(m)x+ λmx).
(31)
We call an (A,R)-bimodule (M, p) a unital one, if M is a unital A-bimodule.
The relations (31) are equivalent to the condition that R + p is an RB-operator of
weight λ on A⋉M .
Proposition 4. Let A be a unital algebraic algebra over a field F of characteristic
zero and let R be an RB-operator of weight λ on A. Also, (M, p) is a unital (A,R)-bimo-
dule. Then
a) If λ = 0, then p is nilpotent on M .
b) If λ 6= 0, then there exist s, t such that ps(p+ λid)t = 0 on M . So, M =M0⊕M1,
where M0 = ker(p
s) and M1 = ker(p + λid)
t. For k, l such that Rk(R + λid)l = 0 define
A0 = ker(R
k) and A1 = ker(R + λid)
l. We get that (Mi, p) is a (not necessary unital)
(Ai, R)-bimodule for i = 0, 1.
c) rbλ(A⋉M) ≤ 2rbλ(A) for all λ ∈ F .
Proof. a) By Theorem 1a, R + p is nilpotent on A⋉M , so p is nilpotent on M .
b) By Theorem 1a, there exist n,m such that (R + p)n(R + p+ λid)m = 0 on A. So,
pn(p+ λid)m = 0 on M , and M =M0 ⊕M1 for M0 = ker(ps) and M1 = ker((p+ λid)t).
Also, ker(R+p)n and ker(R+p+λid)m are subalgebras of A⋉M . It implies that (M0, p)
is an (A0, R)-bimodule and (M1, p) is an (A1, R)-bimodule.
c) Suppose that rbλ(A) < ∞. Then there exists a minimal n such that for every
RB-operator R of weight λ on A one can find 0 ≤ k ≤ n satisfying the equality Rk(R +
λid)n−k(1) = 0. On the one hand, n ≤ rbλ(A) by the definition of the RB(λ)-index.
On the other hand, since (R + p)k(R + λid)n−k(1) = Rk(R + λid)n−k(1) = 0, we get
rbλ(A) ≤ 2n by Theorem 1b. 
Remark 2. The same result holds if A is a unital finite-dimensional algebra over any
field (not necessary of characterstic zero).
7.2 Parameterized Rota—Baxter operators
The study of the parameterized associative Yang—Baxter equation was initiated by
A. Polishchuk [30] in 2002. Further, the definition of parameterized associative Yang—
Baxter equation of weight λ appeared [3, 11]. Given an associative algebra A, a linear
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map r : F → A ⊗ A is called a solution of the parameterized associative Yang—Baxter
equation of weight λ if the equation
r13(z13)r12(z12)− r12(z12)r23(z23) + r23(z23)r13(z13) + λr13(z13) = 0 (32)
holds for all z1, z2, z3 ∈ F . Here zij = zi− zj and given a decomposition r(z) =
∑
i
ai⊗ bi,
r12 =
∑
ai ⊗ bi ⊗ 1, r13 =
∑
ai ⊗ 1⊗ bi, r23 =
∑
1⊗ ai ⊗ bi.
It is known [11] that a solution r of (32) gives rise to a parameterized Rota—Baxter
operator R of weight λ on A. More precisely, a linear map R : F ⊗ A → A is called
parameterized Rota—Baxter operator R of weight λ on A if R satisfies the relation
Rb(x)Rc(y) = Rc(Rb−c(x)y) +Rb(xRc−b(y)) + λRb(xy), (33)
where b, c ∈ F and x, y ∈ A. By Rb(x) we denote the element R(b, x) ∈ A.
So, a parameterized RB-operator R on A is a family of linear operators Rb : A→ A,
b ∈ F . Note that R0 is a usual RB-operator of weight λ on A.
Let us apply the results of Theorem 1 to get some information about operators Rb.
Proposition 5. Let A be a unital algebraic associative algebra over a field of char-
acteristic zero. Let R be a parameterized RB-operator of weight λ on A. Then
a) If λ = 0, then there exists n such that (Rb(1))
n = 0 for all b ∈ F ,
b) If λ = −1, then there exist n,m such that Hn,m(Rb(1)) = 0 for all b ∈ F .
Proof. a) By Theorem 1a, there exists n such that Rn0 (1) = 0. By (33), we get
(Rb(1))
n+1 = Rb(R
n
0 (1)) = 0.
b) Denote a = R0(1) and c = Rb(1). Note that by (33),
Rb(x)Rb(y) = Rb(R0(x)y + xR0(y)− xy).
So, the right-hand side has the form Rb(Z), where Z is a linear combination of the
products involving only the action of R0. The same holds for the product of every
number of elements Rb(xi). This fact allows us analogously to the formula
(R0(1))
n = an = R0
(
n∑
k=1
k!S(n, k)(−1)n−kRk−10 (1)
)
,
from [19, §3.3.2] to state the fomula
(Rb(1))
n = cn = Rb
(
n∑
k=1
k!S(n, k)(−1)n−kRk−10 (1)
)
.
Here S(n, k) denotes a Stirling number of the second kind.
So, if we have an equility g(a) = R0(q(a)) for some polynomials g, q ∈ F [x], then we
may derive the equality g(c) = Rb(q(a)). In particular, applying Lemma 10, we get
Hr,s+1(a)
r + s+ 1
= R0(Hr,s(a)),
Hr,s+1(c)
r + s+ 1
= Rb(Hr,s(a)).
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By Theorem 1a and Lemma 11, there exist r, s such thatHr,s(a) = 0. Thus, Hr,s+1(c) = 0,
we are done. 
Suppose that R is a parameterized RB-operator of weight λ on Mn(C). So, Proposi-
tion 5 says that if λ = 0, then matrices Rb(1) are nilpotent for all b ∈ F . If λ 6= 0, then
matrices Rb(1) are diagonalizable for all b ∈ F .
7.3 Derived Rota—Baxter algebras
Let us generalize the following construction already known for different varieties of
algebras, see [9, 19, 24].
Let A be an algebra of a variety Var and let R be an RB-operator of weight λ on A.
Denote by V the vector space A. We define by induction the algebra Ai, i ≥ 0, on V as
follows
x ◦0 y = xy,
x ◦i+1 y = R(x) ◦i y + x ◦i R(y) + λx ◦i y.
(34)
It is known [5, 17] that R is an RB-operator of weight λ on all Ai and all algebras Ai
belong to the same variety Var. By the definition, R and −(R+λid) are homomorphisms
from An to An−1, and we get compositions of such homomorphisms,
. . .
R−−−−→
−R−λid
Ai+1
R−−−−→
−R−λid
Ai
R−−−−→
−R−λid
Ai−1
R−−−−→
−R−λid
· · · R−−−−→
−R−λid
A0.
Let us call Ai as the ith derived Rota—Baxter algebra of the RB-algebra A. If there
exists a minimal natural number m such that An ∼= Am for all n > m, then we define the
limiting derived algebra A∞ as Am. Otherwise, A∞ is not defined.
The following result generalizes Corollary 4.10 from [24] in the case of weight zero.
Proposition 6. Let A be a unital algebraic algebra over a field F of characteristic
zero. Let R be an RB-operator of weight λ on A. Then A∞ is well-defined.
a) If λ = 0, then A∞ has trivial product.
b) If λ 6= 0, then A∞ ∼= ker(Rn)⊕ ker(R + λid)n for sufficiently big n.
Proof. a) By Theorem 1, we know that Rn = 0 for some natural n. By (34), we get
x ◦k y =
k∑
i=0
(
k
i
)
Ri(x)Rk−i(y). (35)
Thus, x ◦i y = 0 for all i ≥ 2n− 1.
b) By Theorem 1, there exists n such that Rn(R + λid)n = 0. So, ker(Rn) and
ker(R + λid)n are ideals in At for all t ≥ n as kernels of the homomorphisms. So,
At = ker(R
n) ⊕ ker(R + λid)n for all t ≥ n. It remains to note that R is invertible on
ker(R + λid)n as well as R + λid on ker(Rn). Thus,
〈ker(Rn), ◦s〉 ∼= 〈ker(Rn), ◦n〉, 〈ker(R + λid)n, ◦s〉 ∼= 〈ker(R + λid)n, ◦n〉
for all s ≥ 0. It implies that At ∼= An for all t ≥ n. 
Remark 3. The same result holds if A is a unital finite-dimensional algebra over any
field (not necessary of characterstic zero).
Question. Let A =Mn(F ). What is a minimal m such that Am has trivial product
for every RB-operator R of weight zero on A?
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