We give a complete characterization of Boolean algebras admitting weak elimination of imaginaries in terms of elementary invariants.
Introduction
In model theory we often consider structures which are given on definable sets modulo some definable equivalence relations, for example a definable group modulo some definable normal subgroup or projective space over some field, etc. These structures are, in a strict sense, not definable. Often one says that they are interpretable in the theory T or definable in T eq . If a theory eliminates imaginaries (see Definition 1.1), each such interpretable structure is definably isomorphic to a definable structure.
In this paper we consider a slightly weaker property, called weak elimination of imaginaries, for theories of Boolean algebras. Our motivation comes from the area of notions related to o-minimality.
In 1998 [8] , C. Toffalori introduced two notions of o-minimality for partially ordered structures, generalizing the classical o-minimality. It turns out that they are equivalent in the case of expansions of Boolean algebras (see [5, Theorem 2.6] ). The proof of this result involves weak elimination of imaginaries for Boolean algebras with finitely many atoms. The theory of o-minimality for expansions of Boolean algebras was considerably developed in further papers (see [11] and [12] ) and became the main topic of my Ph.D. thesis written under the supervision of Prof. Ludomir Newelski at Wrocław University.
The paper is organised as follows. In Section 1 we establish the notation and recall the necessary notions and results concerning model theory and Boolean algebras. In Section 2 we show that Boolean algebras with finitely many atoms admit weak elimination of imaginaries. Although the main result (Lemma 2.3) has already been published [5] , I give the proof for the sake of completeness. It has to be mentioned that for countable Boolean algebras with finitely many atoms, weak elimination of imaginaries is an easy consequence of the small strong index property for countable atomless Boolean algebras (see [9, 10] and Lemma 1.4). However, Section 2 provides an independent and elementary proof. The advantage of my method is that it can be easily extended to some Boolean algebras whose theories are not ℵ 0 -categorical (see Sections 3 and 4) .
In Section 3 we prove weak elimination of imaginaries for atomic Boolean algebras. The techniques developed in Sections 2 and 3 are then combined in Section 4 in order to establish weak elimination of imaginaries for Boolean algebras with elementary invariants equal to 1, 1, ω and 2, 0, 1 . We give an example showing that weak elimination of imaginaries fails in all other cases (Lemma 4.7). The section concludes with the characterization theorem (Theorem 4.8).
Notation and preliminaries
For the basic notions of model theory we refer the reader to [1, 2] and the first chapter of [6] .
We use standard conventions to denote sets and tuples of parameters as well as tuples of variables. Lower-case Latin letters usually denote single parameters or variables while capital ones denote sets of parameters. A tuple of parameters or variables will be usually denoted with overlined letters: a, b, x, etc. If n < ω, then a ≤n is the tuple a 0 , . . . , a n or the set {a 0 , . . . , a n }. Similarly we define a <n . For example, a <0 = ∅ and a ≤1 = a 0 , a 1 . AB and Aa denote A ∪ B and A ∪{a} respectively. By |A| we mean the cardinality of the set A.
Sometimes it is convenient to use the notion of a monster model of a complete firstorder theory T (denoted by C): i.e. a κ-saturated and strongly κ-homogeneous model of T , where κ is a sufficiently large cardinal. It allows us to regard all the sets and models that we consider as subsets and elementary substructures (respectively) of C. By adding extra elements to M naming elements of M n /E for every positive integer n and any definable equivalence relation E on M n , we obtain a structure M eq . This is a many-sorted structure in a many-sorted language L eq with theory T eq (for the details see [6, Chapter I] ). M is naturally identified with M/ =, the standard sort. The elements of M eq are called imaginaries (or imaginary elements). Definition 1.1. Let T be a complete first-order theory with monster model C and let C M. We say that M admits [weak] elimination of imaginaries iff for any positive integer n, any 0-definable equivalence relation E on M n and E-class X, there are a tuple a ⊆ M and an L-formula ϕ(x, y) such that the set {b ⊆ M : ϕ(M, b) = X} is equal to {a} [is finite and contains a ]. We say that T admits [weak] elimination of imaginaries iff C does.
The following lemma is a straightforward consequence of Definition 1.1.
Lemma 1.2. A model M admits weak elimination of imaginaries iff for any L-formula
ϕ(x, y) and a tuple a ⊆ M such that |a| = |y| and ϕ(M, a ) = ∅, there is an L-formula ψ(x, z) for which the set of realizations of the formula
in M is non-empty and finite. Definition 1.3. Let M be a countable first-order structure. We say that M has the strong small index property iff for every subgroup
Lemma 1.4 ([3, Proposition 8.2][2, Exercise VII.3.16(b)]). If M is a countable structure with the strong small index property and Th(M) is ℵ 0 -categorical, then Th(M) admits weak elimination of imaginaries.
Proof. Suppose that L-structure M satisfies the assumptions of the lemma and let X ⊆ M n be a set definable over a ⊆ M (say X = ϕ(B, a ), where ϕ(x, y) ∈ L and |y| = |a|). 
Fix an L-formula α(z) isolating tp(b) and define 
For every n < ω, η ∈ {+, −} n+1 and j ≤ 2 we define terms x η ≤n and formulas ϕ η j (y, x ≤n ) as follows: 
INV [7] and may be found also in [4, Chapter VII] . Let B be a Boolean algebra. For every a ∈ B and n < ω we define the (possibly empty) set Π n (a) of n + 1-partitions as follows:
We say that b is a partition of a ∈ B iff b ∈ Π n (a) for some n < ω.
Boolean algebras with finitely many atoms
The main result of this section is Lemma 2.3, which says that the complete theory of infinite Boolean algebras with finitely many atoms admits weak elimination of imaginaries. 
For every a ∈ B, E n (x ≤n , y ≤n , a) defines an equivalence relation E a n on B n+1 . If 
So d * ≤n arises by replacing the partition
Step 1 Step 2. We may assume also that a < d n . Indeed, by a suitable modification of d ≤n below a we get that a c < d n . Then modifying d ≤n below c, we additionally get that a c < d n . This finishes the proof.
J.K. Truss has shown that countable atomless Boolean algebras have the strong small index property (see [9] and [10, Corollary 3.8] ). It follows easily that countable Boolean algebras with finitely many atoms have the strong small index property. Hence, by Lemma 1.4, a complete theory of an infinite Boolean algebra with finitely many atoms admits weak elimination of imaginaries. Below (Lemma 2.3) we give an elementary proof of the last statement. Ideas from this proof are later used in the proofs of Lemmas 3.3, 4.3 and 4.5.
Lemma 2.3 ([5, Theorem 2.4]). The complete theory of an infinite Boolean algebra with finitely many atoms admits weak elimination of imaginaries.
Proof. Assume that B is a Boolean algebra with finitely many atoms. 
Consider the following formula:
We have shown that B |= θ 0 (a i , a ) for every i ≤ r . Fix a tuple c ≤m ⊆ B such that
We shall define an L B A -formula ψ(x , z ≤m ) such that the set of realizations of the formula
we define a function
by the following condition:
Define the formula
To prove the reverse inclusion, suppose that
There is a tuple e ∈ B n+1 such that f i = f e and B |= ϕ(e, a ). The equality
Define the tuples d 0 , . . . , d m+1 by the following conditions: a ) , which finishes the proof of Claim 1.
It is evident from Claim 1, that θ 0 (B, c ≤m ) = θ 0 (B, a ). Define the following formula:
Obviously, B |= χ(c ≤m ). Below we prove that χ(B) is finite.
Claim 2. χ(B) is finite.
Proof of Claim 2. The claim is obvious for m = 0. So let m ≥ 1 and assume for a contradiction that χ(B) is infinite. Then there is a tuple e ≤m ∈ χ(B) such that for some atomless e i , c j , c l with i, j, l ≤ m and j = l we have that We will show that B |= θ 0 (c j c l , a ) contradicting our choice of c ≤m .
Our construction guarantees that c j ,
It is enough to show that
To prove the latter we consider two cases.
. Then g 0 ≤n = g 1 ≤n and we are done.
contains at least two elements. Let ∼ denote the equivalence relation on Π p (c j c l ) defined as follows:
where the tuples h 0 ≤n and h 1 ≤n are determined by the conditions In this way we have shown that every infinite Boolean algebra with finitely many atoms admits weak elimination of imaginaries. If B is an infinite Boolean algebra with finitely many atoms and B 1 ≡ B, then B 1 is infinite and |At (B 1 )| = |At (B)|. This finishes the proof of the lemma.
The atomic case
Throughout this section T denotes the complete theory of infinite atomic Boolean algebras. It is easy to see that Inv(B) = 1, 0, ω whenever B |= T . We will show that T admits weak elimination of imaginaries. The idea of the proof is very similar to that used in the previous section. We find a convenient description of sets definable in infinite atomic Boolean algebras (Lemma 3.1) and investigate certain equivalence relations (Lemma 3.2). The final result (Lemma 3.3) is proved in the manner of Lemma 2.3.
For every positive integer n we define a formula ψ n (x) as follows:
Additionally, we denote by ψ 0 (x) the formula ¬ψ 1 (x). ψ 0 (x) says that x is atomless. If a ∈ B |= T , then Inv(B|a) is determined by the set {k < ω : B |= ψ k (a)}, which is equal to {0}, an initial segment of ω \ {0} or ω \ {0} itself. The above argument shows that ϕ(B, a ) is a union of sets each of which is a Boolean combination of formulas of the required form. By compactness we are done.
For every a ∈ B |= T , n < ω, 0 < k < ω and l ≤n ⊆ {1, . . . , k} we define the (possibly empty) set Π l ≤n n,k (a) of some special partitions of a as follows:
For n < ω and 0 < k < ω we denote by E n,k (x ≤n , y ≤n , z) the formula:
So for each a ∈ B, E n,k (x ≤n , y ≤n , a) defines an equivalence relation E a n,k on B n+1 . 
We define a tuple d * ≤n by setting:
and call it a modification of d ≤n below a. Similarly we define modifications of d ≤n below b and c.
Step 1. We may assume that Step 3. Finally, we may also assume that a < d n . 
Lemma 3.3. If B is an infinite atomic Boolean algebra, then Th(B) admits weak elimination of imaginaries.
Proof. Assume that B is an infinite atomic Boolean algebra. , a ) . This means that B |= θ 1 (a i , a ) for every i ≤ r , where θ 1 (z, y) denotes the following formula:
Fix a tuple c ≤m ⊆ B satisfying the following conditions:
We shall define an L B A -formula ψ(x , z ≤m ) such that the set of realizations of the formula χ(z ≤m ) = ∀x(ϕ(x, a ) ←→ ψ(x, z ≤m )) is finite and contains c ≤m .
For every tuple d = d ≤n ⊆ B we define a function
as follows:
For j ≤ k denote by α j (z) the following formula:
Imitating the proof of Lemma 2.3, we define
Claim 1. 1 (B, c ≤m ) = ϕ(B, a ).

Proof of Claim 1. Fix a tuple d ∈ B n+1 and suppose that B |= ϕ(d, a ).
There is i ≤ t such that f d = f i . For every η ∈ {+, −} n+1 , l ≤ m and j ≤ k we have 
Define the tuples d 0 , . . . , d m+1 by the following conditions:
It is clear that
This finishes the proof of Claim 1.
Let
Claim 1 implies that θ 1 (B, c ≤m ) = θ 1 (B, a ). Define the following formula:
B |= χ(c ≤m ).
To complete the proof we will show that χ(B) is finite.
Claim 2. χ(B) is finite.
Proof of Claim 2. Assume for a contradiction that χ(B)
is infinite. Then we can find tuples d ≤n , e ≤n ∈ χ(B) such that 
Therefore θ 1 (B, e ≤m ) = θ 1 (B, a ) = θ 1 (B, d ≤m ) and
To get a contradiction we will show that B |= θ 1 (d j d l , a ) .
Repeating suitable argument from the proof of Lemma 2.3, without loss of generality we can assume that
Of course, p ≥ 1. Denote by ∼ the equivalence relation on Π
where the tuples h 0 ≤n and h 1 ≤n are determined by the conditions 1 (B, a ) , ∼ contains each of the equivalence , a ) and the proof of Claim 2 is complete. In this way we have shown that every infinite atomic Boolean algebra admits weak elimination of imaginaries. If B is an infinite atomic Boolean algebra and B 1 ≡ B, then B 1 is infinite and atomic. This finishes the proof of the theorem.
The general case
The ultimate goal of this section is to finish the characterization, up to elementary equivalence, of infinite Boolean algebras admitting weak elimination of imaginaries.
We start with two quantifier-elimination results (Lemmas 4.1 and 4.2). Then we examine Boolean algebras whose elementary invariants are equal to 1, 1, ω or 2, 0, 1 (Lemmas 4.3 and 4.5). Our proofs are based on the two previous sections. For Boolean algebras with |B/I (B)| ≥ 4 we give an example of a formula showing that weak elimination of imaginaries fails in this case (Lemma 4.7) . Finally, we conclude the chapter with Theorem 4.8.
Let ψ n (x), n < ω, denote the formulas introduced in Section 3 and let
The following two lemmas may be easily proved using the fact that for every a = a ≤r ∈ 
Lemma 4.3. If B is a Boolean algebra isomorphic to a product of an infinite atomless Boolean algebra and an infinite atomic Boolean algebra, then Th(B) admits weak elimination of imaginaries.
Proof. Let B be a Boolean algebra isomorphic to a product of an infinite atomless Boolean algebra and an infinite atomic Boolean algebra. Then the set of atoms of B has supremum in B (notation: sup At (B)). Of course, B|(sup At (B)) is an infinite atomless Boolean algebra and B| sup At (B) is an infinite atomic Boolean algebra.
Fix a formula ϕ(x, y) and a tuple a = a ≤r ⊆ B such that x = x ≤n , |y| = |a| and ϕ(B, a ) = ∅. We shall find an L B A -formula ψ(x, z) such that the set {b ⊆ B : |b| = |z| and ϕ(B, a ) = ψ(B, b)} is non-empty and finite. Without loss of generality we can assume that a is a partition of 1 B . Since 1 B is a join of two elements, one of which is atomless and the other atomic, we can assume that each member of a is atomless or atomic. By Lemma 4.1, we can also assume that ϕ(x, a ) is a Boolean combination of formulas of the following form: x ≤n ) , where η ∈ {+, −} n+1 , j ≤ 2, i ≤ r and a i is atomless;
, where η ∈ {+, −} n+1 , j < ω, i ≤ r and a i is atomic.
Let k be the biggest positive integer such that ψ j appears in ϕ(x ≤n , a ) (in case there is no such j , take k = 1). Note that and a i is atomless, then B |= θ 0 (a i , a ) and and a i is atomic, then B |= θ 1 (a i , a ) where θ 0 (z, y) and θ 1 (z, y) are the formulas defined from ϕ(x, y) in the proofs of Lemmas 2.3 and 3.3 respectively. Let
Clearly, B |= θ 2 (a i , a ) for every i ≤ r . Fix a tuple c ≤m ⊆ B satisfying the following conditions: 
where α j (x), j ≤ k are the formulas defined in the proof of Lemma 3.3. Clearly, functions f 0 , . . . , f t and g 0 , . . . , g t so that
and define the following formula:
Proceeding as in the proofs of Lemmas 2.3 and 3.3, we easily infer, that
It is clear that
and
. Define the following L B A -formula:
, so we will be done if we show that χ(B) is finite.
Claim. χ(B) is finite.
Proof of the Claim. Suppose for a contradiction that χ(B) is infinite. Then there are tuples d ≤m , e ≤m ∈ χ(B) such that at least one of the following conditions holds:
At (B|d l ) is infinite.
Repeating our argument from the proof of Lemma 3.3, we show that
In both cases listed above, repeating appropriate arguments from the proofs of Lemmas 2.3 and 3.3 respectively, we easily demonstrate that
In this way we have shown that every Boolean algebra isomorphic to a product of two infinite Boolean algebras, one of which is atomless and the other atomic, admits weak elimination of imaginaries. If B 1 is an infinite atomless Boolean algebra, B 2 an infinite atomic Boolean algebra and B ≡ B 1 × B 2 , then the set of atoms of B has a supremum in B. Let a = sup At (B). Then B ∼ = (B|a ) × (B|a), B|a is an infinite atomless Boolean algebra and B|a is an infinite atomic Boolean algebra. This completes the proof of the lemma.
Assume that B is a Boolean algebra such that |B/I (B)| = 2. For every n < ω and a ≤n ∈ Π n (1 B ) there is a unique i ≤ n such that a i ∈ I (B). For every a ∈ B, n < ω, 0 < k < ω and l ≤n ⊆ {0, 1, . . . , k} ∪ {ω} we define R l ≤n n,k (a) as the (possibly empty) set of partitions a ≤n ∈ Π n (a) satisfying for every i ≤ n the following conditions:
Define for n < ω and 0 < k < ω the following formula:
where E n (x ≤n , y ≤n , z) and E n,k (x ≤n , y ≤n , z) are the formulas defined in Sections 2 and 3 respectively. So for each a ∈ B, F n,k (x ≤n , y ≤n , a) defines an equivalence relation F a n,k on B n+1 .
The following lemma is proved by a simple combination of ideas used in the proofs of Lemmas 2.2 and 3.2. (a d i 0 , . . . , a d i m , a ≤m , a) .
We define d * ≤n by setting Denote by k the biggest j such that ψ j appears in ϕ(B, a ) (if there is no such j , take k = 1). Let
As in the proofs of Lemmas 2.3, 3.3 and 4.3, it is easy to see that B |= θ 3 (a i , a ) for every i ≤ r . Fix a tuple c ≤m ⊆ B satisfying the following conditions: ψ(B, c ≤m ) = 3 (B, c ≤m ) = ϕ(B, a ) . In order to complete the proof, we show that the set of realizations of the formula χ(z ≤m ) = ∀x(ϕ (x, a ) ←→ ψ(x, z ≤m ) ) is finite (it is evident that c ≤m ∈ χ(B)).
It is clear that
Claim. χ(B) is finite.
Proof of the Claim. Assume for a contradiction that χ(B) is infinite. Then we can find tuples d ≤m , e ≤m ∈ χ(B) such that at least one of the following conditions holds. Suppose that (c) is true. As in the proof of Lemma 3.3,
We will get a contradiction showing that B |= θ 3 
We will be done if we prove that
Without loss of generality we can assume that
for s ≤ p. Our assumption guarantees that p ≥ 1. Denote by ∼ the equivalence relation on R l ≤ p n,k defined as follows:
where the tuples h 0 ≤n and h 1 ≤n are determined by the conditions
where q ∈ {0, 1}. Since d i , d m , e m ∈ θ 3 (B, a ) 
