Abstract: A finite-element-based procedure is proposed to identify defects in existing structures and evaluate their extent at the local element level for the purpose of health assessment. The procedure is a time-domain system identification technique where input excitation is not required to identify a structure. It estimates the dynamic properties of a structure in terms of stiffness and damping at the element level in a finite-element representation. The method can be used to precisely locate a defective spot in an element. Although input excitation information is not required, examples are used to show that the algorithm is robust enough to identify a structure excited by different types of loading. Structures can be excited simultaneously by multiple loadings, and the response information can be noise-free or noise-contaminated. Defects can be small or relatively large. In all cases, the algorithm identified the structures correctly. The error in the identification is considerably smaller than that of other available methods where input excitation information is used to identify a structure. With the help of examples, it is shown that the algorithm can potentially be used as a nondestructive evaluation technique for health assessment of existing structures with minimum disruption of operations. Since the procedure is very simple and requires only a few seconds of response information, it is expected to be very economical and efficient.
Introduction
Existing buildings, bridges, and other structures help us maintain our way of life and further our economic prosperity. It is therefore essential to keep these structures in good working condition. Engineering drawings of an existing structure when initially built could be extremely important and valuable in evaluating its current state, but could be useless in most cases because it fails to consider the up-to-date in-place structural properties and the deterioration and degradation with time. Many important structures in operation were designed using old design guidelines that are less rigorous than current practices. Others are aging, their design lives have already been exhausted and their structural properties may have changed over the years. Their life has to be extended due to the limited available resources and the inability of the society to replace them with new structures. Another important issue is how to objectively evaluate the health of structures just after natural disasters such as earthquakes, high winds, or manmade events when the defects are not visible. If the structure suffers significant damage visible to the naked eye, there is an obvious problem. However, the problem is more serious when the defect is not visible ͑Katkhuda et al. 2003͒ . Thus, the health assessment or the safety evaluations of existing structures become an important challenge to the engineering profession. Instead of making a subjective decision on the damage state of a structure, an objective decision making tool, hopefully in the form of a simple inexpensive nondestructive evaluation ͑NDE͒ procedure that does not disrupt normal operation needs to be developed.
Conceptually, any rehabilitation study should be conducted in three stages ͑Wang and Haldar 1994͒. In the first stage it is necessary to identify the location of the structural element that suffered damage and to determine the amount and importance of this damage on the overall structural behavior. This leads to the second stage, i.e., how to repair and rehabilitate the structure in the most effective way with minimum disruption of the operation of the structure. The final stage is to quantify the amount of improvement in the structural behavior after repair and rehabilitation to study the effectiveness of the suggested improvements and if all the defects are identified or not. This paper addresses the issues related to the first and third stages; mainly identifying the defect at the local element level, i.e., members of a truss, beams, columns, or a segment of them, and the amount of improvement after the necessary rehabilitation.
A system identification ͑SI͒ technique can be used for this purpose. A typical SI technique has three components: input excitation, the system, and the output response information. From the known input and measured output response information, the system can be identified. Numerous SI techniques were proposed in the past ͑Doebling et al. 1996; Housner et al. 1997͒ . However, the currently available system identification techniques are not capable of identifying defects in existing structures at the local element level in most cases. large fraction of the structural members could be seriously damaged without changing the fundamental period by more than 2% ͑Wang and Haldar 1994͒. However, these types of changes in the fundamental period were found by tests in the absence of damage. Further, in this approach the structure is modeled in a global sense and only a few lower modes are used to identify a structure introducing a major source of error. The changes in the modal parameters will give some information on the amount of degradation; however, it will not differentiate between the degradation of the stiffness due to cracks only or changes in both mass and the stiffness due to corrosion of the material.
The other alternative will be to use a time-domain SI approach ͑Hoshiya and Maruyama 1987; Koh et al. 2000; Wang and Haldar 1994͒ . The desirability of the approach will be significantly improved if it can identify a structure using only output response information and completely ignoring the input excitation information. From a practical point of view, the collection of input excitation information could be very challenging or full of noise or uncertainty ͑Haldar et al. 1998͒. If a structure needs to be identified to assess damage just after an earthquake or high wind, it may be practically impossible to collect the input excitation information. In other cases, the sources of excitation could be numerous, and measuring or quantifying them could be practically impossible ͑Vo Vo 2003͒ . Thus, the desirability of a system identification algorithm for assessing the health of an existing structure will be greatly enhanced if it can identify structural elements without using any input excitation information. However, this approach is expected to be complicated since two out of three elements of the SI algorithm will be unknown. The finite-element representation of the structure is very desirable for local level identification. Thus, a desirable procedure could be a time-domain SI technique where the structural system can be represented by finite elements and all or some of the elements can be identified without using any excitation information. Such a procedure is proposed in this paper for the local level health assessment of structures.
The concept is based on the axiom that the extent of degradation will be reflected in the changes in the behavior of the structure, i.e., changes in recordable output responses, and in turn is dependent on the changes in the structural parameters at the element level in terms of local stiffness and damping characteristics and their variations with time. In the proposed approach, acceleration time histories must be available at node points used in the finite-element representation. The acceleration time histories are expected to provide the necessary signature to identify the structure.
This basic concept was proposed by Wang and Haldar ͑1994͒ and Wang ͑1995͒. They called the method the iterative least square with unknown input ͑ILS-UI͒ and used it to identify shear type buildings, the simplest form of dynamic representation of a structure. This type of structure deflects under shear forces only; the total mass of the structure is concentrated at the floor levels; the girders/floors are assumed infinitely rigid compared to columns; and the deformation of the structure is considered to be independent of the axial force presented in the columns. In this model, each floor level has only one horizontal displacement; i.e., one dynamic degree of freedom ͑DDOF͒ per floor. Thus, it is not possible to detect damages at local element level; i.e., in columns and beams. They used viscous damping and computer generated theoretical response information to identify the structure. In this approach, for a total of N DDOF, the total number of unknowns to be estimated is 2N. They established the viability of the concept that a system can be identified using only response information and without using excitation information. Ling ͑2000͒ and Ling and Haldar ͑2004͒ extended the ILS-UI methodology by using Rayleigh-type damping, i.e., the damping is proportional to mass and stiffness, for shear type buildings and trusses. In this approach, the total unknown parameters to be identified is ͑N +2͒, thus improving the efficiency of the algorithm, particularly for large structural systems. Haldar ͑1994͒ and Haldar et al. ͑2000͒ pointed out that this approach is more accurate than other available SI approaches where input excitation information is used.
The method is further extended in this paper to identify defects at the local level using only output response information for different types of structures. The method can be used for any type of structure, material, or combination of materials and has no restriction on types of input forces to be used to excite a structure, i.e., whether it is harmonic or blast or seismic force. It is capable of locating the damage spot within a defective element and quantifying the amount of damage. It eliminates some of the deficiencies in the currently available time-domain SI techniques without input information and can be used as a NDE technique for evaluating the health of existing and rehabilitated structures.
Proposed Method
Without losing any generality, the governing equation of motion of a linear system can be written in matrix form as
where M = mass matrix; C = damping matrix; K = stiffness matrix; ü ͑t͒, u ͑t͒, and u͑t͒ = vectors containing the dynamic responses in terms of acceleration, velocity, and displacement at time t, respectively; and f͑t͒ = excitation force vector. In the proposed method, the acceleration records are integrated successively to obtain the velocity and displacement time histories. For Rayleigh-type damping, the damping matrix C in Eq. ͑1͒ can be represented as
where factor ␣ = mass-proportional damping coefficient and ␤ = stiffness-proportional damping coefficient. There are many advantages of using Rayleigh-type damping over other types of damping such as viscous ͑Ling 2000͒. As mentioned earlier, it reduces the total number of parameters to be identified. In the finite-element representation, since the mass and stiffness matrices are available, the procedure does not add any additional difficulty and may represent a more realistic behavior. Assuming M is a known mass matrix and substituting Eq. ͑2͒ into Eq. ͑1͒ results in
For N DDOFs system, this equation can be rearranged as
where A͑t͒ = N ϫ L matrix composed of the system response vectors of velocity and displacement at each DDOF at time t; N = total number of DDOFs at time t; L = total number of unknown parameters; P = L ϫ 1 vector composed of the unknown system parameters to be identified; and F͑t͒ = N ϫ 1 vector composed of input excitations and inertia forces at each DDOF at time t. The exact form of matrix A͑t͒ for frame structures is presented in more detail later ͓Eq. ͑17͔͒.
The acceleration of the structure is measured for a total number of h sample points. It is integrated successively to obtain the velocity and displacement time histories. Assuming the response quantities are available at all DDOFs, Eq. ͑4͒ can be rewritten as
To solve for system parameter vector P; the least-squares technique is used; which is based on minimizing the total error, Er, in the identification of the structure
To minimize the total error, Eq. ͑6͒ can be differentiated with respect to each one of the P q parameters as
Eq. ͑7͒ gives L simultaneous equations. The solution of Eq. ͑7͒ will give all L unknowns parameters to be estimated. It is simple to solve for the system parameters vector P provided that the force vector F͑t͒, and A͑t͒ are known. However, as mentioned earlier, the input excitation f͑t͒ is not known; thus, the force vector F͑t͒ in Eq. ͑5͒ becomes a partially unknown vector. The proposed method solves for vector P by starting an iteration process. It is necessary to have information on input excitation. Since the input excitation is not available, to start the iteration the input excitation force f͑t͒ can be assumed to be zero for all time points h. Wang and Haldar ͑1994͒ noted that the force vector f͑t͒ need not be zero at all time points to start the iteration. They observed that h can be only two points if the structure is excited at any DDOF; and only four points if the structure is excited at the base representing seismic motion. This assumption will assure a nonsingular solution of Eq. ͑7͒ and without compromising the convergence or the accuracy of the proposed method. It is observed that the proposed method is not sensitive to this initial assumption. It needs to be emphasized that the accuracy in the finite-element representation is not a major concern. Once a finite-element representation is selected or adopted, it will remain the same for the duration of the study. The aim of the method is to track changes in the signature or stiffness of an element with time as it ages, and not its exact initial value. To increase the efficiency, the total number of elements should initially be kept to a minimum. Once a defect is detected, the refinement in the finiteelement representation of the defective element can be made to identify the exact location of the defect as illustrated with the help of an example later. The basic steps for the iterative algorithm are in Fig. 1 . The steps are also discussed in the following section.
The Proposed Algorithm
Step 1: Form the matrix A͑t͒ which is composed of the velocity and displacement responses of the system as at each DDOF. This matrix will be different for each type of structure.
Step 2: Assume the input excitation force vector f͑t͒ to be zero for the all time points h. Then, form the initial vector F͑t͒.
Step 3: Obtain the first estimation of the system parameter matrix P by solving Eq. ͑5͒; i.e., L simultaneous equations, since A matrix is available and the required F matrix are assumed in
Step 2.
Step 4: Substitute system parameters P estimated from Step 3 into Eq. ͑1͒ to obtain the unknown input excitation force vector f͑t͒ at all time points h.
Step 5: Obtain the updated estimation on system parameters P by solving Eq. ͑5͒, using the generated input time history at the total h observation time points obtained in Step 4.
Step 6: Update the input excitation force vector f͑t͒ using Eq. ͑1͒ and the updated system parameters P.
Step 7: Continue the iteration process until the convergence in the input excitation f͑t͒ is obtained with a predetermined tolerance ͑͒. The tolerance ͑͒ is set to be 10 −8 . The convergence requires ͉f i+1 − f i ͉ ഛ 10 −8 . It is interesting to note that the above-mentioned algorithm not only identifies unknown stiffness of all the elements and the Rayleigh damping coefficients, it also identifies the time history of the unknown excitation force.
Proposed Method for Frame Buildings
As mentioned earlier, the proposed procedure can be applied to any type of structures. To clarify the procedure further, several intermediate steps in developing all the components in Eq. ͑7͒ are presented in the following for a uniform two-dimensional beam element. For two-dimensional beam elements, there are three DDOFs at each node. Two are translational DDOFs; one is along the length of the element ͑x axis͒ and the other is perpendicular to the x axis, i.e., along the y axis, and the third DDOF represents the rotation of the node.
As assumed by Wang and Haldar ͑1994͒ and Ling and Haldar ͑2004͒, the mass matrix is assumed to be known. The consistent mass matrix, M i , for the ith beam element of uniform cross section can be represented as ͑Cook et al. 1989͒: The global mass matrix M for the frame can be assembled from the mass matrices of all the elements as
͑9͒
where n e = total number of finite elements and N = total number of DDOFs.
The stiffness matrix K i for the ith beam of uniform cross section ͑constant flexural stiffness or constant EI͒ is given by
where E i , I i , and A i = Young's modulus, moment of inertia, and area of the cross section of the ith element of the beam, respectively. Eq. ͑10͒ can be rewritten as
and S i is the 6 ϫ 6 matrix shown in Eq. ͑10͒ in square bracket for the ith element.
The global stiffness matrix K for the frame can be assembled from the stiffness matrices of all the elements as
͑12͒
Eq. ͑12͒ can be rewritten as
͑13͒
In general, the unknown system parameters ͕P͖ vector can be expressed as P = ͓k 1 ,k 2 , . . . ,k n e ,␤k 1 ,␤k 2 , . . . ,␤k n e ,␣͔ T
͑14͒
where n e = total number of finite elements and ␣ and ␤ = Rayleigh damping coefficients.
The force vector F͑t͒ in Eq. ͑5͒ for the frame structures can be defined as
where f͑t͒ = excitation force vector; M = mass matrix; and ü ͑t͒ = vector containing the dynamic responses in terms of acceleration as stated previously. Eq. ͑3͒ now can be written for the frame structures as
+ ␤k 2 S 2 u ͑t͒ +¯+ ␤k n e S n e u ͑t͒ + ␣Mu ͑t͒ = f͑t͒ − Mü ͑t͒
͑16͒
According to this, the A matrix in Eq. ͑4͒ can be expressed as A͑t͒ ͑N.h͒ϫL = ͓S 1 u͑t͒ S 2 u͑t͒¯S n e u͑t͒ S 1 u ͑t͒ S 2 u ͑t͒¯S n e u ͑t͒ Mu ͑t͔͒ ͑17͒
According to the proposed method and the steps described previously, the identification process can be started by assuming the input excitation forces to be zero at all time points h, and since the response quantities are available at all DDOFs, the system parameter vector P can be evaluated.
Detecting Defects at the Finite-Element Level
It is important at this stage to verify the algorithm in term of its effectiveness in defecting defective elements. Two examples are considered for this purpose as discussed in the following.
Example 1
A one-story plane steel frame building, as shown in Fig. 2 , is considered first. The frame consists of three members; two columns and one beam. The height of the column is 3.66 m and the bay width is 9.14 m. W14ϫ 53 of grade A36 steel section is used for all the members. Assuming the bases are fixed, the structure is represented by six DDOFs; three DDOFs at each node. The mass of all the beams and columns is 78.86 kg/m; and the column stiffnesses, k 1 and k 2 , are 12,312 kN m, and the beam stiffness k 3 is 4,925 kN m. The mass-proportional damping coefficient ␣ and the stiffness-proportional damping coefficient ␤ are evaluated using standard procedure suggested by Clough and Penzien ͑1993͒ from the information on the first two undamped frequencies of the structure. For an equivalent modal damping of 3% of the critical for the first two modes, they are found to be 4.59177 and 0.0001729, respectively. The defect-free frame is excited by a harmonic force f͑t͒ = 4.44 sin͑40t͒ kN applied horizontally at the top floor at Node 1, as shown in Fig. 2 . The harmonic force is shown in Fig. 3 . The theoretical responses of the frame are calculated in terms of displacements, velocities and accelerations at Nodes 1 and 2 using the commercial software ANSYS ͑2001͒. After the theoretical responses are evaluated, the information on the input harmonic force is completely ignored. Using the response information only, the three elements of the defect-free frame are identified. The theoretical and identified stiffness of the three elements are shown in Table 1 . The results indicate that the algorithm identified the parameters very well; the errors in identifying the stiffness of Elements 1, 2, and 3 are 0.49, 0.55, and 0.51%, respectively. Toki et al. ͑1989͒ reported a maximum error of about 10% indicating the proposed method is very accurate. Defects in the frame are then introduced in several different ways. First, the stiffness of one of the columns, i.e., Element 2 is reduced by 5% of its normal value to simulate the embedded defect in this element. Theoretical responses of the frame at two node points for the sinusoidal load mentioned earlier are calculated using ANSYS. Assuming the responses are recorded at 0.01 s time intervals and using responses from 0.02 to 0.83 s providing 82 time points and ignoring excitation information, the frame is identified. The results are given in Table 1 . The results indicate that k 2 decreased by 5% whereas the stiffness of the other two At this stage, the responses are assumed to be noise free. However, from a practical and experimental point of view, noise in the responses measurements cannot be avoided. To address the issue of noises in the responses, numerically generated white noise with an intensity of 5% of the root-mean-square values of the responses at each degree of freedom at all DDOFs are added to the theoretical responses. The same procedure was followed by Toki et al. ͑1989͒ and Wang and Haldar ͑1994͒. With the noiseincluded response data, the frame is again identified and the results are shown in Table 1 . The stiffness of all the three elements reduced slightly more than the noise-free case, but it is clear that the defect is in Element 2.
Stiffness reduction of 5% can be considered as a defect minor in nature. To verify the ability of the proposed method to detect large defects, the stiffness of element 2 is reduced by 20% of its original value. As before, the theoretical responses are calculated to obtain noise-free responses. Then 5% noise is added to the responses. As expected, for both noise-free and noise-included responses, the reduction in the stiffness for Element 2 is found to be 17.3 and 17.21%, respectively. However, the stiffness of the other two elements went up slightly for both cases. From the results it can be concluded that Element 2 contains the defect for both noise-free and noise-included responses.
Next, it is assumed that the defect is in the beam ͑Element 3͒ and not in the columns. As before, the stiffness of Element 3 is reduced by 5 and 20%, and the responses are considered to be noise-free and contain 5% noise giving a total of four cases. Theoretical responses are calculated using the same sinusoidal load discussed previously using ANSYS. The results for four cases are given in Table 1 . In all four cases, the stiffness of Element 3 decreased and the stiffness of the columns increased to satisfy the compatibility requirement in the finite element representation. Thus, the algorithm correctly identified that the defect was in Element 3.
The horizontal displacement time histories at Node 1 for 5 and 20% defect in a column ͑Element 2͒ along with defect-free frame are shown in Fig. 4 . The same information is shown in Fig. 5 when the defect is in the beam. Both figures indicate that the dynamic responses or the signatures of the frame change depending on the damage state of the frame and the proposed algorithm correctly identified the defective element in all cases. 
Example 2
In the previous example, the frame was excited by a single load. A real structure can be excited by multiple forces acting simultaneously. Although the information on the input excitation forces is not required for the proposed algorithm, the question remains if the algorithm can identify a structure when it is excited by more than one force. To study this case, a three-story plane steel frame, as shown in Fig. 6 , is considered next. The frame consists of nine members; six columns and three beams. The height of the columns in each floor is 3.66 m and the bay width is 9.14 m. W18ϫ 71 of grade A36 steel section is used for all the beams and columns. Assuming the bases are fixed; the structure is represented by 18 DDOFs; three DDOFs at each node. The mass of the beams and columns is 105.65 kg/m. The stiffness of the three beams k 1 , k 2 , and k 3 are estimated to be 10,651 kN m, and the stiffness of the six columns k 4 -k 9 are 26,611 kN m. Considering the first two undamped frequencies of the frame and an equivalent modal damping of 3% of the critical for the both modes, the Rayleigh damping coefficients ␣ and ␤ are estimated to be 1.9427 and 0.0003194, respectively.
The defect-free frame is then excited by two harmonic forces: f 1 ͑t͒ = 44.4 sin͑40t͒ kN applied horizontally at the top floor at Node 1, and f 2 ͑t͒ = 44.4 sin͑65t͒ applied horizontally at the third floor at Node 3, as shown in Fig. 6 . The theoretical responses of the frame at all DDOFs are evaluated using ANSYS. Once the responses are available, the excitation information is completely ignored. The frame is identified considering no defect in the frame. The results are given in Table 2 . The algorithm identified the frame with reasonable accuracy with the maximum error of 0.97%.
Defects are then introduced in two columns: Elements 5 and 8. The stiffness of Elements 5 and 8 is reduced by 5% of its original value. The theoretical responses at all DDOFs are calculated using ANSYS. Assuming the responses are recorded at 0.01 s time intervals and using responses from 0.02 to 0.83 s providing 82 time points and ignoring excitation information, the frame is identified. The results are given in Table 2 . For noise-free responses, the stiffness of Elements 5 and 8 reduced significantly; more than all the other elements indicating the defects are in these two elements.
Numerically generated white noise with intensity of 2% of the root-mean-square values of the responses at each degree of freedom at all DDOFs are then added to the theoretical responses. The frame is identified using the noise-included response information. The results are summarized in Table 2 . As in the noisefree case, for noise-included case also the algorithm identified the defective elements correctly.
As in Example 1, the stiffness of Elements 5 and 8 is reduced next by 20% of its initial value. Following similar procedures discussed previously, and considering the noise-free and noiseincluded response information, the frame is again identified. The results shown in Table 2 indicate that in all cases the algorithm identified the defective elements correctly.
To consider the presence of defects in beams and columns, another case is considered. Defects in terms of 5 and 20% reduction in the stiffness of a beam ͑Element 3͒ and of a column ͑El-ement 5͒, are considered. Considering noise-free and 2% noiseincluded response information, the frame is identified for all four cases and the results are summarized in Table 3 . The results conclusively indicate that the defects are in Elements 3 and 5 in all cases. Thus, it can be concluded that the proposed algorithm can identify a structure when subjected to multiple sources of excitation. From the two examples just discussed, it is clear that the algorithm is capable of detecting minor and relatively large amounts of defects in structural elements even when the responses are contaminated with noise and the excitation may come from multiple sources.
Location of Defect in a Defective Element
To increase the application potential of the proposed algorithm, it will be very desirable if it can identify the location of the defect more accurately within a defective element. This will require less invasive inspection and thus will cause less disruption to the normal operation of the building. The following example is given to demonstrate how the proposed algorithm can be used to locate a defective spot in a defective element. After detecting defective elements as in Example 1 and 2, it would be desirable to locate the defective spot more precisely in the defective element. The proposed algorithm can be used for this purpose also. The steps involved are explained with the help of the following example.
Example 3
A one-story plane steel discussed in Example 1 is considered again. Suppose, by representing the frame with three elements, it is observed that the beam contains the defect. The length of the beam is 9.14 m. The task is locating the defective spot more accurately within the span of 9.14 m.
Suppose the defect is located at 5.3265 m from the left-hand support of the beam. To locate this defective spot, the beam needs to be represented by a greater number of finite elements. For the present discussion, the beam is represented by six elements as shown in Fig. 7 . Of course, the beam can be represented by any number of elements depending upon the accuracy required for the detection. The point being made here is that the beam needs to be represented by more than one element. Obviously, the numerical effort required to identify the frame will increase. For the finiteelement representation shown in Fig. 7 , the frame consists of eight elements. Assuming the bases are fixed; the structure is represented by 21 DDOFs; three DDOFs at each node. As in Example 1. The mass of all the beams and columns is 78.86 kg/m. Similarly, the stiffness of the columns will remain the same at 12,312 kN m, but the stiffness of the beam elements k 1 -k 6 will be 29,568 kN m. The Rayleigh damping coefficients ␣ and ␤ for this case are reevaluated as 3.92613 and 0.00022403, respectively.
To show that the algorithm can identify a structure excited by any type of dynamic loading, the frame shown in Fig. 7 is now excited by a blast load applied horizontally at Node 1. The blast force is assumed to be a rectangular pulse with force magnitude of 44.48 kN acting for a duration of 0.05 s as shown in Fig. 7 . The theoretical responses of the frame for the blast loading are calculated using ANSYS. Using response information only, the frame is again identified and the results are summarized in Table  4 . The algorithm identified all the defect-free elements within a reasonable amount of accuracy; the maximum error is 0.71%.
As mentioned previously, a defect in the form of a notch, i.e., the area of the beam is reduced to 60% of its original value over a length of about 15 mm located at a distance 5.3265 m from the left-hand support is introduced. According to the finite element shown in Fig. 7 , it means that Element 4 contains the defect.
Theoretical responses of the frame in the presence of the defect are calculated using ANSYS. Using only response information measured between 0.02 and 0.84 s at 0.01 s time interval, all the elements of the frame are identified. The results are summarized Table 4 . The stiffness of Element 4 reduced about 2.42% for noise-free case and 2.49% for the noise-contaminated cases; much more than the other elements indicating that the defect is in Element 4. The changes in the signature can be observed by plotting the vertical displacement time histories at Node 4 for the defect-free and defective states, as shown in Fig. 8 . This example clearly shows how the defect spot can be precisely located in a defective element using the proposed algorithm.
As mentioned earlier, the defective beam can also be represented by more than one element. Obviously, to keep the problem mathematically simple, it can be represented by only two elements. In some cases, the most likely location of the defect may be known from visual inspection or prior experience. Then, dividing the defective beam in two elements by placing the new node as close as practicable to the defect spot will give the most efficient mathematical model.
Conclusions
A finite-element-based procedure is proposed to identify defects in existing structures and evaluate their extent at the local element level for the purpose of health assessment. The procedure is a time-domain system identification technique where input excitation is not required to identify a structure. Rayleigh-type damping is used to increase the efficiency of the algorithm. It estimates the dynamic properties of a structure in terms of stiffness and damping at the element level in a finite-element representation. The method can be used to precisely locate a defective spot in an element. Although input excitation information is not required, examples are used to show that the algorithm is robust enough to identify a structure excited by different types of loading. Structures can be excited simultaneously by multiple loadings, and the response information can be noise-free or noise-contaminated. Defects can be small or relatively large. In all cases, the algorithm identified the structures correctly. The error in the identification is considerably smaller than that of other available methods where input excitation information is used to identify a structure. With the help of three examples, it is shown that the algorithm can potentially be used as a nondestructive evaluation technique for health assessment of existing structures with minimum disruption of operations. Since the procedure is very simple and requires only a few seconds of response information, it is expected to be very economical and efficient.
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Notation
The following symbols are used in the paper:
A ϭ matrix of system responses; A i ϭ area of cross section of the ith element; C ϭ damping matrix; E i ϭ Young's modulus of the ith element; f͑t͒ ϭ excitation force vector; F ϭ vector of input excitation and inertia forces; h ϭ total number of observation time points; I i ϭ moment of inertia of ith element; K ϭ global stiffness matrix; K i ϭ stiffness matrix of ith element; L ϭ total number of unknown parameters; L i ϭ element length of ith element; M ϭ global mass matrix; M i ϭ consistent mass matrix of ith element; m i ϭ mass per unit length; n e ϭ number of element; P ϭ vector of unknown system parameters to be identified; S i ϭ 6 ϫ 6 local stiffness matrix of the ith element excluding EI / L; ü ,u ,u ϭ response vectors of acceleration, velocity and displacement; ␣ ϭ mass-proportional damping coefficient; and ␤ ϭ stiffness-proportional damping coefficient.
