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Abstract
We present a construction of domain walls in string theory. The domain walls can
bridge both Minkowski and AdS string vacua. A key ingredient in the construction
are novel classical Yang-Mills configurations, including instantons, which interpolate
between toroidal Yang-Mills vacua. Our construction provides a concrete framework
for the study of inflating metrics in string theory. In some cases, the accelerating
space-time comes with a holographic description. The general form of the holographic
dual is a field theory with parameters that vary over space-time.
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1 Introduction
More often than not, it has been fruitful to study natural structures in string theory. For
example, the study of static D-branes or NS-branes has provided interesting examples of
holography. What has not appeared in any natural way in string theory are accelerating
universes with either de Sitter or FRW metrics [1–3]. For this reason, our understanding of
quantum gravity for the case most germane to nature is lacking. The approaches that are
currently pursued typically involve analytic continuations of the AdS/CFT correspondence
to gain insight into the possibility of a dS/CFT correspondence; see, for example, [4]. We
will take a different approach to this problem more grounded in string theory.
The goal of this work is basically to investigate the physics of branes in string theory
with one transverse non-compact dimension; these branes essentially look like particles
in one spatial dimension. Gravitational back reaction is quite severe in this setting so we
typically expect classical gravity to break down if we insist on static backgrounds. However,
string theory is not just classical gravity. We will describe both static and time-dependent
backgrounds. Cases of backgrounds with high curvature are still amenable to a world-sheet
analysis as long as the string coupling is well behaved. From a space-time rather than
world-sheet perspective, stringy effects can be studied via α′-suppressed corrections to the
supergravity equations of motion. The leading α′ corrections are best understood in the
ten-dimensional heterotic or type I string space-time effective action. All the essential new
ingredients that string theory brings to the table are visible in the leading four derivative
interactions, which are completely known. These include couplings that can violate the
strong energy condition, along with couplings that generate gravitational sources of brane
charge.
These higher derivative couplings induce drastic effects even for large volume Calabi-
Yau compactifications. For example, the gravitational correction to the heterotic Bianchi
identity,
dH =
α′
4
(trR+ ∧R+ − trF ∧ F ) , (1.1)
together with a similar correction to the Einstein equations, permit us to turn on gauge field
strengths along Calabi-Yau directions. Such a possibility is not allowed if we neglect the
four derivative gravitational interaction appearing in (1.1) and just consider supergravity
couplings. The essential question for us is whether stringy couplings permit new kinds
of brane and domain wall solutions with one transverse dimension. This is basically an
extension of the study of stringy effects to spaces with boundaries. Our usual intuition is
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that higher derivative couplings play no critical role in understanding the physics of low
curvature backgrounds. As we will see, that is not the case for branes with one or two
transverse directions.
Domain walls are solutions that connect distinct vacua of field theories and string the-
ory. There has been considerable past work on domain walls in string theory, although
largely focused on BPS configurations. The constructions of domain walls can be quite in-
volved because the vacua of string theory are typically complicated, and often topologically
distinct. Most of the constructions use some lower dimension effective supergravity theory
rather than a full ten-dimensional string theory. For this reason, no intrinsically stringy
phenomena have emerged from past studies of such configurations. Most such walls are
constructed in a thin wall approximation reviewed, for example, in [5]. Gravity typically
propagates in the dimension transverse to the wall. In principle, a mechanism to localize
gravity on the wall, like the one proposed in [6], is not prohibited in string theory but we
are unaware of any past examples that concretely realize localized gravitons.3 Several of the
constructions we will describe have the possibility of localized gravitons. The localization
can happen by different mechanisms, which we will sketch below.
The domain walls we will propose are much closer in nature to conventional string
brane solutions. There are analogues of both NS-branes and D-branes. They have sev-
eral nice virtues: they connect relatively simple vacua of the heterotic and type I strings
which can be either Minkowski or AdS space-times. They involve no topology change or
intrinsically string scale phenomena, and hence can be studied using conventional space-
time techniques. The line elements for the walls are typically cosmological. In the case of
walls connecting two AdS vacua, our construction provides a framework for defining and
exploring the holographic description of an accelerating universe.
We can gain some intuition about how the physics of domain walls changes because of
stringy interactions by considering a one-dimensional Laplace equation, which arises in the
study of electromagnetism in one spatial dimension:
∇2φ = Ssupergravity + Sstringy. (1.2)
Let y denote the coordinate for the spatial direction. If the supergravity and stringy sources
appearing on the right hand side of (1.2) are integrable in y, they provide effective charges
3We would like to thank Andreas Karch for discussions about stringy attempts to realize localized
gravitons.
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for the potential φ:
Q =
∫
dy S. (1.3)
The asymptotic behavior of the potential φ for large |y| is determined by the total charge,
φ(y) ∼ Q
2
|y|. (1.4)
This linear behavior reflects the familiar phenomenon that interactions grow with distance
in one spatial dimension. On the one hand, supergravity sources tend to generate charges
of one sign; on the other hand, stringy higher curvature interactions can contribute with
the opposite sign. This suggests that a “screening” phenomenon is possible in string the-
ory, where a supergravity source produces a gravitational back reaction that screens its
associated charge and long distance fields.
In fact, it appears that many new phenomena are possible in string theory. We can
qualitatively sketch some of the more intriguing possibilities. Assume that the wall metric
takes the form,
ds2|| + e
−k|y|dy2, (1.5)
for large |y|, where ds2|| is independent of y. The y-direction is the single direction transverse
to the wall. For positive k, the y direction actually has finite volume. It spontaneously
compactifies to an interval. This metric is geodesically incomplete so some additional data
is needed to complete the space-time. Solutions that involve spontaneous compactification
have been described in [7]. In such a case, gravity is at least formally localized on the wall.
A second way that gravity can localize is for metrics of the form,
e−k|y|ds2|| + dy
2, (1.6)
which is along the lines described in [6]. In this case, localization is most easily seen by
noting that the Newton constant obtained by integrating over y is finite. Lastly, we might
imagine an asymptotic metric of the form,
ds2|| + dy
2, (1.7)
which is not what typically comes out of a supergravity analysis because of the behav-
ior (1.4). However, the screening phenomenon described above makes this a possibility in
string theory. Indeed, what we mean by a conventional domain wall is precisely this case
where any scalars in the theory, along with the metric, asymptote to chosen vacuum values
near infinity.
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Since we are typically dealing with non-supersymmetric backgrounds, it is difficult to
find the kind of closed form beautiful solutions seen in the study of supersymmetric back-
grounds. That is the price we must pay for exploring physics closer to nature. We expect
a combination of analytic and numerical approaches will be needed to understand the full
range of possible solutions. Our aim in this work is to lay out the basic construction
with broad brush strokes. Almost every ingredient used in the construction has associ-
ated interesting open questions, and we will spell out some of those questions later in this
introduction.
We begin in section 2 with a lightening review of Yang-Mills vacua on tori. This section
draws heavily on [8] and references therein. We need this discussion of Yang-Mills vacua
because we will be coupling instanton-like Yang-Mills configurations to gravity in order to
construct stringy domain walls. We describe components of the moduli space of Yang-Mills
vacua on T 3, T 4 and T 5 for the gauge groups E8 and Spin(32). These are the cases of prime
interest for string constructions. In each case, there are distinct components in the moduli
space of flat connections. It is these distinct field theory vacua that go into building simple
toroidal heterotic and type I string vacua, which are disconnected by a finite energy barrier.
There is no topological obstruction preventing interpolation between any two vacua.
Instanton/antiïinstanton configuration
y
Three torus
5+1ïdimensional domain wall
Figure 1: The embedded instanton/anti-instanton pair interpolate between fixed asymptotic
CS invariants.
In section 3, we turn to the construction of supersymmetric brane configurations with
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one transverse dimension. These are essentially heterotic or type I 5-branes on R × T 3.
There are two reasons for considering the supersymmetric case. First, this case provides a
nice warm up where we can see the effect of stringy corrections on the usual supergravity
analysis. Indeed, as we show, there are no supergravity solutions at all for this case!
If a solution is to exist, it must involve the stringy higher curvature interactions. We
describe the existence question that comes about from this analysis. The second reason to
study the supersymmetric case is because our stringy domain walls involve a brane/anti-
brane pair. The domain walls themselves are not supersymmetric, though they are built
from supersymmetric ingredients. If the walls were supersymmetric, we could not hope for
interesting cosmology.
Section 4 contains a discussion of field theory configurations that interpolate between
Yang-Mills toroidal vacua. The basic case is an instanton solution on R × T 3 which in-
terpolates between Yang-Mills vacua labeled by their Chern-Simons (CS) invariant on T 3.
It is important that the CS invariant can be fractional for the groups E8 and Spin(32).
There are also generalizations involving T 4 and T 5. We then describe the embedding of
these instanton configurations in string theory as the basic building blocks for domain walls
connecting Minkowski vacua. The structure of these domain walls is very far from the usual
picture of a thin wall. The basic setup is depicted in figure 1.
In section 5, we turn to the question of domain walls in AdS space-times. The system
we choose to study is the type I D1-D5 theory on T 4, or its S-dual version involving the
F1-NS5 system in the heterotic string. We focus on this case as a first example largely for
its simplicity. There are many generalizations. A domain wall in this system will look like
a bubble of two-dimensional space-time in the ambient AdS3.
We start by describing the distinct vacua that are possible in this case thanks to the
existence of disconnected Yang-Mills vacua on T 4. We then discuss the distinct ways one
can interpolate between these vacua. Unlike the Minkowski case, there are several choices
of interpolating direction with very different boundary interpretations. For example, we
could imagine interpolating along a boundary spatial direction or along the AdS radial di-
rection. The existence and structure of interpolating Yang-Mills configurations is already a
non-trivial question in this setting because the configurations must involve the bulk direc-
tions. Finding bulk solutions for space-time-dependent boundary gauge-field configurations
requires a generalization of the kind of analysis performed in [9,10]. Lastly, we discuss the
general form of the holographic interpretation suggested by this construction.
As mentioned earlier, there are many interesting questions that arise from this study in
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areas that span classical field theory to string theory. We will highlight a few central issues:
• A classification of Yang-Mills vacua on T ` for ` > 3 is in order.
• What can be said about instantons on R×T 3 which interpolate between different flat
connections on T 3, and about interpolating configurations on higher tori?
• Do supersymmetric NS5-branes exist on R× T 3?
• What can be said about the space of gravitational solutions that interpolate between
string Minkowski vacua? Specifically about possible metric singularities and asymp-
totic behaviors.
• What is the effective field theory description obtained by integrating out the compact
directions?
• What can be learned about interpolating Yang-Mills configurations in the AdS case?
There are many more basic issues to be addressed, particularly around holography and
time-dependent configurations. In terms of past work: the basic ingredients that go into
these string domain walls were described in [11]. The existence of instanton configurations
on R×T 3 which interpolate between T 3 vacua with fractional CS invariants was suggested
in [12,11]. A proof of the existence of BPS interpolating instanton configurations for specific
cases appears in [13]. Past studies of domain walls in the heterotic string include [14].
2 Yang-Mills Vacua
In building domain walls in string theory, we will be using ingredients from classical field
theory. There are many open questions purely in classical Yang-Mills theory that need to
be addressed. We begin by describing the Yang-Mills vacuum configurations of interest to
us.
2.1 Yang-Mills vacua on tori
The basic ingredient needed to describe a domain wall are two vacua to which the domain
wall solution asymptotes at plus and minus infinity. Consider Yang-Mills theory with gauge
group G on a spatial torus T `. We will restrict to topologically trivial bundles. Classical
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vacua correspond to a choice of flat connection satisfying Fmn = 0. The solution to this
condition is that the potential be pure gauge,
Am = −i (∂mU)U−1, (2.1)
with U ∈ G. This can be rewritten in a form,
∂mU = iAmU, (2.2)
that can be formally integrated to give,
U(x) = P exp
{
i
∫ y
0
Amdy
m
}
U(0), (2.3)
where P denotes path-ordering. The integral is, of course, defined only on a path from 0
to y, but it is path-independent (within a topological sector) because Fmn = 0.
We demand that A is periodic on the torus; however, this does not imply a periodic U .
Instead, U is identified under torus translations up to a choice of holonomy Ωm:
U(y + Lm) = P exp
{
i
∫ y+Lm
y
Andy
n
}
U(y) ≡ Ωm(y)U(y). (2.4)
The torus coordinates satisfy y ∼ y + Lm. Since the connection is flat, and the integral is
path-independent, the holonomies must commute: [Ωm(y),Ωn(y)] = 0.
Using the fact that the gauge field is periodic, one can check that
∂m
{
U−1(y)U(y + Ln)
}
= 0. (2.5)
Therefore, we write
U(y + Lm) = U(y)ωm, (2.6)
with ωm constant commuting matrices. We can relate ωm to Ωm(y) via
Ωm(y) = U(y)ωmU
−1(y). (2.7)
Fixing U(0) = 1, we have ωm = Ωm(0). Therefore any flat connection on T
` yields a set of
l commuting holonomies {ωm}.
2.2 Vacua on T 3
In the case of T 3, a set of commuting holonomies is also sufficient for the existence of a flat,
periodic connection. Namely, given a set of commuting elements {ω1, ω2, ω3} ∈ G, where
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G is simple, connected, and simply connected, there exists a periodic flat connection with
holonomies specified by ωm.
The proof is constructive, and starts by using (2.6) to construct U along the edges of the
torus cell [12]. This can be extended to the faces of the cell using the simply connectedness
of G. Finally, the definition of U on the faces can be extended to the interior using the fact
that pi2(G) = 0 for any simple, compact G.
Now that we have established the relation between commuting triples of holonomies and
flat connections, we would like to describe the moduli space of such triples. The surprising
feature of the moduli space is the existence of disconnected components labeled by their
Chern-Simons invariant [15]. These distinct components exist even though the bundles are
topologically trivial.
The trivial component of the moduli space – the component which contains the trivial
connection Am = 0 – consists of ωm ∈ TG, where TG is a maximal torus of G. The
holonomies can be expressed as exponentials of the Cartan subalgebra (CSA) of G,
ωm = e
iαamH
a
, (2.8)
where Ha ∈ CSA(G). The flat connections can therefore be constructed using constant
gauge fields.
For groups Spin(N ≥ 7), G2, F4, E6,7,8, there also exist components of the moduli space
disconnected from the trivial solution. For example, in Spin(7) there is a single isolated
solution disconnected from the trivial solution. Up to conjugation, this vacuum can be
described explicitly by the holonomies:
ω1 = diag(1, 1, 1,−1,−1,−1,−1),
ω2 = diag(1,−1,−1, 1, 1,−1,−1),
ω3 = diag(−1, 1, 1−, 1,−1, 1,−1).
(2.9)
It is important for us that the associated flat connection cannot be realized by a constant
gauge-field. In a Fourier expansion of the gauge-field on T 3, these new components of
the moduli space involve non-trivial configurations of the massive modes; for an explicit
construction of such gauge-fields, see [16].
On T 3, each new component in the moduli space is uniquely labeled by its Chern–Simons
(CS) invariant [17], which is given by∫
T 3
C˜S(A) =
1
16pi2h
∫
T 3
tr
(
AdA+
2
3
A3
)
, (2.10)
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Order of Maximal
the Component Unbroken Gauge Groups Degeneracy Dimension
1 E8 1 24
2 F4, C4 1 12
3 G2 2 6
4 A1 2 3
5 {e} 4 0
6 {e} 2 0
Table 1: The structure of the moduli space for E8.
where h is the dual Coxeter number and C˜S(A) denotes the Chern–Simons differential form.
The Chern–Simons invariant is well-defined in R/Z and is constant over a connected com-
ponent of the moduli space. These invariants are typically rational numbers for components
that do not contain the trivial connection.
We are mainly interested in the groups E8 and Spin(32)/Z2. Tables 1 and 2, taken
from [8], summarize the structure of the moduli spaces for E8 and Spin(32)/Z2. In the
latter case, for completeness we allow a non-trivial topological choice by considering bundles
both with and without vector structure. Note that there are 12 distinct components for E8
and 6 for Spin(32)/Z2. The Chern–Simons invariants for a component of order k is of the
form n
k
with 1 ≤ n ≤ k, and n relatively prime to k. There is exactly one component of
order k for each such n. For example in the E8 case, there are 2 components with k = 4.
We can distinguish these two components by their CS invariants which are 1/4 and 3/4
(mod Z), respectively. The rank of the gauge symmetry in each non-trivial component is
always lower than the trivial component. For E8, table 1 lists the maximal unbroken gauge
groups in each component.
2.3 Vacua on T 4 and T 5
Beyond T 3, there is currently no systematic classification of flat connections. However,
there are definitely new non-trivial components in the moduli space beyond those found
on lower-dimensional tori [18]. These new components will play an important role later.
For Spin(32)/Z2, there exists a quadruple configuration constructed as follows: take T 4 =
S1 × T 3. On the S1 factor, turn on a holonomy breaking the gauge group locally to
Spin(16) × Spin(16). The group Spin(16) also admits a non-trivial triple configuration
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Order of Maximal (No)
Component Unbroken Gauge Groups Degeneracy Dimension Vector Structure
1 D16 1 48 VS
2 B12 1 36 VS
2 Dn × Cm, n+m = 8 2 24 NVS
4 Bn × Cm, n+m = 5 2 15 NVS
Table 2: The structure of the moduli space for Spin(32)/Z2.
with CS invariant 1
2
mod Z. On T 3, embed CS invariant 1
2
in one Spin(16) factor and −1
2
in the other Spin(16) factor. The rank reduction for this configuration is 8. The total CS
invariant is zero evaluated on any three sub-torus of T 4; yet the configuration cannot be
deformed to the trivial connection while staying at zero energy. There are more possibilities
when one includes bundles with no vector structure [8]. For G = E8 or G = E8×E8, there
are no non-trivial quadruples.
A similar argument can be applied to the case of G = Spin(16) to construct a quadruple
on T 4. In turn, we can use this quadruple to build a quintuple for G = Spin(32). Take
T 5 = S1 × T 4 and choose a holonomy on the S1 factor which breaks the gauge group
to Spin(16) × Spin(16). Embed a quadruple in each Spin(16) factor. This configuration
is a quintuple with no unbroken gauge symmetry; the rank reduction is 16. Similarly,
for G = E8 choose a holonomy on S
1 which breaks the gauge group to Spin(16)/Z2.
Embedding a quadruple in this Spin(16) factor results in a quintuple of E8 with complete
rank reduction.
3 Branes with One Transverse Dimension
Our first goal is to study NS5-brane-like configurations on a transverse R×T 3, rather than
the usual transverse R4 for a conventional NS5-brane. These objects look like particles in
one spatial dimension. We will use y as a coordinate for the R factor. For this section, we can
equally well discuss the heterotic or type I strings. We will use an action, supersymmetry
variations, and equations of motion expressed in terms of heterotic variables.
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3.1 Equations of motion and symmetries
The string-frame heterotic action, omitting fermion couplings, takes the form:
S =
1
2κ2
∫
d10x
√−g e−2Φ
[
R + 4(∇Φ)2 − 1
2
|H|2
− α
′
4
(
tr |F |2 − tr |R+|2
)
+O(α′2)
]
,
(3.1)
with Φ the heterotic dilaton, and F a Yang-Mills field strength for either Spin(32)/Z2 or
E8 × E8. The curvature R+ is evaluated using the plus connection where,
Ω± = Ω± 1
2
H +O(α′), (3.2)
and Ω is the usual spin connection. The definition of H already includes the following O(α′)
corrections,
H = dB2 +
α′
4
[
C˜S(Ω+)− C˜S(A)
]
, (3.3)
where A is the connection on the gauge-bundle. The Bianchi identity satisfied by H reads,
dH =
α′
4
{tr (R+ ∧R+)− tr (F ∧ F )} . (3.4)
Our conventions for the trace are as follows: we use Hermitian generators so that terms
in the action such as tr |F |2 and tr |R+|2 are positive definite on a Riemannian space. For
Spin(32)/Z2, tr is evaluated in the fundamental representation, while for E8 it is 130 times
the trace in the adjoint representation. Since R+ is already an antisymmetric matrix, we
avoid making it imaginary – which would be required by Hermiticity – by instead redefining
tr to be the negative of its usual form. Specifically, we use the following definitions:
trR+ ∧R+ = R+MN ∧R MN+ ,
tr |R+|2MN = R+MPQRR PQR+N ,
tr |R+|2 = 1
2
R+MNPQR
MNPQ
+ . (3.5)
From the action (3.1), we derive the following heterotic string-frame equations of motion
to order α′. These equations agree (up to signs) with the expressions appearing in [19,20]:
R + 4∇2Φ− 4 (∇Φ)2 − 1
2
|H|2 − α
′
4
(
tr|F |2 − tr|R+|2
)
= 0 (dilaton), (3.6)
RMN + 2∇M∇NΦ− 1
2
|H|2MN −
α′
4
(
tr |F |2MN − |R+|2MN
)
= 0 (Einstein), (3.7)
d
(
e−2Φ ∗H) = 0 (B−field), (3.8)
e2Φd
(
e−2Φ ∗ F)+ A ∧ ∗F − ∗F ∧ A− F ∧ ∗H = 0 (gauge). (3.9)
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In the preceding equations, we use the convention:
|ωp|2MN =
1
(p− 1)!ωMQ1...Qp−1ω
Q1...Qp−1
N , |ωp|2 =
1
p!
ωQ1...Qpω
Q1...Qp . (3.10)
Combining the dilaton equation with the trace of the Einstein equation gives the following
useful relation,
2∇2Φ− 4 (∇Φ)2 + |H|2 + α
′
4
(
tr|F |2 − tr|R+|2
)
= 0, (3.11)
which can be rewritten in the form:
∇2e−2Φ = e−2Φ
{
|H|2 + α
′
4
(
tr|F |2 − tr|R+|2
)}
. (3.12)
The ten-dimensional Einstein frame metric is related to the string-frame metric via:
ds2Einstein = e
−Φ
2 ds2string. (3.13)
What differentiates the action, Bianchi identity and equations of motion from those of a
conventional supergravity theory are the couplings that involve four derivative interactions
constructed from R+.
The action (3.1) completed with fermion couplings possesses 16 supersymmetries. The
supersymmetry variations are given by:
δχ = FMNγ
MN,
δλ =
(
∂MΦγ
M − 1
12
HMNPγ
MNP
)
,
δψM =
(
∂M +
1
4
ΩNP− MγNP
)
, (3.14)
with χ the gaugino, λ the dilation, ψM the gravitino and Ω− defined in (3.2). The SUSY
parameter, , is a ten-dimensional Majorana-Weyl spinor.
3.2 Supersymmetric brane solutions
We are going to construct brane solutions of the form R5,1 × M4, with the fields only
depending on the coordinates of M4. Let us use m,n, . . . for 4-dimensional coordinate
indices, and a, b, . . . for orthonormal frame indices. Greek indices µ, ν, . . . refer to the
space-time coordinates for R5,1, while Roman indices M,N, . . . run over all 10 space-time
coordinates. After discussing the general case, we can specialize to cases like M4 = R×T 3.
We will demand that our solutions are 1/2 BPS. Understanding how the supersymmetric
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case works will be very helpful when we address the non-supersymmetric case needed for a
domain wall solution.
Following the discussion in [21], we look for solutions with metric,
ds2 = ds26 + e
2η3Φδmndy
mdyn, (3.15)
and field strengths,
F = η1 ∗4 F, H = 2η2 ∗4 dΦ. (3.16)
The ηi = ± are signs correlated in a way that we will uncover. We have to be very careful
with signs for reasons that will become clear a little later.
The ∗4 refers to the Hodge dual on M4. To show that this ansatz is supersymmetric,
we will need the following two identities relating to chiral spinors in 4 dimensions
γmnη4 = −
η4
2
mnprγ
prη4 ,
γmη4 =
η4
3!
mnprγ
nprη4 , (3.17)
where η4 = ± is the chirality of η4 , and mnpr is the 4-dimensional Levi-Civita tensor.
The 10-dimensional Majorana-Weyl spinor decomposes into a pair of 6-dimensional sym-
plectic Majorana-Weyl spinors. Such a spinor is equivalent to the tensor product of a
6-dimensional Weyl spinor with a 4-dimensional Weyl spinor, with a further reality condi-
tion imposed. This follows from the decomposition of the positive chirality Majorana-Weyl
spinor of Spin(9, 1) into representations of Spin(5, 1)× Spin(4),
16→ (4+,2+)⊕ (4−,2−). (3.18)
Therefore, the 4-dimensional identities (3.17) can be lifted to identities acting on the full
10-dimensional spinor . For the sake of simplicity, we will just write the 4-dimensional
terms.
First, let us examine the gaugino variation:
δχ = Fmnγ
mnη4
=
1
2
Fmn
(
γmn − η4
2
mnprγ
pr
)
η4
=
1
2
(1− η1η4)Fmnγmnη4 . (3.19)
To preserve supersymmetry, we therefore demand that η1η4 = 1, i.e. that η1 = η4. In other
words, a self-dual field strength annihilates a positive chirality spinor.
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For the dilatino variation, we write out the components of H:
H = 2η2 ∗4 dΦ = −2η2
3!
 rmnp ∂rΦdy
m ∧ dyn ∧ dyp, (3.20)
which implies that,
Hmnp = −2η2 rmnp ∂rΦ. (3.21)
Thus,
δλ =
(
∂mΦγ
m − 1
12
Hmnpγ
mnp
)
η4
=
(
∂mΦγ
m +
η2
6
 rmnp ∂rΦγ
mnp
)
η4
= (1− η2η4) ∂mΦγmη4 . (3.22)
Supersymmetry therefore requires η2 = η4.
The gravitino variation can be studied in much the same way as the gaugino variation.
Imagine we have a self-dual or anti-self-dual 4-dimensional connection,
Ωabη5 =
η6
2
abcdΩcdη5 . (3.23)
Acting on a constant chiral spinor with chirality η4, the gravitino variation is proportional
to
(1− η4η6)Ωabη5γabη4 , (3.24)
which requires η4 = η6. Supersymmetry only imposes (3.23) on Ωη5 , but to solve the
equations of motion, we actually need to examine the curvature 2-forms computed from
Ωη5 . The duality properties for those torsional curvatures will be described later.
For the specific connection determined by the metric (3.15), we can check this explicitly.
We first calculate the spin connection in terms of Φ,
Ωabm = η3
(
eame
b
n − eanebm
)
∂nΦ, (3.25)
where the orthonormal one-forms are defined by ea = eamdx
m. The torsionful spin connection
then takes the form:
Ωabη5 m = η3
(
eame
b
n − eanebm
)
∂nΦ− η2η5abmn∂nΦ. (3.26)
Acting on a chiral spinor:
Ωabη5 mγabη4 = ∂
nΦ
(
2η3e
a
me
b
n − η2η5abmn
)
γabη4
= 2(η3 + η2η4η5)γmn∂
nΦη4 . (3.27)
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So, if η3 = −η2η4η5, which is equivalent to η3 = −η5 after accounting for the previous
relations, then the gravitino variation vanishes for a constant spinor.
Summarizing, supersymmetry requires:
η1 = η2 = η4; η3 = −η5. (3.28)
The condition η5 = −1 is determined by the supersymmetry variations (3.14) themselves
rather than any particular solution, so η3 = 1 is also independent of any solution. However,
the signs of η1 and η2 change depending on whether the 4-dimensional gauge connection is
self- or anti-self-dual.
3.3 Checking the Bianchi identity and equations of motion
Satisfying the supersymmetry requirements does not guarantee a solution to the heterotic
equations of motion; among the additional requirements is satisfying the non-trivial Bianchi
identity (3.4). It is going to be very useful for us to see how this background approximately
solves the equations of motion in an explicit fashion, particularly when we consider non-
supersymmetric backgrounds. We will examine both the Bianchi identity and the equations
of motion in this subsection.
3.3.1 B-field EOM
The easiest case to consider is the B-field EOM:
d
(
e−2Φ ∗H) = −2η1d (e−2ΦdΦ) = η1d2e−2Φ = 0, (3.29)
where we used that ∗2 = (−1)k(4−k) when acting on a k-form in 4-dimensional Rieman-
nian space. Also, where convenient and appropriate, we will replace ∗ with ∗4, essentially
ignoring a 6D volume form multiplying the full equation.
3.3.2 The gauge EOM
Next, the gauge EOM reads:
D ∗ F − 2dΦ ∧ ∗F − F ∧ ∗H = 0. (3.30)
However,
∗H = 2η1 ∗2 dΦ = −2η1dΦ, (3.31)
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so the gauge EOM becomes,
D ∗ F = 0, (3.32)
where we used that ∗F = η1F . This is simply the Yang-Mills equation of motion, which
is satisfied for an instanton connection. Since this equation is conformally invariant in 4
dimensions, a flat space conventional instanton connection is sufficient for the conformally
flat metric (3.15).
3.3.3 Bianchi identity
Before analyzing the dilaton and the Einstein equations, it is convenient to look at the
Bianchi identity:
dH =
α′
4
(trR+ ∧R+ − trF ∧ F ) . (3.33)
Substituting the expression (3.16) for H gives,
2η1d ∗ dΦ = α
′
4
(trR+ ∧R+ − trF ∧ F ) , (3.34)
but d ∗ dΦ = ∗∇2Φ, so
∇2Φ = α
′η1
8
∗ (trR+ ∧R+ − trF ∧ F ) . (3.35)
Written in terms of the flat space metric, ds2 = e2Φd̂s
2
, we find a purely flat space equation
Laplace equation:
∇ˆ2e2Φ = α
′η1
4
∗ˆ (trR+ ∧R+ − trF ∧ F ) . (3.36)
We will have to solve this equation along with the remaining equations of motion.
3.3.4 The dilaton and Einstein EOMs
First let us assemble a collection of useful facts for this background:
Rmn = −gmn∇2Φ− 2∇m∇nΦ + 2gmn|∇Φ|2 − 2∇mΦ∇nΦ,
R = −6∇2Φ + 6|∇Φ|2,
|H|2mn =
1
2
HmpqH
pq
n = 4gmn|∇Φ|2 − 4∇mΦ∇nΦ,
|H|2 = 1
6
HmnpH
mnp = 4|∇Φ|2. (3.37)
The dilaton equation (3.11) therefore reads,
∇2Φ = α
′
8
(
tr |R+|2 − tr |F |2
)
. (3.38)
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Applying the relation (3.35) yields:(
tr |F |2 − tr |R+|2
)
= η1 ∗ (trF ∧ F − trR+ ∧R+) . (3.39)
Next, the Einstein equation (3.7) becomes,
gmn∇2Φ = −α
′
4
(
tr |F |2mn − tr |R+|2mn
)
. (3.40)
This time using the dilaton equation gives,(
tr |F |2mn − tr |R+|2mn
)
=
1
2
gmn
(
tr |F |2 − tr |R+|2
)
, (3.41)
which is a basic identity that must be satisfied by the gauge-field stress-energy and the
metric curvature to solve the equations of motion on the nose.
The field strength associated to a self- or anti-self-dual connection satisfies both of the
properties needed above; namely, if F = η1 ∗ F then
tr |F |2 = η1 ∗ trF ∧ F, tr |F |2mn =
1
2
gmntr |F |2. (3.42)
Therefore, we see that if R+ is self- or anti-self-dual, all of the equations of motion and the
Bianchi identity will be satisfied. This requirement has been noted in [22], and recently
in [23]. For the supersymmetric ansatz, this requirement is almost never satisfied by the
connection Ω+. The only case for which this is true is the standard embedding where
dH = 0. This is shown in Appendix A.2. That is the only case for which we can expect an
exact solution to the heterotic equations of motion to this order in the α′ expansion.
In all other cases, solving the Bianchi identity does not provide an exact solution to the
equations of motion; rather, the bosonic equations of motion will receive higher derivative
corrections at order (α′)3. The basic Bianchi identity (3.4) should not be corrected at that
order, other than a shift in the definition of Ω+, but the relation (3.16) between H and Φ
is likely to be corrected. This will modify the resulting Laplace equation (3.35). We can
see that the disagreement between Bianchi and the Einstein equation is precisely where we
expect. Since R+ would have been self- or anti-self-dual if dH = 0, the violation of this
chirality condition is proportional to dH, which is O(α′) from (3.4). This means we fail to
solve (3.40) precisely by terms of order (α′)3 where we expect the equations of motion to
be modified.4
4That the equations of motion, including only the leading order α′ terms, are not typically solved exactly
is key in understanding how known heterotic vacua can be compatible with supersymmetry [24].
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Without control over the complete set of higher derivative interactions, we should there-
fore only expect to find approximate solutions to the equations of motion up to order (α′)2.
This is true regardless of whether we choose M4 to be R4 or R × T 3. The basic intuition
we employ when studying the heterotic space-time equations of motion is that the primary
obstruction to completing an approximate solution to an exact solution, which defines a
conformal field theory, is really the ability to solve the Bianchi identity.
3.4 Supergravity analysis for R× T 3
We can now specialize to the case where M4 = R× T 3 with coordinate y for the R factor.
Based on the preceding discussion, we expect the basic equation we need to solve to find a
supersymmetric solution is the flat space Bianchi identity:
∇ˆ2e2Φ = α
′η1
4
∗ˆ (trR+ ∧R+ − trF ∧ F ) . (3.43)
The essential physics involved in solving (3.43) is electromagnetism in one dimension. The
right hand side of (3.43) acts like a source of electric charge for a potential e2Φ. For the
moment, let us assume the right hand side of (3.43) is integrable so we can define the total
charge,
Q =
α′η1
4
∫
R×T 3
(trR+ ∧R+ − trF ∧ F ) . (3.44)
While the exact solution for e2Φ might be complicated, the asymptotic behavior for large
|y| is completely determined by the charge,
e2Φ =
Q
2
|y|+ . . . , (3.45)
where omitted terms decay more rapidly.
Let us start by restricting to pure supergravity by setting the higher derivative interac-
tion to zero, R+ = 0. Assume there exists an instanton solution satisfying,∫
R×T 3
tr (F ∧ F ) = k, (3.46)
where k > 0 for self-dual connections and k < 0 for anti-self-dual connections. For definite-
ness, assume positive charge k > 0 which implies η1 = +. In section 4.1, we will discuss
what is actually known about instantons on M4 = R × T 3 but, for the moment, we can
keep the discussion general.
A purely supergravity source therefore leads to Q < 0 but this means no real solution
for the dilaton Φ from (3.45). The sign in (3.43) is very important for this conclusion,
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which is why we have tracked the ηi factors carefully, and checked the equations of motion
carefully. This is very different from the cases M4 = R4 and M4 = R3×S1 where e2Φ decays
at infinity. In those cases, a gauge instanton sources a real solution for the dilaton at long
distances.
It is worth pin-pointing why we end up with such a strong constraint. Under the metric
ansatz (3.15), the dilaton equation (3.11) becomes,
2∇ˆ2Φ = −e2Φ
{
|H|2 + α
′
4
(
tr|F |2 − tr|R+|2
)}
. (3.47)
It is precisely because e2Φ |H|2 = 4|∇ˆΦ|2 is asymptotically of order 1 when Φ ∼ |y| that it
must be taken into account by promoting Φ to e2Φ. This leads to (3.43), which gives the
strong constraint. If e2Φ |H|2 had been integrable, we could have treated it as a source and
looked for harmonic solutions for Φ rather than e2Φ, which would not be subject to the very
strong constraint that Q ≥ 0. A little surprisingly the non-supersymmetric setting, which
is germane for building domain walls, will be better in this regard.
3.5 Inclusion of R+
Does this mean there are no supersymmetric solutions sourced by a gauge instanton on
R× T 3? That conclusion would be too hasty. The stringy R+ source in (3.43) contributes
with the right sign to potentially make the total charge Q ≥ 0. This means we must
have a curvature, rather than gauge-instanton, dominated contribution to the charge. Let
us evaluate R+ for the supersymmetric background to see whether it gives an integrable
significant contribution. A symbolic computation code gives,
∗ trR+ ∧R+ = −8
((∇2Φ)2 −∇m∇nΦ∇m∇nΦ) ,
tr |R+|2 = 4
(∇2Φ)2 + 8∇m∇nΦ∇m∇nΦ, (3.48)
where all the derivatives are with respect to the actual metric (3.15). Written in terms of
the flat space metric, this becomes
∗ˆ trR+ ∧R+ = −8
((
∇ˆ2Φ
)2
− ∇ˆm∇ˆnΦ∇ˆm∇ˆnΦ + 2∇ˆ2Φ|∇ˆΦ|2 + 4∇ˆm∇ˆnΦ∇ˆmΦ∇ˆnΦ
)
,
tr |R+|2 = 4e−4Φ
(
12|∇ˆΦ|4 +
(
∇ˆ2Φ
)2
+ 8∇ˆ2Φ|∇ˆΦ|2
+2∇ˆm∇ˆnΦ∇ˆm∇ˆnΦ− 8∇ˆm∇ˆnΦ∇ˆmΦ∇ˆnΦ
)
. (3.49)
To find solutions to the Bianchi identity, we need to solve the non-linear equation:
∇ˆ2e2Φ = α
′
4
(∗ˆ trR+ ∧R+ − ∗ˆ trF ∧ F ) = α
′
4
(
−8
(
∇ˆ2Φ
)2
+ . . .− ∗ˆ trF ∧ F
)
. (3.50)
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This is an equation for Φ given a gauge instanton field strength F . For large |y|, e2Φ behaves
like (3.45) for some Q ≥ 0. This means the curvature R+ vanishes at infinity, which bodes
well for finding a solution. We can gain some intuition about whether a solution is possible
by ignoring the compact T 3 directions and rewriting the equation as a non-linear integral
equation in y,
e2Φ ∼
∫
dy′|y − y′| {∗ˆ trR+ ∧R+(y′)− ∗ˆ trF ∧ F (y′)} . (3.51)
A key obstruction to existence appears to be positivity of the right hand side of (3.51).
The gauge-instanton must generate a large enough metric back-reaction, encoded in Φ, to
dominate the integral. Hence, the comment about curvature domination.
The first case we might consider is simply setting the gauge instanton to zero in (3.50),
and studying the purely gravitational response to a varyingH-flux on R×T 3. This is already
a fascinating question. One can study this question mathematically by treating (3.50) as an
exact equation, asking whether a Φ exists that solves (3.50) on the nose. However, at order
(α′)3, we expect higher derivative corrections to the equation of motions, which will modify
the precise equations we want to solve. Nevertheless, as we discussed in section 3.3.4, a
solution to (3.50) would be a strong indicator that a conformal field theory description
exists.
A few additional comments about this supersymmetric system are in order. Because
the curvature vanishes at infinity, we can express the integrated Pontryagin class in terms
of Chern-Simons invariants:∫
R×T 3
trR+ ∧R+ ∼ CS(Ω+)|y=∞ − CS(Ω+)|y=−∞. (3.52)
Since Ω+ is an SU(2) connection with integer CS invariants on T
3, this integral is integer
when suitable normalized. We will defer a detailed discussion of Yang-Mills instantons on
R×T 3 until section 4. However, we can already note that SO(7) is the smallest gauge group
for which a non-trivial vacuum component even exists. This means there is no analogue
of the standard embedding, where we identify the gauge connection and Ω+, for gauge
instantons that connect non-trivial vacuum components on T 3. On the other hand, we
could consider a conventional SU(2) instanton and ask about the standard embedding.
This is the one case where we do expect to be able to solve the equations of motion exactly.
In this case,
e2Φ = 1 +
Q
2
|y|. (3.53)
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For comparison: in the well studied case of M4 = R4, the dilaton behaves like e2Φ = 1 + Qr2
where r is the radial coordinate for R4. In that case, the source is located at r = 0, which
is at infinite distance with respect to the string frame metric. For M4 = R× T 3 the source
is located at y = 0, which is at finite distance.
Indeed, asymptotically every solution of (3.50) behaves like (3.53) for some Q ≥ 0. The
string coupling is generically growing as |y| → ∞. This is not necessarily a bad thing. In
the original heterotic string frame, the effective space-time Newton constant,∫
d10x
√
ge−2ΦR =
∫
d10x
√
gˆ
[
e2ΦRµνg
µν + Rˆmngˆ
mn
]
+ . . . , (3.54)
is still finite or decreasing at large |y|. Gravity is therefore a good description at large |y|,
although heterotic string perturbation theory is not useful.
Fortunately, the heterotic action enjoys a symmetry under which the dilaton, metric
and fluxes are redefined as follows,
ΦI = −Φ, ds2I = e−Φds2, HI = H, FI = F. (3.55)
This transformation implements the S-duality to type I so we have denoted the new fields
with subscript I. The action (3.1) is invariant under this transformation aside from the
dilaton factors accompanying the flux and gauge-field terms,
. . .− 1
2
|HI |2 − α
′
4
e−Φtr |FI |2 + . . . . (3.56)
In this new frame, the R5,1 space-time metric scales down at large |y|, while the R × T 3
metric still expands. However, the type I string coupling is weak so string perturbation
theory is valid.
It is a fascinating question to determine whether solutions of (3.50) exist and whether
the standard embedding defines a good string background, but it will take us too far from
our main goal of constructing domain walls to study those questions further here. Instead,
we will turn to the construction of domain walls.
4 Domain Walls Between Minkowski Vacua
The discussion in section 3 oriented around supersymmetric brane solutions with one trans-
verse non-compact dimension. As we showed, there are no classical supergravity solutions
but there might be stringy solutions. That discussion is a nice warm up for the case of
prime interest to us, which is the construction of stringy domain walls.
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4.1 Yang-Mills instantons in four dimensions
We will start by constructing field theory configurations that interpolate between the
T ` vacua, which we described in section 2. As the basic case, consider Euclidean four-
dimensional Yang-Mills theory with group G on R × T 3. We will again use y as the
coordinate for the R factor, which will parametrize the direction transverse to the wall.
The configurations of interest to us must interpolate between one vacuum configuration at
y → −∞ to another at y → +∞. The vacua are labeled by the choice of CS invariant.
If the topology of the bundles on T 3 at y → ±∞ are identical, there is no obstruction to
building a finite energy configuration that interpolates between the vacua. By finite energy,
we mean finite Euclidean Yang-Mills action:
SD=4 =
1
(g4)2
∫
dy
∫
T 3
Tr (F ∧ ∗F ). (4.1)
Here we use the notation Tr to denote the trace in an arbitrary representation of the
gauge group G, as opposed to tr defined in section 3.1. Such a configuration is a kind of
Yang-Mills instanton with the property that the instanton charge,
1
8pi2NR
∫
dy
∫
T 3
Tr (F ∧ F ) = CS|y=∞ − CS|y=−∞, (4.2)
is typically fractional. An integer change in CS invariant would correspond to a con-
ventional instanton on R × T 3. The constant NR appearing in (4.2) depends on which
representation of G is considered; for example, NR is twice the dual coxeter number when
R is the adjoint representation. For conventional instanton configurations, NR is chosen so
the smallest possible instanton charge is 1. Let us set,∫
dy
∫
T 3
Tr (F ∧ F ) = k, (4.3)
where k > 0 for self-dual connections and k < 0 for anti-self-dual connections.
The existence of finite energy interpolating configurations is essentially clear. One could
build such a configuration and let it relax to some minimum energy, which would be an
extremum of the energy functional (4.1). The really interesting question is not whether
finite energy interpolating solutions exist but whether BPS instanton configurations exist,
which interpolate between triple vacua. Such configurations satisfy the minimum energy
condition:
F = ± ∗ F. (4.4)
Stern has provided an affirmative answer to the existence question for the case of groups
with a single non-trivial vacuum component [13, 25]; this result applies, for example, to
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the groups G = G2, Spin(N ≥ 7). For earlier discussions of such instanton solutions,
see [12, 16, 11]. We suspect that this nice result can be strengthened to more general
cases. For our purpose of building stringy domain walls, it is not essential to have BPS
configurations. We really only need finite energy configurations. However, finding gravity
solutions is much easier under the assumption that BPS configurations exist so we will
make that quite reasonable assumption in our subsequent discussion.
If we want to study cases where this assumption is proven, we could compactify the
E8×E8 heterotic string on T 3 and turn on a triple configuration breaking the gauge group
to a group where a BPS configuration is known to exist. For example, the order 3 component
listed in table 1 includes G2 as a maximal unbroken gauge group. We can then build BPS
configurations in the effective 7-dimensional theory obtained by compactifying the E8×E8
string on T 3 with opposite CS invariants embedded in each E8 factor.
The most important open issue concerning these instantons is the moduli space of
solutions. We expect such a moduli space to include an R factor parametrizing the position
of the instanton in the y-direction. In fact, it is reasonable to expect an R × T 3 factor
specifying the position of the instanton in all four dimensions. The interesting, currently
unresolved, question concerns additional moduli. Specifically, whether there is a scale
modulus for the instanton configuration, analogous to the scale modulus that exists for
instantons on R4 as a consequence of the broken conformal invariance.
A similar question can be asked for conventional instantons on R×T 3, which interpolate
between integer CS invariants. It is known that a charge 1 instanton solution exists on
R × T 3 for G = SU(2), unlike the case of T 4 [26–28]. However, even for conventional
instantons on R4−n × T n with n ≥ 1 the existence of a scale modulus is unclear. This is
important for string theory applications since new light degrees of freedom can appear if
an instanton can shrink to zero size [29].
For R3×S1 and R2×T 2, the associated defect or impurity gauge theories given in [30,31]
possess both Higgs and Coulomb branches. The Higgs branches encode the moduli space
of instantons via Nahm or Hitchin equations with sources, but the existence of a Coulomb
branch suggests that the instantons can shrink to zero size. This picture does not extend to
R×T 3 in any obvious way. Indeed, there are indications that the scale might be set by the
choice of flat connections at infinity for this case of primary interest to us [32,26]. We will
proceed under the assumption of smooth finite size BPS solutions satisfying (4.4), leaving a
more detailed study of the moduli space and its possible singularities for subsequent work.
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4.2 Interpolating Yang-Mills configurations in five and six dimensions
We can extend these interpolating solutions to higher dimension. Let us consider Euclidean
5-dimensional Yang-Mills theory on R× S1 × T 3 with gauge coupling g5. Let the S1 have
radius L1, while the gauge coupling (g5)
2 has dimensions of length. Imagine constructing
a Yang-Mills configuration that interpolates between a Spin(32) quadruple on S1 × T 3
at y = +∞ and a connection in the trivial component of the moduli space at y = −∞.
While there is no obvious five-dimensional analogue of the condition (4.4), we can use the
construction of the quadruple described in section 4.2 to build an interpolating solution.
Choose a holonomy around S1 which breaks Spin(32) to Spin(16) × Spin(16). The
quadruple construction involves embedding CS invariant +1
2
in one factor and −1
2
in the
other factor. To unwind this configuration, embed an instanton of the type described in
section 4.1 in the first factor and an anti-instanton in the second factor. This configuration is
completely independent of the S1 coordinate. Exciting the S1 coordinate can only increase
the energy of this field configuration. It is therefore a local minimum of the Yang-Mills
action which interpolates between the two components of the moduli space. We do not
know whether this is a global minimum in the space of field configurations that interpolate
between the quadruple and the trivial component, but a local minimum suffices for our
purposes. We can estimate the action for this field configuration:
SD=5 =
(2piL1)(8pi
2NR)
(g5)2
. (4.5)
In a similar way, we can consider 6-dimensional Yang-Mills theory on R×S1×S1×T 3 with
gauge coupling g6. The two circles have radii L1 and L2. We can unwind the quintuple of
Spin(32) using the same construction above. The quintuple is constructed by embedding
a quadruple in each factor of a Spin(16)× Spin(16) subgroup. We can again estimate the
action for the interpolating configuration,
SD=6 =
2(2piL1)(2piL2)(8pi
2NR)
(g6)2
. (4.6)
For the quintuple of E8, the action of the interpolating configuration is smaller by a factor
of 2.
4.3 The setup for a string theory domain wall
Now we would like to use the instantons described in section 4.1 to build domain walls
in string theory. Yang-Mills configurations embed naturally in the type I and heterotic
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strings. The 4-dimensional Yang-Mills instantons define NS5-brane-like configurations in
string theory as we described in section 3. The world-volume of the NS5-branes fill out the 6
space-time dimensions transverse to the instanton configuration. We will start by focusing
on this case, which is the basic building block, rather than higher-dimensional Yang-Mills
configurations.
To be honest domain walls in string theory, the instantons must bridge honest string
vacua. Consider the E8 × E8 string on T 3. We can build a vacuum by embedding equal
but opposite CS invariants in the two E8 factors so that H, defined by
H = dB +
α′
4
{CS (Ω+)− CS (A1)− CS (A2)} , (4.7)
can be set to zero. The E8 ×E8 gauge-fields are denoted (A1, A2) in (5.6). For a flat torus
metric, Ω+ = 0. The dilaton is constant. The shape and size of the T
3 are arbitrary. These
are the heterotic vacua described in [8].
To interpolate from one triple vacuum, characterized by CS(A1), to another triple
vacuum, we can embed an instanton of the type described in section 4.1 in one E8 factor,
and an anti-instanton in the other E8 factor. For definiteness, let us choose:
F (A1) = ∗F (A1), F (A2) = − ∗ F (A2). (4.8)
We will denote F (Ai) by Fi for convenience. The instanton charge (4.3) is k > 0 for F1 and
−k for F2.
The basic structure looks like a brane and an anti-brane, which is quite different from
what we might expect from a thin-wall approximation. We will refer to this setup in-
terchangeably as a brane/anti-brane or instanton/anti-instanton configuration. There is
one caveat with this terminology: namely, the brane and anti-brane cannot easily annihi-
late! Each is associated to a distinct gauge group. The only possible annihilation channel
involves either the instanton or anti-instanton shrinking to zero size and traversing the
heterotic M-theory interval. Whether such a process is even possible is unclear. In the
absence of gravity, this is a static Yang-Mills configuration since the two E8 factors do not
communicate.
Let us use ym as an indexed coordinate for R × T 3 with (y1, . . . , y4) = (y, θ1, θ2, θ3),
and xµ with µ = 0, . . . , 5 as coordinates for the 6 transverse directions. Each instanton
has at least one field theoretic normalizable zero mode corresponding to the location of the
instanton in the y-direction. We can label the positions of the instanton and anti-instanton
by (y1, y2). In an effective field theory approach, these normalizable modes give rise to
6-dimensional scalar fields (y1(x), y2(x)).
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Our intuition about branes and anti-branes suggests that this configuration should not
remain static when coupled to gravity. If we have two mutually BPS NS5-branes then
the gravitational interaction between them would cancel against B2-exchange, permitting
a static configuration. For a brane/anti-brane, the gravitational interaction is unchanged
but the B2-exchange force now adds rather than cancels that interaction. As an ansatz in
formulating a time-dependent string background, we will only allow time-dependence in the
internal directions that is a consequence of time-dependence for (y1, y2). NS5-branes are
heavy objects at weak string coupling so we might suspect that when the brane/anti-brane
are very far separated, we can treat the background as static to a first approximation.
Let us assemble the data we want to use to construct a string background: we will
take an agnostic view on the existence of additional moduli for the instantons. That is
a fascinating question of classical field theory, but our focus is on the dynamics of the
two fundamental scalars (y1, y2). In accord with our discussion of section 4.1, we will very
reasonably assume there exist BPS self-dual E8 instantons on R × T 3, which interpolate
between the chosen triple vacua.
This setup is depicted in figure 1 of the introduction. The brane/anti-brane configura-
tion breaks all supersymmetry; however, the breaking is mild. If we separate the pair by
a large distance, we might expect that the gravitational field configuration should be well
approximated by a BPS configuration. As we will see, however, there are significant dif-
ferences in the gravity solution because of the presence of both a brane and an anti-brane,
even when they are very far separated. The intuitive reason for this long range coupling
is that interactions in one spatial dimension (like the Coulomb interaction described in the
introduction) grow rather than decay with distance.
Based on the physical picture discussed above, let us make an ansatz for the full ten-
dimensional string background. The internal string-frame metric components depend only
on (y, θi), in accord with a domain wall picture. Ideally, we seek a gravitational solution
capturing the response to the Yang-Mills stress-energy in which the T 3 metric and dilaton
asymptote to vacuum values at large |y|. Whether that is possible is not clear, but it is
a natural behavior for a domain wall configuration. A reasonable metric ansatz takes the
form,
ds2 = e2w1 d̂s2, (4.9)
= e2w1
{
ds2space−time(x) + e
2w2
(
dy2 + e2w3L2δijdθ
idθj
)}
, (4.10)
and depends on three scalar functions (w1, w2, w3) of the coordinates y
m. The torus is taken
to be square with sides of length L. For the moment, we are ignoring any time-dependence
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in the internal metric. This means we might encounter a potential for the scalars (y1, y2)
in the effective 6-dimensional theory, which we can worry about later.
This ansatz could certainly be more complicated. For example, we can take a more
general metric for R × T 3, or we might imagine a warp factor for the space-time metric
that depends on both (y, θi) and t. The other natural modification is to take different warp
factors for the spatial and time components of the space-time metric. For the moment,
we will start with (4.10); if the physics suggests a more general metric, we can revisit this
ansatz.
For the space-time metric, we will assume something reasonable: either a maximally
symmetric space-time with cosmological constant Λ, or an FLRW metric,
ds2space−time(x) = −dt2 + a2(t)hijdxidxj, (4.11)
where the spatial part of the metric takes the form,
hij = δij + k
xixj
1− kx2 . (4.12)
Any cosmology is generated only in response to the Yang-Mills background. Along with
the metric, we also have an H-field and a dilaton Φ that need to be specified to describe
the string background.
Lastly, a comment on the α′ expansion is in order. We will be using the α′ expansion in
the following way: first, the equations of motion (3.6)–(3.9) themselves receive corrections
at order (α′)3 and above, which we are neglecting. For that reason, we can only expect to
solve the Bianchi identity and the equations of motion to order (α′)2, as we already saw in
our discussion of the supersymmetric case. There might be special situations akin to the
standard embedding of section 3 in which exact solutions to the equations of motion can
be found.
The stress-energy of the Yang-Mills field is already O(α′). These Yang-Mills fields
depend non-trivially on all coordinates ya. They vanish as |y| → 0. We ideally want to
solve the string equations of motion in terms of the Yang-Mills configuration, which is input
data. Since the gravitational response to the Yang-Mills stress-energy is O(α′), at leading
order we can ignore the gauge-fields entirely and start with a string-frame metric of the
form,
ds2 = ηµνdx
µdxν +
(
dy2 + L2δijdθ
idθj
)
, (4.13)
which is a product of 6-dimensional Minkowski space-time with a flat “internal” metric for
R × T 3. This should be the α′ → 0 limit of (4.10). The dilaton is constant. The worry
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is that the gravitational response to this stress-energy in a problem with effectively one
transverse dimension can be large, but this is a reasonable way to proceed.
This approach is different from the supersymmetric case studied in section 3, where
solving the supersymmetry variations provided a way to construct approximate, and in one
case exact, solutions to the equations of motion.5 That is the magic of supersymmetry, but
also the reason why supersymmetric backgrounds do not give realistic cosmologies. On the
other hand, non-supersymmetric solutions are simply much harder to construct. The basic
reason we can hope a solution exists in string theory is because the basic building block for
this string theory domain wall is the quite beautiful purely field theoretic domain wall.
4.4 The Bianchi identity and equations of motion
4.4.1 The gauge-field equation of motion
Let us take a look at the equations of motion. The basic input data is a pair of finite
energy interpolating gauge connections (A1, A2). For a general metric of the form (4.10),
the gauge field equation of motion (3.9) does not reduce to a standard Lorentz invariant
4-dimensional Yang-Mills equation. Rather, it reduces to an effective problem on R × T 3
with additional inserted factors of Φ and the metric warp factors. We will meet this same
issue in an unavoidable way when we examine domain walls in AdS space-time. Here we
will assume that the leading metric is (4.13) and that the dilaton is constant to leading
order.
The leading order terms in (3.9) then amount to the requirement that the gauge-fields
satisfy the Yang-Mills equations. This is true for any minimal energy instanton. This is
really the only constraint we need to satisfy when considering the gravitational response at
leading order in α′ since the stress-energy produced by the gauge-fields is already O(α′).
At the next order, we encounter a more interesting constraint:
d ∗ F (1) + [A(1), ∗F ]+ [A(0), ∗F (1)]− F (0) ∧ ∗H − 2dΦ ∧ ∗F (0) = 0. (4.14)
The notation A(i) refers to terms of order (α′)i in an expansion of the gauge-field,
A = A(0) + A(1) + . . . , (4.15)
where the leading order term, A(0), is the instanton or anti-instanton connection. Equa-
tion (4.14) should be viewed as determining A(1) in terms of the known data A(0) and the
O(α′) solutions for (H,Φ, w1, w2, w3), which we have yet to determine.
5The one case where an exact solution exists is the usual symmetric NS5-brane with dH = 0 on the
nose.
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4.4.2 The Bianchi identity
The physics changes quite significantly from the supersymmetric case considered in sec-
tion 3, and this is most immediately apparent in the heterotic Bianchi identity:
dH = −α
′
4
{tr (F1 ∧ F1) + tr (F2 ∧ F2)− tr (R+ ∧R+)} . (4.16)
Let us momentarily ignore the 4 derivative R+ coupling in (3.4). The heterotic Bianchi iden-
tity (3.4) requires a non-vanishing H-field, despite the fact that neither asymptotic vacuum
possesses a non-vanishing H-field. The right hand side of (4.16) is trivial in cohomology
since on R× T 3, every 4-form is trivial, but not point-wise zero.
The obstruction to solving (4.16) with an H decaying to zero as |y| → ∞ is that the
right hand side of (4.16) integrate to zero. In our case, this obstruction vanishes because
the Yang-Mills instanton and anti-instanton charges cancel. Therefore the H required by
the Bianchi identity is completely determined by the Yang-Mills background; specifically,
the right hand side of (4.16) is proportional to the volume form of R× T 3:
α′h(ya)dydθ1dθ2dθ3.
The function, h(ya), is globally defined on R × T 3 and decaying sufficiently rapidly as
|y| → ∞ to ensure a finite Yang-Mills energy. This implies that h is at worst,
h ∼ o
(
1
|y|
)
, (4.17)
as |y| → ∞.
Let us take a slight detour and revisit the case of a ’t Hooft charge 1 instanton on
R4 [33]. In that case, we see that the worst case decay of |F |2 needed for finite energy only
requires
|F |2 ∼ o
(
1
|y|4
)
, (4.18)
where ya momentarily denote coordinates for R4. However, the actual charge 1 solution
has a field strength such that |F |2 ∼ 1|y|8 , which is much more localized than the worst case
decay would demand.
Returning to our instantons on R×T 3, we see there is good reason to expect that |h| ∼
|F |2 might decay more rapidly than the worst case. For the fractional instantons of interest
to us, the asymptotic behavior of the instanton field strength has yet to be determined.
However, for conventional SU(2) instantons on R×T 3, Charbonneau has provided a set of
29
decay estimates [34,35]. These estimates depend on the choice of flat connection at infinity.
Aside from a discrete set of choices, the decay is faster than polynomial. Namely,
|F | ∼ o
(
1
|y|m
)
, (4.19)
for any m as |y| → ∞. Included in the discrete set for which this is not true is the trivial
connection (up to gauge transformation). In this case, the decay estimate shows,6
|F | ∼ o
(
1
|y|
)
. (4.20)
This is interesting and a little surprising. It suggests that the string solution can change
quite significantly if one tunes the flat connection at infinity to special values. In particular,
the conventional heterotic vacuum on T 3 might play a distinguished role. It is going to be
very interesting to understand how the instantons in our case behave more precisely, but for
now, it seems very plausible that we have faster than polynomial decay of the field strength
for generic choices of triple vacua.
How does theR+ coupling change these conclusions? As long as we insist on a connection
Ω+ with zero instanton number, there is no change in the conclusion that H decays nicely
as |y| → ∞. Indeed under such an assumption we can ignore the H terms in Ω+ since H is
formally O(α′), and impose the requirement of zero instanton charge on the spin connection
for R× T 3. This is a mild constraint on the warp factors (w1, w2, w3) appearing in (4.10).
The upshot of our study of the heterotic bianchi identity is that H, which is O(α′),
decays rapidly as |y| → ∞ as long as∫
tr (R+ ∧R+) = 0. (4.21)
This is very good news by comparison with the supersymmetric case. As discussed in
section 3.4, it was precisely because |H|2 was not integrable that we ran into problems with
the dilaton equation at the level of supergravity. There is at least a chance we can avoid
that issue for these domain walls.
4.4.3 The space-time Einstein equations
To get a handle on w1 and the space-time metric, it is useful to look at the space-time
components of the Einstein equations (3.7). The presence of a dilaton has removed many
6This decay estimate does not mean that an instanton exists with |F | ∼ 1|y| . An example is known,
found on p.58 of [34], for which |F | ∼ 1|y|2 . We want to thank Benoit Charbonneau for correspondence on
aspects of his work.
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sources of stress-energy from (3.7), which would be present in a generic gravity theory. This
has quite dramatic implications, which can be seen as follows: the Ricci curvature for the
warped metric (4.10) is nicely expressible in terms of the Ricci curvature for the hatted
product metric (4.9) along with derivatives of the warp factor:
RMN = RˆMN − gˆMN∇ˆ2w1 + 8
(
∇ˆMw1∇ˆNw1 − ∇ˆM∇ˆNw1 − gˆMN |∇ˆw1|2
)
. (4.22)
Restricting to space-time directions gives,
Rµν = Rˆµν − gˆµν∇ˆ2w1 − 8gˆµν |∇ˆw1|2. (4.23)
The w1 terms of (4.23) potentially have y
m-dependence proportional to gˆµν , which must
be canceled by stress-energy sources since Rˆµν appearing in (4.23) is independent of the
coordinates (y, θ1, θ2, θ3). On the other hand the stress-energy sources for (3.7) take the
form,
2∇µ∇νΦ− 1
2
|H|2µν −
α′
4
(
tr |F |2µν − |R+|2µν
)
. (4.24)
For the moment, let us assume no time-dependence for the internal fields. If space-time is
not 3-dimensional, which is the case for our metric (4.10), then there is no H-field source
compatible with the symmetries of space-time that can generate a term proportional to
gˆµν . The same is true for the source tr |F |2µν . The only source of stress-energy that has the
right form comes from the dilaton which, using equation (A.6), gives a contribution:
gˆµν∇ˆPw1∇ˆPΦ. (4.25)
Now let us examine some of the possibilities. If w1 is constant then there is no cosmo-
logical constant for Rˆµν . Space-time is not warped over the y-direction at all and there is
no constraint on the dilaton. If w1 is not constant, there can be a cosmological constant
for the space-time metric with
Rˆµν =
1
2
Λgˆµν . (4.26)
That Λ is precisely constant is a strong condition. Ignoring the |R+|2µν term, the cosmolog-
ical constant takes the form
1
2
Λ = ∇ˆ2w1 + 8|∇ˆw1|2 − gˆµν∇ˆmw1∇ˆmΦ
=
1
8
e−8w1∇ˆ2e8w1 − gˆµν∇ˆmw1∇ˆmΦ. (4.27)
The |R+|2µν term modifies this in a way determined by (A.8). If we ignore the dilaton for a
moment then e8w1 must be an eigenfunction of the internal Laplacian ∇ˆ2. Any normalizable
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eigenfunction of ∇ˆ2 would have a negative definite eigenvalue giving an AdS space-time.
We typically expect the scale of the cosmological constant to be set by the characteristic
size L of the torus.
On the other hand, we could imagine a non-normalizable solution for w1. We can use
formulae for warped metrics to write e−8w1∇ˆ2e8w1 in terms of flat space derivatives for the
metric (4.13). These formulae are assembled in Appendix A for convenience. We arrive at
an expression in term of the flat space metric (4.13),
1
8
e−8w1∇ˆ2e8w1 =
∑
m
(
e−2w2−2w3 (∂m + ∂mw3) + 2e−2w2∂mw2 + 8∂mw1
)
∂mw1, (4.28)
where the subscript m refers to the internal coordinates ym. To simplify things, let us take
w2 = w3 = 0. In this case, w1 = ky for some constant k is an eigenfunction that can
give a positive Λ. For this solution, we also need Φ either linear in y or independent of y
to ensure a constant Λ. This will certainly create tension with other equations of motion,
but it is still an interesting possibility to ponder here as a way to generate acceleration.
Unavoidably in such a scenario, the scale factor for space-time crunches either as y → +∞
or y → −∞.
More generally, we see that solving the space-time Einstein equations gives a strong
condition on the dilaton:
∇ˆmw1∇ˆmΦ =
(
1
8
e−8w1∇ˆ2e8w1 − 1
2
Λ
)
. (4.29)
This equation is further modified by the |R+|2µν term, but fortunately using (A.8) we note
that the form of this correction is also proportional to either gˆµν or Rˆµν , and so it can
be accommodated in (4.29). In summary for the static case: either w1 is constant or the
dilaton is related to w1 and the desired cosmological constant via (4.29).
We can also immediately see how to construct more general cosmologies. Without some
time-dependence for the internal fields, the space-time metric is maximally symmetric with
a curvature satisfying (4.26). We want to restrict the time-dependence to be as simple
as possible so we permit the zero modes (y1, y2), corresponding to the position of the
instanton and anti-instanton, respectively, to depend on time. In turn, this will induce
time-dependence in the other fields, but let us just consider the gauge-fields for the moment.
In the gauge Ay = 0, a pure instanton connection is specified by three potentials
(Aθ1 , Aθ2 , Aθ3). Self-duality means that the 3 components,
Fyθi = ∂yAθi , (4.30)
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determine the entire field strength. This makes a non-abelian system look almost abelian.
The instanton configuration depends on (y − y1). Self-duality also implies a beautiful
relation on the stress-energy,
tr |F |2mn =
1
2
gmntr |F |2, (4.31)
which we used in section 3. The appropriate metric appearing in (4.31) is the leading order
flat metric (4.13).
Let yi = yi(t) depend on time. We still need to solve the Yang-Mills equations of motion,
which now include an electric field. We can keep the problem intrinsically 4-dimensional
by taking A0 = 0. The electric field is then given by,
F0θi = y˙1Fyθi . (4.32)
The Yang-Mills equations of motion, DµFµν = 0, still take a nice form:
− y¨1Fyθi + (1− (y˙1)2)∂yFyθi +DθjFθjθi = 0, DθjFθjy = 0. (4.33)
If y˙1 = 0, these are the usual 4-dimensional Yang-Mills equations solved by a self-dual
connection. If the acceleration is zero, y¨1 = 0, the resulting equations are a very close
cousin to the usual self-duality equations. Constant velocity therefore appears to be a very
natural condition.
For a time-dependent configuration with constant velocity for both the instanton and
anti-instanton, there is now at least one space-time stress-energy source:
tr |F |200 = F0θiF θ
i
0 = (y˙1)
2(Fyθi(A1))
2 + (y˙2)
2(Fyθi(A2))
2. (4.34)
There could also have been a source tr |F |20θi , but that off-diagonal stress-energy contribution
vanishes for a connection satisfying the modified self-duality constraint associated to (4.33).
Solving the space-time Einstein equations will now require a more general metric than a
maximally symmetric space-time with a single warp factor w1. It is going to be very
interesting to explore this direction further though we will restrict to the time-independent
ansatz for the remainder of this analysis.
4.4.4 The B-field and dilaton EOMs
The solution to the B-field equation of motion (3.8) is that
H = e2φ ∗ dS = e2φ+8w1 ∗ˆ4dS, (4.35)
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where S = S(ym) is a scalar field, and ∗ˆ4 is with respect to the hatted metric (4.9). Plugging
this into the Bianchi identity (4.16) gives a Laplace-like equation for S:
d
(
e2φ+8w1 ∗ˆ4dS
)
= −α
′
4
{tr (F1 ∧ F1) + tr (F2 ∧ F2)− tr (R+ ∧R+)} . (4.36)
In the supersymmetric case, S = −e−2Φ for an instanton; however, that need not be the
case in this non-supersymmetric setting.
There is now a sharper tension between the Bianchi identity and the dilaton equation
of motion than was present in the supersymmetric setting:
∇2e−2Φ = e−2Φ
{
|H|2 + α
′
4
(
tr|F |2 − tr|R+|2
)}
. (4.37)
While the charge of the instanton and anti-instanton cancel in (4.36), they add in the
dilaton equation (4.37). The contributions to both equations are still related to one another
because the instanton and anti-instanton are both BPS configurations. On the other hand,
the |H|2 term on the right hand side of (4.37) is integrable unlike the supersymmetric
case. If we want net charge 0, for example, on the right hand side of (4.37) we need a
non-minimal curvature R+. There seems to be no real tension between this condition and
the topological condition (4.21); there are plenty of SO(4) connections with zero instanton
charge but non-zero energy.
The remaining equations of motion are the internal components of the Einstein equa-
tions. They can be written out explicitly for the metric (4.10) but the expressions are not
particularly enlightening. We suspect the right way to proceed is to integrate out the com-
pact T 3 and study an effective one-dimensional problem involving only the y-direction. The
reduction to an ODE problem should make the search for explicit solutions more tractable
either analytically or numerically.
4.5 Domain walls between lower-dimensional vacua
We can extend this construction to build domain walls interpolating between the T 4 vacua
described in section 4.2. The construction of the non-trivial quadruples naturally splits
the T 4 into an S1 × T 3, with a constant holonomy on the S1, whose coordinate we will
choose to be u, breaking the Spin(32) gauge group to Spin(16)×Spin(16). The remaining
T 3 then supports nontrivial triples in each of the Spin(16) factors of opposite Chern-
Simons number. Including a non-compact direction, y, as before, the gauge configuration
interpolates between a nontrivial quadruple at y = ∞ and a trivial, flat connection at
y = −∞ with gauge group Spin(16)× Spin(16).
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This configuration has no dependence on the u coordinate, and we can choose the gauge
field along the u-direction, Au, to have no dependence on the non-compact y coordinate
along with no dependence on the T 3 coordinates. This amounts to choosing the same
holonomy along the S1 in either of the asymptotic |y| =∞ vacua. With such a choice, the
R×S1×T 3 field strength becomes effectively 4-dimensional, having only support along the
R× T 3 directions. In other words, Fuµ = 0 for any µ index.
This 4-dimensional field strength splits, as in the E8 × E8 case, into a sum of self-dual
and anti-self-dual pieces, corresponding to an instanton in one Spin(16) factor and an anti-
instanton in the other. In this regard, the quadruple domain wall is very similar to that of
the triple.
4.6 Boundaries and curvatures
To get a feel for some of the physics that can emerge from this construction, let us use
a much simpler metric ansatz than (4.10). One very much like the supersymmetric case.
The simplest solution to the constraint (4.29) from the space-time Einstein equations is
to set w1 = 0. For simplicity, we will also set w3 = 0 so the metric takes precisely the
supersymmetric form:
ds2 = ηµνdx
µdxν + e2w2
(
dy2 + L2δijdθ
idθj
)
. (4.38)
Any curvature response to the O(α′) stress-energy from the Yang-Mills fields will be at
least order α′. The H-field is also O(α′) so the leading terms in the dilaton equation (4.37)
give the relation,
∂m∂mΦ +
α′
8
tr |F |2 = 0, (4.39)
with any corrections higher order in α′. This does not mean the correction terms are
unimportant; they can change the total charge and therefore asymptotic behavior of Φ but
as a first approximation, we will neglect them.
We can also examine the internal Einstein equations (3.7) for the metric (4.38) neglecting
the R+ and H contributions, which are again higher order in α
′. The internal components
of the Einstein equations (3.7) then give the relation,
− gmn (∂p∂pw2)− 2∂m∂nw2 + 2∂m∂nΦ− α
′
8
gmntr |F |2 = 0, (4.40)
where gmn refers to the simple internal metric of (4.13). These equations are solved by,
w2 = Φ. (4.41)
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This is exactly the same as the supersymmetric case of section 3 except we no longer have
the non-integrable |H|2 contribution that caused the problems described in section 3.4,
because of the better asymptotic behavior permitted for H by the Bianchi identity (4.16).
The dilaton is sourced the same way by the instanton located at y1, and the anti-
instanton located at y2, with asymptotic behavior
Φ = −α
′k
16
(|y − y1|+ |y − y2|) + . . . , (4.42)
where k is defined in (4.3). The omitted terms are rapidly decaying in y. Since ∆(CS) > 0
so that k > 0, the string coupling gs = e
Φ goes to 0 as |y| → ∞. Let us summarize what
we have found at leading order in α′: in Einstein frame, the asymptotic metric as |y| → ∞
behaves as follows:
ds2 = e
α′k
32
(|y−y1|+|y−y2|)ηµνdxµdxν + e−
3α′k
32
(|y−y1|+|y−y2|) (dy2 + L2δijdθidθj) . (4.43)
The asymptotic string coupling behaves as follows,
gs = e
−α′k
16
(|y−y1|+|y−y2|), (4.44)
with k > 0. The only potentially worrisome issue with this background is that the string-
frame curvature becomes large near the boundaries. We can see this by examining the Ricci
scalar using the convenient expression (3.37):
R ∼ e−2Φ. (4.45)
This means higher curvature effects will become important near the boundaries, which is
perhaps not surprising.
What we would like to know immediately is whether the Planck constant obtained by
integrating over the internal four directions is finite or infinite. The asymptotic region of
the integral, which is the only place a divergence could emerge, gives a contribution:∫
dydθ1dθ2dθ3
√
g ∼
∫
dye−
3α′k
32
(|y−y1|+|y−y2|) <∞. (4.46)
Therefore the Planck constant is finite and gravity is localized in six dimensions. To un-
derstand what has happened to the internal space, let us examine a null geodesic along the
y-direction. Such a geodesic satisfies,
− eβ|y|dt2 + e−3β|y|dy2 = 0, (4.47)
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with β = α
′k
16
. Solving this equation with the initial condition y(t = 0) = 0 yields,
2β|t| = 1− e−2β|y| ⇔ |y| = − 1
2β
log (1− 2β|t|) . (4.48)
From this behavior, we see that 0 < |t| < 1
2β
, so there is a boundary at t = ± 1
2β
. The
y-direction has effectively compactified to an interval!
There are some rather interesting features of these solutions, which are of the general
form (1.5). Since the y-direction compactifies to an interval of finite proper size, we end up
with an internal space with boundaries. The space is geodesically incomplete. Boundaries
do appear in several places in string theory. At strong coupling, the E8 × E8 heterotic
string is described by heterotic M-theory, which involves the interval S1/Z2 [36]. One set
of E8 gauge bosons is supported on each boundary. Similarly type I
′, which is the T-dual
description of type I string theory on a circle, is described by an interval with O8-planes
supported at the ends of the interval. Lastly, (0, 2) chiral gauge theory in two dimensions,
which is expected to describe flux vacua of the heterotic string, involves target spaces with
boundaries [37].
The structure we see is intriguing and, we suspect, indicative of a general structure
in string theory. Here each boundary supports a string vacuum. The interpolating string
coupling has an asymptotic linear dilaton behavior in the y coordinate with the string
coupling asymptoting to zero as |y| → ∞:
Φ ∼ −α′|y|. (4.49)
This is very likely not the right coordinate to use to describe the asymptotic dilaton since
the metric is still warped in terms of y, yet the construction does suggest a holographic
description in analogy with little string theory [38,39] and AdS/CFT [40] since the distance,
measured with the Einstein frame metric (4.43), between points fixed in R5,1 diverges at
the boundaries.
4.7 Some additional comments
Aside from purely field theoretic questions about instantons on R × T 3, there are many
directions for future investigation. Some appear in section 1. We will list a few more here:
how do we define string observables in these domain wall space-times? What can be said
about holography for these Minkowski space-times? Do brane-anti-brane interactions make
these backgrounds time-dependent at higher orders in α′?
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In addition to the minimal charge instantons connecting fractional CS invariants, we
can consider higher charge instantons that differ from the minimal charge configurations
by integer jumps of the CS invariant so that∫
dy
∫
T 3
Tr (F1 ∧ F1)−
∫
dy
∫
T 3
Tr (F2 ∧ F2) = k + (8pi2NR)N, (4.50)
where |k| < 1 and N is integer. If these additional integer charge instantons can shrink
to zero size, this amounts to adding NS5-branes and anti-NS5-branes to the background.
Eventually these branes can presumably annihilate leaving the basic minimal charge domain
wall structure we have described. However, whether finite size instantons can shrink to zero
size requires a detailed study of the moduli space of instantons which connect fractional
CS invariants.
Again a primary reason the walls we have described are so nice is that they involve field
theory instantons that can connect string vacua with no need for topology change. In field
theory, topology change involves an infinite energy barrier. The same is not true in string
theory so we suspect there should exist intrinsically stringy walls that interpolate between
topologically distinct vacua. Indeed toroidal vacua with topologically distinct gauge bundles
can be related to vacua with topologically trivial gauge bundles via T-duality [8]. Can one
describe these intrinsically stringy walls?
5 Domain Walls Between AdS Vacua
We now turn to the construction of domain walls between AdS vacua. We will start by
constructing a wall that connects AdS3 vacua. One possible starting point is a system of
F1-strings and NS5-branes in E8 × E8 heterotic string theory. For that setup, we can use
the kind of triple domain walls described in section 4. However, the holographic dual for
this NS system is not as simple as in the case of D-branes. For the purpose of understanding
holography for accelerating space-times, it is simpler to consider a D1-D5 system in type
I string theory with the D5-branes wrapping T 4. In either case, we will have to study the
supergravity solution for the 1-brane/5-brane system in either heterotic or type I string
theory.
5.1 F1-NS5 system in heterotic string theory
Let us start by describing the vacua of interest to us. We can study the supergravity
solution for the vacuum configuration in either the heterotic frame or the type I frame. The
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Spin(32)/Z2 heterotic string and the type I string are S-dual, while the E8 × E8 heterotic
theory is distinct. Nevertheless, for the purpose of solving the equations of motions, the
gravity sector for each theory is identical; they only differ in their gauge-field content which
will be visible at O(α′).
The parameter map relating the ten-dimensional type I string dilaton ΦI to the heterotic
dilaton Φ, the type I string metric to the heterotic metric, and relating the heterotic NS
H-field to the type I RR F3-field appeared earlier in (3.55). For convenience, we reproduce
it here:
ΦI = −Φ, ds2I = e−Φds2het, F3 = H. (5.1)
Since we already have the equations of motion expressed in the heterotic frame (3.6)-(3.9),
let us continue our discussion in heterotic variables.
The F1-NS5 system of the heterotic string requires a mild generalization of the usual
supergravity solution describing the type II F1-NS5 system. We will not take a decoupling
limit initially. We want to solve the string equations of motion for n1 F1-branes and n5
NS5-branes. The type II solution takes a very nice form in string frame with metric (found,
for example, in [41]),
ds2II =
1
f1
(−dx20 + dx21)+ f5 (dr2 + r2dΩ23)+ ds2T 4 , (5.2)
with
f1 = 1 +
Q1
r2
, f5 = 1 +
Q5
r2
. (5.3)
The charges Q1 and Q5 are proportional to n1 and n5. The string dilaton is determined in
terms of the fi,
e2Φ = g2s
f5
f1
, (5.4)
with gs the asymptotic value of the string coupling. There is an H-flux that takes the form,
H = 4pi2Q53 +
4pi2Q1
g2s
e2Φ ∗6 3, (5.5)
where 3 is the volume form for the unit three sphere normalized so that
∫
Ω3
3 = 1, and
∗6 is the Hodge star operation for the 6 directions transverse to the T 4. Written in the
orthonormal basis of Appendix B,
H =
2Q5
r3f
3/2
5
eθ ∧ eφ ∧ eψ − 2Q1e
2Φ
g2sr
3f
3/2
5
e0 ∧ e1 ∧ er, (5.6)
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where we have used:
3 =
eθ ∧ eφ ∧ eψ
2pi2r3f
3/2
5
. (5.7)
We will be interested in taking the decoupling limit where we drop the constant in f1 and
f5,
f1 → Q1
r2
, f5 → Q5
r2
, (5.8)
and the space-time becomes AdS3.
Since the difference between heterotic and type IIB string theory involves terms of O(α′),
this structure determines the heterotic solution at leading order. Of course in the heterotic
string, there are more ways of generating n5 using fat gauge-field instantons in addition to
branes, but this solution still describes the leading order supergravity solution. For large
(n1, n5), the background has small curvatures and we can trust an α
′ expansion. At this
order, the gravity solutions corresponding to the different heterotic or type I vacua are
distinguished only by the choice of Spin(32)/Z2 or E8 ×E8 flat connection on T 4: either a
quadruple configuration or a triple configuration, both with zero field strength.
5.2 Choices in building domain walls
We want to mimic the Minkowski space construction of section 4. Before worrying about an
interpolating solution, we note that the Bianchi identity now has a non-trivial gravitational
contribution that, in principle, cannot be neglected:
dH =
α′
4
{tr (R(Ω+) ∧R(Ω+))− tr (F ∧ F )} . (5.9)
The connection, Ω+, used to evaluate the metric curvature was defined earlier in (3.2); it
is a combination of the usual spin connection Ω and H:
Ω+ = Ω +
1
2
H. (5.10)
This is an added complication in the heterotic system not present in the type II solution. A
closely related complication appears in the dilaton and Einstein equations, (3.6) and (3.7),
which now involve an |R+|2 source term that is now non-trivial because of the background
metric (5.2).
Fortunately, there is a very nice way to reduce the analysis to a situation almost as
simple as the Minkowski case we studied earlier. The ideal case would be a construction
analogous to the symmetric 5-brane solution, which makes the right hand side of (5.9) vanish
by identifying the gauge connection with the spin connection. This choice is not possible
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in a fully Lorentzian background like the case considered here. However, the situation is
actually better!
It is better in two ways. In Appendix B, we have computed the torsionful spin connec-
tion (5.10). This connection depends on the radial functions (B.13). However, it is easy
to see that the connection vanishes for large Q1 and Q5. So in a large charge limit, the
gravitational sources will be subleading when compared with the instanton sources we use
to build the domain wall, which are O(1) in the charge expansion.
Even if we choose not to take a large charge limit, we can still construct an analogue
of the heterotic standard embedding. The expression for the gravitational contribution
to (5.9) computed in Appendix B is given below:
tr (R+ ∧R+) = 16Q
2
5 sinψ (f5(sin θ sinψ − cosψ) + 3 sin θ sinψ)
r5f 45
dr ∧ dθ ∧ dφ ∧ dψ. (5.11)
This expression is completely independent of Q1. It depends only on Q5 and the (r, θ, φ, ψ)
directions. The Lorentzian features of the this background all depend on Q1 and therefore
play no role. At worst, we can choose an SO(4) connection to cancel the gravitational
contribution to (5.9). For example, we can take an SU(2) factor from each E8 of E8 ×E8,
or SO(4) directly from SO(32). In the former case, we have an unbroken E7 × E7 gauge
group while in the latter, an unbroken SO(28) gauge group.
However, this is the worst case. Since the background metric (5.2) in the (r, θ, φ, ψ)
directions is simply the conventional NS5-brane solution, with no Q1-dependence, we should
be able to construct a left-right symmetric world-sheet CFT for those directions using only
an SU(2) connection rather than SO(4). For the SO(32) string, this improvement will not
matter for our subsequent discussion because any SO(N ≥ 7) unbroken gauge group has
a unique non-trivial triple vacuum. We can therefore easily construct a quadruple vacuum
for the SO(32) string along the lines described in section 4.2.
For the case of the E8 ×E8 string, we have an unbroken gauge group which is at worse
E7×E7 and possibly as large as E7×E8. The moduli space for the group E7 on T 3 consists of
6 disconnected components labeled by a CS invariant with possible values:
(
0, 1
4
, 3
4
, 1
3
, 2
3
, 1
2
)
.
Once again, we simply embed equal and opposite CS invariants in each group factor to
form a string vacuum on T 3; we can also repeat the construction described in section 4.2
to construct quadruples, and even quintuples if desired.
The upshot of using this partial analogue of the standard embedding is that we can
simply forget about the gravitational contribution to (5.9) and the gravitational source
|R+|2, as long as we use the residual unbroken gauge group to build vacua and interpolating
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instantons. This puts us in a situation essentially as good as the Minkowski case. To
proceed, we need to choose a direction, whose coordinate we called y in our prior discussion,
along which to build the interpolating instanton. Unlike the Minkowski case, there are
several choices in this case:
• We can replace T 4 with coordinates (θ1, θ2, θ3, θ4) by T 3×R with coordinates denoted
(θ1, θ2, θ3, x4). We are then free to interpolate along the x4 direction. Clearly, we can
only interpolate between triple vacua so this choice requires the E8 × E8 heterotic
theory. This choice preserves the Spin(1, 1) Lorentz symmetry acting in the (x0, x1)
directions, along with the Spin(4)R symmetry acting in the (r, θ, φ, ψ) directions.
• We can interpolate along x1. This is the closest analogue to our Minkowski domain
wall discussion, and the easiest case to interpret holographically. This choice breaks
the Spin(1, 1) Lorentz symmetry, but preserves the Spin(4)R symmetry.
• We can interpolate along the r-direction. This choice preserves both the Spin(1, 1)
Lorentz and Spin(4)R symmetries.
• We can choose a spatial direction transverse to the brane system. This choice breaks
Spin(4)R to Spin(3)R, but preserves the Spin(1, 1) Lorentz symmetry.
• We can interpolate along x0. This choice again breaks the Spin(1, 1) Lorentz sym-
metry, but preserves the Spin(4)R symmetry. It is a domain wall in real time rather
than a spatial direction.
If we choose to preserve the Spin(4)R rotational symmetry that acts in the directions
transverse to the NS5-branes, we could also consider a linear combination of the r and x1
directions, but it is simpler to first consider these two choices separately. The last case of
interpolating in time is an option we could have also studied in the Minkowski case. The
physical nature of the setup is quite different from a conventional domain wall since the
gauge field configuration is Lorentzian rather than Euclidean; we will not examine that
possibility further here.
5.3 Interpolating along x4
This turns out to be the easiest case to analyze because we can use a great deal of our prior
analysis in the Minkowski case. The torus metric appearing in (5.2) has no knowledge of
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the branes. Let us replace T 4 by T 3 × R with coordinates (θ1, θ2, θ3, x4). We will take a
nice simple form for this metric,
ds2T 3×R = ds
2
T 3 + dx
2
4. (5.12)
We must have collection of potentials, Aθi(x4, θ
i) which interpolate from one vacuum config-
uration at x4 = −∞ to another vacuum at x4 = +∞. We are identifying the y-direction of
our prior discussion with the x4 direction. For this interpolation choice, we can simply use
the instanton/anti-instanton configurations we described in the Minkowski case to solve the
gauge field equation of motion. This is a very nice simplification. It means we can basically
add the domain wall solution described in section 4.6 to the supergravity solution for Q1
fundamental strings smeared along the x4 and torus directions, and Q5 NS5-branes wrap-
ping these directions. The result is a remarkably simple and straightforward combination
of the Minkowski domain wall, and the standard F1-NS5 solution.
Let us denote the fields associated with the F1-NS5 solution with the superscript “NS”;
similarly, “DW” will denote Minkowski domain wall fields. The combined solution is just
the sum of these components:
F = FNS + FDW, H = HNS +HDW, Φ = ΦNS + ΦDW, (5.13)
with metric
ds2 =
1
f1
(−dx20 + dx21)+ f5 (dr2 + r2dΩ23)+ e2ΦDW (ds2T 3 + dx24) . (5.14)
To show that this is a solution, we note that HNS and FNS are supported only in directions
transverse to their DW counterparts, and the two contributions to Φ have dependence on
non-overlapping sets of coordinates. Start with the B-field equation of motion:
d
(
e−2Φ ∗H) = e2ΦDWd(e−2ΦNS ∗NS HNS)+ e−2ΦNS f 25
f1
d
(
e−2Φ
DW ∗DW HDW
)
,
= 0. (5.15)
We use ∗DW/NS to refer to the Hodge star operation on the purely Minkowski domain wall
metric and the standard F1-NS5 metric without a domain wall solution, respectively. This
equation of motion is satisfied using the respective equations of motion for the NS and DW
B-fields. For this factorization to be true, it is crucial that:
dΦDW ∧ ∗HNS = 0, (5.16)
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with a similar relation where DW and NS are reversed. For similar reasons, the gauge
equation of motion splits as follows:
e4Φ
DW (
FNS E.O.M.
)
+
f 25
f1
(
FDW E.O.M.
)
= 0. (5.17)
Furthermore,
|H|2 = |HNS|2 + |HDW|2, tr |F |2 = tr |FNS|2 + tr |FDW|2,
R = RNS +RDW,
so the dilaton and Einstein equations are also satisfied if the NS and DW equations are
separately satisfied.
Note that the harmonic function f1 appearing in (5.14) should be the one appropriate
for the actual volume of T 3×R, taking into account the domain wall back reaction. When
the domain wall leads to a finite volume space, along the lines discussed in section 4.6, then
the harmonic function for a finite volume T 4 should be used. This is interesting and a little
surprising. Suppose we had imagined building this background sequentially. Start first
with the F1-NS5-brane solution compactified on a T 3 × R transverse to the fundamental
strings but parallel to the NS5-branes. The metric takes the form,
ds2 =
1
f˜1
(−dx20 + dx21) + f5(dr2 + r2dΩ23) + dx24 + ds2T 3 , (5.18)
where
f˜1 = 1 +
Q1
(r2 + x24)
3/2
(5.19)
is harmonic in the 5 non-compact directions transverse to the fundamental strings. This
would not give AdS3 in the near horizon limit. Next insert the instanton/anti-instanton
configuration along T 3 × R. This procedure must reproduce the metric found in (5.14),
changing f˜1 to f1. Interestingly, this is an O(1) response to the gauge-field configuration,
whose effects are naively O(α′). The reason this is happening is that the domain wall
is basically a collection of particles in one dimension. The gravitational back reaction
produced by those particles is large, regardless of any α′ suppression. It is sufficiently large
that it renders the volume of the line finite as we saw in section 4.6.
5.4 The gauge field equation of motion
Interpolating along any other direction already introduces new issues with solving the
gauge-field equation of motion, which are quite fascinating. Here we will describe the
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new questions that arise. We again assume a nice simple form for the T 4 metric appearing
in (5.2),
ds2T 4 = ds
2
T 3 + (dθ
4)2. (5.20)
Following the discussion in section 4.5, the field strength for the gauge-fields has no support
in the θ4 direction. As in section 4.4.1, we will expand all fields, like the dilaton, in a
perturbative expansion in α′:
Φ = Φ(0) + α′Φ(1) + . . . .
Since the background fields Φ(0) and H(0) are now non-trivial, we need to take a step
back and reconsider the interpolating gauge-field configuration that forms the basis for our
domain wall backgrounds. The heterotic gauge field equation of motion (3.9) is now a fully
10-dimensional equation, which requires a connection that solves
D
(
e−2Φ
(0) ∗ F
)
+ e−2Φ
(0)
F ∧ ∗H(0)Q1 = 0, (5.21)
with the full 10-dimensional Hodge star. The F ∧ ∗H(0) final term of (3.9) is only non-
vanishing for the electric term in H(0), proportional to Q1, which we have denoted H
(0)
Q1
.
We stress that the terms in H and Φ of O(1) in the α′ expansion were not present in the
Minkowski case.
Let us write out equation (5.21) explicitly using the conventions of Appendix B. Nothing
depends on (θ, φ, ψ, θ4) so we will drop the volume form in those directions,
D
{
(r3f5f1)Fx1θidrdx0(
1
2
ijkdθ
jdθk) + (r3f5)Fθjθkdrdx0dx1(
1
2
ijkdθ
i)
+(r3)Frθidx0dx1(
1
2
ijkdθ
jdθk)− (r3f1)Frx1dx0dθ1dθ2dθ3 − (r3f1)Frx0dx1dθ1dθ2dθ3
−(r3f 21 f5)Fx0x1drdθ1dθ2dθ3 + (r3f5f1)Fx0θidrdx1(
1
2
ijkdθ
jdθk)
}
+ {Frx1drdx1 + Frx0drdx0 + Fx0x1dx0dx1} (2Q1dθ1dθ2dθ3) = 0. (5.22)
The covariant derivative D only acts in the (r, x0, x1, θ
1, θ2, θ3) directions. This is a quite
complicated looking collection of PDEs, which we will attempt to unentangle.
5.4.1 Interpolating along x1
If we choose to interpolate along the x1 direction then the field strength has support in
the (x1, θ
1, θ2, θ3) directions, where (θ1, θ2, θ3) are coordinates for T 3. However, this is not
sufficient to construct a solution. The metric for the x1 direction depends on r so a purely
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4-dimensional gauge field configuration will not suffice to solve (5.22), as we will see below.
The asymmetric warping between the T 3 and the x1 direction in the metric (5.2) is the
basic source of all the new issues.
At least initially, we might have expected a 5-dimensional holographic extension in
the (r, x1, θ
1, θ2, θ3) directions of our 4-dimensional instanton/anti-instanton configuration
living in the (x1, θ
1, θ2, θ3) directions. However, the electric H
(0)
Q1
term mixes the time
direction into the equations. So initially, we must retain the possibility of a 6-dimensional
gauge-field configuration in the (r, x0, x1, θ
1, θ2, θ3) directions.
What we must have is a collection of potentials Aθi(r, x1, θ) which interpolate, at least
at the boundary located at radial infinity, from one vacuum configuration at x1 = −∞ to
another vacuum at x1 = +∞. The complication that we face in solving (5.22) is that the
metric is warped in the x1 direction, but not the θ
i directions. This is what forces us to have
radial dependence. At a minimum, we have non-vanishing field strengths (Fθiθj , Frθi , Fx1θi).
In general, there is no reason to expect a particularly simple solution to (5.22). For
example, if we need to turn on an Ax1 potential, which leads to an Frx1 field strength, it
looks likely that we will also need an Ax0 potential, and most terms in (5.22) will contribute.
The problem becomes Lorentzian rather than being purely Euclidean because of the Q1
charge. A similar comment applies if turn on an Ar potential. We can choose the gauge,
Ax1 = 0, (5.23)
or Ar = 0 to kill one of these two possibilities, but not both together. At the boundary
r =∞, we do expect to be able to impose both conditions: Ax1 = Ar = 0.
However, it is worth at least exploring the possibility of a simple solution. In addition to
the gauge choice (5.23), if we can also maintain Ar = 0 so no Frx1 field strength is produced
then the first 3 terms of (5.22) form the following closed system of equations:
DθiFx1θi = DθiFrθi = 0, (5.24)
(r3f5f1)∂x1Fx1θi + ∂r (r
3Frθi) + (r
3f5)DθjFθjθi = 0. (5.25)
It is probably asking too much to be able to find solutions with both Ax1 = 0 and Ar = 0,
but we will see that any Ar needed for an exact solution is subleading in a formal large
Q1, Q5 expansion.
We will be interested in solutions that survive the decoupling limit (5.8), where we drop
the constant in f1 and f5. In this limit, equation (5.25) becomes:
∂x1Fx1θi +
r2
Q1
DθjFθjθi +
r
Q1Q5
∂r
(
r3Frθi
)
= 0. (5.26)
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We (Q1, Q5) both large while
Q5
Q1
remains small so that gs, given in (5.4), is small. In this
large charge limit for which an α′ expansion makes sense, we can try balancing the first two
terms of (5.26). In this approach, we view the last term as formally smaller because of its
additional Q5 suppression.
It is useful to recall how the usual instanton solution solves the equations of motion. A
solution to the self-duality equations with respect to the unwarped metric,
ds2 = dy2 + (dθ1)2 + (dθ2)2 + (dθ3)2, (5.27)
in the gauge gauge Ay = 0 requires a collection of potentials, Aθi , with field strengths
satisfying:
Fyθi =
1
2
ijkFθjθk . (5.28)
The dθ1dθ2dθ3 term of the Bianchi identity DF = 0 then implies that DθiFyθi = 0. Sim-
ilarly, the dydθidθj terms of Bianchi are equivalent to the remaining equations of motion.
The integral
∫
F ∧ F captures the topology of the gauge-field configuration. Using this
solution, we can solve (5.26) to leading order in a large charge expansion. Let us view
y = y(x1, r) so that
Fx1θi =
∂y
∂x1
Fyθi(y, θ) =
∂y
∂x1
1
2
ijkFθjθk . (5.29)
The first equation of (5.24) is then automatically satisfied. Writing out (5.26) gives,[
∂2y
∂x21
+
(
∂y
∂x1
)2
∂y
]
Fyθi − r
2
Q1
ijkDθjFyθk +
r
Q1Q5
∂r
(
r3Frθi
)
= 0. (5.30)
At leading order in the large charge expansion, we choose
y =
r√
Q1
x1, (5.31)
so that the first two terms of (5.30) cancel because of the Bianchi identity. The price we
pay for the choice (5.31) is the generation of a field strength in the r direction,
Frθi =
∂y
∂r
Fyθi(y, θ) =
x1√
Q1
Fyθi(y, θ). (5.32)
This field strength solves the second equation of (5.24). In this attempt at finding a simple
leading order solution, the way y depends on (r, x1) in (5.31) looks potentially problematic at
r = 0. This problem might be resolved at higher orders in the large charge expansion or by a
different ansatz for the form of the solution, but really a more powerful approach is needed
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for establishing the existence of interpolating solutions for (5.22) beyond a perturbative
analysis.7
5.4.2 Interpolating along r
Let us briefly consider the third choice where we interpolate along r. At leading order,
we will assume the gauge potentials are time-independent. Therefore, the field strength
for the instanton/anti-instanton configuration is supported in the (r, θ1, θ2, θ3) directions,
where (θ1, θ2, θ3) are again coordinates for T 3. The first terms in the gauge field equation
of motion (3.9) now requires a connection that solves,
D
(
e−2Φ
(0) ∗ F
)
= 0, (5.33)
with the full 10-dimensional Hodge star. The F ∧∗H(0) final term of (3.9) vanishes because
∗H(0) always involves the volume form of T 4.
The equation (5.33) does not reduce to any simple covariant 4-dimensional problem.
We can reduce the equation to a non-covariant 4-dimensional system as follows: choose a
new coordinate, y, so that the radial metric is canonical:
dy2 = f5dr
2. (5.34)
Explicitly,
y(r) =
√
Q5 + r2 +
√
Q5 log(
r
Q5
)−
√
Q5 log
(
1 +
√
1 +
r2
Q5
)
. (5.35)
More useful are the two limiting behaviors,
r → 0, y ∼
√
Q5
(
1 + log(
r
2Q5
)
)
, r →∞, y ∼ r −
√
Q5
2
log(Q5). (5.36)
The coordinate y ranges from (−∞,∞), which corresponds to r ranging from (0,∞). Let
∗ˆ denote a 4-dimensional Hodge star with respect to the metric,
d̂s
2
= dy2 + (dθ1)2 + (dθ2)2 + (dθ3)2. (5.37)
We can rewrite (5.33) as a 4-dimensional problem,
D ∗ˆ (r3
√
f5F ) = 0. (5.38)
7Minimizing an appropriate energy functional with critical points solving (5.22) would be a natural way
to proceed. This is a subtle question because of the potentially Lorentzian nature of the equation!
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This equation does not correspond to a Yang-Mills field coupled to a background metric.
For large and small r, we note that
r →∞, r3
√
f5 ∼ r3 ∼ y3, r → 0, r3
√
f5 ∼ r2 ∼ e
2y√
Q5 . (5.39)
The extra radial factor in (5.38) does not require the field strength to decay more rapidly
than the exponential decay we might have expected at large |y|; in fact, the opposite is
true. Finite energy now requires, ∫
dr(r3f5)|F |2 <∞, (5.40)
which again looks like a reasonable requirement. Actually in this case, it is not completely
clear we need to insist on finite energy as long as the field strength is not too badly behaved
as r → 0. If one is willing to give up the Bianchi identity, it is actually not hard to relate
solutions of (5.38) to rescaled conventional instanton and anti-instanton field strengths. The
price one pays for relaxing the Bianchi identity is the introduction of a magnetic source. If
we insist on satisfying the Bianchi identity then the existence question is quite fascinating
but beyond the scope of this work.
5.5 Comments on holography
One of our main goals in this work was to identify a string framework which might provide
a definition of quantum gravity in accelerating space-times, or at least in new space-times
beyond the handful of examples for which holography is presently understood. While there
are many existence questions yet to be addressed, the framework we have described does
suggest the general form of a holographic dual description.
Let us start by discussing the type I and heterotic vacuum configurations described in
section 5.1. Decoupling limits in type I and heterotic string theory are more subtle than
their type II counterparts; they have been explored recently in [42]. For example, the theory
of type I D1-strings in a decoupling limit that keeps the Yang-Mills coupling on the branes
finite while gs → 0, α′ → 0 is expected to give a compactified 2 + 1-dimensional theory
rather than the 1 + 1-dimensional gauge theory we might have expected based on type II
intuition.
For the type I D1-D5 system, we want to take the decoupling limit that results in
AdS3 [40]. It is difficult to find a linear theory governing the dynamics of the D1-D5 system
because the D5-branes are wrapped on a compact T 4. This is already true for the type IIB
theory, without any of the additional issues that type I brings. Had the D5-branes been
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wrapped on R3 × S1 or R2 × T 2 then we could have provided a linear description in terms
of an impurity or defect gauge theory; the bulk theory would be 2 + 1 or 3 + 1-dimensional,
respectively, with 1 + 1-dimensional defects [30,31].
Instead, we will follow the conventional practice of discussing the non-linear theory. For
the type II D1-D5 system, it is a (4, 4) sigma model with a target space that is a deformation
of the orbifold
(T 4)n1n5/Sn1n5 , (5.41)
where Sn1n5 denotes the permutation group.
For the type I theory, we expect a similar picture in which the non-linear theory describes
the dynamics of n1 instantons of Sp(n5) gauge theory
8. We note that the dimension of the
moduli space, Mn1(G), of n1 instantons of a group G on R4 is
dimMn1(G) = 4n1h(G), (5.42)
where h(G) is the dual Coxeter number of G. For G = Sp(n5), h(G) = n5 + 1.
The 1 − 1 strings give an O(n1) vector multiplet and 8 real scalars transforming in
the symmetric representation of O(n1), together with the right-moving fermions required
by supersymmetry. The theory on the D1-strings is an O(n1) gauge theory with (0, 4)
supersymmetry. The 1− 9 strings give left-moving chiral fermions, γ, transforming in the
(n1, 1, 32) of O(n1) × Sp(n5) × SO(32). These are the only fields that detect the SO(32)
global symmetry, and therefore the only fields sensitive to a background type I SO(32)
connection.
So far, we have described the field content of the (0, 8) theory supported on type I
D1-strings. In addition, we have a hypermultiplet from the 1 − 5 strings transforming in
the (n1, 2n5, 1). The expectation values for this field form the Higgs branch describing
the phase where the D1-strings dissolve in the D5-branes. Extending this picture to the
compact case, we expect the Higgs branch metric, M, to be a deformation of
(T 4)n1(n5+1)/Sn1(n5+1). (5.43)
The full orbifold group for the theory also includes an action on the γ fermions. See [43–46]
for a discussion in the case of just D1-strings. It is now very reasonable that the non-trivial
vacuum involving the SO(32) quadruple on T 4 is realized by a non-linear sigma model on
M with left-moving fermions coupled to the non-trivial SO(32) gauge connection for the
quadruple.
8We are following the convention where Sp(n) refers to the group of rank n.
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Finally, we can describe the holographic dual for the interpolating domain wall config-
urations.
• Consider the case where we replace T 4 by T 3×R with coordinates (θ1, θ2, θ3, x4), and
interpolate along the x4 direction. The Spin(1, 1) Lorentz symmetry is preserved so
we expect a 1+1-dimensional sigma model with a target space that reflects the closed
string physics we described in section 4. For example, the R direction can compactify
to an interval as discussed in section 4.6. For backgrounds where the R direction does
not compactify, we do not expect the space-time solution to asymptote to AdS with
a CFT holographic description.
• We can interpolate along x1. In this case, we are allowing the parameters of the
SO(32) gauge bundle, described by the couplings of the left-moving fermions γ, to vary
with the spatial x1 coordinate. This choice breaks the Spin(1, 1) Lorentz symmetry.
The bubble of 1 + 1-dimensional domain wall space-time sitting inside AdS3 should
be described by this non-Lorentz invariant field theory. In general, the domain wall
configuration is also time-dependent. The holographic dual is then a sigma model
with parameters that vary with (x0, x1).
This kind of structure has appeared in past holographic descriptions of cosmological
space-times; usually in cases where the cosmology involves a dependence on null-time.
The first example of this sort was of AdS/CFT type where both the boundary theory,
which involved space-time non-commutativity, and the gravity dual had dependence
on null time [47, 48]. Later examples are of the matrix big bang flavor [49–54] for
which the space-time cosmology involves null-time-dependence, but the matrix model
involves a field theory with time-dependent parameters. Field theories with space-
time-dependent parameters exhibit interesting phenomena not seen in their Lorentz
invariant counterparts; see, for example [55–58].
• The last case we will discuss is interpolation along the r-direction. This choice pre-
serves the Spin(1, 1) Lorentz symmetry. Usually, we expect motion in the r direction
to correspond to an RG flow of some sort. We do not know if static interpolating
Yang-Mills configurations exist in this case; if they do and the full gravity solution
is static, the holographic interpretation looks quite mysterious. If time-dependent
solutions exist, on the other hand, one could imagine perturbing the UV (large r)
1 + 1-dimensional theory with a time-dependent operator to generate a flow between
distinct Yang-Mills vacua on T 4.
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A Some Useful Relations
A.1 Conformal transformations
For a D-dimensional metric of the form,
gMN = e
2ωgˆMN , (A.1)
the curvatures can expressed in terms of curvatures of gˆ along with derivatives of the
conformal factor:
RMNP
Q = RˆMNP
Q − 2∇ˆ[MCQN ]P + 2CRP [MCQN ]R, (A.2)
= RˆMNP
Q + 2δQ[M∇ˆN ]∇ˆPω − 2gˆP [M∇ˆN ]∇ˆQω
+2∇ˆ[MωδQN ]∇ˆPω − 2∇ˆ[MωgˆN ]P ∇ˆQω + 2δQ[M gˆN ]P
∣∣∣∇ˆRω∣∣∣2 .
The hatted quantities on the right hand side are constructed using the metric gˆ, which is
also used to raise and lower indices. Contracting gives the Ricci tensor and scalar:
RMN = RˆMN − gˆMN∇ˆ2ω + (D − 2)
(
∇ˆMω∇ˆNω − ∇ˆM∇ˆNω − gˆMN
∣∣∣∇ˆPω∣∣∣2), (A.3)
R = e−2ω
(
Rˆ− 2(D − 1)∇ˆ2ω − (D − 2)(D − 1)
∣∣∣∇ˆMω∣∣∣2) . (A.4)
We will also extensively use the Laplacian expressed in terms of hatted variables for the
metric (A.1):
∇2 = e−2ω
(
∇ˆ2 + (D − 2)∇ˆMω∇ˆM
)
. (A.5)
This is a special case of the formula
∇M∇NΦ = ∇ˆM∇ˆNΦ− 2δP(M∇ˆN)ω∇ˆPΦ + gˆMN∇ˆPω∇ˆPΦ, (A.6)
for a scalar field Φ. For completeness, recall that the covariant derivative on a covariant
vector field AM is written in terms of the Christoffel symbols as follows:
∇MAN = ∂MAN − ΓPMNAP . (A.7)
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Also useful is the formula:
e2ωtr |R|2MN = tr |Rˆ|2MN + 4RˆMPNQ
(
∇ˆPω∇ˆQω − ∇ˆP ∇ˆQω
)
(A.8)
+4Rˆ
P
(M ∇ˆN)ω∇ˆPω − 4Rˆ P(M ∇ˆN)∇ˆPω
−4RˆMN
∣∣∣∇ˆω∣∣∣2 + (4− 2D) ∣∣∣∇ˆω∣∣∣2 (∇ˆMω∇ˆNω − ∇ˆM∇ˆNω)
−4
∣∣∣∇ˆω∣∣∣2 ∇ˆM∇ˆNω
+2 (8− 2D)
(
∇ˆPω∇ˆ(Mω∇ˆN)∇ˆPω − ∇ˆP ∇ˆ(Mω∇ˆN)∇ˆPω
)
−4∇ˆ2ω
(
∇ˆMω∇ˆNω − ∇ˆM∇ˆNω
)
−2gˆMN
(
(2−D)
∣∣∣∇ˆω∣∣∣4 + 2∇ˆPω∇ˆQω∇ˆP ∇ˆQω − ∇ˆP ∇ˆQω∇ˆP ∇ˆQω − 2∇ˆ2ω ∣∣∣∇ˆω∣∣∣2) .
A.2 Self-duality of torsionful curvatures
For a constant spinor, the supersymmetry variation of the gravitino implies that Ω− is
(anti-)self-dual in its tangent space indices:
Ωab− =
η6
2
abcdΩcd− . (A.9)
This implies the same property for R−,
Rab− =
η6
2
abcdRcd− . (A.10)
From the definition of the torsionful connection, we note that the two torsionful curvatures
are related under exchange of indices:
R−mnpq = R+pqmn − 2∂[pHqmn]. (A.11)
The self-duality of R− in its first two indices can then be expressed as the self-duality of a
two-form constructed from R+ and dH. Defining
R+mn =
1
2
R+mnpqdy
p ∧ dyq, dHmn = ιnιmdH = 2∂[mHnpq]dyp ∧ dyq, (A.12)
we see that
∗
(
R+mn − 1
2
dHmn
)
= η6
(
R+mn − 1
2
dHmn
)
. (A.13)
Or stated another way,
∗R+mn = η6R+mn − 1
2
η6dHmn +
1
2
∗ dHmn. (A.14)
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From this relation, we see that R+ is not self-dual as a two-form unless dHmn = 0. One
implication is that tr |R+|2 and trR+ ∧R+ differ by terms proportional to dH.
Explicitly,
trR+ ∧ ∗R+ ≡ R+mn ∧ ∗Rmn+
= η6R+mn ∧Rmn+ −
1
2
η6R+mn ∧ dHmn + 1
2
R+mn ∧ ∗dHmn. (A.15)
We can simplify this further by noting that the first term in the last line is η6trR+ ∧ R+.
Furthermore, in the last term, we use the property that for forms of the same degree
ω ∧ ∗η = η ∧ ∗ω:
trR+ ∧ ∗R+ = η6trR+ ∧R+ − 1
2
η6R+mn ∧ dHmn + 1
2
dHmn ∧ ∗R+mn
= η6trR+ ∧R+ − 1
4
η6dHmn ∧ dHmn + 1
4
dHmn ∧ ∗dHmn (A.16)
In the supersymmetric case,
dH =
1
3!
∂[mHnpq]dy
mdyndypdyq = 2 ∗ ∇2Φ = 2∇
2Φ
4!
mnpqdy
mdyndypdyq. (A.17)
Therefore, the two-form dHmn is
dHmn = ∇2Φmnpqdypdyq, (A.18)
with Hodge dual:
∗ dHmn = 2∇2Φgmpgnqdypdyq. (A.19)
This leads to the relations,
dHmn ∧ dHmn = 0,
dHmn ∧ ∗dHmn = 48 ∗
(∇2Φ)2 . (A.20)
Putting these calculations together gives,
trR+ ∧ ∗R+ = η6trR+ ∧R+ + 12 ∗
(∇2Φ)2 . (A.21)
B Connections and Curvatures
In this appendix, we will summarize some formulae for connections and curvatures for the
metric (5.2), excluding the T 4 factor. Define an orthonormal frame via,
ds2 = −(e0)2 + (e1)2 + (er)2 + (eθ)2 + (eφ)2 + (eψ)2, (B.1)
55
with
e0 = 1√
f1
dx0, e
1 = 1√
f1
dx1, e
r =
√
f5dr, (B.2)
eθ = r
√
f5 sinψdθ, e
φ = r
√
f5 sinψ sin θdφ, e
ψ = r
√
f5dψ. (B.3)
For this parametrization of S3, both θ and ψ run from 0 to pi, while φ runs from 0 to 2pi.
We define the Hodge star acting on an orthonormal basis via,
∗ (ea1 ∧ . . . ∧ ear) = 1
(d− r)!
a1...ar
ar+1...ad
ear+1 ∧ . . . ∧ ead , (B.4)
where we take the convention that 01...d−1 = 1.
Using this frame, we can compute the spin connection with components:
ωab = −ωba (B.5)
ω0r =
Q1
r3f1
√
f5
e0, ω1r =
Q1
r3f1
√
f5
e1, (B.6)
ωθr =
[
1
r
√
f5
− Q5
r3(f5)3/2
]
eθ, ωθψ =
1
r
√
f5
cotψ eθ, ωφr =
[
1
r
√
f5
− Q5
r3(f5)3/2
]
eφ, (B.7)
ωφψ =
1
r
√
f5
cotψ eφ, ωφθ =
1
r
√
f5
cot θ
sinψ
eφ, ωψr =
[
1
r
√
f5
− Q5
r3(f5)3/2
]
eψ. (B.8)
Note that all components of the spin connection vanish in the large Q1, Q5 limit. Combining
the spin connection with H gives ω+ which has components:
(ω+)
0
r =
Q1
r3f1
√
f5
e0, (ω+)
1
r =
Q1
r3f1
√
f5
e1, (B.9)
ωθr =
[
1
r
√
f5
− Q5
r3(f5)3/2
]
eθ, ωθψ =
1
r
√
f5
cotψ eθ, ωφr =
[
1
r
√
f5
− Q5
r3(f5)3/2
]
eφ, (B.10)
ωφψ =
1
r
√
f5
cosψ eφ, ωφθ =
1
r
√
f5
cot θ
sinψ
eφ, ωψr =
[
1
r
√
f5
− Q5
r3(f5)3/2
]
eψ. (B.11)
The connection ωab can conveniently be written as a 6×6 matrix of 1-forms using the index
ordering (x0, x1, r, θ, φ, ψ):
ωab =

0 0 h1e
0 0 0 0
0 0 h1e
1 0 0 0
−h1e0 −h1e1 0 −h2h3eθ −h2h3eφ −h2h3eψ
0 0 h2h3e
θ 0 −h2 cot θ
sinψ
eφ h2 cotψe
θ
0 0 h2h3e
φ h2 cot θ
sinψ
eφ 0 h2 cotψe
φ
0 0 h2h3e
ψ −h2 cotψeθ −h2 cotψeφ 0

. (B.12)
Here we have defined radial functions,
h1(r) =
Q1
r3f1
√
f5
, h2(r) =
1
r
√
f5
, h3(r) = 1− Q5
r2f5
. (B.13)
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We can express H in terms of these functions,
1
2
H = h2(1− h3)eθ ∧ eφ ∧ eψ − h1e0 ∧ e1 ∧ er, (B.14)
with the components of H determined using:
H =
1
3!
Habce
aebec. (B.15)
To compute the torsional connection (5.10), we need a connection constructed from the
components of H. This connection can also be conveniently expressed in matrix form:
1
2
Hab =

0 h1e
r −h1e1 0 0 0
−h1er 0 −h1e0 0 0 0
h1e
1 h1e
0 0 0 0 0
0 0 0 0 h2(1− h3)eψ −h2(1− h3)eφ
0 0 0 −h2(1− h3)eψ 0 h2(1− h3)eθ
0 0 0 h2(1− h3)eφ −h2(1− h3)eθ 0

.
The torsionful connection is given by the combination,
(ω+)
ab =

0 h1e
r h1(e
0 − e1) 0 0 0
−h1er 0 −h1(e0 − e1) 0 0 0
−h1(e0 − e1) h1(e0 − e1) 0 −h2h3eθ −h2h3eφ −h2h3eψ
0 0 h2h3e
θ 0 −h2 cot θ
sinψ
eφ + h2(1− h3)eψ h2 cotψeθ − h2(1− h3)eφ
0 0 h2h3e
φ h2 cot θ
sinψ
eφ − h2(1− h3)eψ 0 h2 cotψeφ + h2(1− h3)eθ
0 0 h2h3e
ψ −h2 cotψeθ + h2(1− h3)eφ −h2 cotψeφ − h2(1− h3)eθ 0

.
Using a symbolic logic package, we find that the Pontryagin class associated to this tor-
sionful connection is remarkably simple:
tr (R+ ∧R+) = 16Q
2
5 sinψ (f5(sin θ sinψ − cosψ) + 3 sin θ sinψ)
r5f 45
dr∧ dθ∧ dφ∧ dψ. (B.16)
Note there is only support along the R4 transverse to the NS5-branes, and no dependence
on the number of F1 strings, Q1. Perhaps more surprisingly, the square of the Riemann
tensor, |R+|2, also does not depend on Q1. This is a beautiful simplification that we will
use in the main text.
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