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Decoherence in the classical limit of histories of a particle coupled to a von Neumann
apparatus
Francesc S. Roig∗
Physics Department University of California Santa Barbara, CA 93106, USA
(Dated: August 14, 2018)
Using the Gell-Mann and Hartle formalism of generalized quantum mechanics of closed systems,
we study the classical limit of coarse-grained spacetime histories and their decoherence. The system
under consideration is one-dimensional and consists of a particle coupled to a von Neumann ap-
paratus that performs a measurement of the position of the particle during the finite time interval
during which the histories of this system take place. We consider two cases: a free particle and a
harmonic oscillator. The real line is divided into intervals of the same length, and coarse-grained
histories are defined by the time average of the position of the particle on a given Feynman path to
be within one of these intervals. The position of the pointer in each Feynman path correlates with
this time average. The class operators for this system have been evaluated, and the decoherence
functional shows that these coarse-grained histories do not decohere, not even when initially either
the particle or the pointer is in an eigenstate of position. Decoherence is obtained only when the
classical limit is taken. Qualitative arguments for decoherence in the classical limit are presented
for the case of a general particle potential.
PACS numbers: 03.65.Ta
I. INTRODUCTION
In the current work we set out to investigate decoher-
ence in the sense of Refs. [1, 2], when applied to a system
consisting of a particle whose position is measured by
a von Neumann apparatus during a finite time interval.
For each Feynman path, the indication of the appara-
tus will correlate with the weighted time average of the
position of the particle. That is
x¯[x(t), T ] =
1
T
∫ T
0
f(t)x(t)dt, (1.1)
as shown in Ref. [3]. The weight function f(t) is a dimen-
sionless coupling function of time between the particle
and the apparatus with compact support [0, T ].
We reproduce the steps from Ref. [3] where the Hamil-
tonian for this system is
Hˆ =
pˆ2
2m
+ V (x, t) +
Pˆ 2
2M
+ Hˆi. (1.2)
The mass of the particle is m and the mass of the appa-
ratus or pointer is M . The total potential acting on the
particle is V (x, t).
The interaction between the particle and the appara-
tus is described by the von Neumann Hamiltonian intro-
duced in Ref. [4],
Hˆi =
1
T
f(t)xPˆ , (1.3)
where
Pˆ = −i~ ∂
∂X
(1.4)
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is the momentum of the pointer,with X the pointer po-
sition, or indicator variable. The duration of this inter-
action is T . Just before the measurement, the system
is described by the pure state ψ0(x,X) = ϕ0(x)Φ0(X),
where ϕ0(x) is the wavefunction for the state of the par-
ticle and Φ0(X) can be a narrow wavepacket describing
the apparatus.
The criterion for coarse-grained histories will be estab-
lished as follows: The real line will be divided up into con-
tiguous intervals of the same length, and a coarse-grained
history will consist of the set of all Feynman histories in
the time interval [0, T ] whose weighted time average as
defined by Eq. (1.1) lies in one of those intervals. Unlike
Ref. [3], we will find that there is no decoherence even in
the cases of either sharp initial states of position for the
particle or for the pointer. Decoherence will be obtained
only in the classical limit. Finally, for review works on
decoherence in quantum mechanics see references [6–9].
In Ref. [10] it was shown that the propagator for
a particle-pointer system is written as a sum over all
pointer and particle paths between 0 and T as
〈x,X | e− i~ HˆT |x′, X ′〉 =
∫
U
δX(t)
∫
u
δx(t)e
i
~
S[x(t),X(t)],
(1.5)
with
U =
{
X(t)
∣∣X(0) = X ′, X(T ) = X }
u =
{
x(t)
∣∣x(0) = x′, x(T ) = x } (1.6)
and where S is the action
S [x(t), X(t)] =
∫ T
0
[
m
2
x˙2 − V (x, t)
+
M
2
(
X˙ − f(t)
T
x
)2 ]
dt. (1.7)
2The path integral over all pointer paths X(t) in
Eq. (1.5) can be readily evaluated. To that end we change
the pointer variable according to
Y = X − 1
T
∫ t
0
f(t′)x(t′)dt′. (1.8)
With this change the double path integral in (1.5) can be
rewritten∫∫
δx(t)δX(t)e
i
~
S[x(t),X(t)] =∫
δx(t) exp
{
i
~
∫ T
0
dt
[m
2
x˙2 − V (x, t)
]}
×
∫
δY (t) exp
(
i
~
∫ T
0
dt
M
2
Y˙ 2
)
. (1.9)
The path integration over Y (t) yields the result for a free
particle of mass M∫
δY (t) exp
(
i
~
∫ T
0
dt
M
2
Y˙ 2
)
=√
M
2πi~T
exp
[
i
~
M
2T
(Y ′ − Y )2
]
. (1.10)
That is, the propagator (1.5) can be expressed in terms
of a single path integral over all particle paths〈
x,X
∣∣∣ e− i~HT ∣∣∣ x′, X ′〉 =∫
δx(t) exp
[
i
~
∫ T
0
dt
(m
2
x˙2 − V (x, t)
)]
×
√
M
2πi~T
exp
{
i
~
M
2T
[
X −X ′ − x¯[x(t), T ]
]}
, (1.11)
where x¯[x(t), T ] is given by (1.1) .
If initially the particle is in the pure state wavefunc-
tion ψ0(x,X) = ϕ0(x)Φ0(X), then the wavefunction for
the system at time T is given by the entangled state
ψ(x,X, T ) =
∫ ∞
−∞
dx′ϕ0(x
′)
×
∫
u
δx(t)exp
{
i
~
∫ T
0
[m
2
x˙2 − V (x, t)
]
dt
}
× Φ (X − x¯[x(t), T ] ) , (1.12)
where
Φ (X − x¯[x(t), T ] ) =
√
M
2πi~
×
∫
∞
−∞
dX ′Φ0(X
′)exp
{
i
~
M
2T
(
X −X ′ − x¯[x(t), T ]
)2}
.
(1.13)
Expression (1.13) shows that on a given Feynman path
of the particle, the wavepacket describing the pointer
at t = 0 and centered at X = 0 has spread at t = T and
shifted its center to x¯[x(t), T ]. Thus the pointer coordi-
nate correlates with the weighted average of the position
of the particle on an individual Feynman path. If the
coupling function in the definition (1.3) for the interac-
tion between the apparatus and the particle is a constant,
then the pointer coordinate correlates with the time av-
erage of the position of the particle over a Feynman path.
For a particle in an eigenstate of position at x0 at t = 0
the wavefunction of the system at the end of the measure-
ment is
ψ(x,X, T ) =
∫ (x,T )
(x0,0)
δx(t)exp
{
i
~
∫ T
0
[m
2
x˙2
− V (x, t)
]
dt
}
Φ (X − x¯[x(t), T ] ) . (1.14)
The path integral sums over all particle paths that start
at x0 at t = 0 and end at any point on the real line
at t = T .
For quadratic potentials, in addition to the correla-
tion of the pointer with the weighted time average over a
Feynman path, there is also a correlation with the arith-
metic average of the initial and final position of the par-
ticle. Thus the pointer will indicate the same reading for
all the Feynman paths with a given arithmetic average of
the initial and final position of the particle. See Ref. [3].
The weighted time average over a Feynman path provides
a finer coarse-graining than for the case of graininess by
arithmetic average.
In Sections III and IV we will construct the class opera-
tors and decoherence functionals introduced in Refs. [1, 2]
for the case of coarse-grainings characterized by aver-
ages on individual Feynman paths for a free particle and
for a harmonic oscillator respectively. For the sake of
tractability the coupling function in the interaction (1.3)
between the particle and the apparatus will be taken to
be a constant. We will find that decoherence occurs only
when the classical limit is taken.
Finally, in section V we will examine qualitatively de-
coherence in the classical limit for the case of a general
potential acting on the particle.
II. GENERAL POTENTIAL AND GENERAL
COUPLING FUNCTION
As mentioned earlier, in reference [10] it was shown
that the propagator for a particle-pointer system is writ-
ten as a sum over all paths for the particle and the pointer
between 0 and T cf. Eq. (1.5), where the action is defined
in Eq. (1.7).
As done in Ref. [5] the sum over pointer paths can eas-
ily be carried out by inserting two complete sets of eigen-
states of the momentum P of the pointer and normalized
3according to 〈P | P ′〉 = δ(P − P ′). The propagator (1.5)
can be rewritten in terms of a reduced propagator as
〈x,X | e− i~ HˆT |x′, X ′〉 =
∫ ∞
−∞
dP
2π~
e
i
~
[P (X−X′)−(P 2/2M)T ]
×〈x| e− i~ HˆPT |x′〉 , (2.1)
with reduced Hamiltonian
HˆP =
pˆ2
2m
+ V (x, t) +
f(t)
T
xP. (2.2)
The reduced propagator 〈x| e−iHˆPT |x′〉 for the particle
can be expressed as a sum over all particle paths, and
the propagator in Eq. (2.1) becomes
〈x,X | e− i~ HˆT |x′, X ′〉 =
∫ ∞
−∞
dP
2π~
e
i
~
[P (X−X′)−(P 2/2M)T ]
×
∫
u
δx(t)e
i
~
SP [x(t)], (2.3)
where the reduced action is
SP [x(t)] =
∫ T
0
LPdt (2.4)
and LP is the reduced Lagrangian
LP =
m
2
x˙2 − V (x, t)− f(t)
T
xP. (2.5)
Next we will apply the formalism developed in Refs. [1,
2] for closed systems. The basic formalism on how to ap-
ply the quantum mechanics of closed systems to a particle
coupled to a von Neumann apparatus was presented in
Ref. [3]. The set of all particle paths C starting on any
point on the real line (x-axis) at t = 0 and ending on any
point on the real line (x′-axis) at t = T was grouped into
an exhaustive set of mutually exclusive classes. The real
line of all values for the average position x¯ on a given
Feynman path for the particle was divided into equal
length intervals:
∆α =
(
x¯α − δ/2 , x¯α + δ/2
]
, with δ > 0
R =
⋃
α∈Z
∆α , with x¯α+1 − x¯α = δ. (2.6)
A class of particle paths cα was defined by the set of
all paths x(t) on the time interval [0, T ] for which on any
given path we get the average x¯ such that x¯ ∈ ∆α. There-
fore the set C of all paths in the time interval [0, T ] has
been divided into an exhaustive set of mutually exclusive
classes cα:
C =
⋃
α∈Z
cα
Ø = cα
⋂
cα′ , with α 6= α′. (2.7)
The average of x is given by (1.1). Given a poten-
tial V (x, t) acting on the particle, then for each particle
path in a class cα, the pointer correlates with x¯[x(t)] ∈
∆α at the time T . Thus the indication of the pointer is
somewhere within the interval ∆α at the end of the finite
time measurement.
Fine-grained histories for this system are given by any
particle and pointer paths
(
x(t), X(t)
)
defined on the
time interval [0, T ]. The coarse-grained-classes consist
of all the fine-grained histories belonging to the set
cα =
{ (
x(t), X(t)
) ∣∣∣∣∣ x¯ ≡ 1T
∫ T
0
f(t)x(t)dt ∈ ∆α
}
,
(2.8)
with no restriction on the paths X(t) for the pointer.
For a given class, each of the fine-grained histories of
the particle in this class have the value of their average
position to be such that x¯ ∈ ∆α.
The essential feature of the quantum mechanics of
closed systems applied to our system is that for each class
of paths cα, a class operator Ĉα can be defined whose ma-
trix elements in the position representation take the form
of a path integral unrestricted over all pointer paths and
restricted to all possible particle paths in cα
〈x,X| Ĉα |x′, X ′〉 =
∫
U
δX(t)
∫
cα
δx(t) e
i
~
S[X(t),x(t)],
(2.9)
where the action S is given by Eq. (1.7).
When the system starts at t = 0 in the state described
by the state vector |Ψ0〉, the decoherence functional is
defined by
D(cα, cα′) =
〈
Ψ0
∣∣∣ Ĉ †α′ Ĉα ∣∣∣Ψ0〉 . (2.10)
The quantum mechanics of closed systems does not pre-
dict probabilities for every possible set of coarse-grained
histories but only for those that satisfy the decoherence
condition
D(cα, cα′) ≈ 0, α
′ 6= α. (2.11)
In such a case, probabilities for each of the coarse grained
classes cα can be assigned according to
pα =‖ Ĉα |Ψ0〉 ‖2 . (2.12)
From the expression (2.9) we can obtain the analogue
of Eq. (2.3) by simply restricting the sum over all paths
to only those paths in the class cα. That is,
〈x,X | Ĉα |x′, X ′〉 =
∫ ∞
−∞
dP
2π~
e
i
~
[P (X−X′)−(P 2/2M)T ]
×
∫
cα
δx(t)e
i
~
SP [x(t)]. (2.13)
The matrix elements of Ĉα in Eq. (2.9) can be rewrit-
ten introducing the function
e
∆α
(x¯) =
{
1, x¯ ∈ ∆α
0, x¯ /∈ ∆α ,
(2.14)
4where x¯ is defined by (1.1). Thus we may rewrite the
functional integral over the class of paths cα in Eq.(2.9)
as ∫
cα
δx(t) e
i
~
SP [x(t)] =∫
u
δx(t)e
∆α
(x¯) e
i
~
SP [x(t)]. (2.15)
When we introduce the Fourier transform
e
∆α
(x¯) =
1√
2π
∫ ∞
−∞
dkeikx¯e˜
∆α
(k) (2.16)
and following Ref. [11], the expression for e˜
∆α
(k) can be
evaluated explicitly as
e˜
∆α
(k) =
2√
2π
1
k
e−ikx¯α sin
(
kδ
2
)
. (2.17)
Next we introduce the action SPk
SPk = SP + ~kx¯, (2.18)
where SP is defined in Eq. (2.4). Then the sum over
particle paths in Eq. (2.15) becomes∫
cα
δx(t) e
i
~
SP [x(t)] =
1
π
∫ ∞
−∞
dk
k
e−ikx¯α sin
(
kδ
2
)
×
(x,T )∫
(x′,0)
δx(t)e
i
~
SPk[x(t)], (2.19)
where we have introduced an effective action
SPk[x(t)] =
∫ T
0
dt
( m
2
x˙2 − V (x, t)
− f(t)
T
xP +
f(t)
T
~kx
)
. (2.20)
When we insert Eq. (2.19) into Eq. (2.15) and the re-
sulting expression into Eq. (2.13), for the matrix elements
of the class operators we obtain
〈x,X | Ĉα |x′, X ′〉 =
∫ ∞
−∞
dP
2π~
e
i
~
[P (X−X′)−(P 2/2M)T ] 1
π
∫ ∞
−∞
dk
k
e−ikx¯α sin
(
kδ
2
) (x,T )∫
(x′,0)
δx(t)e
i
~
SPk,[x(t)], (2.21)
where the effective action SPk is given by Eq. (2.20).
This expression can be applied to any potential and any
coupling function.
We can rewrite Eq. (2.13) as
〈x,X| Ĉα |x′, X ′〉 =
∫ ∞
−∞
dP
2π~
e
i
~
[P (X−X′)−(P 2/2M)T ]
× 〈x| ĈPα |x′〉 , (2.22)
where 〈x| ĈPα |x′〉 is the matrix element of a reduced class
operator which is defined by Eq. (2.19).
In the present work we will restrict ourselves to the
two tractable cases: a free particle, and a harmonic os-
cillator. In both cases the coupling function will be set
to be constant in the interval [0, T ].
III. THE FREE PARTICLE
A. The class operators
For a free particle V (x, t) = 0, and the only interaction
is with the apparatus. In addition f(t) = g, a dimen-
sionless coupling constant between the particle and the
apparatus. In this case since f(t) is a constant, it will be
convenient to use
x¯ =
1
T
∫ T
0
x(t)dt (3.1)
instead of Eq. (1.1) in the definition (2.8) for the mutually
exclusive coarse-grained classes. The pointer coordinate
will correlate with gx¯.
Now the effective action in Eq. (2.20) is replaced by
the effective action corresponding to taking the average
according to Eq. (3.1) instead of Eq. (1.1). That is,
SPk =
∫ T
0
dt
[
m
2
x˙2 +
1
T
(k~− gP )x
]
. (3.2)
Using a well-known result in Ref. [12], the sum over
particle paths in the expression (2.21) can be carried out
to obtain
(x,T )∫
(x′,0)
δx(t)e
i
~
SPk,[x(t)] =
( m
2πi~T
)1/2
exp
{
i
~
[
m
2T
(x− x′)2
+
1
2
(~k − gP )(x+ x′)− (~k − gP )2 T
24m
]}
. (3.3)
5Inserting Eq. (3.3) into Eq. (2.19) for the matrix elements of the reduced class operators we obtain
〈x| ĈPα |x′〉 =
( m
2πi~T
)1/2
exp
{
i
~
[
m
2T
(x− x′)2 − 1
2
gP (x+ x′)− g2P 2 T
24m
]}
× 1
π
∫ ∞
−∞
dk
k
e−ikx¯α sin
(
kδ
2
)
exp
{
i
[
k
(
x+ x′
2
+ gP
T
12m
)
− ~k2 T
24m
]}
. (3.4)
Next we insert the expression (3.4) into Eq. (2.21).
Carrying out the integration over the momentum of the
pointer we obtain the result
〈x,X| Ĉα |x′, X ′〉 = 〈x,X | e− i~ HˆT |x′.X ′〉
× 1
π
∫
∞
−∞
dk
k
e−ikx¯α sin
(
kδ
2
)
e
i
~
(−ℓ2k2+Zk), (3.5)
where Hˆ is the Hamiltonian of the system given by
Eq. (1.2) for a free particle and a constant coupling func-
tion. In this case the propagator for the system is
〈x,X |e− i~ HˆT |x′.X ′〉 = (mMeff )
1/2
2πi~T
exp
{
i
~
m
2T
(x− x′)2
}
× exp
{
Meff
2T
[
X −X ′ − g (x+ x
′)
2
]2}
, (3.6)
with the effective mass
Meff =M
(
1 +
g2M
12m
)−1
. (3.7)
The results, Eq. (3.6) and Eq. (3.7), were already ob-
tained in Refs. [5, 10]. The expressions for the lengths ℓ
and Z in the exponential in the integrantion over k are
given by
ℓ =
(
~T
6m
Meff
M
)1/2
(3.8)
and
Z =
gMeff
12m
[X −X ′ − g(x+ x′)/2] + (x+ x′)/2. (3.9)
The integration over k in Eq. (3.5) yields the result for
the matrix elements of the class operators
〈x,X | Ĉα |x′, X ′〉=〈x,X | e− i~ HˆT |x′, X ′〉E∆α(Z, ℓ) , (3.10)
where we have introduced the function of the two
lengths ℓ and Z
E∆α (Z, ℓ) =
1
2
{
erf
[
1√
iℓ
(Z − x¯α + δ/2)
]
− erf
[
1√
iℓ
(Z − x¯α − δ/2)
]}
. (3.11)
B. The classical limit of the class operators
We now evaluate the matrix elements of the class op-
erators in the classical limit, ~→ 0. Recall
〈x,X | Ĉα |x′, X ′〉 =
∫
U
∫
u
δY δx e
∆α
(x¯) e
i
~
S[x(t),X(t)],
(3.12)
where S is the action in Eq. (1.7) with f(t) = g
and V (x, t) = 0.
We introduce the change of path variables
x(t) = xcl(t) + y(t) (3.13)
X(t) = Xcl(t) + Y (t), (3.14)
where xcl(t) and Xcl(t) are the classical paths for the
particle and for the pointer respectively. Thus xcl(t)
and Xcl(t) satisfy the classical equations of motion for
the action S with xcl(0) = x
′, xcl(T ) = x and Xcl(0) =
X ′, Xcl(T ) = X . Substituting the changes (3.13)
and (3.14) into Eq. (3.12) we obtain
〈x,X | Ĉα |x′, X ′〉 =
∫∫
δY (t)δy(t)
× e
∆α
(x¯[xcl(t) + y(t)]) e
i
~
S[xcl(t),Xcl(t)]
× exp
[
i
~
∫ T
0
dt
(m
2
y˙2 +
M
2
Y˙ 2
+
gM
T
yY˙ +
gM
2T 2
y2
)]
. (3.15)
In the ~ → 0 limit the exponent in the path integral
over Y (t) and y(t) becomes very large, and the path in-
tegral is dominated by the stationary path at the saddle
point y(t) = 0, Y (t) = 0. In this limit the function e
∆α
in Eq. (3.15) can be evaluated at the saddle point and
can be pulled out of the integral to yield
〈x,X | Ĉα |x′, X ′〉 ≈ e∆α (x¯cl) 〈x,X| e−
i
~
HT |x′.X ′〉 (3.16)
where the expression (1.5) for the propagator of the sys-
tem has been re-expressed in terms of a path integral
6over y(t) and Y (t). That is,
〈x,X|e− i~ HˆT |x′.X ′〉 =
e
i
~
S[xcl(t),Xcl(t)]
∫∫
δY (t)δy(t)
× exp
[
i
~
∫ T
0
dt
(m
2
y˙2 +
M
2
Y˙ 2
+
gM
T
yY˙ +
gM
2T 2
y2
)]
. (3.17)
The classical equations of motion for this system follow
from the action (1.7) with f(t) = g and V (x, t) = 0
mx¨cl +
gM
T
X˙cl − g
2M
T 2
xcl = 0 (3.18)
d
dt
[
M
(
X˙cl − gxcl
T
)]
= 0. (3.19)
The solution with xcl(0) = x
′, xcl(T ) = x and Xcl(0) =
X ′, Xcl(T ) = X is
xcl(t) = x
′ +
(
x− x′ + gM
2m
X0T
)
t
T
− gM
2m
X0T
t2
T 2
(3.20)
X˙cl(t) =
g
T
xcl(t) +
X0T
T
, (3.21)
where
X0T = [X −X ′ − g(x+ x′)/2]Meff
M
(3.22)
and Meff is defined in Eq. (3.7). The action evaluated
at the classical path is thus
Scl =
1
T
{
m
2
(x− x′)2
+
Meff
2
[
X −X ′ − g (x+ x
′)
2
]2}
, (3.23)
which, when inserted into Eq. (3.17), yields the expres-
sion (3.6) for the propagator of the system. The ampli-
tude factor for the propagator is obtained from the path
integral over y(t) and Y (t). That is,∫∫
δY (t)δy(t)exp
[
i
~
∫ T
0
dt
(m
2
y˙2 +
M
2
Y˙ 2
+
gM
T
yY˙ +
gM
2T 2
y2
)]
=
(mMeff )
1/2
2πi~T
. (3.24)
From the expression (3.20) we obtain the time average
of the classical path during time T
x¯cl =
x+ x′
2
+
g
12m
Meff
[
X −X ′ − g
(
x+ x′
2
)]
.
(3.25)
Then in Eq. (3.16) we obtain the classical limit for the
matrix elements of the class operators
〈x,X | Ĉα |x′, X ′〉 ≈ e∆α
(
x+ x′
2
+
g
12m
Meff
[
X −X ′ − g
(
x+ x′
2
)])
× 〈x,X| e− i~HT |x′.X ′〉 . (3.26)
Comparing the argument of the function e
∆α
in the ex-
pression (3.26) with the expression for Z in the defini-
tion (3.9), we identify Z = x¯cl.
Next, as observed in Ref. [11], E∆α (Z, ℓ) approxi-
mates e
∆α
(Z/ℓ) as ~ → 0. Therefore in the classical
limit the exact expression (3.10) for the matrix elements
of the class operators yields the result (3.26).
Let us examine how Ĉα acts on a wavefunction. If
the initial wavefunction consists of a wavepacket for the
particle, and the pointer is in the sharp position wave-
function δ(X), then the branch wavefunction is
Ψα(x,X, T ) =
∫ ∞
−∞
dx′K(x,X, T ;x′, 0, 0)
×E∆α (Z, ℓ)ϕ0(x′), (3.27)
where K(x,X, T ;x′, X ′, 0) is the propagator of
the system defined by the unrestricted sum over
paths cf. Eq. (1.5), and E∆α (Z, ℓ) is defined by the
expression (3.11).
In the classical limit this expression becomes
Ψα(x,X, T ) ≈
∫ ∞
−∞
dx′K(x,X, T ;x′, 0, 0)
× e∆α (x¯cl)ϕ0(x′), (3.28)
which shows that in the classical limit the branch wave-
function is the result of the time evolution of the
wavepacket
ϕα(x) = e∆α (x¯cl)ϕ0(x). (3.29)
Consider the branch wavefunction with |Ψ0〉 =
|ϕ0〉 |Φ0〉, where |ϕ0〉 has a gaussian wavefunction of
width d describing the initial state of the particle
ϕ0(x) =
(
2
πd2
)1/4
exp
(
−x
2
d2
)
, (3.30)
and |Φ0〉 has a wavefunction Φ0(X) that describes the
initial state of the pointer, typically a wavepacket of
7some width D. With this initial state we expect clas-
sical behavior for spacetime alternatives when (1) the
coarse-graining parameter δ >> d, and (2) the dura-
tion of the spacetime alternative for this system is such
that T >> tspread, where tspread is the wavepacket spread-
ing time if we treat the particle as a free particle with
negligible interaction with the pointer and
tspread =
d2m
2~
. (3.31)
In Ref. [10] it was argued that for a narrow wavepacket
describing the initial state of the particle, the entangle-
ment between particle and pointer can be neglected for
measurement durations which are less than tspread. That
is, the particle evolves freely in this approximation. With
this in mind let d << δ for a very narrow wavepacket and
for T << tspread, so that from Eq. (3.8)
T =
6mℓ2
~
M
Meff
(3.32)
and
d
ℓ
>>
√
6M
Meff
> 1. (3.33)
Thus the conditions (1) and (2) for classical behavior are
expressed as
δ
ℓ
>>
d
ℓ
>> 1. (3.34)
This is the condition already verified in Ref. [11] to ensure
that in the limit ~→ 0
E∆α (Z, ℓ) ≈ e∆α(Z/ℓ). (3.35)
C. The decoherence functional. Decoherence in the
classical limit
We will next show explicitly the decoherence in the
classical limit of coarse-grained spacetime alternatives
defined in (2.8) . First we consider the matrix elements of
the decoherence functional in the position representation
〈x,X| Ĉ†αĈα′ |x′, X ′〉 =
∫∫
dydY 〈y, Y | Ĉα |x,X〉∗
×〈y, Y | Ĉα′ |x′, X ′〉 . (3.36)
Next, using Eq. (3.23) we can rewrite Eq. (3.6) as
〈x,X| e− i~HT |x′.X ′〉= (mMeff )
1/2
2πi~T
e
i
~
Scl(x,X,x
′,X′).
(3.37)
This expression for the propagator of the system can then
be introduced into the expression (3.10) for the exact
matrix elements of the class operators, and the result
can be introduced into Eq. (3.36). We obtain
〈x,X | Ĉ†αĈα′ |x′, X ′〉 =
mMeff
(2π~T )2
∫ ∞
−∞
∫ ∞
−∞
dy dY
× exp
{
i
~
{Scl(x′, X ′; y, Y )− Scl(x,X ; y, Y )}
}
×E∗∆α(x¯cl, ℓ)E∆α′(x¯′cl, ℓ), (3.38)
where
x¯cl = x¯[xcl(t, y, x, Y,X)] (3.39)
and
x¯′cl = x¯[xcl(t, y, x
′, Y,X ′], (3.40)
with x¯cl having the form shown by the expression (3.25).
The explicit integral form for the matrix elements of
the decoherence functional is then
〈x,X| Ĉ†αĈα′ |x′, X ′〉 =
mMeff
(2π~T )2
exp
[
im
2~T
(x′2 − x2)
]
exp
{
iMeff
2~T
[
X ′2 −X2 + g (X ′x′ −Xx) + g
2
4
(x′2 − x2)
]}
×
∫ ∞
−∞
∫ ∞
−∞
dy dY exp
[
im
~T
y(x− x′)
]
exp
{
iMeff
2~T
[2Y (X −X ′) + g(x− x′)Y − gy(X −X ′)]
}
×E∗∆α
(
gMeff
12m
[Y −X − g(y + x)/2] + (y + x)/2, ℓ
)
E∆α′
(
gMeff
12m
[Y −X ′ − g(y + x′)/2] + (y + x′)/2, ℓ
)
.
(3.41)
The matrix elements described by Eq. (3.41) do not lead to decoherence, even for the case of a particle in a sharp
8position state at t = 0. That is,〈
Φ0, x0
∣∣∣ Ĉ†α′ Ĉα ∣∣∣Φ0, x0〉 6= 0, (3.42)
where Φ0(X) is the initial wavefunction for the pointer.
In the classical limit ~→ 0 the length ℓ introduced in
the definition (3.8) becomes small and, as discussed in
Ref. [11], we obtain the limit
E∆α (Z, ℓ) −−−→
~→0
e
∆α
(Z/ℓ). (3.43)
This allows the E’s in Eq. (3.38) to be replaced by the e’s.
The e’s are to be evaluated at the classical paths for
the particle and the pointer, as follows from the expres-
sion (3.16) for the matrix of the classical limit of the class
operators and from Eq. (3.36) for the matrix elements of
the decoherence functional. Thus in the integration in
Eq. (3.41) we make the replacements
E∆α
(
gMeff
12m
[Y −X − g(y + x)/2] + (y + x)/2, ℓ
)
→ e
∆α
(x¯cl(t, y, x, Y,X)), (3.44)
E∆α′
(
gMeff
12m
[Y −X ′ − g(y + x′)/2] + (y + x′)/2, ℓ
)
→ e
∆
α′
(x¯cl(t, y, x
′, Y,X ′)). (3.45)
The classical path in eα for the particle starts at x and
ends at y at time T , and for the pointer it starts at X
and ends at Y at time T . For eα′ the path for the particle
starts at x′ and ends at y at time T , and for the pointer
it starts at X ′ and ends at Y at time T . In the ~ → 0
limit we can thus rewrite Eq. (3.38)
〈x,X | Ĉ†αĈα′ |x′, X ′〉 ∼
∫∫
dy dY
× e
∆α
(x¯cl(t, y, x, Y,X)) e∆α (x¯cl(t, y, x
′, Y,X ′))
× exp
{
i
~
{Scl(x′, X ′; y, Y )− Scl(x,X ; y, Y )}
}
. (3.46)
The exponent in the integrand vanishes if x = x′
and X = X ′, and so does the factor multiplying the
exponential because of the exclusive ranges for the e’s.
By the Riemann-Legesgue lemma [13] the integral van-
ishes in the limit ~ → 0. This confirms Eq. (2.11) for
decoherence in the classical limit.
IV. THE HARMONIC OSCILLATOR
For the oscillator we set V (x, t) =
m
2
ω2x2 in the
Hamiltonian (1.2), and in addition f(t) = g, a dimen-
sionless constant, in the interaction (1.3) between the
oscillator and the apparatus. In the expression (2.22)
for the matrix elements of the class operators of the sys-
tem, the matrix elements 〈x| ĈPα |x′〉 of the reduced class
operators are given by the expression (2.19), where the
action SPk is now
SPk =
∫ T
0
dt
[
m
2
x˙2 − m
2
ω2x2 +
1
T
(k~− gP )x
]
. (4.1)
Next ,using another well-known result from Ref. [12],
we can write the path integral for the system defined by
the action (4.1) as∫
u
δx(t)e
i
~
SPk[x(t)] = Ae
i
~
SPk,cl , (4.2)
with the amplitude factor
A =
( mω
2πi~ sinωT
)1/2
. (4.3)
The value of the classical action is
SPk,cl =
mω
2 sinωT
[
(x2 + x′2) cosωT − 2xx′
+
2
mωT
(~k − gP ) (1− cosωT )
ω
(x+ x′)
− 2
m2ω2T 2
(~k − gP )2
(
1− cosωT
ω2
− T
2ω
sinωT
)]
.
(4.4)
The expression for the matrix elements for the reduced
class operators in Eq. (2.19) is
〈x| ĈPα |x′〉 = A
π
∫ ∞
−∞
dk
k
e−ikx¯α sin
(
kδ
2
)
e
i
~
SPk,cl ,
(4.5)
where SPk,cl is given by the Eq. (4.4) above.
The expression for the matrix elements of the class
operators for the system is then
〈x,X | Ĉα |x′, X ′〉 = A
π
∫ ∞
−∞
dk
k
e−ikx¯α sin
(
kδ
2
)
×
∫ ∞
−∞
dP
2π~
e−
i
~
P2
2M
T+ i
~
P (X−X′)e
i
~
SPk,cl . (4.6)
The integration over the momentum P of the pointer
can be carried out to obtain the result
9〈x,X | Ĉα |x′, X ′〉 = 〈x,X| e− i~HT |x′, X ′〉 1
π
∫ ∞
−∞
dk
k
e−ikx¯α sin
(
kδ
2
)
× exp
{
i
[
g
ω2T 2
Meff
m
(
X −X ′ − g(T )x+ x
′
2
)(
g(T )
g
− 1
)
+
(
1− cosωT
ωT sinωT
)
(x+ x′)
]
k
+
i~T
m
[
g2
2ω4T 4
Meff
m
(
g(T )
g
− 1
)2
− 1
2ω2T 2
(
g(T )
g
− 1
)]
k2
}
, (4.7)
where the propagator for the system was obtained in
Ref. [5]. The effective mass Meff was given by
Meff =
M
1 +
g2M
ω2T 2m
[
g(T )
g
− 1
] , (4.8)
with the time-dependent dimensionless coupling constant
g(T ) =
2g
ωT
tan
(
ωT
2
)
. (4.9)
Finally, the integration over k can be carried out to
yield the exact expression for the matrix elements of the
class operators
〈x,X| Ĉα |x′, X ′〉 = 〈x,X | e− i~ HˆT |x′.X ′〉E∆α(Z, ℓ) .
(4.10)
This is of the same form as (3.10) with
Hˆ =
pˆ2
2m
+
m
2
ω2x2 +
Pˆ 2
2M
+
g
T
xPˆ . (4.11)
The function E∆α is defined in (3.11). For the harmonic
oscillator the length Z is given by the expression
Z =
(
1− cosωT
ωT sinωT
)
(x + x′) +
g
ω2T 2
Meff
m
[
X −X ′
− g(T )
(
x+ x′
2
)](
g(T )
g
− 1
)
, (4.12)
and the length ℓ is replaced by
ℓ =
[
2~
mω2T
(
g(T )
g
− 1
)
Meff
M
]1/2
. (4.13)
Next, before taking the classical limit, we will evaluate
the classical value for the average position of a particle.
To this effect we will evaluate the classical path from the
action
S [x(t), X(t)] =
∫ T
0
[
m
2
x˙2 − m
2
ω2x2
+
M
2
(
X˙ − g
T
x
)2 ]
dt. (4.14)
From Eq. (4.14) we obtain the classical equations of mo-
tion
mx¨cl +
gM
T
X˙cl − g
2M
T 2
xcl +mω
2xcl = 0, (4.15)
and
d
dt
[
M
(
X˙cl − gxcl
T
)]
= 0. (4.16)
With the end point conditions xcl(0) = x
′, xcl(T ) = x
and Xcl(0) = X
′, Xcl(T ) = X these equations are solved
for the position of the particle
xcl(t) =
{
x′ +
gMeff
ω2T 2m
[
X −X ′ − g(T )
(
x+ x′)
2
)]}
cosωt
+
1
sinωT
{
x− x′ cosωT − (cosωT − 1) gMeff
ω2T 2m
[
X −X ′ − g(T )
(
x+ x′
2
)]}
sinωt
− gMeff
ω2T 2m
[
X −X ′ − g(T )
(
x+ x′
2
)]
, (4.17)
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and for the velocity of the pointer
X˙cl(t) =
g
T
{
x′ +
gMeff
ω2T 2m
[
X −X ′ − g(T )
(
x+ x′
2
)]}
cosωt
+
g
T sinωT
{
x− x′ cosωT − (cosωT − 1) gMeff
ω2T 2m
[
X −X ′ − g(T )
(
x+ x′
2
)]}
sinωt
+
1
T
(
1− g
2M
ω2T 2m
)
Meff
M
[
X −X ′ − g(T )
(
x+ x′
2
)]
. (4.18)
With Eq. (4.17), the classical time average of the position of the particle is easily obtained:
x¯cl =
(
1− cosωT
ωT sinωT
)
(x+ x′) +
gMeff
mω2T 2
[
X −X ′ − g(T )
(
x+ x′
2
)](
g(T )
g
− 1
)
. (4.19)
Then in the expression (4.10) for the matrix elements
of the class operators we can identify Z = x¯cl. For the
matrix elements of the class operators the limit ~ → 0
yields
〈x,X | Ĉα |x′, X ′〉 ≈ e∆α (x¯cl) 〈x,X | e−
i
~
HˆT |x′.X ′〉 .
(4.20)
This result is similar to the one obtained earlier for
the free particle, where x¯cl is now given by the result
in Eq. (4.19) and H is given by (4.11). In the classical
limit, decoherence is obtained for the case of a harmonic
oscillator coupled to a von Neumann apparatus.
The explicit form for the matrix elements of the de-
coherence functional in this case can easily be obtained
from the expression (3.36) used for the free particle and
by the exact expression (4.10) for the matrix elements of
the class operators with the lengths Z and ℓ given by the
expressions (4.12) and (4.13) respectively. The integral
expression for the exact matrix elements of the decoher-
ence functional is
〈x,X | Ĉ†αĈα′ |x′, X ′〉 =
mω
2π~ sinωT
Meff
2π~T
exp
[
imω
2~ sinωT
(x′2 − x2) cosωT
]
× exp
{
iMeff
2~T
[
X ′2 −X2 + g(T ) (X ′x′ −Xx) + g(T )
2
4
(x′2 − x2) cosωT
]}
×
∫ ∞
−∞
∫ ∞
−∞
dy dY exp
[
imω
~ sinωT
y(x− x′)
]
exp
{
iMeff
2~T
[2Y (X −X ′) + g(T )(x− x′)Y − g(T )y(X −X ′)]
}
×E∗∆α (x¯cl(x, y, Y,X))E∆α′ (x¯cl(x′, y, Y,X ′)) , (4.21)
where the average x¯cl of the position of the particle over
the classical path is given by Eq, (4.19), and the coupling
constant g(T ) is defined in Eq. (4.9). When we take
the classical limit we obtain the same expression as in
Eq. (3.46) with Scl being the action evaluated at the
classical path for the harmonic oscillator-apparatus.
As was found in the case of the free particle, there is no
decoherence when we are away from the classical region.
V. GENERAL POTENTIAL. DECOHERENCE
IN THE CLASSICAL LIMIT
In this section we will consider some general arguments
for decoherence in the classical limit when a general po-
tential V (x, t) acts on the particle. The matrix elements
of the class operators are given by the expression (2.9),
where the action is defined in Eq. (1.7) with the proviso
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that the coupling function in the interaction (1.3) is a
constant.
The matrix elements of the class operators are
〈x,X | Ĉα |x′, X ′〉 =
∫
U
δX(t)
∫
u
δx(t)
× e
∆α
(x¯[x(t)])e
i
~
S[X(t),x(t)]. (5.1)
The dominant contribution to the path integral as ~ →
0 comes from the classical paths xcl(t), Xcl(t) for the
particle and the pointer respectively, and these paths
make the action S[x(t), X(t)] an extremum. The func-
tional e
∆α
(x¯[x(t)]) is to be evaluated at the classical path
for the system. Thus,
〈x,X|Ĉα |x′, X ′〉 = e∆α x¯[xcl(t, x, x′, X,X ′)]
×K(x,X, T ;x′, X ′, 0) + ǫ(x,X ;x′, X ′), (5.2)
where K(x,X, T ;x′, X ′, 0) is the propagator of
the system defined by the unrestricted sum over
paths cf. Eq. (1.5). Here the quantity ǫ(x,X ;x′, X ′) is a
function of the coordinates. This function goes to zero
when ~ → 0, and xcl(t, x, x′, X,X ′) is the classical path
of the particle as the particle moves from x′ to x during
time T . The pointer is also moving as a classical particle
from X ′ to X , also during the time T . The matrix
elements of the decoherence functional can be expressed
as
〈x,X|Ĉ†αĈα′ |x′, X ′〉 =
∫∫
dY dy 〈y, Y | Ĉα |x,X〉∗
× 〈y, Y | Ĉα′ |x′, X ′〉 =
∫ ∞
−∞
dY
∫ ∞
−∞
dy
×
∫ ∫
δx(t)δX(t)
∫ ∫
δx′′(t′)δX ′′(t′)
× e
∆α
(x¯[x(t)]) e
∆
α′
(x¯[x′′(t′)])
× exp
{
i
~
{S[x′′(t′), X ′′(t′)]− S[x(t), X(t)]}
}
.
(5.3)
The path integrals are over paths x(t), X(t)
and x′′(t′), X ′′(t′).
When ~ → 0 the exponential oscillates very rapidly
and the main contribution to the double path integral
comes from the classical paths for the particle and for
the pointer. That is,
〈x,X| Ĉ†αĈα′ |x′, X ′〉 ∼
∫∫
dy dY e
∆α
(x¯[xcl(t, y, x, Y,X)]) e∆α (x¯[xcl(t, y, x
′, Y,X ′])
× exp
{
i
~
[Scl(y, Y, x
′, X ′)− Scl(y, Y, x,X)]
}
. (5.4)
This expression also follows by direct substitution of
the approximate expression (5.2) for the matrix elements
of the class operators into the expression for the matrix
elements of the decoherence functional
〈x,X | Ĉ†αĈα′ |x′, X ′〉=
∫∫
dY dy 〈y, Y | Ĉα |x,X〉∗
× 〈y, Y | Ĉα′ |x′, X ′〉 . (5.5)
In Eq. (5.4) when x 6= x′ and X 6= X ′ the expo-
nent in (5.4) vanishes and so does the factor multiplying
the exponential because of the exclusive ranges of e
∆α
and e
∆
α′
. We further assume that for any given value
of Y the exponent in (5.4) is not constant in any subinter-
val of the integration over y. Similarly for the integration
over Y when y is kept constant. Under these conditions
the Riemann-Lebesgue lemma [13] shows that the expres-
sion (5.4) vanishes when we take the limit ~ → 0. Thus
we obtain decoherence in the classical limit.
VI. CONCLUSION
We have investigated the decoherence of coarse-grained
histories of a particle coupled to a von Neumann appara-
tus. As posited in Ref. [10], realistic measurement situ-
ations must take into account the finite time over which
they take place, as well as the localization of the par-
ticle to a position interval ∆. This has naturally lead
to the consideration of spacetime coarse-grainings in the
present paper.
The system under consideration is a particle coupled
to a von Neumann apparatus that measures the posi-
tion of the particle for the case that the dimensionless
coupling function in the interaction between the particle
and the apparatus is constant. We have studied the sys-
tem particle-apparatus in the context of the Gell-Mann
and Hartle quantum mechanics of closed systems. The
coarse-grained histories that we have considered are such
that the real line of all possible values of the time aver-
age of the position x¯ of the particle has been divided into
equal length intervals:
∆α =
(
x¯α − δ/2 , x¯α + δ/2
]
, with δ > 0.
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A class cα has been defined by the set of all particle paths
such that, for each path in the class, the time average of
the position of the particle is within the interval ∆α. In
this way the set C of all paths in the time interval [0, T ]
has been divided into an exhaustive set of mutually ex-
clusive classes cα. For each path in a class, the pointer in
the apparatus indicates a time average for the position
of the particle such that x¯ ∈ ∆α.
The exact class operators for this system have been
evaluated as well as the exact decoherence functional for
the two cases of a free particle and for a harmonic oscil-
lator. This shows that these coarse-grained histories do
not decohere, not even when initially either the particle
or the pointer is in an eigenstate of position. That is,
probabilities cannot be assigned for these coarse-grained
histories in this case. Decoherence is obtained only when
the classical limit is taken.
As found in Ref. [3], decoherence follows in the quan-
tum regime for certain initial states of the system only
when the average is taken to be equal to the arithmetic
average of the initial position and final position of the
particle. Of course, this represents a coarser graining
than the one utilized in the current work.
In conclusion detailed calculations have been carried
out for the evaluation of the matrix elements in the po-
sition basis for the class operators and the decoherence
functional for the two simple cases of a free particle, and
a harmonic oscillator. The indication of the apparatus
at the end of the measurement correlates with the time
average of the position of the particle taken during the
time the measurement takes place. The classical limit of
the matrix elements for both the class operators and the
decoherence functional, has been obtained, and we have
verified that decoherence is obtained in this limit. Qual-
itative arguments for decoherence in the classical limit
have also ben presented for the case of a general poten-
tial acting on the particle. In general, decoherence for
spacetime histories is to be expected in the classical limit
in the quantum mechanics of closed systems.
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