We prove the existence of inertial manifolds for partial functional differential equation du(t) dt + Au(t) = F (t)ut + g(t, ut) under the conditions that the partial differential operator A is positive such that −A is sectorial with a sufficiently large gap in its spectrum; the operator F (t) is linear, and g is a nonlinear operator satisfying ϕ-Lipschitz condition for ϕ belonging to an admissible function space. Our main methods are based on Lyapunov-Perron equations combined with analytic semigroups and admissibility of function spaces.
INTRODUCTION
In this paper, we study partial functional differential equation (PFDE) of the form (1.1)
dt + Au(t) = F (t)u t + g(t, u t ), t > s, u(s) = u s ∈ C β , s ∈ R = (−∞, +∞), where C β := C([−h, 0], X β ), with X β := D(A β ), 0 ≤ β < 1, being the domain of the fractional power of the positive operator A having the property that −A generates an analytic semigroup {e −tA } t≥0 on X, F (t) : C β → X are bounded linear operators for each t ∈ R, g : R × C β → X is a nonlinear operator, and u t is the history function defined as u t (θ) := u(t + θ) for all θ ∈ [−h, 0].
The asymptotic behavior of solutions to Equation (1.1) at sufficiently large time is a matter of great interest and has been extensively studied from various points of view. One important approach in this direction is to find conditions under which this equation has an invariant manifold (e.g., a stable, unstable, or center manifold). The notion of inertial manifolds has been introduced by C. Foias, G. Sell and R. Temam (see [13] ). These manifolds, whose existence was proved by using unstable manifold's techniques, played an important role in the study of the asymptotic behavior of the solutions to (1.1) since they are finitedimensional Lipschitz manifolds and exponentially attract all the solutions of the system under consideration. This fact allows to apply the reduction principle to study the asymptotic behavior of the partial differential equation by determining the structures of its induced solutions belonging to these inertial manifolds. These turn out to be the solutions to some induced ordinary differential equations due to finite-dimensionality.
The existence of inertial manifolds has been proved for several important classes of evolution equations such as dissipative partial differential equations (see [10] ), reaction-diffusion equations (see Kwak [20] ), a generalization of semi-linear equations (see Chueshov [8] ), and semi-linear equations under very general conditions (see Huy [17] ). The notion of inertial manifolds has been translated and extended to more general classes of differential equations like non-autonomous equations (see e.g. [14, 19, 21] ), retarded partial differential equations (see e.g. [4, 32] ) or differential equations with random or stochastic perturbations (see e.g. [3, 6, 7, 9] ). Especially, the existence of a new type of inertial manifolds has been proved in Huy [15] , namely the admissibly inertial manifolds which are constituted by trajectories of solutions belonging to admissible function spaces.
The most popular conditions for existence of inertial manifolds are the spectral gap condition of the linear part and the uniform Lipschitz condition of the nonlinear term, i.e., g(t, φ) − g(t, ψ) ≤ q|φ − ψ| C β for q small enough (see [27, 34] and the references therein). However, for equations arising in complicated reactiondiffusion processes, the Lipschitz coefficients may depend on time and the restricted spectral gap conditions may not be fulfilled. Recently, for the case of self-adjoint operator A with a compact resolvent, Anh, Hieu, Huy [1] have used the LyapunovPerron method combined with admissibility of function spaces to obtain the existence of inertial manifolds in case that nonlinear term g(t, u) is ϕ-Lipschitz continuous, i.e., g(t, u t ) ≤ ϕ(t)(1 + |u t | C β ) and g(t, u t ) − g(t, v t ) ≤ ϕ(t)|u t − v t | C β for ϕ being a real and positive function which belongs to an admissible function space such that norm sup t∈R t t−1 ϕ(τ )dτ is sufficiently small. The aim of this paper is to extend the results in [1] to the case of PFDE with the linear operator being sectorial. The main difficulties that we face when transferring to the case of sectorial operators are the following: Firstly, since the nonlinear operator g is ϕ-Lipschitz, the existence and uniqueness theorem for solu-tions to (1.1) is not available. Secondly, the operator −A is just a sectorial operator in a general Banach space (it is no longer self-adjoint nor has a discrete spectrum with a compact resolvent acting on a Hilbert space). Therefore, the dichotomy estimates need to be proved in this situation. To overcome such difficulties, we reformulate the definition of inertial manifolds such that it contains the existence and uniqueness theorem as a property of the manifold (see Definition 3.1 below). We suppose that the spectrum of −A is separated into two parts such that there is a sufficiently large distance between these two separated parts. This assumption allows us to use the Riesz projection, Dunford Functional Calculus, and analytic semigroups to establish the dichotomy estimates for the semigroup generated by −A (see Proposition 2.2). These dichotomy estimates, together with the admissibility of function spaces representing the ϕ-Lipschitz property of the nonlinear term g, help to implement some procedures in functional analysis combined with the use of Lyapunov-Perron equations to obtain the existence of an inertial manifold which is no longer of finite dimension. Our main result is contained in Theorem 3.2 which extends the results in [1] to the case of sectorial linear operators.
PRELIMINARIES
In this section we recall some concepts of sectorial operators and admissible function spaces. We also prove some preparatory results related to dichotomy estimates corresponding to the spectral decomposition of sectorial operators to be used latter.
For a Banach space X (with a norm · ) and a given h > 0, we denote by C β := C ([−h, 0], X β ) the Banach space of all continuous functions from [−h, 0] into X β := D(A β ) being the domain of the fractional power A β for 0 ≤ β < 1, equipped with the norm |g| C β := sup θ∈[−h,0] g(θ) β for all g ∈ C β . For a continuous function u : R → X β , the history function u t ∈ C β is defined by u t (θ) := u(t + θ) for all θ ∈ [−h, 0] where h > 0, we call it retardation time.
Sectorial Operators and Dichotomy Estimates for Analytic Semigroups
Definition 2.1. Let X be a Banach space. A linear operator B : X ⊃ D(B) → X is called a sectorial operator of (M, σ, ω)-type if it satisfies the following conditions :
1. B is closed and densely defined ; 2. There exist real numbers ω ∈ R, σ ∈ (0, π/2) and M ≥ 1 such that
We refer the reader to [2, 11, 23, 29, 31] for the systematic study of sectorial operators and their applications to partial differential equations. The above definition of a sectorial operator is taken from Lunardi [23] (see also Engel, Nagel [11] ). We note that the definition of sectorial operators given in [2, 31] is slightly different. Namely, an operator B is called sectorial in the sense of [2, 31] if −B is sectorial in the sense of the above definition.
For the proof of existence of an inertial manifold, we consider a specific class of sectorial operators and suppose the following assumption. Assumption 1. Let A be a closed linear operator on a Banach space X such that −A is a sectorial operator of (σ, ω)-type with 0 < σ < π 2 and ω < 0. We suppose that the spectrum σ(−A) satisfies the spectral decomposition
Under Assumption 1 we can choose ω 1 and ω 2 such that
Let now P be the spectral projection (known as Riesz projection) related to
where ℓ + is a closed regular curve contained in ρ(−A), surrounding σ + (−A) and oriented counterclockwise.
It is known that a sectorial operator generates an analytic semigroup (see e.g., [11, 23, 29] ), and we denote by {e −tA } t≥0 the analytic semigroup generated by −A. It is straightforward to see that e −tA commutes with P for all t ≥ 0. Since the restriction of −A on P X is a bounded operator, it follows that the restriction {e −tA P } t≥0 of the semigroup {e −tA } t≥0 to P X can be extended to the whole line R. Therefore, we obtain a group {e
Hence, the operator A is positive in the sense of Arendt, Batty, Hieber and Neubrander, [2] (see also [23, 31] ). Therefore, for β > 0 we can define
where Γ is the Gamma function. The fractional power of A can then be defined by
for β > 0.
As usual we take the convention that A 0 = id for β = 0. Also, we denote X β := D(A β ) endowed with the norm x β := A β x for x ∈ X β , 0 ≤ β < 1. A detailed study of fractional powers can be found in [23, 29, 31] .
We now state and prove some inequalities, called dichotomy estimates, of the analytic semigroup {e −tA } t≥0 .
Proposition 2.2. Let ω 1 < ω 2 < 0 be the real numbers chosen as in (2.3). For β > 0 we then have the following dichotomy estimates :
for all t ∈ R, (2.5)
for all t ∈ R, (2.6)
for all t ≥ 0, (2.7)
Proof. Denote by −A + := −A| P X the restriction of −A on P X. Then −A + is a bounded operator with spectrum σ(−A + ) = σ + (−A Therefore,
for
sup λ∈ℓ + R(λ, −A + ) , where |ℓ + | denotes the length of ℓ + . Therefore, inequality (2.5) follows. The inequality (2.6) follows from the facts that
Next, we denote by −A − the restriction of −A on ker P. Then, −A − is a sectorial operator with the spectrum σ(−A − ) = σ − (−A), and generates an analytic semigroup {e −tA− } t≥0 = {e −tA (I − P )} t≥0 with spectral bound (and hence growth bound) less than ω 1 .
Therefore, the inequalities (2.7) and (2.8) follow from the general theory for analytic semigroups (see e.g., Sell, You [31, Thm. 37.5, Chapt. 3], Lunardi [23] , Pazy [29] ).
Green function
Assuming that A satisfies Assumption 1, we define the Green function
One can see that G(t, τ ) maps X into X β := D(A β ). Moreover, by the dichotomy estimates (2.6) and (2.8) we have
where
for ω 1 and ω 2 chosen as in (2.3).
We next recall some notions on function spaces and refer to Massera, Schäffer [25] and Räbiger, Schnaubelt [30] for concrete applications.
Admissible Function Spaces
Denote by B the Borel algebra and by λ the Lebesgue measure on R. The space L 1,loc (R) of real-valued locally integrable functions on R (modulo λ-nullfunctions) becomes a Fréchet space for the seminorms p n (f ) = Jn |g(t)|dt, where J n = [n, n + 1] for each n ∈ Z (see Massera, Schäffer [25, Chapter 2, §20]).
We then define Banach function spaces as follows.
1. E is a Banach lattice with respect to the norm · E , i.e., (E, · E ) is a Banach space, and if ϕ ∈ E, ψ is a real-valued Borel-measurable function such that |ψ(·)| ≤ |ϕ(·)| (λ-a.e.), then ψ ∈ E and ψ E ≤ ϕ E , 2. the characteristic functions χ A belong to E for all A ∈ B of finite measure and sup
We remark that condition (2.3) in the above definition means that for each compact interval J ⊂ R, there exists a number β J ≥ 0 such that
We now introduce the notion of admissibility.
Moreover, there are constants N 1 and N 2 such that 
endowed with the norm
many other function spaces occurring in interpolation theory, e.g. the Lorentz spaces Lp,q with 1 < p < ∞, 1 < q < ∞ (see Calderón [5] ) and, more generally, the class of rearrangement invariant function spaces over (R, B, λ) (see Lindenstrauss, Tzafriri [22] ) are admissible.
Remark 2.6. If E is an admissible Banach function space, then one can easily see that E ֒→ M(R).
We collect some properties of admissible Banach function spaces in the following proposition (see Huy [16, Proposition 2.6] and originally in Massera, Schäffer [25] ).
Proposition 2.7. Let E be an admissible Banach function space, then the following assertions hold.
1. Let ϕ ∈ L 1,loc (R) be such that ϕ ≥ 0 and Λ 1 ϕ ∈ E, where Λ 1 is defined as in
Moreover, the following estimates hold :
where N 1 and N 2 are defined in Definition 2.4.
2. E contains the exponentially decaying functions ψ(t) = e −α|t| for t ∈ R and any fixed constant α > 0.
3. E does not contain the exponentially growing functions g(t) = e b|t| for t ∈ R and any fixed constant b > 0.
To obtain the existence of an inertial manifold for equation (2.23) , besides the assumptions on the operator A, we also need the ϕ-Lipschitz property of the nonlinear term f as defined as follows.
Definition 2.8 (ϕ-Lipschitz Functions)
. Let E be an admissible Banach function space on R and ϕ be a positive function belonging to E. Put
We need the following assumptions on the functions ϕ and F (t).
Assumption 2. Let ψ be a positive function belonging to E, for 0 < β < 1, put
.
For this symbol, we assume
Note that, in case β = 0 we do not need this assumption.
In the case of infinite-dimensional phase spaces, instead of (1.1), we consider the integral equation
By a solution of equation (2.23) we mean a strongly measurable function u(t) defined on an interval J with values in X β that satisfies (2.23) for t, s ∈ J. We note that the solution u to equation (2.23) is called a mild solution of equation (1.1). We refer the reader to Pazy [29] for more detailed treatments on the relations between classical and mild solutions of evolution equations (see also [8, 11, 23, 31] ).
INERTIAL MANIFOLDS AND MAIN RESULT
In this section we state the our main result on the existence of the inertial manifolds for partial functional differential equations with finite delay.
We suppose that A satisfies Assumption 1, consider the spectral projection P defined as in (2.4) and the projectorP in C β by 
where Γ t (·) is a mapping from P X into (I −P )C β , possessing the following properties :
1. For every t ∈ R, M t is the graph of a Lipschitz function with the Lipschitz constants of Γ t (·) independent of t, i.e., there exists a constant C independent of t such that
2. There exists γ > 0 such that to each u 0 ∈ M t0 there corresponds one and only one solution u(t) to (2.23) on (−∞, t 0 ] satisfying that u(t 0 ) = u 0 and
3. {M t } t∈R is invariant under equation (2.23), i.e., if u(t), t ∈ R, is a solution to equation (2.23) satisfying conditions that u s ∈ M s and sup t≤s |u t | C β < +∞ for some s ∈ R, then u t ∈ M t for all t ∈ R.
4. {M t } t∈R exponentially attracts all the solutions to (2.23), i.e., for any solution u(·) of (2.23) and any fixed s ∈ R, there is a positive constant H such that
where γ is the same constant as the one in (3.3) .
The main result of this paper is as follows.
Theorem 3.2. Let the operator
where ℓ := e γh k and
then equation (2.23) has an inertial manifold.
PROOF OF THE MAIN RESULT
In this section we present the proof of Theorem 3.2. We start with some preparations.
Lyapunov-Perron Equation
We can now construct the form of the solutions of equation (2.23) which are after rescaling bounded on the half-line (−∞, t 0 ]. Lemma 4.1. Let the operator A satisfying Assumption 1 and g : R × C β → X be ϕ-Lipschitz for ϕ satisfy Assumption 2. For fixed t 0 ∈ R, let u(t) be a solution of integral equation (2.23) such that u(t) ∈ X β for all t ∈ (−∞, t 0 ], and
where γ is defined as in (2.11). Then, for t ∈ (−∞, t 0 ], the solution u(t) can be rewritten in the form
where p ∈ P X and G(t, τ ) is Green's function defined as in (2.9).
Proof. Put
Then v(t) ∈ X β := D(A β ) for all t ∈ (−∞, t 0 ]. We estimate the terms on the right-hand side of the above expression. To do so, we first estimate the function u t ∈ C β as
Hence
and
Now,
Then the integral containing g(τ, u τ ) can be estimated by
Using (2.10), (2.20) and (2.21) we estimate the integral
The integral in the right-hand side can be estimated for 0 < β < 1 by
, where R(ϕ, β, h) is defined by (2.22) .
For β = 0 we have
Next, in (4.5) for the term containing F (t)u t we have
The last integral in the above expression is estimated for 0 < β < 1 by
This implies that sup t≤t0 e γ(t−t0) v(t) β < ∞.
Next, by computing directly we verify that v(·) satisfies the integral equation
for all t ∈ (−∞, t 0 ]. Indeed, substituting v from (4.2) into the right-hand side of (4.11) we obtain
where we use the fact that e −(t0−t)A e −(t−s)A P = e −(t0−s)A P for all t ≤ s ≤ t 0 .
Thus, we have
On the other hand,
We need to prove that u(t 0 ) − v(t 0 ) ∈ P X. Applying the operator A β (I − P ) to the expression (4.12) we have
letting t → −∞ we obtain that
Since A β is injective, it follows that (I − P )[u(t 0 ) − v(t 0 )] = 0. Thus
Using the fact that the restriction of e −(t0−t)A on P X is invertible with inverse e −(t−t0)A we obtain that
This finishes the proof. 
Existence and Uniqueness of Solutions in Weighted Spaces
For t 0 ∈ R we introduce the space
and put |v|
Then the pair (L
is a Banach space. We have the following lemma which describes the existence and uniqueness of certain solutions belonging to weighted spaces. Lemma 4.3. Let the operator A satisfy Assumption 1 and the nonlinear term g : R × C β → X satisfy Assumption 2. If ℓ < 1, then for any fixed t 0 ∈ R and any p ∈ P X, there exists a unique function v(p) ∈ L − γ,t0 satisfying the integral equation
Proof. For v ∈ L − γ,t0 and p ∈ P X, Equation (4.1) can be rewritten as
where Z(v; p, t 0 )(t) is the map defined by
for all t ≥ t 0 and v s ∈ C β . Take v ∈ L − γ,t0 and p ∈ P X. From (4.16), we have
As in the proof of Lemma 4.1, we obtain that
This implies that
Take u, v ∈ L − γ,t0 and p, q ∈ P X. Since the nonlinear term g is ϕ-Lipschitz and F (t) is a bounded linear operator for each t, we have
which implies that Z(·, p) is a strict contraction operator in L − γ,t0 uniformly in p ∈ P X. Therefore there exists a unique fixed point v(p) of Z(·, p), which is the unique solution of the integral equation (4.15), hence of (4.1). Using (4.17) and the fact that v(p) = Z(v(p), p) and v(q) = Z(v(q), q), we have
Hence,
and the lemma is proved.
Proof of the Main Theorem
We now prove the main theorem of this paper. We separate the proof into four steps corresponding to the four properties in the definition of the inertial manifold.
Step 1 (Invariant Manifold as Graph of the Lipschitz Function). In this step, we will construct the Lipschitz manifold. Precisely, we construct the manifold as graph of the Lipschitz mapping with Lipschitz constant independent of time.
Lemma 4.3 enables us to define a collection of manifolds {M t } t∈R by the formula
where p =p(0), and
Here v τ is an element from C β defined by the equality
and v(τ ) = v(p)(τ ) is the solution to integral equation (2.23) for all τ ≤ t.
Take p, q ∈ P X.
and θ ∈ [−h, 0], from (4.14) and (4.19), we have
We estimate the integral
The first integral on the right-hand side is now estimated for 0 < θ < 1 as follows
, where we have used the Hölder inequality. And, for β = 0, we have
For the term F (t)u t , we estimate the integral
for all 0 < β < 1.
For β = 0, we have
Substituting above inequalities into (4.20) we obtain that
yielding that Γ t is Lipschitz continuous with Lipschitz constant
We thus obtain the property 1 in Definition 3.1 of the Inertial Manifold.
Step 2 (Existence and Uniqueness). The property 2 in Definition 3.1 follows from Lemma 4.1, Lemma 4.3 and Remark 4.2.
Step 3 (Positive Invariance). We now prove that property 3 in Definition 3.1 is fulfilled. To do this, fix any t 0 ∈ R and let u(t), t ∈ R, be the solution to (2.23) such that u t0 ∈ M t0 and sup t∈(−∞,t0] e γ(t−t0) u(t) β < +∞. We will prove that u t ∈ M t for all t ∈ R.
To simplify the representation we put
Firstly, for t ≥ t 0 , we show that u t ∈ M t . Indeed, the function u t0 satisfies
where v 1 ∈ ker P and for all θ ∈ [−h, 0]. Assume that v(·) is a solution to equation (2.23) on [t 0 , t] with the initial condition v t0 = u t0 . We put
Obviously, w(s) is continuous and bounded on (−∞, t] and u t = w t . We will prove that w t ∈ M t . For s ∈ [t 0 , t], we have
Putting
we obtain
Thus,
For s ≤ t 0 , we arrive at
Therefore, for all s ≤ t, there exists v 2 ∈ ker P, such that
This yields w t ∈ M t and thus u t = w t ∈ M t for all t > t 0 . Secondly, for t < t 0 , we shall also show that u t ∈ M t . In fact, for t ∈ [s, t 0 ], we have
Therefore,
Hence u t ∈ M t .
Step 4 (Exponential Attraction). In this step, we show that the collection {M t } t∈R determined as in the previous step possesses the property of exponential attraction. More precisely, the manifold {M t } t∈R is an exponentially asymptotically complete inertial manifold, i.e., for any mild solution u t , any s ∈ R, there exists a solution u ⋆ t lying in the inertial manifold {M t } t∈R such that
for all t ≥ s, (3.5) , and
The solution u ⋆ t is called an induced trajectory. To this purpose, we will find the induced trajectory in the form
such that 
For the sake of simplicity in the presentation we put
and set 
Substituting this form ofq into (4.25) we obtain that
To prove the existence of u ⋆ satisfying (4. 
Using the estimate (4.21) with θ = 0, we have
It follows that (T w)(·) ∈ H + s,∞ and
Therefore, the transformation T acts from H + s,∞ into itself. We take w 1 , w 2 ∈ H + s,∞ and use the fact that
to obtain
are sufficiently small,
AN EXAMPLE
As an example we consider the modified Hutchinson equation with diffusion (see [12, 27] and the references therein)
where d > 0. It can be seen (see Engel, Nagel [11] ) that −A is sectorial of (ζ, −1)-type for any ζ ∈ (0, π/2) and generates an analytic semigroup {e −tA } t≥0 . Moreover, the spectrum of −A consists of eingenvalues dt + Au(t, ·) = F (t)(u t (θ, ·)) + g(t, u t (θ, ·)),
where F (t) are linear operators and F (t)(φ) ≤ ψ(t) φ for all φ ∈ B ρ . Moreover, u t − v t for all u t , v t ∈ B ρ .
Thus g(t, u t ) − g(t, v t ) ≤ 2ρψ(t)|u t − v t | C β , meaning that g is (2ρψ(t))-Lipschitz.
We now use the cut-off technique to obtain a "modified" equation of (5.3) (see Eq. (5.6) below) so that we can apply Theorem 3.2 to the modified equation. When we restrict to any fixed ball of C β , the two equations are identical.
Let g is ϕ-Lipschitz, and χ(s) be an infinitely differentiable function on [0, +∞) such that • χ(s) = 1 for 0 ≤ s ≤ 1;
• χ(s) = 0 for s ≥ 2;
• 0 ≤ χ(s) ≤ 1 and |χ ′ (s)| ≤ 2 for s ∈ [0, +∞).
We define the mapping by assuming that (5.4) g R (t, u t ) := χ |u| C β R g(t, u t ) for all u ∈ D(A β ).
We have
Indeed,
1. If |u| C β / ∈ B 2R and |v| C β / ∈ B 2R for all u, v ∈ D(A β ), we have
hence (5.5) is true.
2. If |u| C β ∈ B 2R and |v| C β ∈ B 2R for all u, v ∈ D(A β ). Then
3. Suppose |u| C β ∈ B 2R and |v| C β / ∈ B 2R for all u, v ∈ D(A β ), we have g R (t, u t ) − g R (t, v t ) = χ |u| C β R g(t, u t ) − χ |v| C β R g(t, v t )
≤ χ |u| C β R g(t, u t ) − χ |v| C β R g(t, u t )
Because g is (2ρψ(t))-Lipschitz, we have g R is 2ρψ(t)· 2R 2 + 5R + 2
