The acquisition of good hydrologic information is an important issue in water management since it is the basis of decisions concerning the allocation of water resources to different users. However, sufficient data are often not available to describe the behaviour of such systems, especially in developing countries, where monitoring networks are inappropriately designed, poorly operated or are inadequate. Therefore, it is of interest to design and evaluate efficient monitoring networks. This paper presents two methodologies to design discharge monitoring networks in rivers using the concepts of Information Theory. The first methodology considers the optimization of Information Theory quantities and the second considers a new method that is based on ranking Information Theory quantities with different possible monitor combinations. The methodologies are tested for the Magdalena River in Colombia, in which the existing monitoring network is also assessed. In addition, the use of monitors at tributaries is explored. It is demonstrated that the ranking method is a promising way of finding the extremes of Pareto fronts generated during multi-objective optimization processes and that better (more informative and less redundant) monitoring network configurations can be found for the Magdalena River.
INTRODUCTION
The acquisition of hydrologic information is an important issue in water management. Decisions concerning the allocation of water resources should be made with adequate information (Loucks et al. ) . However, sufficient data are often not available to describe the behaviour of such systems. In fact, an evident decline in the amount of river flow data has been noticed in recent years due to reasons that include lack of resources, weak institutional structures and ignorance about how useful the data are (Sene & Farquharson ) . In particular, in developing countries monitoring networks are often inappropriately designed (gauges are sited at unsuitable locations), poorly operated (time intervals are too long or too short for proper measurement) or inadequate (lack of sufficient gauges or a robust communication system). Under these conditions, water-related decisions may bring negative impacts on the environment, the regional economy and society (WMO ).
networks is presented by Mishra & Coulibaly () . Recent studies have also addressed the issue of model calibration (Sun & Bertrand-Krajewski ) and the set up of measuring campaigns (Freni & Mannina ) .
This paper presents original research to locate flow monitors based on the potential information content that a set of geographical locations can provide, following concepts from Information Theory, which were first introduced in the field of water resources by Amorocho & Espildora () . Entropy theories have been used to estimate discharges in a river cross section (see e.g., Chiu & Chen ) and to evaluate velocity distributions in pipes (Chiu et al. ) . A review of applications of the theory was made by Singh () . For some recent research studies, see e.g., Alfonso et al. (b) , Maruyama et al. () , Mishra et al. () and Ruddell & Kumar () .
The paper is organized as follows. First, Information
Theory is reviewed briefly, including a numerical example to clarify the concept of Total Correlation. Then, the methodology section is introduced by a brief review on the design and evaluation of monitoring networks, which is followed by a description of a multi-objective optimization method and a rank-based algorithm. Next, the case study of the Magdalena River, Colombia is introduced, followed by the analysis of results obtained from the application of the methodology. The Results section also includes the assessment of the existing monitoring stations for the river and the assessment of a possible monitoring configuration that takes into account the location of the tributaries to the river. The methods are then compared, including a sensitivity analysis of a parameter used in the entropy estimation. Finally, conclusions and recommendations are presented.
Information theory
Shannon () developed Information Theory to measure the information content of random variables. To understand the informational aspect of entropy, suppose there is a set of N events. Uncertainty is when we do not know which of the N events will happen. The degree of uncertainty can be different according to one's knowledge about the events.
Once an event occurs and we observe it, our uncertainty decreases, as we receive some information. For this reason information can be regarded as a decrease in uncertainty.
According to Shannon & Weaver () , the entropy of a discrete random variable X, which has discrete values x 1 , x 2 , …, x n with probabilities p(x 1 ), p(x 2 ),…, p(x n ), where n is the number of elementary events, is given by:
The amount of information content between two random variables is of interest. For stochastically independent random variables X 1 and X 2 , the total entropy is
. However, if X 1 and X 2 are stochastically dependent, part of the information is shared by them and the total entropy is not the simple sum of individual entropies. Instead, the Joint Entropy is defined by:
where p x 1i , x 2j À Á is the joint distribution between variables X 1 and X 2 .
However, natural processes are typically influenced by a significant number of variables, and a way to understand these processes is to look at the relationships between the variables. The assessment of the dependencies among a set of variables can be carried out by means of the concept of Total Correlation (McGill ; Watanabe ), which gives the amount of information shared by all variables at the same time, taking into account all the dependencies between their partial combinations:
The sum of the entropies of all the variables is always no less than their Joint Entropy, so the total correlation can only be non-negative. If no dependency exists between them, then the total correlation is zero.
The main difficulty with Equation (3) is that it requires the estimation of the Joint Entropy of multiple variables and Z is presented in Table 1a . In order to estimate the probabilities, the records are transformed into symbols that will be used in a frequency analysis by the quantization method discussed in the next section. For the scope of this example, the floor function will be used to convert each value in X, Y and Z into a corresponding integer Xt, Yt, Zt (Table 1b) . The probability of occurrence of a particular symbol i in each series Xt, Yt, Zt is presented in Table 1c .
From Equation (1) 
Quantization
Although there exist a number of nonparametric methods to estimate mutual information (see e.g., Moon et al. ) , in this paper the expressions (1) to (3) are estimated using a histogram-based frequency analysis. For this purpose, the concept of quantization, a procedure of constraining a continuous set of values to a discrete set is used. From the mechanical standpoint, the quantization rounds a value x to its nearest lowest integer multiple of a namely x q to give: 
where the decision variables X 1 , X 2 , …, X N are the geographical locations of N gauges. A simplification of the problem can be graphically seen as selecting from Figure 1 the best three circles such that their contained area is the biggest and at the same time that their overlapped area is the smallest.
The optimization problem posed in Equation (5) is solved using Multi-objective Optimization with Genetic Algorithms (MOGA). A rank-based greedy algorithm that optimizes both objectives independently is also provided in order to compare results. Both approaches are described below.
Multi-objective optimization approach
One way of solving the problem is to pose it as a multiobjective optimization problem (MOOP), whose output consists of sets of quasi-optimal, non-dominated solutions that define a Pareto front. This front describes what can be achieved in terms of decisions, showing how an In general, these objective functions conflict with each other, and therefore a solution that fully satisfies all the objectives at the same time may not exist. In this context, to optimize means to find a compromise among the objectives.
Mathematically, a vector of decision variables X* is optimal if there is no other vector X that improves an objective without degrading another objective. This means that X is not better than X* or, in other words, X * is a non-dominated solution. Mathematically, X is Pareto-optimal if either
where k is the number of total objectives, X and X* are vectors of decision variables, and f are objective functions.
In order to provide an example of the concept, consider the simplified problem schematized in Figure 1 . The final result of MOOP would be a set of solutions that would include at least the set of circles presented in Figure 2A , B and C. These solutions are non-dominated, because there is no other set of three circles that increment the contained area (row 2) without increasing the overlapped area (row 3). The solution to the problem in Figure 1 using the rankbased method is presented in Figure 3 , where the dashed circle is considered as the starting point of the algorithms to maximize the contained area (A), and to minimize the overlapped area (B). These solutions can be seen to be the extremes of the Pareto set obtained with the MOOP approach. For the remainder of this paper the method that represents case A will be named Joint Entropy Ranking, while the method that represents case B will be named Total Correlation Ranking. The flowcharts of the algorithms to be used in both situations are shown in Figure 4 .
THE MAGDALENA RIVER
The multi-objective optimization method and the rank-based algorithm are applied to the monitoring network of the Magdalena River, the main river of Colombia, which runs for about 1,540 km from South to North through the western half of the country to the Caribbean Sea. About 70% of the Colombian population lives in this catchment.
Tributaries on the Magdalena River play an important role in many respects. The watershed and its main tributaries cover 257,400 km 2 , which corresponds to 24% of the total surface of the national territory. The main tributaries, located mainly in the middle reach, have an important influence on the river's behaviour in terms of discharge. Figure 5 presents the location of the most important cities near the river, the main tributaries and the available discharge and water level records for 1995 for the downstream half of the river.
Wetlands
In terms of slope, the Magdalena River is divided into three main regions, namely steep, medium and gentle. In the division between the medium and gentle regions, the river suffers an abrupt slope change. This transition, together with the particular geologic, geomorphologic and drainage characteristics of the area, generates an inner delta that consists of several hundred interconnected water bodies. These wetlands are also connected to the main river, with important exchanges of sediment and water. The area is a natural reservoir that absorbs the peak flows of the river.
Additionally, the river divides into two branches called the Loba Branch (the main one) and the Mompox Branch.
The existing water-level gauges for the river were placed initially to support decision-making concerning local problems in the main populated areas, related to flood control and navigation, while keeping operation and maintenance costs low. However, from a global perspective, the information collected by these gauges is limited to supporting decision and policy-making for navigation, flood control and other issues at other points of the river. Therefore, insight is needed on the design of a new monitoring network while evaluating the existing network in terms of its information content.
Model-generated data The selection of the parameter a in Equation (5) 
RESULTS
The model output includes discharge time series for 181 calculation points along the main river (Loba branch) and 31 points for the Mompox branch. These time series are quantized using Equation (4), adopting a value of 200 m 3 /s for a, which corresponds to the mean discharge of the smallest tributary with available data; so only the effects of inputs with this magnitude are captured by the entropy analysis.
The pre-design of the monitoring network for the Magdalena River was done using Information Theory to select a limited number of points from the 181 discharge points on the main channel where gauge devices are worth placing. As a first insight, the marginal entropy of each calculation point was estimated using Equation (1), and a map of the entropy for the Magdalena River was prepared (Figure 7) .
Analysis of the entropy map
Before presenting the solutions of Equation (6) for the design of the monitoring network using the methods described above, the entropy maps (Figure 7 Although this additional discharge is not significant for the river (see Figure 7(b) ), between El Banco and Cauca inflow), it makes a difference in terms of entropy (see Figure 7 (a)).
Thirdly, in the middle of the Loba reach, the biggest tributary, the Cauca River, flows into the Magdalena, greatly increasing its flow and also its entropy, which recovers some of the entropy absorbed by the wetlands W 1 and W 2 . Additionally, although the wetland W 4 acts in a similar way to W 1 and W 2 , its effect is not apparent in the discharge map or the entropy map, because the influence of this zone is driven by the significant inflow from the Cauca River.
Finally, at the point where the branches Loba and
Mompox converge, the entropy is a maximum. As there are no additional inflows or wetlands, this value remains constant until the most downstream point in Calamar.
Results using multi-objective optimization approach
The MOOP posed in Equation (5) Moreover, Figure 10 shows the most informative solutions obtained for different numbers of monitors and how they are redistributed when an additional monitor is considered in the solution set. There is a regular distribution of monitors for six and seven decision variables, while for eight and nine decision variables there is a tendency to Results using the rank-based greedy algorithm
The algorithms presented in Figure 4 were applied to the Magdalena River in order to find the location of m number of monitors. In order to analyse the evolution of the monitoring network, experiments were carried out for m ¼ 5, 6, 7, 8 and 9. The algorithms were executed using as the starting point each of the 181 computational points of the model (which is equivalent to repeating the exercise in Figure 3 for a different starting circle), generating five matrices (one for each m) with size 181 × m.
Ranking by joint entropy
The solution for the monitors with the maximum Joint Entropy was selected from the previously generated matrix. The locations of the monitors are plotted in Figure 11 . 
Ranking by total correlation
The same exercise was performed for the algorithm presented in Figure 1(b) ; the results are shown in Figure 12 .
From Figure 12 it can be observed that the first monitor is located at the connection to the wetland W 3 and that subsequent monitors are located in the upstream part of the river, looking for points with very low information content. This is because one way of reducing the Total Correlation is by adding random variables with very low (or null) entropy (Alfonso et al. b) .
Comparison with the existing monitoring stations It must be pointed out that the existing monitoring network was built taking into consideration only local data needs at populated places (e.g., water levels for navigation activities and flood surveillance), without looking at the most convenient location for capturing the global behaviour of the river, and for this reason the method is limited to the evaluation of such a network.
Comparison with monitors located at tributaries
From the practical point of view, discharge measurements are part of the navigation studies for the Magdalena River.
In order to determine the water balance, these measurements are taken before and after the most important tributaries and at bifurcations such as the Mompox and Loba branches. In order to evaluate these locations from the Information Theory perspective, the value of the marginal entropy before and after the inflows of the eight tributaries included in the model is presented in Figure 13 .
It can be noted that the information content always increases after every inflow, with the exception of the Lebrija River, whose discharge is produced near to the wetland W 1 . Therefore, the straightforward conclusion is to place monitors after the tributaries in order to get the maximum information content of the river.
However, a comparison between monitors located according to this analysis and the optimal solutions obtained with the multi-objective optimization method for eight Figure 13 | Entropy values before, at and after the main tributaries.
decision variables (bottom-right of Figure 5 ), reveals that locating gauges at the tributaries is sub-optimal; this suggests that the effect of the wetlands, typically ignored in the measurement campaigns due to the difficulties of monitoring in such a vast wetland area, the hundreds of small connections between river and wetlands and the poor elevation data available, must be taken into account in order to understand the behaviour of the river better.
To make a general comparison, the resulting monitoring set located taking into consideration the eight tributaries of Figure 13 is included in the Total Correlation -Joint Entropy plane for nine variables in Figure 14 . It can be observed that both sets (before and after the tributaries) have a slightly better value of Joint Entropy than the existing monitors. Naturally, the Total Correlation cannot be evaluated in this graph because it is very sensitive to the number of monitors in place.
SENSITIVITY ANALYSIS OF THE PARAMETER A
The selection of bin-size for probability estimation by means of frequency analysis is a well-known problem and for this reason the selection of the parameter a in Equation (4) may change the value of the entropy-related quantities. In order to analyse the implications of these changes, the entropy map presented in Figure 4 is redrawn for different values of a (see Figure 12 ). It can be observed that entropy values decrease when the value of a increases, because the number of bins for the frequency analysis are fewer, and therefore the number of sums required to assess Equation (1) 
CONCLUSIONS AND RECOMMENDATIONS
The entropy map for discharge in the Magdalena River shows that entropy increases at places where the tributaries flow into the river and diminishes at places where connections to the wetlands exist.
The series of experiments carried out above gives rise to the following conclusions:
• The selection of high-entropy points for monitoring leads to redundant monitors and the selection of low-entropy points generates a final set with low information content.
The conflicting nature of these Information Theory quantities promotes the use of a multi-objective optimization approach. However, the selection of the final monitoring network selection is not straightforward if only the generated Pareto fronts are analysed, and it is still difficult to find an optimal solution that satisfies both criteria. In order to choose one point from the Pareto front, additional constraints are needed to determine the relative importance of joint entropy and total correlation. It is recommended that decision makers find these additional constraints by considering the requirements of water users.
• Seven monitors is the maximum number of monitors for which the Joint Entropy continuously increases along the Magdalena River, under the conditions with which the model was built. Additional monitors are fully redundant and do not add any further information content.
• The ranking-based methods are useful for finding the extremes of the Pareto fronts generated by the multiobjective optimization procedure and could be used in further research to normalize the information quantities and therefore to evaluate the solutions in a relative way. 
