We consider the inverse scattering problem for the Schrödinger operator with optical potential introduced in nuclear physics to study the scattering of nucleons by nuclei. We show that the corresponding spin-orbit interaction and the complex matrix potential can be uniquely reconstructed from the scattering amplitude at fixed energy.
1 2 ϭi 3 , 2 3 ϭi 1 , 3 1 ϭi 2 .
͑1.2͒
A standard representation of the Pauli matrices is 1 ͪ .
͑1.3͒
The original problem of scattering nucleons should be dealt with by the N body Schrödinger operator, in which many scattering channels appear. Usually the elastic process is dominant, and in order to ignore the inelastic processes, physicists introduced the complex two-body potential so that these inelastic scattering processes are regarded to be absorbed into the background. This is the origin of the terminology optical in analogy to the scattering and absorption of light by materials. By suitably adjusting constants c i ͑which are usually energy-dependent͒ and R i ,␣ i , the cross section calculated by this model is known to reproduce very well the experimental data ͑see, e.g., Feshbach 8 In Sec. II, we shall show that under these assumptions, there is a discrete set E 0 in a neighborhood of ͑0,ϱ͒ such that for E(0,ϱ)‫گ‬E 0 , there exists a solution (x,E,), S 2 , of the Schrödinger equation ͑ Ϫ⌬ϩV ͒͑ x,E, ͒ϭE͑ x,E, ͒ having the following asymptotic expansion:
͑x,E,͒ϳe iͱE•x ϩ e iͱEr r f ͑ E;, ͒, ϭx/r, rϭ͉x͉→ϱ.
The 2ϫ2-matrix valued function f (E;,) of ,S 2 is the scattering amplitude. The main theorem of this paper is the following one.
Theorem 1.1: For each fixed energy E(0,ϱ)‫گ‬E 0 , one can uniquely reconstruct the perturbations a(x),W(x) from the scattering amplitude f (E;,).
The Born approximation at high energies is not valid in the case considered in this paper since the perturbation is energy dependent so that it is natural to consider the fixed energy problem.
There has been considerable works in recent years in studying inverse scattering problem at fixed energy for the case of the Schrödinger equation associated to a potential, that is the two-body problem. To solve this problem one can use Faddeev's Green function 7 and the direction dependent Faddeev's Green's function ͑see Ref. 12 for a review and references͒ or the method of constructing complex geometrical optics solutions initiated by Calderón 3 and the connection to the Dirichlet-to-Neumann map ͑see Ref. 22 for a review and references͒. The problem considered here is more closely related to the case of the Schrödinger equation in the presence of a magnetic field studied in Ref. 5 or 16 . An important ingredient in those articles is the reduction to the case of a lower order perturbation of the Laplacian by exponentiating with a pseudodifferential operator. We use a similar method to deal with the main difficulty in the optical model, which is the reconstruction of the spin-orbit interaction a(x)•(xϫ p). Namely by making semi-classical analysis type arguments ͑Lemma 5.1͒ and using the commutation relations of the Pauli spin matrices, we reconstruct a(x) using the complex Born approximation of the scattering amplitude. We shall also use the gauge invariance of the scattering amplitude and introduce an auxiliary magnetic field to reconstruct the complex potential W(x).
For earlier results on the scattering theory for non-self-adjoint Schrödinger operators see, e.g., Refs. 15, 19, 14, and 4 from the mathematical side, and Refs. 2 and 21 from the physical side.
Some remarks on the notations. For two Banach spaces X and Y , B(X;Y ) denotes the set of all bounded operators from X to Y . For xR 3 , ͗x͘ϭ(1ϩ͉x͉
. C's denote various constants.
II. RESOLVENT ESTIMATES AND THE SCATTERING AMPLITUDE
We shall derive in this section the analytic continuation of the resolvent of Ϫ⌬ϩV and introduce the scattering amplitude.
A. Resolvent estimates
Let H 0 ϭϪ⌬ in (L 2 (R 3 )) 2 . For aR, we define f H a ⇔ʈ f ʈ H a ϭʈe a͉x͉ f ͑ x ͒ʈ L 2 (R 3 ) Ͻϱ.
͑2.1͒
Then, by passing to the Fourier transformation and by shifting the path of ͉͉-integration, for any
Ϫ1 defined for Im zϾ0 has an analytic continuation across (0,ϱ) into the region
as a B(H ␦ ;H Ϫ␦ )-valued function. We denote this operator by R 0 (ϩ) (z). This is actually the integral operator with kernel e iͱz͉xϪy͉ /(4͉xϪy͉). For a technical reason, which will be explained in Sec. VI, we include also a magnetic field b(x). Let HϭH 0 ϩV, where
I being the 2ϫ2 identity matrix. We shall assume that
These assumptions imply that for 0Ͻ␦Ͻ␦ 0 /2, R 0 (ϩ) (z)V is a B(H Ϫ␦ ;H Ϫ␦ )-valued analytic function on ⍀ ␦ and is compact for each z. We define E 0 to be the set
Here spec p (A) denotes the point spectrum of the operator A. 
Therefore uϭ0 for large Ͼ0. This proves ͑1͒. Assertion ͑2͒ follows from the analytic Fredholm theorem ͑Ref. 17, p. 204͒. ᮀ We define
The following theorem is easily proved. Theorem 2.2: We introduce the following notation for 2ϫ2-matrices f (x),g(x):
Then f (E;,) is written as
͑2.14͒
where
III. DIRECTION DEPENDENT GREEN OPERATORS
The aim of this section is to construct Green operators for Ϫ⌬ϩV depending on a direction ␥S 2 .
A. Unperturbed operator
For ⑀Ͼ0, we let
We fix an arbitrary direction ␥S 2 .
Theorem 3.1: (1) For any ␦Ͼ0 and EϾ0, there exists an ⑀Ͼ0 and a B(H
(3) For Ͼ0,
f being the Fourier transform of f . If f is rapidly decreasing, the integral is absolutely convergent.
, and
Proof: For the proof see Ref.
13, Theorem 2.10. The last assertion ͑4͒ is proved in the same way as in Sylvester-Uhlmann, 20 Lemma 3.1. ᮀ We next observe a relation between this direction dependent Green operator and the ‫ץ‬ -operator. For C 3 ,Im 0, let
We also define 
B. Perturbed operator
Let pϭϪiٌ x . For C 3 , we let
and
where V is defined by ͑2.4͒. Our aim is to construct a direction dependent Green operator for H(z␥)ϪE. The main difficulty comes from the term 2b(x)•(pϩz␥)ϩa(x)•(xϫ(pϩz␥)), which we are going to eliminate by introducing a suitable pseudodifferential operator ͑⌿DO͒. Namely by using the identity
we seek S in such a way that the right-hand side is invertible. Before entering into the technical details, we explain the idea in the background. Let us suppose for the sake of simplicity that b(x)ϭ0. If S is a ⌿DO belonging to S 0 to be introduced below, the natural choice is to assume that the symbol S(x,) of S satisfies
In general when one considers inverse scattering problems at a fixed energy for systems of partial differential equations, one often encounters the equation •ٌ x SϭB(x,)S, where is a complex vector satisfying some conditions and B(x,) is a matrix coming from the lower part of the equation. This sort of Cauchy-Riemann type equation is difficult to solve for systems ͑see Ref. 6 for a recent review͒. It is trivial to solve for scalar equations like in the case of the Schrödinger equation in the presence of a magnetic field. However, in our case it is sufficient to solve the equation
This is due to the fact that at the level of symbols, C solves
and the symbol of C commutes with B(x,ϩz␥). ͑See Lemma 3.3 below.͒ Now the above equation for is just the one we encounter in considering the inverse scattering problem for the scalar Schrödinger operator in a magnetic field, and the solution plays a significant role only near the zeros of (ϩz␥) 2 ϪE. With these remarks in mind, let us return to the construction of the perturbed direction dependent Green operator.
For a sufficiently small ⑀Ͼ0, let 0 (t)C ϱ (R) be such that 0 (t)ϭ1 if ͉t͉Ͻ⑀/2, 0 (t)ϭ0 if ͉t͉Ͼ⑀ and let
͑3.8͒
Note that on the support of (ϩi␥),
Let us put
For mR, let S m be the class of ⌿DO's with symbol p(x,;) satisfying
We use the same notation S m to denote the associated class of symbols.
The assertion ͑2͒ follows from a direct computation. The assertion ͑1͒ is proved in the Appendix.
Let 0 (), 0 () be ⌿DO's with symbol (x,ϩi␥),(x,ϩi␥) and let
͑3.13͒
Then for 1/2ϽsϽ1 and large Ͼ0,
Proof: For two operators P 1 () and P 2 () we write
if they satisfy for large Ͼ0,
͑3.16͒
Therefore we have
͑3.17͒
Since A()S 0 by Lemma 3.3 ͑1͒, by the symbolic calculus we have
where ʈ P 2 ()ʈ B(L 2,sϪ1 ;L 2,s ) рC s , and P 1 () is the ⌿DO with symbol
Let Q() be the ⌿DO with symbol (ϩi␥). By ͑3.18͒ and ͑3.19͒, we have
where ʈ P 3 ()ʈ B(L 2,sϪ1 ;L 2,s ) рC s , and
Let us note that
The estimate ͑3.24͒ follows from Theorem 3.1 ͑3͒. Then in view of Theorem 3.1 ͑4͒, we have
It then follows that
This proves the lemma. ᮀ With the aid of Lemma 3.4, we define the modified direction dependent Green operator for large Ͼ0 by
͑3.26͒
By definition it satisfies
We define E ␥ (E) to be the set of zD ⑀ such that 
ᮀ

Let us define for z E ␥ (E),
U ␥ ͑ E,z ͒ϭ͑ 1ϩU ␥,0 ͑ E,z ͒V͑ pϩz␥ ͒͒ Ϫ1 U ␥,0 ͑ E,z ͒. ͑3.28͒
Theorem 3.6. (1) As a B(H ␦ ;H Ϫ␦ )-valued function, U ␥ (E,z) is meromorphic on D ⑀ . (2) When z→t(Ϫ⑀/2,⑀/2)‫گ‬E ␥ (E), U ␥ (E,z) converges to U ␥ (E,t) and
(3) For large Ͼ0,
Proof: We show the last assertion. We have only to show that the equation (H(i␥)ϪE)u ϭ0,uL 2,Ϫs , has only a trivial solution for large Ͼ0. Since (H 0 (i␥)ϪE)uϭϪV(pϩi␥)u L 2,s , we have by the uniqueness theorem of Agmon-Hörmander, uϭϪU ␥,0 (E,i)V(p ϩi␥)u. Therefore uϭ0 by using Lemma 3.5 ͑3͒. ᮀ
IV. FADDEEV SCATTERING AMPLITUDE
The Faddeev theory, which we have rewritten in Ref. 12 , is transferred without any essential change to the non-self-adjoint case. For EϾ0, let
As is well known F 0 (E)B(L 2,s ;L 2 (S 2 )) if sϾ1/2. Then for E E 0 , the scattering amplitude is written as, up to a constant depending only on E,
͑4.2͒
The scattering amplitude f (E;,) from ͑2.12͒ is the integral kernel of A(E). Let for t (Ϫ⑀/2,⑀/2)‫گ‬E ␥ (E),
͑4.3͒
Then the Faddeev scattering amplitude is defined by
The following two theorems are proved in the same way as in 
Theorem 4.2: Let Kϭ2iA(E)F ␥ (E,t).
Then
Let us give a brief sketch of the proof of the above theorems. Let
Then we have ͑Ref. 12, Lemma 6.4͒
where R ␥ ϭR ␥ (E,t),RϭR(E). The eigenoperator F(E) and the Faddeev eigenoperator F ␥ (E,t) are defined by
Then by the resolvent equation ͑4.6͒ we have
Using ͑4.5͒ we get
Multiplying this by F 0 (E)V, we obtain Theorem 4.1. To prove Theorem 4.2 we note the following operator equation:
where R 0 (z)ϭ(Ϫ⌬Ϫz) Ϫ1 ,R ␥,0 (E,t)ϭe it␥•x U ␥,0 (E,t)e Ϫit␥•x . In fact, this follows from the formula R ␥,0 ͑ E,t ͒ϭR 0 ͑ Eϩi0 ͒ϪT ␥ ͑Ref. 12, Lemma 6.3͒ and the resolvent equation.
Since E E 0 , 1ϩR 0 (Eϩi0)V is invertible. Therefore
we have
This proves Theorem 4.2.
It follows from Theorems 4.1 and 4.2 that for t(Ϫ⑀/2,⑀/2)‫گ‬E ␥ (E),
We have thus constructed the Faddeev scattering amplitude A ␥ (E,t) from the scattering amplitude A(E). The kernel of A ␥ (E,t) is written as, up to a constant depending only on E,
where V*() is defined by ͑2.15͒. We now put ͱEϭͱEϪt 2 ϩt␥, ͱE Јϭ ͱEϪt 2 Јϩt␥,
͑4.15͒
where ,ЈS 2 ,•␥ϭЈ•␥ϭ0. Then the above kernel is rewritten as
which we denote by B ␥ (Ј,;t). Since U ␥ (E,t) is a boundary value of a meromorphic function, B ␥ (Ј,;t) is uniquely extended to a meromorphic function on D ⑀ .
V. RECONSTRUCTION OF THE SPIN-ORBIT INTERACTION
In this section we reconstruct the spin-orbit term from B ␥ (Ј,;t) defined by ͑4.16͒. Our intention is to consider the case without magnetic field b(x). However, since we shall use an auxiliary magnetic field in the next section, we include b(x) until Lemma 5.5.
As has been noted above, B ␥ (Ј,;t) is meromorphically extended to D ⑀ . By Theorem 3.6 ͑3͒, for large Ͼ0, B ␥ (Ј,;i) has the following expression:
where ͱEϭͱEϩ 2 ϩi␥, ͱE Јϭ ͱEϩ 2 Јϩi␥.
For R 3 , we take ␥,S 2 such that •␥ϭ•ϭ•␥ϭ0, and put
We split B ␥ (()Ј,();i) into two parts:
͑5.4͒
Noting that p͑ ͒ЈϪ p͑ ͒ϭϩO͑
we have by ͑2.4͒
͑5.5͒
To compute B ␥ (2) (), we rewrite it as follows:
Let A() be from ͑3.12͒ and put
Then we have by virtue of ͑3.12͒
and let P() be the ⌿DO with symbol e Ϫ⌿(x,ϩ()) . Then
Proof: Modulo S Ϫ1 , B() is a ⌿DO with symbol ⌿(x,ϩ()). Therefore for large ͉z͉,
Ϫ1 is a ⌿DO with symbol (zϪ⌿(x,ϩ())) Ϫ1 modulo S Ϫ1 . Since for large M ,
where k j ϭk•e j ,x j ϭx•e j and ã ( 1 , 2 ,x 3 ) is the partial Fourier transform with respect to x 1 ,x 2 of a(x). We also let
Lemma 5.2:
Proof: First we note
0 (t) being as in ͑3.8͒, and let Q j be the ⌿DO with symbol j (ϩi␥). On the support of 2 (ϩi␥), we have
So we have
Therefore as an operator in B(L 2,s ;L 2,sϪ1 ),0ϽsϽ1,
On the other hand, by Lemma 5.1, we have
and 
Proof: The left-hand side is equal to
which follows from Liouville's theorem, we get the lemma. ᮀ Lemma 5.4: Choosing the direction of arbitrarily, one can reconstruct a(x) by the inversion formula of the Radon transform ͑see, e.g., Ref. 10͒.
VI. RECONSTRUCTION OF THE COMPLEX POTENTIAL
A. Gauge invariance
In the previous section we constructed the spin-orbit term a(x)•(xϫ p) from the scattering amplitude of the operator
To reconstruct W(x) we shall make use of the gauge invariance.
Let (x) be the solution of with b (x)ϭٌc(x). Since c(x) is exponentially decreasing, has the same asymptotic expansion as in ͑6.2͒. This means that the family of operators ͕(pϪb ) 2 ϩV( pϪb );Ͼ0͖ has the same scattering amplitude. One should also note that due to the unitary equivalence, the sets of exceptional points E 0 and E ␥ (E) are independent of Ͼ0.
B. Reconstruction of the complex potential
We use the same notation as in Sec. V with b replaced by b ϭٌc(x). Let
V*͑͑ ͒ЈϪb ͒ӍV 1 *͑Ϫi␥͒ϩV 1 *͑/2͒ϩV 2 * .
Recall that we already know a(x) and b (x). We first show that up to known terms
In fact,
Up to a known term, this is equal to ͐e Ϫix• W(x)dx. Next we note that
the first term is a known term. Applying
and arguing in the same way as in the proof of Lemma 5.2, we get
The right-hand side is equal to
where we have used ͑7.6͒. Since
this is equal to
Since ⌿ ϱ ϭϪic(x)ϩg, by the stationary phase method, the term containing e Ϯi⌿ ϱ vanishes as →ϱ. Here one must note that b (0)ϭ0. What remains is
Up to a known term this is equal to i/2 ͐e ix• W dx. We have thus reconstructed Ŵ ().
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APPENDIX
We summarize here basic properties of the ‫ץ‬ -operator used in this paper. Note that we define ‫ץ‬ ϭ(‫ץ/ץ‬x 1 ϩi‫ץ/ץ‬x 2 )/2. 
Using the identity
In particular we have From this we can conclude the lemma. ᮀ
