The calculation of resistance of three-dimensional configurations is, in general, impractical. Exact solutions are obtainable only if there is a great deal of symmetry, and digital computer solutions of difference equations present considerable computational difficulties because of the large number of lattice points required. The purpose of this letter is to describe a technique that reduces the threedimensional problem to a set of integral equations which depend only on the surface potentials. Thus, the three-dimensional problem is effectively reduced to a two-dimensional problem. The technique proposed is an extension of a method recently developed for solving Poisson's equation in homogeneous and inhomogeneous media' and applied to the forward problem in electrocardiography. ' Consider the three-dimensional configuration shown in Fig. 1 , where a difference of potential V is applied to the electrode surfaces SI and S?. SI represents the portion of the surface not covered by the electrodes. The resistance R of this configuration is given by:
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where + is the electrostatic potential and u the electrical conductivity.
Examination of (1) reveals that a knowledge of the normal derivative of the potential over either SI or Sf is sufficient information to obtain R. Let $= l/r, +be the electrostatic potential, and SO the entire external boundary. I t is then a straightforward procedure5 to show that +(x', y', 2 ' ) is the potential at an arbitrary observation point inside SO, and r is the distance from this point to the surface. A judicious choice of the observation point will prove advantageous. In particular, choose the location of + ( x / , y', z') sufficiently close to a surface element so that the potential at the observation point is equal to the surface potential +i to within the desired accuracy. This choice assumes that ' V+ is finite. However, this is a reasonable assumption since an upper limit of V+ exists for all known materials due to dielectric breakdown. The surface integrals in (3) consist of three surfaces SI, SO, and S 3 . These may be approximated by finite sums: i. By successively choosing the observation point, an infinitesimal distance inside each surface element, one can generate (L+N+M) simultaneous equations with ( L + N + X ) unknowns. Solutions of these simultaneous equations specify the unknown potential gradients o n the electrodes (as well as the unknown potentials on Sa), and the resistance can then be obtained by using (1).
By starting with Green's theorem for an inhomogeneous media,',' this method may be generalized to include inhomogeneous volume conductors. For inhomogeneous volume conductors, the resistance depends not only on the outside surface but also on the interfaces of differing conductivity within the volume.
This method has b e e n tested by determining the resistance of a sphere with spherical cap electrodes located at different points on the sphere. The resistance obtained by this method, using an IBM 7072 computer to solve the simultaneous equations, is within 5 percent of solutions obtained by digital computer solutions of difference equat i o n~,~ and within 3 percent of known exact solutions.6 Based on the experience from this initial work, the authors believe that the computational load using the technique described in this letter is at least one order of magnitude less than that required by standard numerical techniques. 
Schottky Barrier Gate Field Effect Transistor
An obvious addition to the ever-growing family of field-effect devices is a field-effect transistor with a Schottky barrier gate. I t is the purpose of this correspondence 1) to demonstrate that indeed such a device does function as expected and 2 ) to point out several advantages of such a structure under certain circumsances.
A schematic cross section of the device is shown in Fig. 1 . The gate consists of a metal in intimate contact with the clean semiconductor surface. Clearly the ohmic contacts can be placed either on top of or under the semiconductor layer.
Experimental devices were constructed using a 2 . 5~ thick n-type GaAs epitaxial layer (p=O.45 Qcm, p=7000 cm2/volt-second) on a semi-insulating GaAs substrate. The source and drain were alloyed Sn-Te spaced 1 mm apart. The devices were 0.45 mm in width. An From the study of the dependence of the Schottky barrier energy upon the nature of the metal, it has been established that nearly all of the more covalent semiconductors have a large density of surface states which fix the Fermi level a t the surface somewhere near the middle of the forbidden gap.* Under these conditions, the fieldeffect modulation of carrier density in the bulk should be very much less than that calculated, assuming no surface charge. In certain cases (silicon, e.g.), it is possible to alter the surface states by chemical surface reactions in such a way that near-ideal field-effect behavior is observed in MOS-type structures. However, it is doubtful that this technique will work in all cases. Since the bias dependence of the Schottky barrier depletion layer is not affected by surface states, it constitutes an ideal gate for those materials where the MOS technique is unsuccessful. I t should also be remarked that the insulator of an MOS structure is the source of many drift and instability problems and is very easy to damage by exceeding its voltage breakdown.
The Schottky barrier gate also has certain advantages over a p-n junction gate. On many wide-band gap materials, for example, good p -n junctions are difficult to form, often having high reverse saturation currents. A properly made Schottky barrier has a close-totheoretical reverse current which can be extremely low. In addition, the barriers associated with wide-band gap semiconductors are quite large and, hence, a Schottky barrier gate can be biased in the forward direction by a considerable amount to narrow the depletion layer, without drawing excessive gate current. If gate current is drawn, it appears as a hot electron current into the gate and, hence, has no storage effect to interfere with the high-frequency operation of the device. For these reasons, the author believes that the Schottky barrier gate will see increasing application as devices are made with new materials.
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