Abstract. Let G be a countable discrete group with an orthogonal representation α on a real Hilbert space H. We prove L p Poincaré inequalities for the group measure space L ∞ (Ω H , γ)⋊G, where both the group action and the Gaussian measure space (Ω H , γ) are associated with the representation α. The idea of proof comes from Pisier's method on the boundedness of Riesz transform and Lust-Piquard's work on spin systems. Then we deduce a transportation type inequality from the L p Poincaré inequalities in the general noncommutative setting. This inequality is sharp up to a constant (in the Gaussian setting). Several applications are given, including Wiener/Rademacher chaos estimation and new examples of Rieffel's compact quantum metric spaces.
Introduction
Gross' logarithmic Sobolev inequality (LSI) [12] is a powerful tool and has many applications in different areas of mathematics. Based on LSI, Bobkov and Götze proved the exponential integrability and the transportation cost inequality for 1-Wasserstein distance in [2] . It was proved later that LSI implies a stronger transportation cost inequality for 2-Wasserstein distance by Otto-Villani [23] and Bobkov-Gentil-Ledoux [3] . It is well known now that the transportation cost inequalities imply concentration inequalities due to the work of Marton [20] ; see [2] and the references therein for more details in this direction. On the other hand, it is known that the L p Poincaré type inequalities also imply concentration phenomena. In [9] , Efraim and Lust-Piquard proved the following L p Poincaré inequalities with constant C √ p for 2 ≤ p < ∞ for the Walsh system
where ∇f is the discrete gradient. Similar results hold for CAR algebras.
Here and in what follows C, C ′ , C 1 , c, c 1 , etc. are absolute constants which may vary from line to line. In the noncommutative setting, the L p Poincaré type inequalities with constant Cp were proved for certain semigroups acting on finite von Neumann algebras under Bakry-Emery's Γ 2 -criterion in [14] . The constant C √ p was obtained only with L ∞ norm on the righthand side. The aim of this paper is to give consequences when the constant is C √ p and to provide more examples of this situation. We first prove the L p Poincaré inequalities for group (Gaussian) measure spaces, and then show that L p Poincaré inequalities with constant C √ p imply a transportation type inequality in general noncommutative setting.
The latter seems to be new even in the commutative case. Moreover, it was observed in [14] that LSI may fail in the non-diffusion setting but the Poincaré type inequalities still hold. This suggests that Poincaré type inequalities may be a simpler but more universal approach to transportation and concentration inequalities even though they usually provide less good constants compared with LSI.
Unless specified otherwise, we consider a noncommutative probability space (N , τ ) where N is a finite von Neumann algebra and τ a normal faithful tracial state. Then the noncommutative L p space L p (N , τ ) is the completion of N with respect to f p = τ [(f * f ) p/2 ] 1/p for 0 < p < ∞ and f ∞ = f . Here and in the following · denotes the operator norm. It is well known that L p (N , τ ) is a Banach space for 1 ≤ p ≤ ∞. For example, for a classical probability space (Ω, F , P), we may take N = L ∞ (Ω, P) and τ (f ) = E(f ) = f dP for f ∈ N . Then L p (N , τ ) = L p (Ω, P). Let (T t ) t≥0 be a standard semigroup acting on N with generator A, i.e., T t = e −tA . Following [14, 15] , a standard semigroup (T t ) is a pointwise σ-weak (weak * ) continuous semigroup such that every T t is normal unital completely positive and self-adjoint on L 2 (N , τ ). The standard semigroup is a noncommutative analogue of a symmetric Markov semigroup in classical probability theory. Then the gradient form associated to A (Meyer's "carré du champs") is defined as
In the first part of this paper, we consider a countable discrete group G with an orthogonal representation α on a real Hilbert space H. From here we can construct a group measure space L ∞ (R d , γ d ) ⋊α G, on which there is a canonical trace. Here d is the dimension of H and γ d is the canonical product Gaussian measure. Put ℓ 2 (G) = span{δ g : g ∈ G} where δ g is the unit vector with δ g (g) = 1 and δ g (h) = 0 for h = g. Note that
Here and in what follows B(H) denotes the algebra of all bounded linear operators on a Hilbert space H. The construction of L ∞ (R d , γ d ) ⋊α G and other preliminary materials will be recalled in Section 2.
Consider the Ornstein-Uhlenbeck semigroup (P t ) acting on
⋊α G is a well-defined semigroup, and we denote the restriction by T t . Then it is easy to check that (T t ) is a standard semigroup on L ∞ (R d , γ d ) ⋊α G and E Fix = E L(G) , where L(G) is the group von Neumann algebra of G constructed as follows. Let λ : G → B(ℓ 2 (G)) be the left regular representation. Then the group von Neumann algebra L(G) is the closure of linear span of λ(G) in the weak operator topology. It is well known that L(G) is a subalgebra of L ∞ (R d , γ d ) ⋊α G and admits a canonical normal faithful tracial state given by τ (f ) = δ e , f δ e for f ∈ L(G), where e is the identity element of G. To be more specific, a generic element of L(G) can be written as a Fourier series f = gf (g)λ(g). Then τ (f ) =f (e). Our first main result is the L p Poincaré type inequalities for
Theorem 1.1. Let G be a countable discrete group with an orthogonal representation α on a real Hilbert space
Here L ⋊ I is the generator of T t .
We always understand Γ A (f, f )
To illustrate Theorem 1.1 for readers from more classical probability background, let us consider G to be a finite group with |G| = d. Let α be an orthogonal representation of
The proof is harder than the scalar-valued case because of the noncommutativity. This result will be proved in Section 3.
We may also consider certain Poincaré type inequalities for L(G). Let ψ be a conditional negative length (cn-length for short) function on G. Then it is well known that ψ determines an orthogonal representation α on a real Hilbert space H and a map b ψ :
Then (S t ) is a standard semigroup. See [14] for a proof of this fact. It extends to a strongly continuous semigroup of contractions on L 2 (L(G)). The generator is given by Aλ(g) = ψ(g)λ(g). The following result can also be regarded as Poincaré type inequalities for L(G). Corollary 1.2. Let G be a discrete group with cn-length function ψ.
G is a trace preserving * -homomorphism given by π(λ(g)) = e i b ψ (g),· ⋊ λ(g) and b ψ is the 1-cocycle determined by ψ.
Let us return to the general setting and consider the noncommutative probability space (N , τ ). Let φ(t) = e t 2 − 1. It is well known that φ is a Young function. Define for x ∈ N ,
Then the Orlicz space L φ (N ) is the completion of N in this norm. Recall that the entropy of a positive τ -measurable operator ρ (see, e.g., [10] ) is defined as
.
For a τ -measurable operator x, we introduce the exponential integrability condition of Bobkov and Götze
Then we have the following transportation type inequality. Theorem 1.3. Let (N , τ ) be a noncommutative probability space. Suppose the Poincaré type inequalities (1.1) or the exponential integrability (1.3) hold for all self-adjoint x ∈ N with E Fix x = 0 and Γ A (x, x)
for all τ -measurable positive operator ρ with τ (ρ) = 1.
Let us now indicate the connection between Theorem 1.3 and transportation cost inequalities in classical probability. Let (Ω, d) be a metric space equipped with a probability measure µ. Assume ν is a probability measure absolutely continuous with respect to µ. Suppose that there exists x 0 ∈ Ω such that d(x, x 0 )dP < ∞ for P = µ and ν. Let g = dν dµ
. By the Kantorovich-Rubinstein formula (see, e.g., [36] ), the 1-Wasserstein distance can be written as
Here · Lip denotes the Lipschitz constant. Suppose e tf dµ ≤ e ct 2 /2 for all t > 0 and all f with f dµ = 0, f Lip ≤ 1. Then Bobkov and Götze showed in [2] that
for all ν absolutely continuous with respect to µ. Here D(ν||µ) = ln dν dµ dν is the relative entropy; see also, e.g., [8, 34] and their references therein for the notion of quantum relative entropy.
Recall that the gradient form for Laplacian is the modulus of gradient
Lip . Given two states ξ, η of the von Neumann algebra N , let us define
∞ ≤ 1}. In the case that ξ(·) = µ(·), η(·) = ν(·) and the gradient form is associated to the Laplacian, we clearly have W 1 (µ, ν) = Q 1 (µ, ν). The classical definition of Lipschitz functions is hard to generalize to the noncommutative setting. But the gradient form is well-defined. Therefore, Junge and the author simply take (1.7) as the definition of noncommutative 1-Wasserstein distance in [14] . By extending the proof of (1.6), in the same paper it was showed that if
for all t > 0 and self-adjoint
for all τ -measurable positive operators ρ with τ (ρ) = 1. Here given two τ -measurable operators ρ, σ, Q 1 (ρ, σ) := Q 1 (ξ, η) for ξ(x) = τ (xρ)/τ (ρ) and η(x) = τ (xσ)/τ (σ). This quantity Q 1 is also closely related to the distance used by Rieffel to define his quantum metric spaces [29, 30] . Indeed, new quantum metric spaces were found using a variant of Q 1 (the self-adjoint condition was removed) in [13, 15] .
Notice that in (1.2) and (1.3), we actually have better bounds than (1.8). Hence, instead of requiring the strong condition Γ A (x, x) 1/2 ∞ ≤ 1, we can ask for Γ A (x, x) 1/2 φ ≤ 1. This motivates the following definition
φ ≤ 1}. Then the conclusion (1.4) of Theorem 1.3 can be rewritten as
Here
(1.11) implies that a phase transition behavior may happen for Q φ depending on the entropy functional. In Section 4, we will prove Theorem 1.3 and elaborate on its relationship with different transportation cost inequalities obtained in [3, 23, 33] . We also show that the linear term Ent(ρ) gives the correct order when the entropy is large. Thus (1.4) is sharp up to a constant. As an immediate consequence of Theorem 1.3, we show that the entropy functional gives an upper bound for the Wiener and Rademacher chaos of order 1 and 2. See Section 4 for the precise definition of chaos.
Corollary 1.4. Let (Ω, G, P) be the Gaussian (resp. Rademacher) measure space. Let H n denote the the Wiener (resp. Rademacher) chaos of order n and P Hn : L 2 (Ω, G, P) → H n the orthogonal projection. Then for any positive function f ∈ L 2 (Ω, G, P) with f 1 = 1, we have
One can also deduce concentration and isoperimetric-type inequalities from the weaker inequality (1.9) as indicated in [2] . The point here is that in the absence of logarithmic Sobolev inequality, (1.4) and (1.9) may be good alternatives of transportation cost inequalities derived from LSI.
Furthermore, we will show that · φ gives new examples of quantum metric spaces in Section 5. Let C * r (G) (resp. C(G)) denote the reduced group C * -algebra of G (resp. group algebra of G). Define |||a||| = max{ Γ A (a, a)
φ } for a ∈ C(G). See Section 5 for unexplained notation and terminology in the following result.
is a compact quantum metric space provided one of the following holds:
(1) G is finitely generated with rapid decay and
the 1-cocycle associated to ψ on G.
Preliminaries
From now on, we always assume 2 ≤ p < ∞ unless we specify otherwise.
Poincaré type inequalities for Gaussian measures. Let
Then by e.g. [26] the Mehler formula for cos
Following [9] , we have the Poincaré type inequality for Gaussian measures, which should be a classical result; see [14] for another proof based on martingale inequalities. We present the proof here because it is our guideline for the group measure space setting. We write
In particular,
Proof. By approximation, we may assume that f is a bounded C 1 function with |∇f | bounded by some polynomial so that we can differentiate under integral in the following. Since lim t→∞ P t f = f dγ d , by (2.1), we have
where R θ is a measure preserving automorphism of (
. By Minkowski's integral inequality and Hölder's inequality,
The first assertion follows from Khintchine's inequality. Taking φ(θ) = 1 [0,π/2] (θ) gives the second one as in [9] .
We remark that by approximation the above result also holds for the standard Gaussian measure on R ∞ , because we still have the Mehler formula in this setting; see, e.g., [22] .
Crossed products.
We briefly recall the crossed product construction. Our reference is [13, 32] . Let G be a discrete group with left regular representation λ : G → B(ℓ 2 (G)). Given a noncommutative probability space (N , τ ), we may assume N ⊂ B(H) for some Hilbert space H. Suppose a trace preserving action α of G on N is given, i.e., we have a group homomorphism α : G → Aut(N ) (the * -automorphism groups of N ) with
where e g,h is the matrix unit of B(ℓ 2 (G)). In other words,
Then the crossed product of N by G, denoted by N ⋊ α G, is defined as the weak operator closure of 1 N ⊗ λ(G) and π(N ) in B(ℓ 2 (G; H)). We usually drop the subscript α if there is no ambiguity. Clearly, N ⋊ G is a von Neumann subalgebra of N ⊗B(ℓ 2 (G)). In the special case N = C, the complex number algebra, C ⋊ G reduces to the group von Neumann algebra L(G). Therefore, L(G) is a von Neumann subalgebra of N ⋊ G and there exists a unique conditional expectation
There is a canonical trace on N ⋊ G given by
where we denote by
and
In what follows, we may simply write f λ(g) instead of f ⋊ λ(g). The group measure space in this paper refers to a special case of the crossed product, i.e., N = L ∞ (Ω, µ) for some (standard) probability space (Ω, µ) .
2.3.
Gaussian measure space construction. Our reference of this subsection is [31, Chapter 8] and [22, Chapter 1] . Let H be a real Hilbert space of dimension d, where d ∈ N ∪ {+∞}. Identify H as ℓ 2 (d). Following the well known Gaussian measure space construction (see, e.g., [6] ), we consider the linear map B :
is the measure space obtained from Kolmogorov's construction for which all the cylinder set measures are standard Gaussian measures. Note that [31, Theorem 8.3.14] . By abuse of notation, we simply write α for α * because they are indeed the same if
In the following we will consider the von Neumann algebra M = L ∞ (R d , γ d ) ⋊α G and simply forget the subscriptα in the notation of M if there is no ambiguity. [11, 22] for the
is linear and measure preserving, by the Mehler formula or by the functoriality of the Gaussian functor Γ [4] , P t is G-equivariant, i.e., (2.3)
This will be the starting point of the L p Poincaré inequalities (1.1) for group measure spaces in the next section, because our extension of the Ornstein-Uhlenbeck semigroups to the group measure spaces relies on (2.3). Indeed, (2.3) implies
Since the fixed point algebra of P t is trivial, the fixed point algebra of
2.4.
Groups with affine representations. Let G be a countable discrete group with the conditional negative length (cn-length) function ψ :
Then ψ determines an affine representation which is given by an orthogonal representation α : G → O(H) over a real Hilbert space H together with a map b ψ : G → H satisfying the cocycle law, i.e., b ψ (gh) = b ψ (g) + α g (b ψ (h)); see, e.g., [5] . By the above Gaussian measure space construction, we get the finite von Neumann algebra
For our later development, we need to construct b ψ explicitly.
have at most finitely many nonzero coordinates.
Proof. Let RG be the algebraic group algebra of G, i.e.,
where the sum is over finite many elements. Let
Since ψ is conditional negative, K is a positive semidefinite matrix. Put N ψ = {x ∈ RG : [x, x] = 0}. Then we define an inner product on RG/N ψ as x + N ψ , y + N ψ = [x, y] for x, y ∈ RG. Clearly ·, · is a well-defined inner product. Let H ψ be the norm closure of RG/N ψ . We define
Then H ψ , b ψ , α thus constructed satisfy the cocycle law. We may utilize the Gram-Schmidt procedure on (b ψ (g)) g∈G and obtain an orthonormal basis (e j ) such that
where (g k ) is an enumeration of G. Hence, b ψ (g) only depends on finitely many e j 's for all g ∈ G and
A direct consequence of this construction is
2.5. Khintchine inequality. We briefly recall the modified Khintchine inequality derived in [13, Section 4.1]. Let (M, τ ) be a noncommutative probability space. Suppose a discrete group G acts on M and preserves the trace τ . By the Gaussian measure space construction explained previously, we may consider the linear map B :
is a family of centered independent Gaussian random variables in a probability space (Ω, µ), and (e k ) is an orthonormal basis of H. Put
where f g,h is affiliated to M. Recall that conditional expectations between von Neumann algebras extend to contractions between noncommutative L p spaces. Consider the conditional expectation
The following Khintchine inequality was proved in [13, Theorem 4.3] with the best order of constant obtained in [17] .
We will use the case
Here we assumed that ξ is affiliated to L ∞ (Ω, µ) while η is affiliated to M. Note thatα g preserves the Gaussian measure γ d . In particular, if
Similarly, for M = C and f ∈ L(G), we have
Lp(L(G)) }. The right-hand side of (2.4) follows from the arithmetic of crossed products as explained in Section 2.2. A detailed calculation was given in the proof of [13, Theorem 4.6].
2.6. Noncommutative Orlicz spaces. Our reference of this subsection is [10] . Let M be a semifinite von Neumann algebra with a normal semifinite faithful trace τ . Given a τ -measurable operator x, the distribution function of x is defined as λ s (x) = τ (E (s,∞) (|x|)), s > 0 where E (s,∞)(|x|) is the spectral projection of |x| corresponding to the interval (t, ∞). The generalized singular number of x is given by
Then [10, Corollary 2.8] asserts that, for any continuous increasing function f on [0, ∞) with f (0) = 0 and any τ -measurable operator x, one has
Recall that a Young (or Orlicz in some literature) function φ : R + →R + is convex, increasing with φ(0) = 0 and lim t→∞ φ(t) = ∞. The noncommutative Orlicz space L φ (M, τ ) is defined as the space of all τ -measurable operators such that τ (φ(|x|/c)) < ∞ for some c > 0. L φ (M, τ ) is a Banach space with the norm
L φ (M, τ ) can also be defined as a noncommutative symmetric function space; see, e.g., [1, 7, 18, 37] and the references therein for more information. When τ is finite, L φ (M, τ ) can be obtained from the completion of M in this norm. In the following, we will mainly consider the Orlicz space with φ(t) = e t 2 − 1. The following fact is standard. We include a quick proof for completeness.
Proposition 2.4. Let a, b, x, y be τ -measurable operators. Then,
Proof. Note that ψ(x) := φ(x/c) is a Young function. Since µ t (x) = µ t (x * ) = µ t (|x|) ([10, Lemma 2.5]), by (2.5), we have τ (ψ(|x|)) = τ (ψ(|x * |)). Then the first assertion follows. If 0 ≤ x ≤ y, then µ t (x) ≤ µ t (y) for all t > 0 ([10, Lemma 2.5]). Since ψ is increasing, using (2.5) again, we find τ (ψ(x)) ≤ τ (ψ(y)). This gives the second assertion. Notice that 0 ≤ x * a * ax ≤ a 2 ∞ x * x and that the square root is operator monotone. We have 0 ≤ |ax| ≤ a ∞ |x|. It follows that ax φ ≤ a ∞ x φ . The last inequality is immediate once we note that xb φ = b * x * φ .
3. Poincaré type inequalities 3.1. Group measure spaces. The idea of our proof for the Poincaré type inequalities goes back to Pisier [26] where he deduced a magic formula to connect the Riesz transform and the Gaussian measure space. This strategy was further developed by Lust-Piquard in various situations. In particular, in [9] Efraim and Lust-Piquard proved the Poincaré type inequalities for Walsh systems and CAR algebras following her earlier works, which motivates our proof.
where (e i ) is the standard basis of
where ·, · is the inner product in ℓ 2 (d).
Proof. This is just the chain rule. Here is the direct calculation.
This gives the gradient ofα g (f ) at x.
We follow the notation in Section 2. Let f (x, y) be a measurable function on (
Lemma
Proof. Since the Mehler formula (2.1) can be extended naturally to T t , we have
By Lemma 3.1, we have ∂ ∂θ (α h −1 ξ)(x cos θ + y sin θ) = (∇α h −1 (ξ))(x cos θ + y sin θ), −x sin θ + y cos θ = (∇ξ)(α h (x cos θ + y sin θ)), α h (−x sin θ + y cos θ)
We have assumed ξ to be a nice function so that we can differentiate entrywise under integral and find
Recall that the fixed point algebra of T t is L(G). Let L denote the generator of P t and L ⋊ I the generator of T t .
where the actionα is the measure preserving action determined by the orthogonal representation α given by (2.2). Then
Proof. We follow the strategy of Proposition 2.1 and take advantage of the techniques developed in [13] . By approximation, we may assume that f = g∈G f g λ(g) ∈ L ∞ (R d , γ d )⋊G for finitely many g ∈ G and that f g 's satisfy the assumption of Lemma 3.2. Note that
). Then we have
Sending ε → 0, we have
We can extend the actionα :
Noticing thatα g • R θ = R θ •α g for g ∈ G and θ ∈ [0, π/2], by Lemma 3.2, we have
Here we used the facts that g,hα
By the arithmetic of crossed products as explained in Section 2.2, we have
It follows from Theorem 2.3, (3.1) and (3.
This completes the proof.
Remark 3.4. In an earlier version of this paper, Theorem 3.3 was stated in the context that the representation α is determined by a conditional negative length function on G.
The current form was suggested by the referee. The orthogonal representation α is crucial in our argument. It seems it is not enough to only assume (2.3) for a general measure preserving action α, because such an action may destroy the Gaussian structure and the differentiability of functions.
Group von Neumann algebras. Recall that S t is the semigroup acting on L(G)
given by S t λ(g) = e −tψ(g) λ(g). Define
where b ψ is the the 1-cocycle determined by ψ. Then π is a trace preserving * -homomorphism.
Corollary 3.5. Let G be a discrete group with cn-length function ψ.
Proof. The proof is similar to the proof of Theorem 3.3. By approximation, it suffices to consider f = g f g λ(g) ∈ L(G) for finitely many g's.
Note that
By (3.1), Lemma 2.2 and Lemma 3.2 with ξ = f g exp(i b ψ (g), · ), we have
We extend the trace preserving * -homomorphism π
Clearly, π extends to linear isometries between L p spaces so that the function f in (
Hence, we find the crucial identity
where the x, y in the superscript are used to specify the variables in order to take conditional expectation. It follows that
Then (2.4) completes the proof.
Transportation type inequalities and applications
The readers are referred to [36] for general questions on transportation problems. Let (Ω, d) be a metric space. Let µ and ν be probability measures on (Ω, d) with finite p-th moment. Recall that the p-Wasserstein distance between µ and ν is defined as
where the infimum is taken over all probability measure π on the product space Ω × Ω which is a coupling of µ and ν. The 1-Wasserstein distance has a functional representation as (1.5). There is also a functional representation of W 2 (see, e.g., [28] )
where the sup is taken over all bounded continuous function pairs (g, f ) with
The starting point of this section is the L p Poincaré type inequalities (1.1), i.e., for 2 ≤ p < ∞,
p }. The known examples satisfying these inequalities include the classical Gaussian spaces as shown in Proposition 2.1, the Walsh systems and CAR algebras due to Efraim and Lust-Piquard [9] , and the group (Gaussian) measure space proved in Theorem 3.3. In a forthcoming paper, we will show that the free group von Neumann algebras and more examples satisfy (1.1). We recall a result from [14, Corollary 3.19] , which is a noncommutative generalization of Bobkov and Götze's result in [2] . Let (N , τ ) be a noncommutative probability space.
for all ρ ≥ 0 with τ (ρ) = 1.
The definition of Q 1 was given (1.7). As explained there, in the commutative setting with Laplacian as the generator, Q 1 = W 1 . With the help of Poincaré type inequalities (1.1), one can easily show that for t ∈ R and all self-adjoint element x ∈ N ,
for some constant c > 0. In fact, we only need the L ∞ norm instead of the L p norm on the right-hand side of (1.1) to deduce (4.3); see [14, Proposition 3.14] . This means that the transportation type inequality (4.2) holds for all the examples mentioned above which satisfy the L p Poincaré inequalities (1.1).
Assuming logarithmic Sobolev inequality, Bobkov and Götze proved an exponential integrability result, which reads in our context as
Note that (1.3) is stronger than (4.3). Our next result says that (1.3) can be derived from (1.1). Proof. Since E Fix x is in the multiplicative domain of T t , we have Γ A (x, x) = Γ A (x − E Fix x, x−E Fix x). Without loss of generality, we may assume E Fix x = 0 and thus τ (x) = 0. By the Taylor series, we have
Choose θ ∈ (0, 1) so that
. By the noncommutative Hölder inequality,
. By Young's inequality, we have
Note that for j ≥ 1,
Since √ 2j + 2 is bounded by C 2j+2 for some C > 1, we have
Notice the elementary inequality
Now that the better bounds in (1.1) (compared with (3.2) in [14] ) result in the stronger exponential inequality (1.3) (compared with (4.3)), we expect to have stronger transportation type inequality as well. On the other hand, Bobkov and Götze actually showed a sharper inequality based on logarithmic Sobolev inequality in the classical setting in [2] (4.4) Q(µ, ν) := sup
It was observed in the same paper that W 1 (µ, ν) ≤ Q(µ, ν) ≤ W 2 (µ, ν). Our goal here is to give a stronger version (compared with (4.2)) of the transportation type inequality in the spirit of (4.4). Since we have all the L p norm of Γ A (x, x) 1/2 in the Poincaré type inequalities, it is natural to consider the situation where we do not have Γ A (x, x) 1/2 ∞ ≤ 1 but some mild control on Γ A (x, x) 1/2 p . Our approach is related to Milman's generalization [21] of transportation cost inequalities in the commutative setting.
Given a Young function φ, the complementary function φ * is given by the Legendre transform φ * (s) = sup t≥0 {ts − φ(t)} for s ≥ 0. The following lemma follows easily from Young's inequality. We include a proof for completeness following [2, 21] . Recall that Ent(y) = τ (y ln(y/ ln(y))) for a positive τ -measurable operator y. We will need the exponential integrability 
is the inverse of the function h given by
Proof. It follows from (4.5) that τ (e t(x−E Fix x)−ϕ(t) ) ≤ 1. By [14, Lemma 3.17], we find
Note that τ ((E Fix x)ρ) = τ (xE Fix ρ). Since ϕ * is continuous, taking inf over t on the right-hand side gives the assertion.
From now on, let us fix the Young function φ(t) = e t 2 − 1. This function is usually called ψ 2 in literature. It is well known that f φ ≤ C 1 is equivalent to (see, e.g., [35] )
Given two positive τ -measurable operators ρ and σ with τ (ρ) = τ (σ) = 1, recall from Section 1 that φ ≤ 1 in a noncommutative probability space (N , τ ). Then there exist absolute positive constants H 0 , C 1 , C 2 , C 3 such that for any positive τ -measurable operator ρ affiliated to N with τ (ρ) = 1, we have
In particular, there exists C ′ > 0 such that
Proof. Assume x is self-adjoint and E Fix x = 0. We can rewrite (1.3) as τ (e tx ) ≤ τ (e ct 2 Γ A (x,x) ) for all t ∈ R. Using (4.6) and under the assumption Γ A (x, x)
. . To get an explicit bound, note that for fixed 0 < ε < 1, there exists C ε > 0 such that the series g(t) converges uniformly and is bounded by C ε t 2 for t ∈ [0,
. We define
Clearly f (t) is a Young function and g(t) ≤ f (t). The Legendre transform of f is given by
We find the inverse function
, it suffices to take sup over all self-adjoint x with E Fix x = 0 in the definition of Q φ . The proof is complete by Lemma 4.3.
Example 4.5. Consider the Gaussian space (R, γ) where γ is the standard Gaussian measure. Let µ be a probability measure absolutely continuous with respect to γ. In order to compute Q 1 (γ, µ), one takes supremum over essentially linear functions. On the other hand, one needs to take supremum over quadratic functions to compute Q φ (γ, µ).
Given a ∈ R, let us consider µ(B) = γ(a + B) for any Borel set B ⊂ R as suggested in [33] . Let f (x) = dµ/dγ = e ax−a 2 /2 . Then Ent(f ) = f ln f dγ = a 2 /2. Let g(x) =
This example shows that the estimate in (4.7) is sharp up to a constant, at least for large entropy.
In fact, we have the following immediate application in the Gaussian setting. Let H be a real separable Hilbert space. There exists a centered Gaussian family W = {W (h) : h ∈ H} defined on a probability space (Ω, F , P) with E(W (h)W (k)) = h, k . Let H n denote the Wiener chaos of order n, spanned by {H n (W (h)) :
is the Hermite polynomial of order n. In particular, [22] for more details. Corollary 4.6. Let P Hn : L 2 (Ω, G, P) → H n be the orthogonal projection. Then for any positive function f ∈ L 2 (Ω, G, P) with f 1 = 1, we have
Proof. We first consider the second inequality. Let (e i ) be an orthonormal basis of H. Then {H 2 (W (e i ))} i ∪ {H 1 (W (e i ))H 1 (W (e j ))} i =j gives an orthonormal basis of H 2 ; see [22, Proposition 1.
Note that (g i ) i are independent standard Gaussian random variables. We have hdP = 0. Consider h as a function in the Gaussian space (R N , γ). A computation yields
Then by the Minkowski inequality and the Khintchine inequality (or directly, the KhintchineKahane inequality), we have
Hence, ∇h φ ≤ c for some numerical constant c. It follows that
Since the fixed point algebra for the Ornstein-Uhlenbeck semigroup is trivial, Proposition 2.1 and Theorem 4.4 yield the second inequality. The first one follows from the same argument with the help of (4.2).
It is well known that the Walsh system (or Rademacher sequence) has similar properties to the Gaussian system. Let (ε i ) i≥1 be a Rademacher sequence. It can be realized as the coordinate functions of the discrete cube Ω = {−1, 1} N with product uniform probability P. The Walsh system is given by {ε B = j∈B ε j |B ⊂ N, |B| < ∞}. It was shown in [9] that the L p Poincaré inequalities hold for the Walsh system with the number operator. The same proof as for Corollary 4.6 gives an estimate of Rademacher chaos of order 1 and 2. Let K 2 = span{ε i ε j : i = j} and K 1 = span{ε i : i ∈ N}.
Corollary 4.7. Let P K 2 : L 2 (Ω, P) → K 2 be the orthogonal projection. Then for any positive function f ∈ L 2 (Ω, P) with f 1 = 1,
Remark 4.8. Talagrand showed in [33] that for Gaussian measure γ on R N ,
for any probability measure µ absolutely continuous with respect to γ with c = 1. An alternative proof was given in [2] . Otto-Villani [23] proved (4.8) in general Riemannian setting under the assumption of logarithmic Sobolev inequality. A simplified proof was given by Bobkov-Gentil-Ledoux in [3] , still using LSI. It would be interesting to compare Q 1 and Q φ with W 1 and W 2 in this commutative setting. Obviously, Q φ ≥ Q 1 , and in the Gaussian setting Q φ is no less than W 2 , because Talagrand's transportation cost inequality is sharp in this case and Q φ is of the same order as Ent if the entropy is large. But the relationship between Q φ and W 2 is not clear to us in general.
The interesting fact in (4.7) is that a phase transition may happen, which is different from Bobkov-Götze and Talagrand's inequality. As observed in [14, Example 3.11] , LSI may not hold for the non-diffusion semigroups. Especially for the more general noncommutative setting, an estimate like (4.7) seems desirable without knowing further information such as LSI. In summary, the family of (p, p) Poincaré inequalities indeed gives more information in transportation type inequalities compared with the (p, ∞) Poincaré inequalities obtained in [14] . It is also reasonably effective in deducing transportation type inequalities compared with LSI.
New quantum metric spaces
Compact quantum metric spaces are first introduced by Rieffel [29, 30] . Let A be a C * -algebra and B a unital dense subalgebra of A. Let |||·||| be a seminorm satisfying the Leibniz condition is relatively compact in A for some state σ. Then (A, B, |||·|||) is a compact quantum metric space.
It turns out that the norm Γ
φ we used in the transportation type inequality gives rise to new quantum metric spaces. Here A is the generator of a general standard semigroup acting on a noncommutative probability space. Define
φ } for a ∈ B. We remark that |||·||| does not satisfy the condition (5.2) in general. Let C * r (G) denote the reduced group C * -algebra of G and C(G) the subset of finitely supported elements. In our examples later, A = C * (G) and B = C(G).
Lemma 5.2. |||·||| satisfies the Leibniz condition.
Proof. The norm Γ A (a, a)
1/2
∞ was considered in [15] to give examples of compact quantum metric spaces. The proof here is similar to [15, Lemma 1.2.1] but more technical. We will need the theory of Hilbert C * -modules. Our general reference is [19] . Roughly speaking, the idea is to connect Γ A -form with a derivation taking values in a certain Hilbert C * -module to get the "product rule", and relate the module to a column space of a von Neumann algebra to get the triangle inequality.
Let us first recall that the norm of an element x in a Hilbert C * -module H is given by x = |x| and |x| = x, x 1/2 belongs to the underlying C * -algebra. In particular, if the C * -algebra is the group von Neumann algebra L(G) with the canonical trace τ , we can construct the Orlicz space L φ (L(G)) and introduce the notation
Consider the KSGNS construction of Hilbert L(G)-module. For
Denote by H Γ the (norm) completion of the quotient of It follows that π(a) extends to an element of L(H Γ ), where L(H Γ ) denotes the adjointable maps of H Γ . It is also clear from the definition that π extends to a unital * -homomorphism
In what follows, we do not write π explicitly. Since C(G) is countable, H Γ is countably generated. We deduce from Kasparov's absorption theorem ( [19, Theorem 6.2] ) that there exists a unitary right module map u :
is the Hilbert L(G)-module formed by the separable Hilbert space ℓ 2 and L(G). As observed in [27] , C(L(G)) is a column subspace of B(ℓ 2 )⊗L(G), on which there is a natural semifinite trace tr ⊗ τ , where tr is the usual trace on B(ℓ 2 ). Consider the Orlicz space
, where the inner product is from the Hilbert L(G)-module structure of C(L(G)). Define v : H Γ → C(L(G)) to be the restriction of u on the first coordinate of u. Then v is an injective right module map which preserves the inner product of
Now we define δ(a) = a⊗1−1⊗a for a ∈ C(G). δ takes values in a Hilbert submodule H 0 of H Γ , which can be obtained by running the same KSGNS construction for { i a i ⊗ x i : i a i x i = 0, a i ∈ C(G), x i ∈ L(G)} as in (5.3) and (5.4). In fact, H 0 was considered in [25] with completion in a different topology, but δ is still a derivation and by (5.3) δ(a), δ(a) = Γ A (a, a), as checked in [15] . For a, b ∈ C(G) and ξ ∈ H Γ , we have by (5.4) and [19, Proposition 1.2] that aξ, aξ = π(a)ξ, π(a)ξ ≤ a 2 ∞ |ξ| 2 and thus
Write the diagonal matrix with b on the diagonal as id ⊗ b ∈ B(ℓ 2 )⊗L(G). Since v is a right module map, using (5.6) and Proposition 2.4, we have
By (5.6), (5.7), (5.8) and the triangle inequality of C(L(G)), we have
We have shown that Γ A (ab, ab) Let us recall some notation. b ψ : G → H ψ is the 1-cocycle associated to the cn-length function ψ. T t = e −tA where T t λ(g) = e −tψ(g) λ(g). A finitely generated group G is said to have rapid s-decay if x ∞ ≤ C s (1 + k) s x 2 for every x = |g|=k a g λ(g) and some s < ∞ where |g| is the length of the reduced word g with respect to fixed generators. L 
∞ }. In fact, once we notice the fact that Γ ψ (f, f )
1/2 ∞ , the same proofs also work if we replace · Γ by |||·||| defined above. We add a sketch of proof for completeness. The interested readers are referred to [15, Corollary 2] and [13, Corollary 5.12] for details. We remark that by the proof of [13, Corollary 5.12] , the condition (5.2) in this context is equivalent to the condition ker ψ = {e}, where e is the identity element of G. (1) G is finitely generated with rapid s-decay and inf |g|=k ψ(g) ≥ c α (1 + k) α for some α > 0. (2) dimH ψ < ∞, the kernel of ψ is {e} and inf b ψ (g) =0 ψ(g) > 0. 
1/2 φ }. for p ≥ 2. Choosing p > n/2 (e.g., p = n and z = 1/2), Lemma 5.1 and Lemma 5.2 yield (1).
The argument for (2) is the same as that of [13, Corollary 5.12] . The assumption implies
) is a compact operator. Combining the theory of completely bounded multipliers and some abstract semigroup theory, it can be shown that
is also compact for large p. Then by the same argument as for (1), {x ∈ L ∞ (L(G)) : |||x||| ≤ 1, τ (x) = 0} is relatively compact in L(G) and the proof is complete, by Lemma 5.1. 
