We compare static and dynamic properties obtained from three levels of modeling for molecular dynamics simulation of poly͑ethylene oxide͒ ͑PEO͒. Neutron scattering data are used as a test of each model's accuracy. The three simulation models are an explicit atom ͑EA͒ model ͑all the hydrogens are taken into account explicitly͒, a united atom ͑UA͒ model ͑CH 2 and CH 3 groups are considered as a single unit͒, and a coarse-grained ͑CG͒ model ͑six united atoms are taken as one bead͒. All three models accurately describe the PEO static structure factor as measured by neutron diffraction. Dynamics are assessed by comparison to neutron time of flight data, which follow self-motion of protons. Hydrogen atom motion from the EA model and carbon/oxygen atom motion from the UA model closely follow the experimental hydrogen motion, while hydrogen atoms reinserted in the UA model are too fast. The EA and UA models provide a good description of the orientation properties of C-H vectors measured by nuclear magnetic resonance experiments. Although dynamic observables in the CG model are in excellent agreement with their united atom counterparts, they cannot be compared to neutron data because the time after which the CG model is valid is greater than the neutron decay times.
I. INTRODUCTION
Dynamics in polymers span a broad range of temporal and spatial scales. As a result, a full understanding of polymer dynamics requires connecting models at several length and time scales ͑often referred to as "multiscale modeling"͒.
1,2 Molecular dynamics ͑MD͒, which describes the movement of all the particles of a molecular system by iteratively solving Newton's equations of motion, has been used widely for understanding the chemical and physical properties of various materials on various length and time scales. Several levels of detail are possible while still maintaining the chemical identity of the chain. The first, an explicit atom ͑EA͒ model, treats all atoms including hydrogen as interaction sites. The second, a united atom ͑UA͒ model, reduces computation time by grouping each carbon with its bonded hydrogen atoms to form a united atom. The third, a coarse-grained ͑CG͒ model, reduces computation time even further by grouping a few united atoms, monomers, or even the whole chain as a single CG bead. There are some instances where EA modeling is required, for example, in the calculation of properties such as the vibrational density of states, methyl group rotation, and elastic constants of crystalline polymers. The UA representation is widely used because it is computationally efficient while providing results in reasonable agreement with available experimental data. For the same reason, CG models are becoming more common. a͒ Electronic mail: jmaranas@psu.edu b͒ Force fields for EA and UA models are highly developed for many materials. They are typically obtained from ab initio calculations or by tuning parameters to experimental observables. A series of comparison studies [3] [4] [5] [6] has been conducted on n-alkanes using EA and UA models. It was shown that both EA and UA models quantitatively reproduced both structural and dynamic data. McCoy and co-workers 7, 8 proposed a UA/EA mapping procedure to obtain a UA potential from an EA potential which was tested on C 20 H 42 and C 48 H 98 in the liquid state. They found excellent agreement between liquid structure and chain dimensions from the two models, but the UA potential obtained from UA/EA mapping exhibited attractions that were too strong, as evidenced by a negative pressure and high compressibility.
Some CG models made no attempt to differentiate between chemical structures, but recently CG models have appeared that are linked directly to an underlying chemically detailed model. [9] [10] [11] Two methods have been used to provide this link. In one approach, the static properties are matched and correct dynamic evolution is ensured by adjusting the friction frequency appearing in Langevin's equations of motion. Langevin dynamics are then used to evolve the system in time. [12] [13] [14] In the other method, the bonded and nonbonded potentials for CG models are derived from mapping the distribution functions with those from atomistic simulations, but no measure is taken to enforce correct dynamic evolution. This method successfully reproduces structural properties, but dynamic properties obtained using it are typically faster than those from atomistic simulations. [15] [16] [17] For polyethylene ͑PE͒ the origin of this "indirect speedup" is a reduced attraction to neighboring chains caused by the change in LennardJones ͑LJ͒ potentials required to match intermolecular structure to the underlying UA model. 18 To obtain correct dynamic evolution, the time step is scaled by a constant, after which CG dynamic observables are in excellent agreement with their united atom counterparts. Our objective is to determine the effect of coarse graining on static and dynamic properties by comparing results from the EA, UA, and CG levels of description. We take existing EA and UA force fields ͑described below͒ and provide our own CG force field using procedures described earlier. Poly͑ethylene oxide͒ ͑PEO͒ has attracted a lot of attention because of its wide applications ranging from use as a solid polymer electrolyte to treatment of surfaces for resistance to protein adsorption. EA models for PEO have been developed by Smith and co-workers [19] [20] [21] [22] and Neyertz et al. 23 The model of Smith and co-workers agrees with experimental data for both static and dynamic properties, while the model of tron spin-echo experiments. As far as we know, no coarsegrained models have yet been proposed for PEO. In this paper, we adopt the EA force field of Smith and co-workers and the UA force field of van Zon et al. and propose a CG model for PEO which is derived using a procedure applied previously. 18 We then perform a series of comparisons on the structure and dynamics of PEO above the melting temperature using the three models. Model performance is evaluated based on agreement with neutron measurements of both structural and dynamic observables.
The outline of this paper is as follows. In Sec. II we give the details of the computational models, while in Sec. III the details of the experiments ͑neutron diffraction and quasielastic neutron scattering͒ are discussed. The comparison of PEO structure between different simulation models and neutron diffraction experiments is given in Sec. IV, while in Sec. V comparisons of dynamics are discussed. In Sec. VI a summary and conclusion are given.
II. SIMULATION DETAILS

A. Model
All the simulations were performed on a system of 27 chains with the structure of CH 3 tiple time step reversible reference system propagator algorithm 29 as detailed in Table III was adopted to speed up the computation.
We discuss preparation of the UA sample first because the UA carbon/oxygen positions are used as the starting coordinates for the EA simulation. The initial configuration of one UA polymer chain is generated by a pivot Monte Carlo sampling procedure. 30, 31 Copies of this relaxed chain are placed in a box large enough to prevent chain overlap. The molecular dynamics program is run with the box size gradually decreasing to the desired value set by the polymer density 32 at the desired temperature. To get the initial configuration for the EA simulation, hydrogen atoms are inserted based on equilibrated carbon and oxygen positions from the UA model by fixing the angles between the C-H bond and the backbone C-C or C-O bonds at 110°and the C-H bond length at 1.09 Å. We also use this method to reinsert hydrogen atoms to UA configurations when it is required for comparison to neutron measurements.
To coarse grain PEO, we consider every other oxygen atom as a coarse-grained center, i.e., six united atoms are replaced with a coarse-grained bead. We use distribution functions from the UA simulation to parametrize the coarsegrained force field. Coarse-grained stretching and bending potentials are assigned by Boltzmann inverting distributions obtained from UA simulations. The distribution of CG bond lengths is calculated from the positions of united atoms separated by one CG bond ͑i.e., 6 united atoms͒, while that of CG bond angles is calculated from the positions of united atoms separated by two CG bonds ͑i.e., 12 united atoms͒. The distribution of torsion angles separated by three CG bonds is featureless; therefore a torsional potential is not used. Figure  1 compares the bond length and angle distributions obtained from the CG simulation with the UA distributions used to assign them. The nonbonded interaction between the beads is parametrized by requiring agreement between the UA and CG intermolecular pair distribution function g inter ͑r͒. While in UA simulations, a Lennard-Jones 6-12 potential is used, we find that a 6-8 potential is required in the CG case; otherwise good agreement cannot be achieved. Figure 2 illustrates the comparison of g inter ͑r͒ from UA and CG simulations. We present all CG parameters in Table IV . The CG beads are electrically neutral, and thus no Coulomb interactions are used.
B. Equilibration
All systems are equilibrated for at least 2 ns before collecting data, followed by production runs of 4 ns for the EA and UA simulations and 15 ns for the CG simulation. In all the cases, the atoms have moved at least 1R g during the equilibrium period, and no drifts in structural properties ͓g inter ͑r͔͒ are evident. As a further test of equilibration, we choose a dynamic observable, the self-intermediate scattering function S͑q , t͒, and calculate its value over three 1 ns blocks following the proposed equilibration of 2 ns. As shown in Fig. 3 , no drifts are observed, suggesting that the equilibration time is sufficient. Similar results are obtained for the other models.
Comparison between the CG simulation and neutron experiments requires reinserting the missing carbon, oxygen, and hydrogen atoms to the CG coordinates. To accomplish this, we use a three-step procedure. First the missing carbon and oxygen atoms are reintroduced using an optimization routine to minimize the sum of bending and dihedral angles while keeping the bond distance fixed at 1.54 Å. The system is then relaxed with a short UA simulation ͑10 ps͒. This relaxes the positions of the reinserted atoms without significantly altering positions returned from the CG simulation. 10, 18 Finally the missing hydrogen atoms are reinserted as described above.
III. EXPERIMENTAL DETAILS
A. Neutron diffraction
Neutron diffraction experiments were performed on perdeuterated PEO ͑M w = 460 000 g / mol͒ at the NIST Center for Neutron Research in Gaithersburg, MD. The sample used was perdeuterated to avoid the large incoherent signal from hydrogen, and ensure that the scattered intensity is dominated by coherent scattering. The BT-7 triple-axis spectrometer was employed with the standard configuration of a double-crystal pyrolytic graphite monochromator and an incident wavelength of 2.47 Å. A 5 cm thick pyrolytic graphite filter was employed to suppress higher order wavelength contaminations. Natural collimation was used before the sample with an effective divergence of 30Ј and a Söller slit collimator of 27Ј full width at half maximum. The sample was mounted in an aluminum sample holder and in a closedcycle refrigerator. The investigated q range is from 0.5 to 3.9 Å −1 , and the temperature measured is 343 K.
B. The disk chopper spectrometer "DCS…
Time of flight measurements were performed on the disk chopper spectrometer 33 also at the NIST Center for Neutron Research. In this case hydrogenated PEO ͑M w = 463 000 g / mol͒ was used, so that the large incoherent cross section of hydrogen ensures that the signal from the DCS measurement is dominated by self-motion of the hydrogen atoms. The spectrometer was operated at an incident wavelength of 4.2 Å and at a resolution of 0.08 meV ͑full width at half maximum͒. The sample is annular in shape and held in a thin-walled aluminum can mounted onto a closedcycle refrigerator. Sample thicknesses were kept around 0.2 mm to achieve transmissions of Ϸ90% and avoid multiple scattering effects. The instrumental resolution was measured using a vanadium sample at 295 K and the same instrument configuration. The measured quasielastic neutron scattering ͑QENS͒ spectra collected over 6 h periods were corrected for detector efficiencies using software developed at NIST ͑data analysis and visualization environment, DAVE͒. 34 Subsequently, the scatterings from the empty aluminum can and from the background were subtracted and the data were binned into q groups in the range of 0.60-2.60 Å −1 . 
IV. LOCAL STRUCTURE AND CHAIN CONFORMATION
In this section we present results on the structure and conformational properties of PEO melts investigated by EA, UA, and CG simulations, and neutron diffraction experiments. Two levels of comparison are made: testing agreement with experiment by reinserting missing atoms and assessing the potential for obtaining information from the coarser models without need for reinsertion of missing atoms by comparing structural properties calculated from only those atoms that serve as centers for CG beads.
A. Agreement with experiment
For the purpose of comparison between simulation models and diffraction data, the missing carbon, oxygen, and deuterium atoms were reintroduced into the UA and CG systems as discussed in Sec. II. This allows us to calculate an atomistic static structure factor S͑q͒ of an isotropic sample by 35 
S͑q͒
where
Here i and j represent different atomic species, the coherent scattering length b describes the interaction between neutron and nucleus, the momentum transfer q defines the spatial scale, c is the atomic species concentration, and the radial distribution function g ij ͑r͒ reflects the total local packing between atoms of types i and j. The scattered intensity for PEO as calculated from Eq. ͑1͒ and as measured by neutron diffraction is shown in Fig.  4 . For the simulation data, we show S͑q͒ calculated from EA, UA, and CG simulations with all the missing atoms reinserted. Because many factors ͑neutron flux, incoherent background, etc.͒ influence the scattering intensity from diffraction experiments, the arbitrary rather than absolute coherent intensity is obtained. The incoherent background may be removed with polarization analysis, but BT7 is not equipped to do so. To evaluate agreement between simulation S͑q͒ and neutron diffraction, we match the intensity of the first peak at q = 1.5 Å −1 , and then compare the shapes of the two curves. The spectra obtained from the simulation closely follow the actual diffraction pattern and there is no evidence of crystallinity. This indicates that all the simulation models capture the packing characteristics of PEO melts. Agreement of the value of CG model over distances less than ϳ5 Å −1 ͑both the CG bond length and nonbonded ͒ indicates that our procedure for reinsertion of the missing atoms is adequate. Figure  4 also shows that pure PEO is characterized by a first peak at q = 1.5 Å −1 , and a second peak at q = 3.0 Å −1 . As expected and presented in Fig. 5 , with EA simulation as an example, the origin of the first peak is intermolecular, while the second peak is consistent with intramolecular packing.
B. Comparison between simulation models
Here we compare results from the three models without inserting the missing atoms. As discussed above, the centers of CG beads are located at every other oxygen in the chain. Thus for the EA and UA models, we use only those positions in the following calculations. The intermolecular g inter ͑r͒ for all three simulation models are shown in Fig. 6 . The UA and CG simulations have a single interchain peak, while this peak is split in the EA model. The split does not produce any observable features in S͑q͒ ͑Fig. 4͒. The closely matched results between UA and CG simulations indicate that the CG model is successfully mapped from UA potentials. The origin of the difference from the EA model is unclear.
To assess chain dimensions, we calculate the radius of gyration ͑R g ͒ and end-to-end distance ͑R e ͒ from the three simulation models. In this case, all available atomic positions in each level of description are included. The radius of gyration is determined using where r l and r n are the positions of the first and last carbon atoms on a chain for the UA and EA models, and the first and last CG beads for the CG model. This calculation is also averaged over many coordinate snapshots.
In Table V we compare chain dimensions for the three models. Although in general agreement is good, both R g and R e are larger from the UA model than for the CG model. This is reasonable because the first and last united atoms are at the first and last carbon atom positions, while the first and last CG beads are at the first and last oxygen atom positions, making the effective chain length shorter in the CG simulation. Both UA and CG chains are more extended than EA chains. This is also expected, because the equilibrium bond lengths and angles in the EA model for groups involving carbon and oxygen are smaller than their UA counterparts.
V. LOCAL DYNAMICS
A. Mean square displacement "MSD…
The mean squared displacement of individual atoms is evaluated by
where r i ͑t͒ is the position of atom i at time t and the average is taken over all atoms and multiple time origins t 0 . As discussed above, the CG beads are centered on oxygen atoms and thus we compare the mean squared displacement of oxygen atoms in Fig. 7͑a͒ . As observed in Fig. 7͑a͒ , the transition from ballistic to subdiffusive behavior is more abrupt in the CG model than in the UA model. As a result, the CG beads have moved further than their UA counterparts for times greater than 0.2 ps. The difference initially grows with time, and then reaches a constant offset. As with our group's work on PE, the time at which offset is reached is identified as the crossover time t c . The crossover time is material dependent and appears at 15 ps for PE. 18 For PEO t c is 0.35 ns, as indicated in Fig.  7͑a͒ . The importance of t c is that if we multiply the elapsed time in the CG simulation by a constant value ͑in this case ⌬t * = ␣⌬t with ␣ =53͒ the CG curve will overlap the UA curve for t Ͼ t c . Presented on a log plot such as in Fig. 7͑a͒ , this corresponds to adding a constant to the time axis or shifting the entire curve to the right. As discussed previously, 18 the shifting suggests that in the time range t Ͼ t c any dynamic property computed using scaled time will provide an excellent approximation of the UA simulation. We return to this point below.
Figure 7͑a͒ also shows the mean square displacements of oxygen atoms from EA model. At short times ͑less than ϳ0.2 ps͒, oxygen atoms in the UA and EA simulations move at almost the same speed. The difference grows with time, again reaching a constant offset which is much smaller than that observed between the UA and CG models. We conclude that dynamic properties calculated from the EA model will be slightly faster than those from the UA or CG models.
Since the motion of protons is the relevant variable for comparison to neutron experiments, and they must be reintroduced to the coarser models, in Fig. 7͑b͒ we compare motion of hydrogen atoms in the EA model with motion of the hydrogen atoms that have been reinserted in the UA model. Carbon and oxygen atom motions, which are calculated explicitly in both models, are also shown. The figure illustrates that the difference in mobilities of EA and reintroduced UA hydrogen atoms is similar to that in EA and UA carbon/oxygen atoms, indicating that the reintroduction of protons to the UA coordinates is reasonable. Hydrogen atoms move further than backbone carbon and oxygen atoms. This is reasonable based on the smaller mass of the hydrogen atoms. At longer times ͑ϳ1 ns͒, the mean squared displacements of hydrogen and backbone atoms move together in both models, as expected because motion at long times represents diffusion of the entire chain. There exists a time range ͑0.001-0.1 ns͒ where the UA carbon/oxygen and EA hydrogen atom mean square displacements are coincident. Since this time range represents a major portion of that probed by quasielastic neutron scattering measurements, this suggests that neutron measurements will agree more closely with UA models if the hydrogen atoms are not reinserted. We return to this point below.
B. Incoherent intermediate scattering function
DCS measures the dynamic structure factor S͑q , ͒, which is the time Fourier transform of the intermediate dynamic structure factor S͑q , t͒. As discussed above, in hydrogenated PEO, the signal is dominated by incoherent scattering of hydrogen atoms. Although in principle the experiment has a contribution from coherent scattering, this is small ͑ϳ3%͒ and we do not include it. S͑q , t͒ can be determined for all atoms from simulation trajectories. The incoherent intermediate scattering function is calculated directly in reciprocal space:
where r i ͑t͒ is the distance vector of atom i at time t, and x i ͑t͒ the x coordinate of r i ͑t͒. For the EA model, this function was calculated using hydrogen atom positions, and again using carbon and oxygen atom positions. The same was done for the UA model after reinsertion of the hydrogen atoms. For the CG simulation, we used the centers of CG beads without reinserting the missing atoms. This is because for all experimentally accessible q values at 343 K, S͑q , t͒ decays to zero before the crossover time of 0.35 ns, after which the CG model is expected to provide accurate dynamics. Thus, after establishing the performance of the UA and EA models by comparison to DCS data, we compare the CG model to the other levels of modeling at two smaller momentum transfers where the decay extends past 0.35 ns.
C. Comparison of simulations with DCS measurement
Plotted in Fig. 8 is the S͑q , t͒ calculated from UA and EA simulation trajectories and measured from DCS experiments at two q values ͑q = 1.5 Å −1 and q = 2.3 Å −1 ͒. As described above, decays calculated using both hydrogen and backbone carbon/oxygen atom positions are shown for each model, for a total of four curves. The most direct comparison is that between hydrogen atom positions in the EA model and DCS experiments. In this case, reasonable agreement is found for times greater than 1 ps. In this time range the UA carbon/oxygen positions also match the experimental data quite well, as anticipated from Fig. 7͑b͒ . Surprisingly at shorter times, the DCS data are in better agreement with the UA carbon/oxygen data than those calculated from hydrogen positions. Although motion from the EA protons most closely represents the QENS data, it appears that the crossover from the ballistic regime occurs too early, and the tail end of this local motion, observable in the DCS data, is missed for EA protons. Since this crossover occurs later for backbone atoms, some of their fast decay appears in this time range such that it best describes the DCS data. As we expect a similar difference in ballistic motion regardless of the system and the coincidence of UA backbone and EA hydrogen motion appears to be related to the exit of the ballistic regime which occurs at nearly the same time for many polymers, we anticipate this correspondence to be observed in many systems where UA modeling is employed. This is indeed the case, as similar observations have been reported in other systems. 36 We conclude that the best description of the experimental data derives from the backbone atoms of the UA model and that the EA hydrogens also provide an excellent description at times greater than 1 ps. The performance of the EA model appears better as q becomes smaller. Clearly, when using a UA model, it is preferable not to reinsert the hydrogen atoms, as the UA-H curve does not provide satisfactory agreement at any time. While the fast process ͑times shorter than 1 ps͒ arises from the unhindered motion in a cage formed by nearest neighbors, the slow process ͑times longer than 1 ps͒ originates from the merged ␣ / ␤ process. In order to quantify the second process and extend our comparison to all investigated q values, we fit this portion of curve with a KohlrauschWilliams-Watts ͑KWW͒ function,
where A is the prefactor, ␤ the width of the distribution, and KWW the relaxation time. The resulting fit parameters are reported in Fig. 9 for DCS measurements, and for UA and EA simulations where both hydrogen and backbone motions are considered. We note that at the lower end of the q range depicted in this figure, the small molecular weight of the simulated system likely results in smaller relaxation times than would be obtained from a sample with longer chains. It is clear from Fig. 9͑a͒ that as anticipated above, the relaxation times of UA carbon/oxygen atoms match those from DCS measurements at all available momentum transfers, while the EA hydrogens match for q smaller than 2 Å −1 . Relaxation times derived from EA carbon/oxygen atoms and UA hydrogen atoms are not accurate at any spatial scale. At q values greater than the intermolecular packing region ͑q Ͻ 1 Å −1 ͒, the hydrogen and backbone atom relaxation times for both UA and EA simulations begin to merge, just as their mean squared displacements become coincident at long times. At even larger spatial scales, relaxation times from both levels of modeling merge. Outside the DCS range coincident values of hydrogen and carbon/oxygen relaxation times are apparent for spatial scales comparable to R e ͑q Ϸ 0.23 Å −1 ͒. This confirms that for whole chain motion, it does not matter which type of atom is tracked. The eventual merging of the two levels of modeling suggests good performance for CG models. Note that the spatial scale corresponding to R g ͓indicated by a dashed line in Fig. 9͑a͔͒ is not large enough to produce this effect. Within the region where hydrogen and carbon/oxygen times have merged, but UA and EA models are distinct, UA relaxation times are approximately two times faster than those from the EA simulation, indicating a potential disagreement in quantities such as diffusion coefficients.
The scatter in ␤ is larger than that in with all values clustered around 0.6. Both EA and UA models seem to adequately capture the experimentally observed distribution of relaxation times. ␤ increases with decreasing q and at larger spatial scales levels off at an almost constant value. The q value at which ␤ begins to level off coincides with that where the backbone and proton relaxation times begin to merge, indicating that reaching a q independence of ␤ is related to whole chain motion. At spatial scales on the order of interchain packing or less, it is more likely for individual atoms to encounter an environment that is locally slower or faster than the average arising from dynamic heterogeneity. As the spatial scale is increased, it will eventually be large enough to include a variety of locally slower or faster environments, which would result in an increasing value for ␤ ͑smaller distribution͒, followed by a leveling off when increasing the spatial scale has no further effect. This would suggest that the typical spatial scale of a local dynamic region is less than R g , and probably comparable to interchain packing.
As discussed above, the CG MSD closely follows that of the UA if the elapsed time for the CG model is taken as ⌬t * = ␣⌬t where ␣ = 53, provided times larger than the crossover time t c are considered. Our prior investigation of PE suggests that this observation holds for a range of dynamic properties. 18 Here we use the incoherent intermediate scattering function S͑q , t͒ calculated from oxygen atoms as an example to test this suggestion for PEO. As discussed above, low q values ͑0.05-0.45 Å −1 ͒ are used to compute the scattering function to extend the required decay times past t c . We first consider S͑q , t͒ calculated at q = 0.2 Å −1 and q = 0.3 Å −1 which correspond approximately to R e and 2R g , so they also extend our investigation towards whole chain mobility. Plotted in Fig. 10 is S͑q , t͒ calculated from oxygen positions for all three levels of modeling. Scaled time, t * = ␣t, is used in the plots of CG data. As expected, based on the long time behavior of the MSD, EA oxygen atom dynamics are slower than those for UA. The incoherent intermediate scattering function S͑q , t͒ shows excellent agreement between CG and UA simulations at times longer than t c . We have fit S͑q , t͒ curves for the slow process using t Ͼ 1 ps for the UA and EA models and t Ͼ t c for CG model. The results are presented in Fig. 11 . Little difference is observed in the ␤ values, and the relaxation times are nearly coincident for the low q range ͑0.05-0. while that for EA is a little larger at smaller q values ͑q Ͻ 0.5 Å −1 ͒. The agreement between UA and CG modeling suggests that once the parameter ␣ is known, CG simulations can accurately predict dynamic properties from UA simulations, and thus can be used to extend the time range possible to evaluate with simulation.
D. Orientation autocorrelation function "OACF…
The orientation autocorrelation function is the frequency Fourier transform of a spectral density function J͑͒ which is measurable in NMR experiments. 39 It describes the decorrelation of the orientation of the C-H bond vector:
where ͑t͒ is the angle of the C-H bond at time t relative to its orientation at t = 0. From the trajectory obtained from simulations, the OACF can be calculated according to Eq. ͑8͒. Since the OACF is sensitive to detailed motion of hydrogen atoms and it decays nearly to zero before t c at 343 K, we do not report results for the CG model. We present G͑t͒ for UA and EA simulations and NMR experiments 39 in Fig.  12 . Both the EA and UA models describe the experimental data reasonably well with equal levels of agreement. It is reported that the C-H vector reorientation occurs via two mechanisms, librational and segmental motions, in which case the OACF can be represented by the following functional form, 37, 38 
where a lib and lib are the amplitude and relaxation time for librational motion and seg the relaxation time for segmental motion. We fit G͑t͒ presented in Fig. 12 using Eq. ͑9͒ with lib = 1 ps as was done in Ref. 39 . The resulting parameters are listed in Table VI . The value of a lib is smaller in both the UA and EA representations, indicating the contribution of librational motion is less in the simulation models. Stretching parameters and relaxation times from either simulation model are close to those from NMR experiments. We also report the correlation time for segmental dynamics segc which is the time integral of the segmental portion of the correlation function:
͑10͒
These times, from both simulation models, also closely match the NMR results. We conclude that the local motion represented in the reorientation of the C-H bond vector can be adequately described by either the EA or UA representation.
VI. SUMMARY AND CONCLUSION
A variety of descriptions is available for chemically detailed simulations of polymer melts. It is desirable to reduce the number of interacting particles in the system so that longer chains may be considered and the simulations extended to longer times. Here we have presented a detailed comparison of three levels of modeling for a polymer, PEO, which is both well studied and has several important applications, including use as a solid polymer electrolyte and as a coating to prevent adsorption of proteins to surfaces. We compare and evaluate the performance of EA, UA, and CG models for both static and dynamic observables, using neutron scattering and NMR data. The EA and UA models are taken from the literature, while the CG model is developed for this comparison. Correct time evolution in the CG model is not enforced by our coarse-graining procedure, instead the elapsed time is scaled by a constant value, which produces coincident mean squared displacements for times greater than a crossover time t c . We therefore also test agreement between the UA model and the CG model with scaled time for dynamic observables. We find no clear evidence that the EA model provides more accurate results than the UA model for any of the observables considered. The performance of all three models is comparable and in agreement with neutron diffraction for static properties. The dynamics represented via QENS experiments are in reasonable agreement with the EA model. The UA model also performs adequately, but only in the case that backbone carbon and oxygen atom motion is compared to the proton motion probed in the experiment. The dynamics of protons reinserted in the UA simulation do not agree well with QENS data. Both UA and EA data do provide a good description of NMR data, where the performance of both models is comparable. The CG model performs well above the crossover time, which at 0.35 ns, is large enough that the lower levels of modeling are required for comparison to neutron and NMR data. It is reasonable to ask whether the CG model will have continued applicability at longer times, and for larger chain sizes than are explicitly compared with the underlying UA model. We have investigated these issues for PE, and found that a single scaling factor can describe time evolution into the diffusive regime, for chain sizes between 50 and 300 backbone atoms. 40 Diffusion coefficients, tube diameter, and entanglement length are all in reasonable agreement with experimental values. This suggests that the CG model has applicability beyond what is explicitly described above, and thus a combination of approaches where UA modeling is used at short times and CG modeling at longer times will provide an accurate description of dynamic behavior of PEO. 
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