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Abstract
This paper proposes a global Pade´ approximation of the generalized
Mittag-Leffler function Eα,β(−x) with x ∈ [0,+∞). This uniform approx-
imation can account for both the Taylor series for small arguments and
asymptotic series for large arguments. Based on the complete monotonic-
ity of the function Eα,β(−x), we work out the global Pade´ approximation
[1/2] for the particular cases {0 < α < 1, β > α}, {0 < α = β < 1}, and
{α = 1, β > 1}, respectively. Moreover, these approximations are inverted
to yield a global Pade´ approximation of the inverse generalized Mittag-
Leffler function −Lα,β(x) with x ∈ (0, 1/Γ(β)]. We also provide several
examples with selected values α and β to compute the relative error from
the approximations. Finally, we point out the possible applications using
our established approximations in the ordinary and partial time-fractional
differential equations in the sense of Riemann-Liouville.
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1. Introduction
The Mittag-Leffler function and its generalizations are very important
special functions that find widespread use in the framework of fractional
calculus. Similarly to the exponential function frequently used in the solu-
tions of integer-order differential equations, the (generalized) Mittag-Leffler
functions play an analogous role in the solution of fractional-order differ-
ential equations. In fact, the exponential function itself is of a very specific
form, one of an infinite set, of these seemingly ubiquitous functions. The
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standard definition of Mittag-Leffler function was given by [20]
Eα(z) =
∞∑
k=0
zk
Γ(αk + 1)
, z ∈ C, (1.1)
where ℜ(α) > 0. The Mittag-Leffler function with two parameters (some-
times also called the generalized Mittag-Leffler function), appeared most
frequently and had the following form [31]
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
, z ∈ C, (1.2)
where ℜ(α) > 0 and β ∈ C. For β = 1, we have Eα(z) = Eα,1(z), and also,
E1,1(z) = e
z. Later on, some studies [5, 4, 12, 17, 13, 22, 10] contributed
to several properties and applications of the (generalized) Mittag-Leffler
functions. Nowadays the Mittag-Leffler function is referred to as the Queen
Function of Fractional Calculus [18]. In this respect we also recommend
some classical books on fractional calculus [23, 14, 15, 28].
There are several approaches to the numerical computation of the (gen-
eralized) Mittag-Leffler function. Gorenflo et al. [9] studied the computa-
tion of the generalized Mittag-Leffler function Eα,β(z) and its derivative
for all values of the parameters α > 0, β ∈ R, and all values of the argu-
ment z ∈ C. Hilfer and Seybold [11, 27] reported a simpler algorithm to
compute the generalized Mittag-Leffler function based on mixed techniques
such as Taylor series, asymptotic series, and integral representations. It is
also worth pointing out that Podlubny [24] provided a MATLAB routine
for evaluating the generalized Mittag-Leffler function with desired accu-
racy. Moreover, Garrappa [7] presented an efficient method to evaluate
the Mittag-Leffler function based on the numerical inversion of its Laplace
transform. The corresponding MATLAB code is made freely available, [8].
Recently, Starovotov and Starovotova [30] discussed the Pade´ approxi-
mations for the Mittag-Leffler function and showed that the approximations
serve uniformly on the compact set {|z| ≤ 1}. Mainardi [16] also used the
Pade´ approximation to provide lower and upper bounds to the Mittag-
Leffler function Eα(−tα) for t > 0. The Pade´ approximation is better than
a truncated Taylor series, which is not necessarily compatible with the as-
ymptotic behavior for large arguments. Concezzi and Spigler [2] proved
part of Mainardi’s conjecture by simple classical estimates. Diethelm et al.
[3] provided a table of coefficients of the rational approximants to the func-
tion Eα(−tα) for 0 < α < 1. The coefficients of these approximations were
numerically calculated to approximate the Mittag-Leffler function on the
interval [0.1, 15] with a certain accuracy. Indeed, Winitzki [32] provided the
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so-called global Pade´ approximation, which constructs uniform approxima-
tions to analytic transcendental functions. These uniform approximations
are built from elementary functions using both Taylor and asymptotic series
of the given transcendental function. The authors applied it to find good
approximations of several functions including the elliptic function, the er-
ror function of real and imaginary arguments, the Bessel functions, and the
Airy function. Also, Atkinson and Osseiran [1] applied this method to find
a uniform rational approximation of the Mittag-Leffler function Eα(−z)
with 0 < α < 1 and z ∈ (0,∞).
However, to the best of our knowledge, a global Pade´ approximation is
need for the generalized Mittag-Leffler function Eα,β(z) for all parameters
α, β and z.
On the other hand, the completely monotone functions are known to
play an important role in different branches of mathematics and especially
in the probability theory (see [6] for example). Recall that a function f(x)
is said to be completely monotonic on an interval I if f(x) has derivatives
of all orders on I which alternate successively in sign, that is
(−1)mf (m) ≥ 0 (1.3)
for x ∈ I and m ≥ 0. In particular, Pollard [25] proved that the Mittag-
Leffler function Eα(−x) with x ≥ 0 is completely monotonic, that is
(−1)m d
m
dxm
Eα(−x) ≥ 0
for all m = 0, 1, 2, . . ., if 0 ≤ α ≤ 1. Based on the corresponding probability
measures and the Hankel contour integration, Schneider [26] proved that
the generalized Mittag-Leffler function Eα,β(−x) with x ≥ 0 is completely
monotonic if and only if 0 < α ≤ 1 and β ≥ α. In other word, it yields
(−1)m d
m
dxm
Eα,β(−x) ≥ 0 (1.4)
for all m = 0, 1, 2, . . ., if 0 < α ≤ 1, β ≥ α. This result was also proved in a
simpler way [19]. This property is essential for the discussion of the inverse
generalized Mittag-Leffler function below.
We will focus on the generalized Mittag-Leffler function Eα,β(−x) and
its inverse with 0 < α ≤ 1 and β ≥ α. More precisely, we will divide the
paper into three particular cases {0 < α < 1, β > α}, {0 < α = β < 1},
and {α = 1, β > 1}, for which one can find good approximations by using
both Taylor and asymptotic series.
The paper is organized as follows. In Section 2 we develop the global
Pade´ approximations of the generalized Mittag-Leffler function Eα,β(−x)
for particular cases {0 < α < 1, β > α}, {0 < α = β < 1}, and {α = 1, β >
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1}, respectively. In Section 3 we study the inverse generalized Mittag-
Leffler function −Lα,β(x) and obtain its uniform approximations. Finally,
we give some concluding discussions in Section 4 and close the paper.
2. Global Pade´ approximations of Eα,β(−x)
We now consider the global Pade´ approximations of the generalized
Mittag-Leffler function Eα,β(−x) in the domain [0,+∞). Note that the
function Eα,β(−x) is finite everywhere in the interval [0,+∞) for 0 < α ≤ 1
and β ≥ α. So we can apply the idea for nonsingular functions by Winitzki
[32] to obtain a global Pade´ approximation of the generalized Mittag-Leffler
function. Also, we notice the fact that Eα,β(+∞) = 0, which motivates us
to choose the series at x = +∞ starting with a higher power of x−1. Ad-
ditionally, we adopt the relative error to measure the discrepancy between
the exact value and the global Pade´ approximation. Given the exact value
vexact(x) 6= 0 of the function Eα,β(−x) and its global Pade´ approximation
vapprox(x), the relative error is η = (η1, . . . , ηk, . . . , ηn), where
ηk =
∣∣∣∣vexact(xk)− vapprox(xk)vexact(xk)
∣∣∣∣× 100%, (2.1)
with the partition P = {0 ≤ x1 < · · · < xk < · · · < xn <∞} of variable x.
For the case {0 < α < 1, β > α}, it follows from the definition (1.2)
that

Γ(β − α)xEα,β(−x) = Γ(β − α)x
m−2∑
k=0
(−x)k
Γ(β + αk)
+O(xm)
≡ a(x) +O(xm),
Γ(β − α)xEα,β(−x) = −Γ(β − α)x
n∑
k=1
(−x)−k
Γ(β − αk) +O(x
−n)
≡ b(x−1) +O(x−n),
(2.2)
at x = 0 and x = +∞, respectively. The multiplication by Γ(β − α)x
ensures that the first coefficient of the asymptotic series (2.2) is 1.
We now look for a rational approximation of the form
Γ(β − α)xEα,β(−x) ≈ p(x)
q(x)
=
p0 + p1x+ . . .+ pνx
ν
q0 + q1x+ . . .+ qνxν
, (2.3)
where ν is an appropriately chosen integer. The problem is to find the
coefficients pi and qi such that (2.3) has the correct expansions at x = 0
and x = +∞. Since the leading term of (2.3) at x = +∞ is pν/qν , we can
set pν = qν = 1. This formulation is similar to the problem of Hermite-
Pade´ interpolation with two anchor points, except that one of the points is
GLOBAL PADE´ APPROXIMATIONS OF . . . 5
at infinity where we use an expansion in x−1. The unknown coefficients pi
and qi are found from the system of linear equations written compactly as
p(x)− q(x)a(x) = O(xm) at x = 0, (2.4)
p(x)
xν
− q(x)
xν
b(x−1) = O(x−n) at x = +∞. (2.5)
Here it is implied that the surviving polynomial coefficients in x or x−1
are same for the both sides of (2.2). This assumes that p(x) and q(x) have
no common polynomial factors. Moreover, these two equations form an
inhomogeneous linear system of (m+n− 1) equations for 2ν unknowns pi,
qi, 0 ≤ i ≤ ν − 1. So, when a solution exists, it is unique if m+ n is odd.
By setting ν = 2, we thus search for an approximation for the function
Γ(β − α)xEα,β(−x) of the form
Γ(β − α)xEα,β(−x) ≈ p0 + p1x+ x
2
q0 + q1x+ x2
, (2.6)
where the two series in (2.2) are truncated to orders m = 3 and n = 2,
yielding the functions
a(x) =
Γ(β − α)
Γ(β)
x− Γ(β − α)
Γ(β + α)
x2, (2.7)
b(x−1) = 1− Γ(β − α)
Γ(β − 2α)x
−1. (2.8)
Substituting (2.6)-(2.8) into (2.4) and (2.5) and collecting equal powers of
x through O(xm) and O(x−n), we obtain

p0 = 0,
p1 − Γ(β−α)Γ(β) q0 = 0,
1 + Γ(β−α)Γ(β+α)q0 − Γ(β−α)Γ(β) q1 = 0,
p1 − q1 + Γ(β−α)Γ(β−2α) = 0.
Its solution can be expressed by

p0 = 0,
p1 =
Γ(β)Γ(β+α)−Γ(β+α)Γ(β−α)
2
Γ(β−2α)
Γ(β+α)Γ(β−α)−Γ(β)2 ,
q0 =
Γ(β)2Γ(β+α)
Γ(β−α)
−Γ(β)Γ(β+α)Γ(β−α)
Γ(β−2α)
Γ(β+α)Γ(β−α)−Γ(β)2 ,
q1 =
Γ(β)Γ(β+α)−Γ(β)
2Γ(β−α)
Γ(β−2α)
Γ(β+α)Γ(β−α)−Γ(β)2 .
(2.9)
Therefore, we obtain a global Pade´ approximation from (2.6) and (2.9),
Eα,β(−x) ≈ 1
Γ(β − α)x
p0 + p1x+ x
2
q0 + q1x+ x2
=
1
Γ(β) +
1
Γ(β−α)q0x
1 + q1q0x+
1
q0
x2
. (2.10)
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As an example, for α = 1/2 and β = 3/2, it follows that
E 1
2
, 3
2
(−x) =
{
2√
pi
, if x = 0,
1−exp(x2)erfc(x)
x , if x > 0,
due to the properties E1/2(z) = exp(z
2)erfc(−z), Eα,β(z) = zEα,α+β(z) +
1/Γ(β), where erfc(x) is complementary error function. Also, using the fact
Γ(1/2) =
√
pi and Γ(3/2) =
√
pi/2, we obtain its global Pade´ approxima-
tions [1/2]:
E 1
2
, 3
2
(−x) ≈
2√
pi
+ 4−pipi−2x
1 +
√
pi
pi−2x+
4−pi
pi−2x
2
. (2.11)
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Fig. 2.1: The top one is the evolution of the generalized Mittag-Leffler
function E1/2,3/2(−x) and its global Pade´ approximation [1/2], and the
bottom one is the relative error with the peak 0.6389%.
Remark 2.1. Numerical simulations in Fig. 2.1 show that (2.11)
approximates E1/2,3/2(−x) with relative error less that 1% for any x ≥ 0.
Also, the approximation (2.11) is falling below the exact value for x > 0.
As a special situation, say, β = 1, we reduce (2.10) to
Eα(−x) ≈
1 + 1Γ(1−α)q∗0
x
1 +
q∗1
q∗0
x+ 1q∗0
x2
, (2.12)
where
q∗0 =
Γ(1+α)
Γ(1−α) − Γ(1+α)Γ(1−α)Γ(1−2α)
Γ(1 + α)Γ(1 − α)− 1 , q
∗
1 =
Γ(1 + α)− Γ(1−α)Γ(1−2α)
Γ(1 + α)Γ(1 − α)− 1 .
(2.13)
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It should be pointed out that this special case was studied by [1].
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Fig. 2.2: The top one is the evolution of the generalized Mittag-Leffler
function E0.3(−x) and its global Pade´ approximation [1/2], and the
bottom one is the relative error with the peak 0.1744%.
Remark 2.2. Numerical simulations in Fig. 2.2 show that (2.12)
approximates E0.3(−x) with relative error less that 1% for any x ≥ 0. Also,
the approximations (2.12) are smaller than the exact value of E0.3(−x) for
x ∈ (0,+∞).
When 0 < α = β < 1, the generalized Mittag-Leffler function Eα,α(−x)
admits the two series

Γ(1− α)
α
x2Eα,α(−x) = Γ(1− α)
α
x2
m−3∑
k=0
(−x)k
Γ(α+ αk)
+O(xm),
Γ(1− α)
α
x2Eα,α(−x) = −Γ(1− α)
α
x2
n+1∑
k=2
(−x)−k
Γ(α− αk) +O(x
−n),
(2.14)
at x = 0 and x = +∞, respectively. The multiplication by Γ(1− α)x2/α
ensures that the first coefficient of the asymptotic series (2.14) is 1.
By the same approach, we can obtain a global Pade´ approximations
[1/2] for Eα,α(−x) of the form
Eα,α(−x) ≈
1
Γ(α)
1 + 2Γ(1−α)
2
Γ(1+α)Γ(1−2α)x+
Γ(1−α)
Γ(1+α)x
2
. (2.15)
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Fig. 2.3: The top one is the evolution of the generalized Mittag-Leffler
function E0.1,0.1(−x) and its global Pade´ approximation [1/2], and the
bottom one is the relative error with the peak 0.1526%.
Remark 2.3. Numerical simulations in Fig. 2.3 show that (2.15) ap-
proximates E0.1,0.1(−x) with relative error less that 1% for any x ≥ 0. Also,
the approximations (2.15) are bigger than the exact value of E0.1,0.1(−x)
for x ∈ (0,+∞).
Indeed, if α = 1, β > 1, the generalized Mittag-Leffler function E1,β(−x)
admits the two series


Γ(β − 1)xE1,β(−x) = Γ(β − 1)x
m−2∑
k=0
(−x)k
Γ(β + k)
+O(xm),
Γ(β − 1)xE1,β(−x) = −Γ(β − 1)x
n∑
k=1
(−x)−k
Γ(β − k) +O(x
−n),
(2.16)
at x = 0 and x = +∞, respectively. The multiplication by Γ(β − 1)x
ensures that the first coefficient of the asymptotic series (2.16) is 1.
By the same approach, we can obtain a global Pade´ approximations
[1/2] for E1,β(−x) of the form
E1,β(−x) ≈
1
Γ(β) +
1
Γ(β+1)x
1 + 2βx+
1
β(β−1)x
2
. (2.17)
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Fig. 2.4: The top one is the evolution of the generalized Mittag-Leffler
function E1,5(−x) and its global Pade´ approximation [1/2], and the
bottom one is the relative error with the peak 0.6903%.
Remark 2.4. Numerical simulations in Fig. 2.4 show that (2.17)
approximates E1,5(−x) with relative error less that 1% for any x ≥ 0.
Also, the approximation (2.17) is falling below the exact value for x > 0.
Remark 2.5. From (2.3)-(2.5), we can obtain the approximation with
another degree. In general, higher order approximations, i.e., values of
ν greater than 2, can be computed to gain greater accuracy. However,
we find that the proposed approximation [1/2] is better than the Pade´
approximations [1/1], [2/3], [3/4] after numerical comparisons.
More precisely, we collect the above global Pade´ approximations [1/2] of
the generalized Mittag-Leffler function Eα,β(−x), x ∈ [0,+∞) for particular
cases, respectively. See Table 1 for more details.
3. Global Pade´ approximations of Lα,β(x)
Hilfer and Seybold [11] introduced and studied the inverse generalized
Mittag-Leffler function Lα,β(x) defined as the solution of the equation
Lα,β(Eα,β(x)) = x.
In the complex plane, the authors have succeeded in determining the prin-
cipal sheet of Lα,β(x) provided that three conditions are satisfied: (1) the
function Lα,β(x) is single valued and well defined on its principal sheet; (2)
its principal sheet reduces to the principal sheet of the logarithm for α→ 1;
(3) its principal sheet is a simply connected subset of the complex plane.
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Spencer et al. [29] provided also the asymptotic formulas for the ze-
ros of the function Lα,β(x). In particular, Atkinson and Osseiran [1] found a
global rational approximation of the inverse Mittag-Leffler function−Lα,1(x)
= −Lα(x) with x ∈ (0, 1] and 0 < α < 1.
It is obvious from the complete monotonicity of the generalized Mittag-
Leffler function Eα,β(−x), described in (1.4) for x ∈ [0,+∞), that Eα,β(−x)
is a decreasing and continuous function on the interval [0,+∞). This means
that the corresponding inverse Mittag-Leffler function −Lα,β(x) is well de-
fined on the interval (0, 1/Γ(β)] using these properties and the fact that
Eα,β(0) = 1/Γ(β) by definition.
Our ability to calculate the global Pade´ approximation of Eα,β(−x) in
previous section allows us to evaluate also the inverse generalized Mittag-
Leffler function −Lα,β(x). In fact, the uniform approximations (2.10),
(2.15), and (2.17) can be inverted to yield a global Pade´ approximation
of the inverse Mittag-Leffler function −Lα,β(x) for particular cases {0 <
α < 1, β > α}, {0 < α = β < 1}, and {α = 1, β > 1}.
For the case {0 < α < 1, β > α}, by rearranging the approximation
(2.10), solving the resulting quadratic equation, and rearranging, we find
that a global Pade´ approximation of −Lα,β(x):
− Lα,β(x) ≈ 1
2Γ(β − α)x −
q1
2
+
√(
q1
2
− 1
2Γ(β − α)x
)2
− q0
(
1− 1
Γ(β)x
)
, (3.1)
where −Lα,β(x)|x→0+ = +∞ and −Lα,β(x)|x→1/Γ(β) = 0.
When β = 1, the approximation (3.1) reduces to
− Lα(x) ≈ 1
2Γ(1− α)x −
q∗1
2
+
√(
q∗1
2
− 1
2Γ(1 − α)x
)2
− q∗0
(
1− 1
x
)
, (3.2)
where −Lα(x)|x→0+ = +∞ and −Lα(x)|x→1 = 0.
When 0 < α = β < 1, we also have a global Pade´ approximation of
−Lα,α(x):
− Lα,α(x) ≈ − Γ(1− α)
Γ(1− 2α)x
+
√
Γ(1− α)2
Γ(1− 2α)2x2 −
Γ(1 + α)
Γ(1− α)
(
1− 1
Γ(α)x
)
, (3.3)
where −Lα,α(x)|x→0+ = +∞ and −Lα,α(x)|x→1/Γ(α) = 0.
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Similarly, if α = 1, β > 1, we obtain a global Pade´ approximation of
−L1,β(x):
−L1,β(x) ≈ 1
2Γ(β − 1)x − β + 1
+
√(
β − 1− 1
2Γ(β − 1)x
)2
− β(β − 1)
(
1− 1
Γ(β)x
)
,
where −L1,β(x)|x→0+ = +∞ and −L1,β(x)|x→1/Γ(β) = 0.
More precisely, we collect the above global Pade´ approximations of the
inverse generalized Mittag-Leffler function −Lα,β(x), x ∈ (0, 1/Γ(β)] for
particular cases, respectively. See Table 1 for more details.
4. Concluding discussions
On the basis of the Taylor series and the asymptotic series of generalized
Mittag-Leffler function, we have constructed a global Pade´ approximation
of the function Eα,β(−x) with x ∈ [0,+∞) for the particular cases {0 <
α < 1, β > α}, {0 < α = β < 1}, and {α = 1, β > 1}, respectively.
These uniform approximations pick up the initial exponential-type behavior
of the generalized Mittag-Leffler function as well as its asymptotic power
laws for large arguments. Moreover, these approximations were inverted to
yield a global Pade´ approximation of the inverse generalized Mittag-Leffler
function −Lα,β(x).
Atkinson and Osseiran [1] reported the rational solution of time-fractio-
nal diffusion equation under Caputo definition by using the global Pade´
approximation of the Mittag-Leffler function Eα(−x) with 0 < α < 1.
However, this does not suffice to derive the rational solution of the ordinary
and partial time-fractional differential equations in the sense of Riemann-
Liouville. To demonstrate the advantage of our established results, let us
consider the following illustrative examples.
For example, consider the linear fractional differential equation
0D
α
t f(t) + λf(t) = 0, t ≥ 0,
[
0D
−α
t f(t)
]
t=0
= C1,
where 0 < α < 1, λ > 0, C1 is some constant, 0D
α
t and 0D
−α
t are the
Riemann-Liouville fractional derivative and integral of order α, respectively.
It admits the following solution [21]
f(t) = C1t
−αEα,α (−λtα) .
Using the approximation (2.15), we have the global Pade´ approximation
[1/2]:
f(t) ≈ C1
Γ(α)tα + 2λΓ(1−α)
2
αΓ(1−2α) t
2α + λ
2Γ(1−α)
α t
3α
.
We consider another example of the form
12
C
.
Z
en
g,
Y
.Q
.
C
h
en
Parameters Function Global Pade´ approximation
0 < α < 1, β > α
Eα,β(−x)
1
Γ(β)
+ 1
Γ(β−α)q0
x
1+
q1
q0
x+ 1
q0
x2
−Lα,β(x) 12Γ(β−α)x − q12 +
√(
q1
2 − 12Γ(β−α)x
)2
− q0
(
1− 1Γ(β)x
)
0 < α < 1, β = 1
Eα(−x)
1+ 1
Γ(1−α)q∗
0
x
1+
q∗
1
q∗
0
x+ 1
q∗
0
x2
−Lα(x) 12Γ(1−α)x −
q∗1
2 +
√(
q∗1
2 − 12Γ(1−α)x
)2
− q∗0
(
1− 1x
)
0 < α = β < 1
Eα,α(−x)
1
Γ(α)
1+
2Γ(1−α)2
Γ(1+α)Γ(1−2α)
x+
Γ(1−α)
Γ(1+α)
x2
−Lα,α(x) − Γ(1−α)Γ(1−2α)x +
√
Γ(1−α)2
Γ(1−2α)2x2 −
Γ(1+α)
Γ(1−α)
(
1− 1Γ(α)x
)
α = 1, β > 1
E1,β(−x)
1
Γ(β)
+ 1
Γ(β+1)
x
1+ 2
β
x+ 1
β(β−1)
x2
−L1,β(x) 12Γ(β−1)x − β + 1 +
√(
β − 1− 12Γ(β−1)x
)2
− β(β − 1)
(
1− 1Γ(β)x
)
The values of q0, q1, q
∗
0 and q
∗
1 are listed in (2.9) and (2.13).
Table 1. Global Pade´ approximations [1/2] of the generalized Mittag-Leffler function and its inverse
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0D
α
t g(t) + 0D
β
t g(t) = δ(t), t ≥ 0,
where 0 < α < β < 1 and δ(t) stands for the the Dirac delta function. It
yields the following solution [23]
g(t) = (C2 + 1) t
β−1Eβ−α,β
(
−tβ−α
)
,
where C2 =
[
0D
α
t g(t) + 0D
β
t g(t)
]
t=0
. Using the approximation (2.10), we
have the global Pade´ approximation:
g(t) ≈
C2+1
Γ(β) t
β−1 + C2+1Γ(α)q′0
t2β−1−α
1 +
q′1
q′0
tβ−α + 1
q′0
t2(β−α)
,
where
q′0 =
Γ(β)2Γ(2β−α)
Γ(α) − Γ(α)Γ(β)Γ(2β−α)Γ(2α−β)
Γ(α)Γ(2β − α)− Γ(β)2 , q
′
1 =
Γ(β)Γ(2β − α)− Γ(α)Γ(β)2Γ(2α−β)
Γ(α)Γ(2β − α)− Γ(β)2 .
From the above discussions, our constructed global Pade´ approxima-
tions of the generalized Mittag-Leffler function are quite effective in con-
structing the rational solution to fractional differential equations across an
infinite range of the argument.
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