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Abstract 
The aim of this investigation was to measure and analyse wave loading on a full scale coastal 
structure in order to validate current breakwater design methods and to improve understanding 
of the physical processes involved. 
A range of new, robust field measurement instrumentation was developed and deployed at the 
chosen field site, the Alderney Breakwater in the Channel Islands. The instrumentation 
. . . . 
deployed in this particularly harsh wave loading environment included an array of wave loading 
pressure sensors together with eo-located void fraction gauges, which were used to measure 
the percentage air entrained within the seawater. Wave data was measured by means of a sea 
bed array of six pressure sensors which were logged using an underwater data logger. Data 
from the instrumentation mounted on the breakwater wall was logged with a high specification 
remote data logger. Both the instrumentation and the data acquisition equipment were 
developed and adapted specifically for this investigation and as a result over 150 high quality 
data sets were recorded at very high logging rates, which allowed field data analysis at an 
unprecedented level. New calibration and data processing methods were developed for the 
analysis of this novel set of data records. Due to the meticulous planning, instrument 
development, data acquisition development, and deployment the data collected is, to the best 
of the Author's knowledge, the highest quality wave loading field data collected to date. 
The wave conditions measured at the site were used as inputs to three commonly used design 
methods for vertical coastal structures, which were used to estimate the maximum wave 
loading pressures over the height of the structure. The pressures and forces predicted by the 
models were contrasted with measured values and it was found that the Goda method (1985) 
predicted the events with a high degree of accuracy provided that the waves were not breaking 
directly onto the structure. When waves did break onto the structure high magnitude, short 
duration pressures were frequently measured which sometimes also acted over a very small 
spatial area. There was a large degree of temporal and spatial variability in the high magnitude 
breaking wave pressures and they were not accurately predicted by any of the models. The 
relationship between wave momentum flux and wave loading impulse was investigated both on 
a record by record basis and using a wave by wave analysis. For the Alderney field site a 
consistent relationship was found between the wave momentum flux and wave loading 
impulse, which could be used to estimate the wave loading impulse and duration for known 
wave input conditions. Features of interest were also identified from temporal comparisons of 
individual eo-located pressure and aeration traces, including negative pressures and a negative 
correlation between air content and pressure over short time scales. 
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Chapter 1 
lntrodu·ction 
1.1 Background 
Breakwaters are commonly used to provide areas of calm water within harbours, which 
enables the safe berthing, manoeuvring and loading I unloading of ships and other vessels. 
More recently in regions of coastal erosion, and partly due to concerns about sea level rise, 
breakwaters have been increasingly used as a means of coastal protection. 
Breakwaters are often classified functionally into three categories, according to the reflection 
characteristics of the structure (Goda, 1985; BS 6349, 1991). The three categories are; mound 
breakwaters, vertical breakwaters and composite breakwaters (Figure 1.1 ). Mound 
breakwaters dissipate the majority of wave energy due to wave breaking on the structure slope. 
Vertical breakwaters reflect most of the wave energy. Composite breakwaters function as 
mound breakwaters at low tides and vertical breakwaters at high tides. This thesis is primarily 
concerned with the interaction of waves and steep fronted structures such as vertical caisson 
breakwaters and steep fronted masonry breakwaters. Using the above categorisation these 
1 
steep :fronted structures are classified as vertical breakwaters and for the sake of brevity will be 
referred to generically as 'vertical structures' . 
Rubble Mound: Deep Water Caisson: Shallow Water Caisson: 
Mound Breakwater Vertical Breakwater Composite Breakwater 
-;Le c\ 
.. 2 ... g:~~ 
... :::::::::::::::::::::::::::::2)):1~~)) .. ~ ...... 
Figure 1.1, Examples of breakwater types according to reflection characteristic classifications. 
The construction of vertical caisson breakwaters has become increasingly common in both 
Europe and Japan over the last three decades, due to the advantages over other structures in 
terms of construction methods, construction time, maintenance, total cost and performance 
(Oumeraci, 1995). Due to the increased draughts of large vessels, breakwaters must now be 
constructed in ever greater water depths. As a result vertical breakwaters are now often chosen 
for this application due to the advantages highlighted above. 
The cost of vertical structures in large water depths (20m or more) is in the range of £20,000 
per metre (Las Palmas Caisson Breakwater, 1995). Over design can be particularly costly 
however under design of the breakwater can lead to catastrophic failure. A significant number 
of steep :fronted breakwaters failed during this century, particularly during the 1930's and more 
recently in the late 1970's to early 1980's. Reviews and analyses of these failures are detailed 
in; Oumeraci (1994), Franco (1994), S0rensen (1986), and Tanimoto & Goda (1991). 
Due to relatively recent failures, high construction costs and the increasing frequency of 
construction of vertical caisson breakwaters, research into these structures has been 
considerable over recent years. Research into past vertical breakwater failures in both Europe 
and Japan has identified that these structures are susceptible to a number of failure modes 
(Berengeur, 1994; BS 6349, 1991 ; Oumeraci, 1994; Goda, 1985). Oumeraci classified these 
2 
failure modes into two groups, namely ' overall ' which act upon the whole caisson and 'local' 
which occur at localised areas but can still cause or contribute to eventual breakwater failure 
(Figure 1.2). 
1) Sliding 2) Overturning 3) Settlement, then slip 4) Settlement, then slip 
failure and seaward tilt failure and shoreward tilt 
.... 
OVERALL FAILURE MODES 
5) Erosion below sea- 6) Punching at seaward 7) Seabed scour and toe erosion 
ward & shoreward edges and shoreward edges 
LOCAL FAILURE MODES 
Figure 1.2, Modes of Failure of Vertical Breakwaters 
With the exception of sea bed scour, all these failures are caused as a result of the wave 
pressures exerted on the caisson plus any crown wall and the propagation of this pressure both 
through the fluid and foreshore and through the caisson and sub structure. Previous laboratory 
and field investigations (see literature review: Chapter 2) have shown that the pressures on the 
face of the breakwater are greatest when waves break against the structure (these pressures 
will be referred to as 'wave impact pressures' ). Significantly lower resultant forces and 
impulses are produced when the incoming waves are reflected and breaking does not occur 
(these pressures will be referred to as ' reflected wave pressures' ). 
Currently vertical breakwaters are most commonly designed on the basis of guidelines 
developed by Goda in Japan (Goda, 1974) from the analysis of laboratory tests and field 
measurements of sliding occurrences. It is not always appreciated however, that when he 
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derived formulae for the prediction of maximum effective design pressures, he assumed that 
the breakwater would be designed so that waves would not break on the structure. Goda also 
assumed that if impulsive pressures did occur they would be of sufficiently short duration and 
that there would be little structure excitation (Goda, 1985). Consequently the predictions are 
strictly only applicable to reflective and broken waves incident on a breakwater. 
Examination of past failures has identified that wave breaking was often observed on the front 
face of vertical structures during the heavy storms which resulted in failure (Oumeraci, 1995). 
·Recent laboratory tests have also demonstrated that modifications are required to the God a 
formulae to account for impulsive wave loading (Tanimoto and Takahashi, 1994). Dynamic 
models of the wave structure interaction have subsequently been produced which, when 
applied to large scale laboratory test results, indicate that structure response to impulsive wave 
loads can be significant (Oumeraci and Kortenhaus, 1994). As a result of these findings it has 
been recognised that impulsive pressures can cause or contribute to structure failure. This 
suggests that both the temporal and spatial variations in pressure during impulsive wave 
breaking must be taken into account when designing a structure. 
The analysis of previous failures indicates that although some of the failures occurred as a 
result of a single maximum load, a large number were due to cyclic loading (Oumeraci, 1994). 
A number of recent cases have been identified where the design wave height was not exceeded, 
but never-the-less failure did occur. These cases suggests that the use of a single design wave 
height is not always appropriate and that it may be necessary to relate the probability of failure 
to a repetitive impact loading. 
Two dimensional laboratory modelling of vertical structures is often carried out to assess the 
loading due to wave impacts resulting from a particular sea state. For example HR 
Wallingford, UK, have carried out a number of laboratory experiments to determine the impact 
loading associated with sea states with a JONSWAP spectra (Allsop et al, 1996b). The data 
from the experiments is often scaled to indicate the distribution of impact loading at the full 
scale structure. Caution must be exercised in the use of this method however as extreme sea 
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states at the site may not always be accurately reproduced by a JONSW AP spectra. If the 
laboratory waves are generated from measured field site data they might not be accurately 
reproduced in the laboratory if the wave tank does not prevent secondary reflections. 
Difficulties also arise in scaling the results. A particular problem in the interpretation and 
scaling of laboratory results relates to the volume of air bubbles in the water. In fresh water the 
bubbles persist for significantly less time than in sea water (Scott, 1975) which results in 
significantly lower compressibility of the fresh water fluid and a higher rate of pressure 
propagation through it. The effect of air content on wave loading should therefore be 
investigated to validate and improve the scaling of laboratory wave loading results. 
1.2 Aims 
The previous section highlights areas where further research into vertical structures could 
improve current design methods. This further research would involve: 
• in depth validation and assessment of the current design methods 
• investigation of temporal and spatial variations in pressure during a wave loading event 
• study of repetitive wave loading in relation to particular wave input conditions 
• investigation into the effect of entrained air on temporal variations in pressure 
In order to assess the validity of the current design methods and to improve them, further 
physical experiments are required. A large number of laboratory model tests have been carried 
out (e.g. Walkden et al, 1995; Allsop et al; 1996a; Fuhrbohter, 1986; Chan & Melville, 1988; 
Hayashi & Hattori, 1958). These laboratory tests have gone some way towards improving our 
understanding of the complex physical processes involved, and have been used to classify 
breaker and impact types and associated pressure distributions and time histories. Although a 
large number of laboratory tests have been carried out, field measurements are· rare and data is 
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sparse. Additional field measurement data is required to provide vital information on the 
validity of scaling laboratory results, the effect of increased air content, and the relationship 
between a real 3-D sea state and cyclic impact loading. 
Field measurements of wave impact pressures on coastal structures are costly and difficult to 
obtain, especially under storm conditions, as a result they have rarely been attempted 
(Blackmore & Hewson, 1984). Data from the limited number of previous investigations has 
be~n difficult to interpret due to a lack of supporting measurements. It was the aim of this 
research to carry o_ut a comprehensive field measurement program to investigate the aims 
detailed in the bullet points above. The research encompassed the extensive development of 
new instrumentation and new analysis methods due to the originabty of this field measurement 
research. The development of the field measurement program and equipment, the deployment, 
the analysis methods and the subsequent results and conclusions are detailed in the thesis as 
described in the summary of chapter contents below. 
A review of the previous field investigations, the role of aeration in wave impacts and the 
analysis of the near shore wave data, together with a short review of current design methods is 
covered in Chapter 2. The design of the experimental program is described in Chapter 3 which 
includes the requirements of the transducers, the data acquisition system and the field site. 
Chapter 4 then describes the design, development and testing of the transducers and data 
acquisition system and Chapter 5 discusses the deployment of this equipment at the chosen 
field site. A large volume of novel data from over twenty transducers was collected, the 
archiving, calibration, quality checking, and processing of this data is described in Chapter 6. 
The analysis of the field results is covered in Chapters 7 and 8. Chapter 7 includes comparisons 
of the field data with current design methods and Chapter 8 describes the development of a 
momentum model. Further work is described in Chapter 9. The applicability of these results to 
the Coastal Design Engineer and a summary of the results and the system performance are 
described in Chapter 10 the concluding chapter. 
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Chapter 2 
Literature Review 
2.1 A Review Of Wave Impact Field Measurement and Instrumentation 
Although approximately twenty field studies have been carried out to date, few have been of 
very high quality due to the difficulty in obtaining wave data and pressure measurements from 
an often extreme environment. 
A review of the twenty field studies is included below. Further information on the earlier of 
these studies can be found in previous doctorate literature surveys by Blackmore (1982) and 
Muller (1993). Within this section a review of the instrumentation and measurement techniques 
used within the field programs is also included. The review of the instrumentation highlights 
how dependent the results were on the instrumentation and also the extent by which field data 
measurement and recording capabilities have improved over the last one hundred and fifty years. 
A concise summary of the field measurements and the instrumentation is also included in Table 
2.1. 
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TABLE 2.1, Summary of Previous Wave Loading Field Measurements and Instrumentation (continued on following page) 
Principle Country and Year of Structure type Pressure Maximum Number of Pressure Additional Wave Climate Wave Data Acquisition Logging 
Investigator Site study (or Measurement Measured Pressure Sensor Measurements Measurement Height System Frequency of 
Publication) Equipment Pressure Cells Array Method Estimates Load Data 
Shape 
kN/m2 H,inm Hz 
Stevcnson T. Skerryvore 1843 Lighthouse Rocks 291 --·- --- Movement of Visual and Wave - Single visual reading N/A 
rubble blocks Hindcasting from each transducer 
Bell Rock Lighthouse Rocks 145 --- --- of large mass ---
Dun bar 1858 Masonry Harbour Spring 375 6 Vertical 6 
Wall Dynamo meter 
Buckie (1874) Lighthouse Rocks 322 --- --- 6 
Latham F. Penzance 1890 Sea wall Spring 96 (average) 
- -
---
Visual --- Single visual reading N/A 
(UK) Dynamometer from each transducer 
Robert H.M. New York 1884 Sea wall Spring 45 - ·-- --- -- Visual 5 Single visual reading N/A 
(USA) Dynamometer from each transducer 
CO McKinstry Milwaukee 1894 Sea wall Spring 165 -- -- - Visual 4 Single visual reading N/A 
C. H. (USA) Dynamometer from each transducer 
Gaillard D. D. St. Augustine 1902 'Sea' Wall Spring& 32 3 Vertical --- Visual and Wave 1.8 Single visual reading N/A 
L. Superior Pier Diaphragm 121 5 Vertical Hindcasting 4.9 from each transducer 
Black Rock 'Sea' Wall Dynamometcrs 99 3 Vertical -- & visual readings 
(USA) from manometer 
tubes 
Molitor D.A. L. Ontario 1915 lnstrumented Crib Spring 30 4 Vertical Wind speed Visual and Wave 2.8 Single visual reading N/A 
(Canada) 700ft offshore Dynamometer and direction Hindcasting from each transducer 
Hiroi I. Otaru Harbour (1920) Breakwater Spring 345 4 Vertical Dynamograph Visual --- Single visual reading N/A 
(Japan) Dynamometcr records from each transducer 
(unpublished) 
Rouville M.A. Dieppe (1937) Vertical Piezo- Electric 689 3 Vertical Photographs of Visual and Step 2.5 Oscillograph Analogue 
(France) Masonry breaking waves Type Wave 
Breakwater Gauge 
Cot P.D. Le Havre ( 1954) Vertical Pressure Cell s 98 5 Cruciform --- Visual and Step 2.5 Oscillograph Analogue 
(France) Masonry Type Wave 
Breakwater Gauge 
Kuribayashi Haboro (1959) Vertical Straingauge 110 4 Vertical Acceleration of Buoy tracking 4.5 Chart Recorder Analogue 
T. (Japan) Caisson Pressure the wall, Step gauge 
Breakwater Transducers Uplift Pressure Pressure gauge 
Principle Country and Year of Structure lype Pressure Maximum Number of Pressure Additional Wave Climate Wave Data Acquisition Logging 
Investigator Site study or Measurement Measured Pressure Sensor Measurements Measurement Height System Frequency of 
Publica tion Equipment Pressure Cells Array Method Estimates Load Data 
Shape 
kN/m1 Hb or H, Hz 
(m) 
Miller R.L. Cape Cod (1974) Flat Vertical Plate Straingaugc 41 5 Vertical Visual Visual estimates 0.9 Polaroid camera and Analogue 
(USA) on Sandy Beach in Pressure array estimates of of height, period four channel 
the Surf Zone Transducers breaker shaJ>e and celerity oscilloscope 
Marchi E. Genoa (1975) Vert ical Straingauge --- 5 Vertical --- (Unknown) <2m remote system, data (unknown) 
(Italy) Caisson and Inductive array transferred by radio 
Breakwater Pressure Trans. telemetry 
Blackmore P. Teignmouth I ( 1982) Concrete Sea Wall 19 5 Crucilorn1 Single sea bed 0.9 
pattern pressure gauge 
Teignmouth 2 Masonry Sea Wall Straingauge --- 3 Triangular Wall --- Seven track tape Analogue 
Pressure pattern accclerations Visual estimates machine 
llfracombe Concrete Sea Wall Transducers 27 9 Cruciform of height, period 1.3 
pattern and celerity 
Sea ford Concrete Sea Wall 49 5 Cruciforrn 0.9 
(UK) pattern 
Rossi P. llfracombe (1984) Concrete Sea Wall Straingauge 133 9 Cruciforrn Wall Visual estimates seven track tape 
Bovisand Masonry Pressure pattern accelerations &3 Sea bed machine Analogue 
(UK) Breakwater Transducers 1 pressure gauges 
(Van)llcteren E. Scheldt (1989) Storm Surge Straingauge --- 5 Horizontal 
-
Pressure gauge & <2m eight track digital 8 
J. (Holland) Barrier Pressure array 3 component tape machine 
Transducers current meter 
Griffiths J. Bovisand 199 1 Vertical Straingaugc 50 I Single point Single point Visual and Video seven track tape Analogue 
(UK) Masonry Pressure aeration (void machine 
Breakwater Transducers fraction) 
Muller G. Islay 1992 Front Wall of a Straingauge 51 5 Vertical One ultrasonic 2.84 
-
Mains 386 P.C. with 100 
(UK) Wave Power Pressure array wave height data acquisition card 
Station Transducers probe 
Howarth M. La Collctte ( 1994) Cob Armoured Straingauge 150 8 Different Wave run up - One Pressure 0.7 Mains 486 P.C., data 250 I 500 
(Jersey) Mound Pressure faces on one 8 pressure Gauge at toe of acquisition card & 
Breakwater Transducers cob unit I gauges at 5Hz mound optical disc storage 
Franco L. Genoa 1994 Plain & Perforated Straingauge Uplift pressures <3m 2110 
(Italy) Vert ical Caisson Pressure 
Breakwaters Transducers 
Mart in F. Samander 1996 Rubble Mound Straingauge --- 5 Vertical 3 upl ift 4 independent sea 5.9m Mains 486 P.C., wi th 20 
(Spain) Breakwater Pressure Array pressure bed pressure two data acquisition 
Transducers gauges. Wave gauges cards 
transmission 
TABLE 2_1, Summary of Prev1ous Wave Loadmg Fteld Measurements and Instrumentation (contmued from prev1ous page) 
Field measurements of wave loading were obtained and documented as early as the 1840's by 
Thomas Stevenson. He recorded wave loading measurements at Dunbar harbour and at the sites 
of a number of lighthouses. The field measurement results were used to develop and improve 
design formulae, which Stevenson published within a book (Stevenson, 1874). The wave 
pressures were measured by Stevenson using a spring dynamometer. The dynamometer 
(illustrated in Figure 2.2) consisted of a sprung rod which was moved by the force exerted on it 
and produced a single mark, usually scratched into a wax strip, which indicated the maximum 
pressure during the measurement period. Stevenson's studies identified that the largest pressures 
occurred around still water level and were used to determine rough estimates of maximum 
pressures occurring at different heights for particular wave conditions. It is difficult to draw 
further conclusions from his work due to limitations in the instrumentation.. Spring 
dynamometers, as used by Stevenson, had a large mass and slow mechanical response and 
would not have recorded short duration high magnitude transient pressures which are now often 
measured in the laboratory. Due to the dynamometers construction only a single measurement 
was logged per record at each transducer within the array, so it is unknown if all of the maxima 
occurred at the same instant or even within the same breaking wave. It is highly improbable that 
the measured spatial distributions of maximum pressure occurred instantaneously at the 
structure, so temporal and variations in spatial pressure could not be determined and could not 
be used to accurately determine the response of the structure to wave loading. 
Spring Wax coated 
measuring rods 
Figure 2.2, Cross section through Stevenson's spring dynamometer 
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Circular disc 
(transducer face) 
Spring dynamometers were used to measure wave load pressures in a munber of field studies 
shortly after the publication of Stevenson' s book, these included measurements by; H. Robert in 
New York (US) in 1884, F. Latham in Penzance (UK) in 1890, and D. Gaillard at three different 
sites on the Great Lakes (US) between 1890 and 1902. Gaillard also developed a new spring 
diaphragm dynamometer, which transmitted pressure via fluid filled pipes to manometer tubes 
which could be read visually to give some idea of temporal variation in pressure. However field 
measurement results from the diaphragm dynamometer were not published. A brief summary of 
all these investigations was reported by Gaillard ( 1904 ). Further wave loading studies were 
carried out by Molitor on Lake Ontario (US) in f915, again using spring dynamometers, but this 
study was not well detailed and only limited results were published (Molitor, 1934). As before 
the results showed that the maximum dynamic pressure occurred around still water level but 
detailed interpretation of the data was again impossible due to the spring dynamometers 
providing only one reading per transducer in each record. 
Hiroi measured wave pressures at Otaru Harbour (Japan) between 1905 and 1907 also using 
spring dynamometers. Some results were presented in Hiroi (1920) where some of the 
limitations of the results are discussed including the problem of obtaining only a single 
measurement at each point. As a result a new wave dynamograph was developed by Hiroi which 
recorded the output of a dynamometer onto a revolving clockwork cylinder. Hiroi (1920) states 
that this was used with success however the results were not presented. 
In all of the above studies wave measurements were recorded visually or obtained from 
primitive hindcasting techniques (e.g. Molitor 1934). In 1937 a significant advance in the 
measurement of wave impact pressures and nearshore wave climate was made by Rouville, 
Besson and Petry in their field studies at Dieppe. Wave characteristics were measured using a 
step type wave gauge which consisted of a vertical array of contacts with the output from each 
immersed contact pair being summed to give a total output voltage. They also attempted to take 
synchronised photographs of the breaking waves with pressure records, but this was not very 
successful. The wave impact pressures were measured by the use of three piezo-electric 
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transducers mounted in a vertical array on the face of Dieppe Harbour wall. The temporal 
variation of pressure from these three transducers were recorded by means of a newly developed 
"oscillograph". The amplified outputs from the piezo-electric pressure transducers were used to 
deflect a light beam onto a roll of photographic paper which was rotated at a constant rate 
(Rouville et al, 1938). From the data presented it appears that this system worked well. The field 
deployment lasted for three years with only intermittent wave impact measurements obtained. 
The largest pressure recorded was 696 kN/m2 which is the largest recorded field impact pressure 
to date. Although results of the vertical pressure distribution over the three transducers were 
· published, the position of MWL (mean water level) relative to the transducers is not given at the 
time of impact. It is also not clearly stated that these values were obtained simultaneously 
making some of the results difficult to interpret. Rouville's temporal and spatial pressure 
measurements provided substantially higher quality data than previous field studies and as a 
result were used in the calibration of empirical models (Bagnold, 1939; Minikin, 1963; detailed 
in Section 2.4), hence the results are still often quoted. 
An important outcome from Rouville 's investigation was that when waves broke (impacted) 
directly onto the vertical face of the structure, characteristic pressure time histories were 
produced. The pressure time history produced by a wave breaking directly onto the wall will 
henceforth be referred to as a wave impact event. A characteristic pressure trace from a wave 
impact event trace is illustrated in Figure 2.3. Peregrine ( 1994) described such a trace by 
segmenting it into three overlapping sections (illustrated in Figure 2.3). These sections consist of 
a large amplitude short duration peak, followed by an oscillatory pressure, and a slowly varying 
lesser pressure. The initial pressure peak section of this trace is now commonly referred to as the 
pressure impulse or impact pressure and is attributed to the initial impact of a wave on the 
structure. The oscillatory pressure decays with time and is thought to be due to oscillations of 
trapped air. The pressure of longest duration persists until a wave crest is reflected from the wall 
and is commonly referred to as the quasi-hydrostatic pressure. This form of trace has 
subsequently been observed in many field and laboratory investigations and will be discussed in 
further detail within this thesis. 
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Impact pressure Oscillatory pressure Quasi-hydrostatic pressure 
Pmax • • 
Pressure 
0 
Tin)e (typically several seconds duration for field data) 
0 
:.. ... 
t, ='rlse time' 
Figure 2.3, A representative pressure time history for wave impact on a vertical wall 
Field measurements of wave loading continued in France by P.D.Cot (1954) at Le Havre 
breakwater, using five pressure cells mounted in a cruciform pattern, in order to measure 
variations in pressure in both vertical and horizontal directions (the author is not aware of the 
construction or principle of operation of the pressure cells). Cot recorded a pressure transient 
(impact durations) as low as 10 milliseconds, although it is not clear whether this was the 
shortest occurring transient during the measurements or if it was restricted by the frequency 
response of the pressure cells and I or the data recorder. Very few impact events (as shown in 
Figure 2.3) were recorded during this study, and the maximum pressure recorded was 98 kN/m2 
for a wave height of 2.5m. 
Further advances in measurement were made by Kuribayashi, Muraki and Udai at Haboro 
Harbour in Japan (Kuribayashi et al., 1959). In this study field observations of wave dimensions, 
wave pressures and breakwater vibrations were compared with laboratory results in order to 
determine a practical method for designing economical and safe breakwaters. Wave pressures 
were classified by the shape of the pressure time histories recorded by the transducer at mean 
water level (MWL). From this classification they also identified that breaking waves exhibited 
distinctly different pressure time histories (as shown in Figure 2.3) to non-breaking waves and 
13 
produced the largest pressures. Similar work has more recently been continued in the laboratory 
to classify pressure time history according to the exact shape of the breaker and the breaker 
position relative to the wall (Oumeraci et al, 1993; Graham et al, 1991). 
At Haboro Breakwater seven pressure transducers were set into a caisson, four of these were 
mounted in a vertical line in the front face and three fixed in the base to measure up-lift 
pressures. The pressure transducer measuring elements were electric resistance strain gauges and 
the .outputs from these were logged using a chart recorder. A large amount of analysis and 
·classification of the data from the pressure gauge at MWL was carried out which related to the 
temporal variations in pressure but no data was presented on the spatial pressure variation. In 
order to try to adequately measure the nearshore wave characteristics three different wave 
recorders were used. A pressure type wave recorder was used to measure near shore wave 
heights and a step type wave recorder (similar to that used by Rouville) was developed to 
measure wave heights directly in front of the breakwater. An additional elaborate method to 
measure nearshore wave heights was also utilised, this involved tracking the movement of a 
float, which was seaward of the breakwater, using a short range telescope from a high view 
point. The movement of the telescope was then transmitted to a chart recorder through a lever 
mechanism. Udai suggests that this system performed very well (except when visibility was 
poor) however the analysis carried out on the wave data is unclear and very little information on 
the actual data collected is shown. 
An interesting area of research in this study examined the rise times of the impacts, where rise 
time is defmed as the time from the start of the event to the first peak (Figure 2.3). Rise times 
were compared with the pressures measured at MWL and it was found that for waves breaking 
at the structure the rise time was very short and that the largest pressures occurred for the 
shortest rise times. Further results from this study were presented by Muraki (1966) based upon 
the data collected at this site between 1957 and 1960. Muraki's results suggested there was an 
approximately linear relationship between wave height offshore and pressure at still water level 
when the data was categorised according to wave steepness. 
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To discover the vertical distribution of pressure produced by a variety of breaker shapes, a field 
investigation was carried out at Cape Cod USA in the early 1970's (Miller et al, 1974). This 
field measurement campaign took place on a sandy gently sloping beach, by mounting a vertical 
array of transducers into the centre of the breaker zone. The tidal range was large (up to 4m) and 
the extensive tide flat had a slope of 1° to 3°, thus a range of different breaker types and breaker 
positions were experienced at the instrument array during any storm event. Five pressure 
transducers were fixed at 1 foot centres into a 6 foot high aluminium plate. · The plate was then 
attached to a flat machined on one side of a vertical cylinder (Figure 2.4). The pressure 
transducers were strain gauge based with the · front face consisting of a sealed aluminium 
diaphragm. The transducer cables, amplifiers and other associated electronics were contained 
within the water tight cylinder to which it was mounted. An anchor rod attached to the cylinder 
was embedded in the sand and stabilised using three anchor cables. Data was transferred back to 
the shore via cables, which came out of the top of a vertical 10 foot pipe attached to the top of 
the cylinder and were suspended above the surf zone up to the top of the beach. Data from 4 of 
the 5 pressure transducers was recorded by means of a 4 channel oscilloscope with Polaroid 
camera attachment. Power for the instrumentation was supplied by a 5 kW portable generator. 
Wave information was recorded from three visual observations, these were; the wave shape at 
the cylinder, the height at the cylinder from a scale on the cylinder, and the time taken for each 
wave to travel to the cylinder from a vertical staff located 50 feet seaward. 
Pressure Transducer 
Anchor Cable 
Sea bed 
-------
-------Figure 2.4, Cape Cod field equipment for measuring wave impact pressures in the breaker zone 
(Miller et al, 1974) 
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The results of the study (Miller et al, 1974) showed that the pressure time history was related to 
the specific breaker type, and that the pressure time trace could be used as a diagnostic property. 
Some of the variations in pressure traces were claimed to be due to the effect of aeration but this 
was without aeration measurements or theoretical justification. Plots of pressure profile for 
different breaker shapes were presented but it was not specified how these were calculated or 
where the transducers were relative to MWL. Variation of breaker height with impact pressure 
was considered and a contrasting fit was found with previous data. This study made good use of 
new data acquisition methods, of strain gauge pressure transducers and reasonable visual 
estimates of wave data were obtained. However ·no visual estimate was made for angle of wave 
approach. The major limitation of the study was the physical layout as the study was carried out 
on a dissipative beach rather than in front of a highly reflective structure. The ability of the 
waves to flow around the instrurnented spar meant that quasi-hydrostatic pressure variations 
(Figure 2.3) were not observed. It is also likely that both the breaker hydrodynamics and the 
motion and persistence of bubbles in the fluid, would be different in this environment to that at a 
vertical structure. As a result caution should be used when applying these results to the 
validation of vertical breakwater models and design methods. 
Shortly after the study at Cape Cod, a field study of wave pressures on coastal structures was 
carried out at Genoa, Italy (Marchi et al, 1975). Five pressure transducers of two types, strain 
gauge and inductive, were used. Data was logged by an automatic data collection system within 
the breakwater, and was then transmitted to a receiving station by radio telemetry. This 
represented state of the art equipment at that time, unfortunately no storms occurred during the 
deployment and impact pressures were not measured. 
Work carried out by a predecessor at the University of Plymouth (Blackmore 1982), was the first 
full scale measurement program in the UK in which both spatial and temporal variations in wave 
impact pressure were recorded. Strain gauge pressure transducers were designed specially for 
this application and were installed in either a vertical array of three transducers or cruciform 
patterns of 5 or 9 transducers at a total of four different sites in the West Country. These sites 
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were seawalls at llfracombe, Seaford, and two locations at Teignmouth, one of which included 
the Brunei sea wall. Only limited data was obtained at three of the sites and as a result the 
analysis is largely based on the llfracombe data where 9 transducers were installed so that there 
were vertical and horizontal arrays of 5 transducers. Data was logged using two Racal seven 
channel FM tape recorders. Wave data was measured by using a single pressure transducer 
located on the sea bed just off-shore of the sea wall and by visual estimates from a graduated 
staff fixed in a similar location. The wave celerity was found by timing wave crests between two 
fixed markers. Over 150 wave impact events were recorded. The data was analysed by 
· comparing maximum pressures from individual ·wave loading events with wave data found for 
each record. This analysis led to a new British design method (BS 6349, 1984) for estimating 
wave forces on sea walls and breakwaters which also accounted for the effect of aeration within 
the breaking wave. This is discussed in detail in section 2.4. 
The work of Blackrnore was continued by Rossi, (1984) who obtained further data using the 
same instrumentation, both at Ilfracombe and at a new site, the Bovisand Breakwater in 
Plymouth Sound. Sea bed pressure transducers were installed at Bovisand so that the wave 
conditions could be assessed in more detail, but unfortunately the research at Bovisand was 
brought to an early halt due to storm damage. Rossi looked at effects such as wave steepness on 
impact pressure magnitude and variation, but only simple wave analysis was applied to the sea 
bed wave data. Few advances were made from Blackrnore's previous experiments within this 
study. 
Field measurements of wave loading were obtained at the Harlingvet storm surge barrier, 
Netherlands in the late 1980's (Van Heteren, 1989). This study was predominantly concerned 
with the effect of wave directionality on pressure distribution along the width of the breakwater. 
Five strain gauge pressure transducers were installed, all at a height of 1.1 metres below mean 
water level, spread over a horizontal distance of 14 m. Wave conditions were measured by a step 
type wave recorder at the barrier, by a pressure transducer and by a 3 component acoustic 
velocity meter, located 7.5m in front of the barrier. All the data was logged ori an 8-track tape 
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recorder at 8 Hz frequency. The published results (Van Heteren, 1989), concentrated upon the 
effect of wave directionality and spreading on the horizontal distribution of pressure. No 
pressure time histories were published nor were actual pressure magnitudes, which were instead 
presented as a percentage of reduction from the maximum recorded value, along the width of the 
breakwater. The maximum significant wave height recorded was less than 2 metres and it is not 
made evident whether breaking occurred at the structure, so although relevant results to wave 
impact loading may have been recorded these have not been published to date. 
·Further field measurements were carried out at Bovisand breakwater site, Plymouth Sound, UK, 
in the early 1990's (Griffiths 1994) where a single strain gauge pressure transducer was used. A 
void fraction gauge to measure percentage of aeration, was designed and installed in the housing 
which contained the pressure transducer (Figure 2.5). Video camera records were taken from the 
end of the breakwater looking obliquely along the wall and used to estimate the shape and size 
of breaking waves. Comparisons were made between breaker shape and pressure and aeration 
time histories for different discrete impact events. It was found that the air content within the 
impacting wave affected the rise times of the impacts and the peak pressures and that the 
relationship between these parameters was dependent upon the impact regime and wave type. 
signal and power cable -==~~~~i~~~ii~~~~~~~r==t 
Water collection tray -
Mounting point 
Transducer housing --~ 
Pressure transducer ---+--+-----,Ll-./4 
Aeration gauge electrode --+-~-L 
Figure 2.5, Bovisand field measurement pressure transducer and aeration gauge in housing 
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Researchers from the University of Belfast, Northern Ireland, installed a prototype wave power 
station at Islay, off the west coast of Scotland. The front wall of this device was directly exposed 
to incoming breaking waves. To prevent over design of future wave power stations, and to 
estimate if failure could occur, the front wall of the wave power station was instrumented to 
determine the wave loading on it (Muller & Whittaker, 1995). Five pressure transducers were 
mounted as a vertical array in a long channel section at 840 mm spacings, which was installed 
on the front of the structure with the bottom transducer just below MWL. Wave heights were 
measured 5 m in front of the structure using an ultrasonic probe, the wave power station was 
- situated in a gully which tended to funnel the waves in, so that only small deviations in direction 
occurred. Data was sampled at 100Hz in the site office located 350 m away using a 386 PC with 
a data-acquisition board. It was suggested from the pressure results obtained that the 100 Hz 
logging frequency adequately resolved the wave impact events. The data was logged selectively 
every time a threshold pressure was exceeded for a two second period around the time of 
exceedance. A number of wave impacts were logged, which tended to have a pressure time 
history which was triangular in shape. A maximum pressure of 51.3 kN/m2 was measured which 
compared to 12% of the corresponding design pressure. Poor agreement was found when 
comparing the results to calculated pressures from several design methods. A large range of rise 
times were measured; it was found that impact pressures increased for decreasing rise time and 
that a limiting function existed for these two parameters. 
Field measurements of pressures produced by waves breaking onto a cob-armoured breakwater 
at La Collette, Jersey were obtained during the winter of 1993 to 94 (Howarth et a!, 1994). Eight 
strain gauge pressure transducers were installed within one cob unit to measure the pressures on 
differently orientated faces in the unit. Wave data was measured by a single transducer at the toe 
of the breakwater. The data was sampled at 250 Hz initially and then 500 Hz using a mains 
powered 486 PC with a National Instruments data acquisition board. All data above a certain 
threshold was saved to optical disc. A maximum wave height at the site of 0.7m was measured, 
but values of maximum impact pressures were not published. However plots of rise time against 
normalised maximum pressure did show that there was a large amount of variation in the impact 
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pressures and rise times and that the largest pressures again occurred for the shortest rise times 
(Howarth et a!, 1996). 
Field measurements of wave loading on a plane vertical caisson and on a perforated vertical 
caisson at one field site in Genoa, Italy were carried out in 1994 (Franco et a!, 1996). Pressures 
on the plane vertical caisson were measured on the front face with 6 pressure transducers and on 
the under face with 5 pressure transducers (to measure uplift pressures). Data was logged using a 
PC. with data acquisition card at frequencies of between 2 and 10 Hz, which is not sufficient to 
adequately resolve impact pressures that can occur within a short time interval (10 ms or less). 
Offshore wave conditions were measured using a wave recording buoy. The maximum wave 
height measured was 2 metres over the length of the program, hence wave breaking did not 
occur at the wall and only reflected wave pressures were measured. The reflected pressures 
measured over the array showed a good fit with those predicted by Goda's design method (see 
section 2.4). 
Field measurements of wave loading pressures and wave climate were carried out at a 
breakwater in Gijon Harbour, Spain (Martin et a!, 1996). The breakwater was of composite 
construction and consisted of a 30m rubble mound topped by a 12m crown wall. The front of the 
mound slope was covered with 120 ton armour units which extended up to half way up the 
crown wall. Five strain gauge pressure transducer were spaced down the front face of the crown 
wall with 3 behind the armour units and 2 above. The tidal range was 9m with mean high water 
five metres below the bottom of the crown wall. As a result, although the site is often exposed to 
large waves in winter, waves do not break directly onto the crown wall but instead break onto 
the front armouring and propagate up the structure in the form of a turbulent bore before striking 
the crown wall. The offshore wave conditions were measured by means of a wave rider buoy 
and three independent sea bed pressure transducers. Due to different drifts in the pressure 
transducer clocks some problems were experienced in the analysis of the wave data. This field 
work program ran during the winter of 1996 to 97 hence analysis of the results is currently 
ongomg. 
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2.2 The Role and Measurement of Aeration 
Recent field measurement programs to measure wave breaking pressures on sea walls and 
breakwaters have suggested that the air content within the water has an effect on the temporal 
variations of pressure caused by waves breaking on structures (Biackmore & Hewson, 1984; 
Griffiths, 1994). Laboratory measurements have also shown discrepancies in pressure time 
histories between un-aerated fresh water and artificially aerated fresh water (W alkden et al, 
1995). As aeration appears to play an important role within the impact process, this section 
·reviews the air entrainment and entrapment processes, the differences between aeration in fresh 
and seawater and the measurement of aeration and void fraction. 
Bubble production and hence aeration occurs within the ocean (Figure 2.6) as a result of a 
number of different processes, these include: 
• Biological production. This occurs where there are large aggregations of phytoplankton such 
as in coastal regions, it is also dependant upon water quality and only has a noticeable effect 
within the photic zone. 
• Entrapment of air by capillary waves. These waves have a very short wavelength and are 
produced by wind and surface tension at the air-sea boundary. It has been suggested that 
these waves steepen and in this process entrap air bubbles (Crapper 1957). 
• White capping. This occurs when air is entrapped during the process of deep water spilling I 
breaking of ocean surface waves (Le Blond and Mysak, 1978). 
• Wave breaking. This is caused by the steepening of gravity waves beyond a critical limit 
(Galvin 1968) as a result the wave overturns or breaks resulting in the entrapment of air 
which produces an abundance of bubbles. Laboratory and field based studies (Lamarre and 
Melville, 1992) have shown that the form of the bubble plume is dependant upon the shape 
of the breaking wave and that for the plunging breaker, the formation of a water tongue, 
which violently impinges on the water body, enhances the entrainment process of air bubbles 
(Hwung et al., 1992). 
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Wave breaking is by far the most significant of the processes producing bubbles at a coastal 
structure and therefore was of most relevance to this study. When a wave breaks in sea water a 
large number of bubbles are produced. Johnson and Cooke (1979) estimated that the whitecaps 
on 1.8m high waves generated 2. 7 x 104 bubbles per cubic metre of which 75% had a radius of 
between 25 and 60J.!m; these bubbles generally persist for many wave periods .. The bubbles 
produced also do not tend to coalesce and hence remain small, rising slowly through the water 
(Scott, 1975). There is also a tendency for the bubbles to remain at the surface for some duration, 
rather than bursting immediately upon meeting the air water boundary. Measurements of bubble 
plumes using sonar have identified that bubbles produced by whitecapping can persist for over 
five minutes (Thorpe et al, 1992). Langmuir circulation or windrows, caused by wind stress on 
the ocean surface (Thorpe, 1984) produces a set of counter rotating vortices in which bubbles 
remain entrained to a couple of metres depth (Liss & Sinn, 1982). A study, in which the author 
took part (Crawford, 1992) identified this as a significant process for transferring bubbles to 
moderate depths in the coastal zone under onshore wind conditions. 
When air is entrained in water in the form of bubbles through processes such as wave breaking 
or white capping, the fluid becomes significantly more compressible and there is a dramatic 
reduction in the speed of pressure propagation through the fluid (Douglas et al, 1985). This 
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decrease in speed of pressure propagation is illustrated in Figure 2. 7, which shows the 
relationship between sound speed and percentage air in the fluid according to formulae 
developed by Gibson ( 1970). In the environment where waves break upon a coastal structure, 
the air content within the fluid can be high and the resulting affect on rate of pressure 
propagation is likely to alter the temporal and spatial variation of the pressure time history, this 
has been postulated in previous field studies (Blackmore and Hewson, 1984; Muller and 
Whittaker, 1995). 
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Figure 2.7, Sound speed plotted against percentage of entrained air within a fluid 
Another process involving air and wave impacts occurs when an air pocket is entrapped by a 
plunging breaker striking the structure (Figure 2.8). This type of impact has been studied in a 
number of recent lab scale tests (Walkden et a!, 1995;. Graham, 1992; Oumeraci and Partensky, 
1991 ). Within these studies the compressibility of the entrapped air pocket has also been 
highlighted as an important factor. 
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Figure 2.8 An entrapped air pocket produced by a plunging breaker 
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A common result seen in previous field and laboratory measurement programs (discussed in 
section 2.1) was that temporal and spatial variations in pressure depended strongly on breaker 
shape. ln particular plunging and spilling breakers had characteristic impact time histories as did 
turbulent bores and non-breaking waves. The use of aeration measurement transducers provides 
valuable information in all these cases as to the level of aeration in the form of entrained 
bubbles. ln addition, in the instance of the plunging and spilling breakers, valuable information 
is also provided about the entrapment and movement of air pockets produced during the 
breaking process at the wall. 
It has been commonly found that Froude scaled laboratory wave impact pressures were 
significantly greater than the majority of measurements obtained in the field. It has been 
suggested (Walkden et al. 1995) that the discrepancy between scaled and actual results could be 
attributable to differences in air entrainment in fresh and sea water. These differences in air 
entrainment are illustrated in Figure 2.6 and described below. 
In fresh water significantly fewer bubbles are produced in breaking waves and these are of large 
diameter (Johnson and Cooke, 1979). The fresh water bubbles terid to coalesce and rise quickly 
through the fluid it is therefore unlikely that air bubbles persist within the fluid for longer than 
one wave period. Upon reaching the surface the bubbles burst almost immediately (Scott, 1975). 
This results in dramatic differences in bubble persistence and hence air content in the fluid 
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between fresh and sea water. It was intended that the measurement of aeration within this study 
would assist with the analysis of this problem. 
After energetic breaking events (e.g. plunging I spilling breakers) a large number of bubbles, 
with a wide range of sizes, become entrained within the fluid. Methods such as acoustic, 
photographic and laser based techniques of accurately measuring the bubble parameters reach 
their limit in these conditions and therefore an alternative method must be used. In the study of 
the effect of entrained air upon wave impact pressures it is not essential that the exact quantity 
·and size of the bubbles are known, however the volume fraction of air in the water is considered 
important (henceforth referred to as 'void fraction'). The void fraction can be found by measuring 
the resistance of a volume of the fluid between two probes, as the resistance between the two 
probes increases as the air content increases. This technique has been used previously to measure 
gases in fluids (e.g. Lamb & Killen 1950), and to measure air concentrations in sea water 
produced by white capping (Lamarre & Melville 1992). More recently a single aeration gauge 
(Figure 2.5) was used to measure aeration during wave impacts (Griffiths, 1994). In order to 
adequately measure the movement of air pockets and air bubbles a vertical array of eo-located 
pressure and aeration transducers was required. To measure wave impact void fractions in the 
field the aeration transducers must withstand storm conditions, operate over a range of 
temperature and salinity variations, and be appropriately attached to the coastal structure. Hence 
the development of field wave impact aeration gauges was a substantial problem. The design 
and calibration of the gauges is discussed in Chapter 4 and the theory is described in more detail 
below. 
Maxwell (1892) derived an expression for the effective conductivity aeff of a heterogeneous 
medium, which is composed of non-interacting spheres. The derived expression is applicable for 
the measurement of void fraction (Lamarre & Melville, 1992), where the non-interacting spheres 
are air bubbles of conductivity aa which are dispersed in a water medium of conductivity o;,,: 
a a+ 2 aw + 2a( a a- aw) 
a elf= (j w 
a a+ 2 aw- a( a a- a.,) 
Where a is the volumetric fraction occupied by the spheres. 
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(2.1) 
By assuming that aa < < o;. (which is the case for sea water and air bubbles) then equation 2.1 
reduces to: 
(2.2) 
A similar expression is derived in terms of the permittivity of the bubbly fluid Eeff :-
1- a 
Geff = 1 +a I 2 Gw (2.3) 
Re-arranging equation 2.2 gives the void fraction in·terms of the aerated O'eff and unaerated o;. 
water conductivity: 
(2.4) 
A similar expression can be determined for void fraction in terms of permittivity. 
By measuring the permittivity and I or conductivity of both the aerated and the unaerated fluid 
the volumetric fraction of bubbles can be determined using the equations above. The 
implementation of the void fraction measurement technique and the development of the aeration 
gauges are described in Chapter 4. The processing of the data to calculate percentage aeration is 
discussed in Chapter 6. 
When aerated water is subject to high pressures the bubbles become compressed and hence the 
bubble volume reduces. As the pressures produced by breaking waves in the field are sometimes 
as large as several bar the bubble volume can dramatically decrease. Appendix I details how to 
calculate the equivalent bubble volume at atmospheric pressure from measured void fractions at 
high pressures. 
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2.3 ASsessment of Wave Conditions in Relation to Wave Loading 
It was identified in section 2.1 that many previous field studies had used visual estimates to 
obtain wave data. Water depth and significant wave heights were often measured from a staff 
within the water, and the wave period estimated by timing the passage of waves past the staff 
with a stop watch. Although these measurements provided some information on the wave 
conditions, there will have been operator dependant errors and the measurements provided 
information only on the compound wave field at one location. As a result of the limited 
·instrumentation used to record wave conditions, in. previous field wave loading experiments, 
only simplistic methods were applied to relate the wave conditions to pressures on the structure. 
The effect of wave reflection within previous studies was usually ignored, although it was likely 
that reflected waves had affected breaker shape and position due to interaction with the incident 
waves. The frequent observation of clapotis in front of vertical coastal structures provides visual 
evidence of this interaction. Vertical breakwaters are highly reflective structures, which usually 
result in a pattern of partial standing waves being produced in front of the breakwater 
(depending on the shape of the energy density spectrum and the relative phases). A series of 
nodes and anti-nodes are therefore often produced in front of the reflector (Kinsman, 1965). 
Consequently this makes the determination of wave height highly inaccurate with a single point 
wave height measurement device (although eo-located pressure transducers and current meters 
can provide this information). To compare different wave loading records on a statistical basis it 
is necessary to resolve the composite wave field into incident and reflected components, so that 
parameters such as significant wave height and spectral moments can be determined from the 
incoming waves and so that the effect of reflection can be assessed. In order to compare wave 
and impact traces on an event by event basis it is necessary to further resolve the wave data into 
incident and reflected time series in front of the structure. A more thorough analysis of the wave 
conditions than in previous field studies could only be achieved by the development and 
installation of appropriate wave measurement equipment. 
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The development of new wave measurement equipment was not within the scope of this project. 
A wave recording system (WRS) had previously been developed at the University of Plymouth 
(Bird and Bullock, 1991) however, which was appropriate for measuring the required wave 
conditions in this project. By the start of this project it had been successfully deployed at several 
sites with varying structure slopes to measure pressures using six sea bed transducers in an array 
(the wave recording system is described in more detail in chapter 4). As a result the remainder of 
this section of the literature review concentrates upon the methods used to derive appropriate 
wave parameters from an array of sea bed pressure data, for a wave loading study. 
The data from the six sea bed pressure transducers was logged as pressure records to a central 
data logger. Subsequent analysis of the data then converted the sea bed pressure to surface 
elevation using linear theory (Guza and Thomton, 1980). The implementation of this method for 
WRS wave data is described by Davidson, (1992). These surface elevation records were then 
used to derive incident and reflected wave spectra and other parameters as described below. 
2.3.1 Two Dimensional Analysis of Field Wave Data 
It is possible to derive the incident and reflected spectra and the time series at a particular point 
from two (or more) wave height gauges, at known locations seaward of a structure, provided that 
certain wave criteria are satisfied. These criteria are that a random sea can be accurately defined 
by a sum of sinusoidal waves, the sea is approximately two dimensional and linear theory 
applies. The limitations and applicability of linear theory are well described in many texts (e.g. 
Kinnsman, 1965) and are assumed. The method to derive incident and reflected spectra from 
two surface elevation time series was first outlined by Kaj ima (1969). With two wave height 
gauges, analysis becomes indeterminate when the gauges are spaced such that they are an integer 
number of half wavelengths apart for a frequency where there is significant wave energy. This 
problem can be overcome by the use of three (or more) gauge techniques. With three surface 
elevation time series there are three possible combinations of signal pairings. By calculating and 
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comparing the outcomes from the three pairs of gauges, data can be selectively rejected and 
· optimised incident and reflected spectra can be found. Various methods to implement this have 
been developed (Goda & Suzuki, 1976; Gilbert and Thompson, 1978; Mansard and Funke, 
1980) and tested successfully using synthetic, laboratory and field data. 
One method of resolving wave data in to the incident and reflected components is outlined in 
Appendix 2, based upon work by Frigaard and Brorsen (1995). This method was particularly 
appropriate for analysis in this study as the incident and reflected time series are determined in 
. addition to the incident and reflected spectra. The method was tested and validated at Aalborg 
University for wave absorption in a laboratory. The analysis was implemented by using adaptive 
digital filters which were applied to two time series from surface elevation gauges, and used to 
determine the reflected time series at the wave paddle in real time. Implementation of this 
method is simpler within the frequency domain, and is therefore more appropriate when real 
time analysis of the data is not required. Appendix 2 outlines this method for a single frequency 
and then explains how this method can be applied to a random 2-D sea state. Once the data has 
been resolved into incident and reflected time series at a transducer location, it is then possible to 
calculate incident and reflected time series at the wall by applying frequency dependent phase 
shifts. This enables temporal comparisons of wave data at the structure with impact data, which 
is useful in order to assess both the effect of individual wave heights on impact loading and to 
investigate cyclic loading. Parameters produced from the incident and reflected spectra for 
statistical comparisons with the wave impact and aeration data include mean water level 
(MWL), significant wave height (H.), incident and reflected significant wave height (Hs; and 
H.,), incident and reflected wave energy (£; and £,), reflection co-effiecient (K,), and peak 
period (Tp), as defined by Goda ( 1985) . 
2.3.2 Three Dimensional Analysis of Field Wave Data 
The methods discussed above are all applicable to sea states which are approximately two 
dimensional with little spreading. In the field this is often not the case, as a result a number of 
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methods have been developed to assess three dimensional sea states which contain some 
spreading of both incident and reflected waves. Commonly used methods are the Maximum 
Likelihood Method (MLM), Modified Maximum Likelihood Method (MMLM) and Bayesian 
Directional Spectrum Estimation Method (BDM). These are multivariate statistical analysis 
methods which are applied to ocean sea states which are assumed to obey linear theory. The 
MLM and MMLM, optimise a solution such that a function is maximised for a given sample 
space, i.e. unknown parameters are selected so that the probability of obtaining the observed data 
is a maximum, the statistical basis behind these methods is described in more detail in 
· mathematical statistics texts. The BDM requires the analyst to put prior information on the 
problem into a mathematical form and then apply Bayes probability theorem to update the prior 
information in view of the data (Chatfield, 1983). More rigorous explanations of these statistical 
methods as applied to 3-D sea states are described in Capon., 1969; Isobe & Kondo, 1984; 
Helm-Petersen 1995. The application, testing and limitations of these methods when applied to 
field and laboratory data from a multi point wave measurement array are discussed in Helm-
Petersen, 1995; Ilic et a!, 1997. Generally the accuracy of these methods is improved for simple 
sea bed topography, an increased number of transducers and optimised array shapes which 
produce a large range of different angles between transducers. 
Output parameters from these models typically include, MWL, Hs, Hsi, Hsr, Ei, Er, Kr, and Tp 
as in the 2 _ D analysis, plus incident and reflected peak direction, incident and reflected mean 
direction, and frequency dependent spreading. These directional parameters can be used to 
assess the effect of wave approach on the magnitude of the impact pressures. 
The application of, and the results from, the 2-D and 3-D wave analysis are described in 
Chapters 6, 7 and 8 with the discussion and conclusions on the analysed wave data results 
covered in Chapter 10. 
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2.4 A Review of Design Methods for the Prediction of Wave Loading 
Wave loading in the form of wave breaking on a structure, is a complex process for which no 
broad ranging theoretical model currently exists. Prediction of breaker position alone is very 
difficult, particularly in the field where the sea state is random and three dimensional, the 
structure slope is often multivariate, and vertical structures cause a high level of wave reflection. 
The shock pressures produced on a structure by a breaking wave are a function of; water depth at 
the structure, breaker position, breaker shape, breaking wave height, velocity of the impacting 
wave, interaction with the last reflected wave, entrained air in the fluid from previous events, 
angle of wave approach, and structure geometry. Many of these factors are inter-linked. Analysis 
of wave impact pressures is therefore a highly non-linear multivariate problem. In order to 
develop theoretical models to describe and predict breaking wave impacts many simplifying 
assumptions have to be made. A number of different models and design equations have been 
produced from a combination of theoretical and empirical approaches which have generally 
increased in complexity with time. 
A number of methods are currently employed to estimate the magnitude and distribution of wave 
loading pressure exerted on vertical walls. The three most commonly used methods are: Goda's 
method which is outlined in the Japanese Design Guidelines and is used in both Japan and 
Europe, Minikin's method which is outlined in the Shore Protection Manual and used in the US, 
and Blackmore and Hewson's method which is outlined in BS 6349 and used in the design of 
UK structures. The development and validation of these three methods and the resulting design 
equations are given below. 
2.4.1 The Goda Design Method 
The most commonly used design guidelines for estimating design pressures are those based 
upon Goda's method (Goda, 1974; Goda, 1985). The principle behind this method is that the 
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breakwater should withstand the force of the greatest single wave which is expected during its 
service life. Thus pressure is estimated for a single extreme wave height which is usually 
estimated for a fifty or one hundred year return period. The temporal variation in pressure is 
approximated to a constant 'effective' pressure and assumes a particular spatial distribution 
which takes discrete profiles according to whether the wave is reflected from the wall or breaks 
immediately before (or at) the wall. The estimation of the extreme wave height is also outlined 
by Goda (1985). The derivation of Goda's method is semi-empirical with the design equations 
modified and calibrated with both laboratory and field data, (the majority of the model and field 
results and the derivation of the design formulae have not been published in English to the best 
of the Author' s knowledge). Field validation was achieved by measuring the sliding of concrete 
caissons after storm events, with input wave conditions initially found by hindcasting 
techniques, and for more recent validation obtained from the measurement of surface elevation 
using ultrasonic sensors above the sea surface. Actual pressure measurements were not obtained 
for the field validation and thus the pressure profiles could only be estimated from the scaling of 
laboratory results. The field validation is inherently appropriate for the assessment of breakwater 
failure due to sliding, however prediction of breakwater failure due to overturning or slip failure 
(Figure 1.2) is not as rigorously validated. 
The resultant formulae, developed by Goda, are summarised by the equations below, with 
parameters as indicated in the accompanying diagram (Figure 2.9) . 
h 
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. . 
. . 
h' 
Figure 2.9, Distribution of wave pressure on the upright section of a vertical breakwater according 
to Goda (1985) 
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The wave pressures on the front of the vertical breakwater are estimated from: 
(2.5) 
P2 = PI 
cosh(21lhl L) 
(2.6) 
(2.7) 
in which w0 is specific weight of sea water (1 030 kg/m\ f3 is the angle which the wave crest 
makes with the wall (Figure 2.12) and, 
al=0.6+_1_[ 41lh/L ]2 
2 sinh(41lhl L) 
(2.8) 
. {hb-d(Hmax) 2 2d } a2 =mm---- ,--
3ht, d Hmax 
(2.9) 
h' [ I ] 
a 3 = l-h 1 cosh(21lhl L) (2.1 0) 
Lis the wave length at the toe of the breakwater mound, which is calculated from the deep water 
wavelength Lo and the dispersion relation, where La is found from: 
Lo =1.56Tma/ (2.11) 
and Tmax is estimated from (Goda, 1985): 
Tmax = T113. = 0.9Tp (2.12) 
here T113 is defined by Goda to be equal to the mean period of the highest 113 waves (and to be 
equivalent to Ts ), Tp corresponds to the spectral peak frequency. 
To determine the design wave height, offshore wave data is shoaled to the toe of the structure 
mound. In this process there are a number of different parameter conditions which result in the 
use of different sets of equations. The full method is outlined in (Goda 1985), and a briefer 
method was outlined earlier by Goda (1974). For the sake of brevity a short description of the 
Goda (1974) equations used to estimate Hmax are described below. 
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lfh/Lo ~ 0.2 it is assumed that the breakwater is seaward of the surf zone and: 
(2.13) 
If h/Lo < 0.2 it is assumed that the breakwater is not seaward of the surf zone and Hmax is the 
height of the highest random breaking wave at a distance of 5H113 in front of the breakwater. 
Hmax can be estimated using Goda's random wave breaking model (1985), hb is the water depth 
at this location and H113 is assessed at the depth of location of the breakwater. This may be 
. approximated as (Goda 1974): 
(2.14) 
where tan(fJ) is the sea bed slope. 
The highest elevation to which the wave loading pressure is exerted is estimated by 
'l* = 0.75(1 + cosfJJHmax (2.15) 
During the development of these formulae Goda (1985) stated that breakwaters should be 
designed so that breaking did not occur at the structure and that if impulsive pressures did occur 
they would be of sufficiently short duration that there would be little excitation of the structure. 
Thus the Goda formulae do not estimate the actual peak pressure but provide pressures for the 
equivalent static loading of the dynamic system of caisson, mound and foundation. This static 
load can be much less than a maximum instantaneous load resulting from a wave impact, which 
tend to be of very short duration and may not excite the structure. The Goda method was 
therefore not intended to predict pressures which acted over small spatial areas or were of very 
short duration. Contrary to this Tanimoto & Takahashi (1994) identified from laboratory 
measurements that the design formulae did not always apply for particular berm configurations 
when waves were breaking at the structure. They suggested the inclusion of an additional term in 
the equations to account for high impulsive loads. There is still some doubt abo.ut the suitability 
of approximating an impulsive load to a lesser constant effective pressure (Oumeraci and 
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Kortenhaus, 1994), and thus neglecting the temporal variations in both pressure magnitude and 
distribution. A number of recent studies have therefore concentrated on the dynamic response of 
the structure for a full range of breaker conditions and assessed the structure response for 
impulsive pressures (Goda, 1994; Oumeraci and Kortenhaus, 1994). 
2.4.2 The Minikin Design Method 
The Coastal Engineering Research Centre (CERC) impact pressure design formulae are outlined 
in the Shore Protection Manual (1984). These design equations are based upon Minikin' s 
formulae (Minikin, 1963) which was a development ofBagnold' s piston model, calibrated with 
results from the Dieppe field measurements (Rouville et al, 193 8). Bagnold' s model assumes 
that a wave initially encloses a pocket, or lens of air and compresses it adiabatically at the 
moment of impact. For ease of calculation this was approximated to a piston model (Figure 
2.1 0). The compression of the air pocket was found, from laboratory measurements of pressure 
and photography of the breaking wave, to result in high pressures acting on the seawall whilst 
the air pocket was compressed. The air pocket was then found to be released with the subsequent 
uprush of water, resulting in a pressure reduction. 
p=pmax p=po 
t=tx t=to 
r X 1 lE K ~ 
I airA I 
I 
water Pt 
I 
u 
r D 
~ , 
Fig 2.10, Piston model of an entrapped air pocket according to Bagnold (1939). 
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Bagnold approximated the adiabatic compression of an air pocket by a breaking wave to the air 
piston model (illustrated in Figure 2.1 0) and assumed that the momentum destroyed per unit area 
of the air pocket is p 1 UK, where PI is the density of the water, K is the effective length of the air 
pocket, and U is the initial velocity of the fluid as the air starts to be compressed. This destroyed 
momentum may then be expressed in terms of an impulse (per unit area)/*: 
(2.16) 
. If the compression starts at t= to defined as the ~nal instant when p=po = atmospheric pressure, 
and the eve~tual width of the aii. pocket is defined as x when the pressure is a ~aX.imi.un as 
shown above, then the following applies: 
t=t:c 
PIVK = f p dt = C(Pmax- PQ}I (2.17) 
t=to 
Where C is a constant if the pressure time history always takes the same shape. Bagnold actually 
found that the pressure time histories took a particular shape depending on the values of bubble 
pocket size and initial velocity U. By integrating over the measured pressure time curves of 
laboratory impacts an empirical solution was found when C t = D I 2. 7 U Thus the above 
equation was rearranged to give: 
2 
( _ ) _ P1VK _? 7 PIU K Pmax PO - - -· Ct D 
(2.18) 
Further empirical fitting of the data was used to find K, the effective length of the water mass. A 
reasonable fit was found when K = a/5 (where a is the wave amplitude). Bagnold therefore 
approximated the above equation to: 
(2.19) 
Thus Bagnold had found a solution for predicting wave impact pressures for his laboratory 
results from the wave amplitude, water velocity and width of the entrapped air pocket. 
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Minikin developed the above model for the prediction of maximum peak wave pressures from 
typical wave impact events for the design of composite breakwaters. This was achieved by 
adopting a semi-empirical approach to extend the model and calibrate it with field data from 
Dieppe, in order to substitute parameters for the thickness D of the air cushion, and the water 
velocity U for full scale wave impacts. The result was that Minikin predicted a peak pressure 
around still water level. Minikin described the change in pressure above and below the maxima 
as decaying parabolically to zero at a distance of half the breaking wave height above and below 
MWL (this 'parabolic decay' is illustrated in Figure 2.11). 
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Fig 2.11, Wave pressure distribution on a vertical or composite breakwater as outlined in Minikin 
(1963) and Shore Protection Manual (1984). 
Minikin produced the following design equation to estimate maximum pressures from typical 
wave impact events (Minikin 1963), with Pmax in tons (force) per square foot: 
tons/ sq.ji. (2.20) 
where p was the water density (in lbsl:ft\ g was the acceleration due to gravity (in :ftls2), d was 
the depth of the berm (in feet), D was the water depth offshore of the structure berm (in feet). L 
and H were wavelength and wave height (in feet), and were not very clearly defined. 
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This formula was modified slightly by CERC to make it more applicable for vertical caissons 
and breakwaters without a substructure, by redefining some of the parameters. The formula was 
also updated by CERC by expressing it in convenient metric units of kPa (kN/m2): 
1 Hb d 
P =--X 32.2 x 7r:pg-...L(D +d) 
max 1000 Lo D s 
(2.21) 
Where p=l025 kg/m3, g=9.8lm/s2, and all distances were in metres. Lo was the wavelength at 
the toe ofthe mound, D was the water depth at the toe of the mound, Hb was the breaker height, 
and d, was the water depth at the structure. In the Shon! Protection Manual (1984) 32.2xJTwas 
approximated to 101.1 and pXg was expressed as a specific ~eight w such that w = pXg 11000, 
for calculation w is usually approximated to I 0 (kN!m\ The above equation is therefore 
expressed in the following form: 
(2.22) 
The total dynamic force acting on the wall is then found by integrating the pressure vertically up 
the wall. It is assumed that there is little variation in pressure horizontally, so the total force per 
metre wall width is expressed by: 
kN I m run (2.23) 
In addition, a slow varying hydrodynamic force is assumed to act as shown in Figure 2.11. This 
is added to the dynamic force to calculate the total instantaneous forces and moments at impact. 
The value of maximum pressure is calculated according to a single breaker height which is 
usually estimated from extreme wave statistics and intended for use where the wave approaches 
with the crest at a direction normal to the wall. If the wave approaches at an angle f3 to the wall 
(Figure 2.12) then a reduction factor of sin2 f3 is applied to the dynamic pressure (Shore 
Protection Manual 1984). The reasoning behind this was that the force imparted in a direction 
normal to the wall would be reduced by a factor of sin f3 due to the angle of impact, and that 
each metre of crest width would act over a larger area giving a second reduction factor of sin/3. 
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Figure 2.12, Effect of angle of wave approach upon force acting on the structure according to 
Shore Protection Manual (1984) 
In section 2.1 it was noted that the largest known impact pressures measured to date were those 
measured by Rouville at Dieppe. As Minikin calibrated and developed his model according to 
these results it is thought that this method tends to over predict, hence it is no longer used in 
Japan as it is believed to lead to expensive over design. 
2.4.3 The Blackmore and Hewson Design Method 
The British Standards procedures (BS 6349) to determine impact pressures and their distribution 
on breakwater and seawalls were developed by Blackmore and Hewson ( 1984). This model is 
semi-empirical and was calibrated with results from their field measurements from four sea 
walls in South West England. The impact pressure predictions take into account the aeration 
using an empirical factor that depends on foreshore roughness. The derivation of the design 
pressure equations is based upon the momentum impulse relationship. A numb~r of simplifying 
assumptions were made, and this relationship was applied only to the initial part of the impact 
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process until the peak pressure was reached : 
l=tp v=O 
J F dt = JM dv (2.24) 
t=O v=vb 
where M was the mass of water, and the velocity of the water mass was reduced from the 
breaker velocity vb from the start of the impact at 1{), to zero at the peak impact pressure when 
t=tp=rise time. F was the total force acting on the wall over this time period. This equation 
assumed that the total wave momentum was destroyed by the time the maximum impact was 
achieved and so implies that the remaining pressure impulse after the peak pressure was 
hydrostatic. 
Considering the right hand side of the above equation Blackmore and Hewson assumed that the 
breaker velocity was the wave celerity and that the mass remained constant throughout the 
impact. The mass M was then described as the water density p times a characteristic height Hb 
and characteristic length La = T I Cb , which were related to the breaker height and the 
wavelength. These were also multiplied by a dimensionless coefficient K, which gave the 
momentum loss per unit width of wave crest as: 
v=O J M dv = KpHbTCb 2 (2.25) 
From his field measurements of wave impacts Blackmore found that pressure varied 
approximately linearly with time from the start of the event to .the time of peak impact pressure. 
It was assumed that there was little horizontal variation in pressure and that the total impact 
force on the wall acted uniformly over a height h;. Thus the force integral per metre crest width 
in Equation 2.24 was approximated to : · 
t=lp 
J F dt = ~ Ppt p0 (2.26) 
1=0 
Equating (2.25) and (2.26) and rearranging then gave : 
(2.27) 
40 
It was found from the field results that h; was approximately equal to H6 and that a hyperbolic 
relationship between the peak pressures and associated rise times existed. It was postulated that 
this relationship was dependent upon the amount of air entrained and a factor A. with units s·1 
(used to account for the aeration) was introduced to replace 2.K/tp. From calibration with the field 
results the following design equation was developed: 
(2.28) 
. The dynamic pressure PP was assumed to act uniformly over the impact area and to add to the 
. -
hydrostatic pressure to give the total force per metre ·run as shown in Figure (2.13). 
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Fig 2.13, Wave pressure distribution on a vertical sea wall or breakwater according to Blackmore 
and Hewson (1984). 
These results were calibrated from three different field sites, but with the majority of the results 
from a single site and with a number of simplifying assumptions made. It is therefore likely that 
the results were site and structure specific. The effect of entrained air within the water was 
included within the design equations, however a more accurate estimate of the effect of aeration 
could have been obtained if measurements of the air content had been made. 
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An alternative to using design formulae for the estimation of wave loading pressures is to Froude 
scale pressures measured from laboratory tests for particular wave conditions. Problems exist 
with the use of laboratory scale models, as many field parameters are difficult to reproduce 
during laboratory tests. In addition, different scaling laws apply to the various related parameters 
(Walkden et a!, 1995; Crawford et a!; 1994; Sakakiyama and Ogasawara, 1994). The effect of 
aeration on impact pressures was outlined in section 2.2 and the discrepancies between fresh and 
sea water discussed. This produces further discrepancies between laboratory and field results as, 
to the best of the Author's knowledge, measurements of impact pressures in a laboratory flume 
have only been carried out in seawater in one recent study by the Author (Crawford et a!, 1997). 
The effect of high air content within the breaking wave and the resulting decrease in rate of 
pressure propagation through the fluid is therefore not usually reproduced within the laboratory. 
This creates further uncertainties in the scaling of laboratory results. 
In order to assess the validity of current design methods, and the effect of aeration within the 
fluid, new field measurements of wave impacts were needed together with the associated 
parameters. In particular, detailed wave and aeration information were required as discussed in 
sections 2.2 and 2.3. 
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Chapter 3 
Experimental Design & Development 
3.1 Introduction 
In the literature review it was noted that in the previous field studies the results cited were 
often specific to the instrumentation, data logging system and field location. Results were not 
always well documented with parameters such as water depth, angle of wave approach and 
sample size often not quoted. Further in the collection, analysis and interpretation of results 
many of the parameters were over simplified either due to restrictions in instrumentation or 
for ease of analysis. For example wave conditions were usually assumed to be 
monochromatic, shallow water conditions were assumed to apply, the effects of wave 
reflection were ignored, and the limitations of the instrumentation were not considered. This 
limits the interpretation of some of the results with comparisons of different field 
measurements being qualitative rather than quantitative. As a consequence field results have 
also had less influence than laboratory tests in validating guidelines for design engineers. 
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The review of the literature helped to identify the significant parameters to be measured, and 
to indicate where improvements in measurement and data logging could be made. In particular 
the importance of a thorough understanding of the wave climate and the effect of aeration 
upon impact pressures were highlighted. The consideration of previous studies also showed 
the need for more thorough analysis and documentation of the results. 
It was an aim of this project to improve upon the previous field measurements through the 
choice of an appropriate field site, the development and use of new equipment, and by carrying 
· out a comprehensive field measurement program. A. considerable amount of time was spent in 
optimising the design, testing and calibration of the transducers and data acquisition system 
and in selecting proprietary parts and equipment. The design, testing and calibration are 
introduced in this chapter and detailed in the following chapter and appendices. The 
subsequent data analysis, and documentation of results (described in Chapters 6 to 9 and 
Appendices 5 to 8), had to be thorough in order to overcome some of the limitations of previous 
field studies and to identify the applicability of the results. 
3.2 Selection Of The Field Site 
The correct choice of field site was particularly important in order to obtain a range of wave 
loading conditions including extreme events and to prevent the results from being too site 
specific. Considerable diving and field installation expertise were available within the University 
of Plymouth (UoP) School of Civil and Structural Engineering. This expertise was utilised to 
determine whether installation and deployment proposals were feasible. 
At the initiation of the project it was intended that the Bovisand Breakwater in Plymouth 
Sound would be used as the field site. The bathymetry in front of Bovisand Breakwater is 
complex with a number of rocky outcrops, consequently the water in this area can be very . 
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highly aerated. The rocks also cause complex wave diffraction, refraction and reflection 
directly in front of the breakwater, creating difficulties in the interpretation of recorded wave 
data. Further to this, permission from the Harbour Master was not granted to deploy the Wave 
Recording System (WRS) directly in front of this breakwater. The alternative to this was 
deployment in an adjacent bay. Positioning the WRS in the bay would have been 
unsatisfactory as there would have been significant differences in the refraction, diffraction 
and reflection of the incoming waves in the bay compared to the area in front of the 
breakwater. As a result this field site was rejected. 
The use of the Braye Harbour Breakwater m Alderney, Channel Islands, for field 
measurements became possible by amalgamating funds and resources from this project and a 
wave reflection project (Davidson et al, 1994) and utilising the same site. This breakwater was 
more appropriate for the wave loading field measurement program than any other site 
considered, as detailed in the reasons for site selection below. 
The Braye Harbour Breakwater was chosen for the field site as it is a near vertical masonry 
breakwater situated on a rubble mound with a relatively uncomplicated sandy foreshore. The 
significant wave height Hs is often very large, (10% of the time in winter Hs > 3m, UK Wave 
Atlas 1986) and storms are frequent. Yearly extreme wave heights ("'7m) are typical of 50 
year design conditions for more sheltered breakwaters within the UK. The largest waves 
approach from the Atlantic with little reduction in height and with their crests parallel to the 
breakwater. The large waves can then impact on the wall almost simultaneously along the 
whole wall length, producing large overall forces which act on the wall over a short time 
duration. Storm events can occur over several hours and because of the large tidal range, 
Highest Astronomical Tide (HAT) minus Lowest Astronomical Tide (LA T) is 7 m, the 
breakwater experiences a full range of breaking wave types and conditions over the storm 
duration. By selecting this site it was intended that field data would be collected in a wide 
range of wave conditions including extreme storm events. 
45 
After initial assessment on the suitability of the site for wave impact and wave reflection 
measurements, a reconnaissance trip was made to the site by a colleague. The breakwater was 
viewed, and discussed with the breakwater engineer and local divers. It was discovered that 
although currents were strong on the seaward side of the breakwater that diving and hence 
WRS deployment was possible at particular times within the tidal cycle. Subsequent 
discussions with the Breakwater Engineer ensured that installation of the wall mounted 
equipment took place with the full assistance and co-operation of the breakwater repair and 
maintenance team. This assistance proved invaluable during the duration of the· project both 
for the installation process and the subsequent retrieVal of data. 
Further details on the site history, construction and dimensions are detailed in Chapter 5 and 
Appendix 5, together with a description of the equipment installation and fieldwork program. 
3.3 Description Of Prototype System And Lessons Learned 
In February 1994 the author and a colleague carried out a laboratory study of wave pressure 
loading and aeration (Walkden et a!, 1995; Walkden 1999), in conjunction with the University 
of Hannover (UoH). The study was carried out in the Grosser Wellen Kanal (GWK), a large 
scale wave flume. Wave loading measurements were obtained on a vertical caisson 
breakwater of 3 metres height with measurement equipment designed and constructed at 
Plymouth and installed at the site upon arrival. As the equipment had to be portable and easy 
to mount to the caisson, all of the pressure and aeration transducers were mounted vertically 
within a single spar which was pre-manufactured (Figure 3.1). 
The spar was made from ABS plastic, as it was possible to glue this material to form a sealed 
unit (Figures 3.1 and 3.2), and it was of low mass relative to steel channel section, which was 
a possible alternative. The main spar was only a few centimetres thick in order to minimise 
the obstruction to flow up the wall for both breaking and non breaking wave impacts. 
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Figure 3.1, Photograph of the pressure and aeration transducer spar deployed at the GWK large 
scale wave flume 
In order that pressure and aeration could be measured simultaneously at a number of discrete 
positions up the wall, five aeration and pressure transducers were mounted as eo-located pairs 
within the spar to form a vertical array. Each of these pairs of transducers was mounted within 
an ABS block so that they could be detached from the main spar for maintenance and future 
use (Figure 3.2). Sealing between these removable transducer blocks and the main spar was 
achieved by means of foam rubber gaskets between the rear of the blocks and the front face of 
the spar. Proprietary Kulite pressure transducers were used, these had a stainless steel front 
and strain gauge measuring elements. The aeration transducer probes were spaced to eight 
centimetres in front of the pressure gauges to produce an approximately spherical field 
directly in front of the pressure transducers. The ends of the aeration probes were 
manufactured as hemispheres to ensure that there were no sharp corners which would cause a 
concentration of field lines. When bubbles pass through a concentration of field lines the 
aeration gauge output becomes non-linear and hence this was avoided. This design of aeration 
probes also ensured that there was little disruption to flow for the incoming wave fronts. The 
aeration probes were spaced horizontally on each side of the pressure transducer to try to 
minimise flow disruption to the pressure gauge in the subsequent wave uprush. 
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Figure 3.2, Pressure and aeration transducer mountings for the spar deployed in the GWK 
A 486 PC with a Microlink data acquisition card was used to log the data from the five pairs 
of pressure and aeration gauges and to also record one pressure transducer from an array of 
University of Hannover (UoH) gauges, which were mounted flush within the caisson front. 
This ensured that synchronicity could be maintained between UoH and UoP records as both 
institutions simultaneously logged one pressure transducer. All of the data channels were 
logged as single ended inputs (one common zero line) at 1 kHz for longer test runs and 2 kHz 
for shorter test runs. Wave heights were recorded simultaneously by UoH using ten resistance 
probes directly in front of the caisson; these were distributed over a total distance of 
approximately ten metres. Breaker shape was recorded using two video cameras, one mounted 
in the corner between the caisson and the wave tank side wall to video the incoming wave at 
impact and the second at approximately ten metres along the tank from the caisson looking 
across the width of the caisson, which could be used to assess whether the wave loading was 
two dimensional and the height of the breaker and the uprush. 
Over the duration of one week a series of tests were performed at a range of water depths. 
These tests included, regular waves of varying height and periods, random waves (JONSW AP 
TMA spectra with a shape factor of 3.3) with varying peak period and total wave energy, and 
single waves were also generated at a range of heights and water depths. 
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The breaking waves were very two dimensional with plunging breakers impacting across the 
total width of the caisson over a very short time period and often entrapping a pocket of air. 
This air pocket was completely enclosed by the side walls of the tank and the upper and lower 
water boundaries until the subsequent wave uprush occurred. It was noticeable that the crests 
of the breaking waves were very smooth and 'clean' and that air bubbles generated during the 
initial breaking process were of large diameter and persisted for a short duration, usually less 
than one second. 
Noise levels of I to 2 % of full scale were present in the pressure traces. The probable causes 
of this were interference from large bundles of other ducted cables along the 40m cable length 
from the transducers to the data logging room. In addition the transducer inputs to the data 
logging card were single ended and thus shared a common zero line. 
Two design problems with the instrumented spar were discovered during the week of testing. 
The first was that the water gradually leaked into the sealed ABS spar. This produced a 
conductive path of low resistance across the rear of the aeration probes which caused an offset 
in the outputs. It. was later discovered that the cause of these leaks were air bubbles which had 
formed within the ABS glue as it set. The second problem was discovered when comparing 
records from UoP and UoH pressure transducers. It was found that larger pressures were 
consistently measured with the UoH gauges. Initially it was believed that this was due to the 
different frequency response of the transducers. By the end of the week's testing however, it 
became evident that the pressures measured by the UoP transducers were being damped due to 
the compression of the foam rubber gasket between the transducer mounting block and the 
spar during the impact process. 
One UoH transducer was logged simultaneously by UoP and Uol-1 so that records could be 
synchronised. From a UoP record of this pressure transducer it was found that the pressure 
rise times were as low as 2 ms and the maximum impact pressure measured was 480 kPa from 
a wave of only 1.1 m height. These waves exhibited very little air entrainment due to bubbles 
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and were very uniform in the breaker shape. In some instances a small air pocket was 
completely entrapped at the wall at impact. 
UoH logged the pressure data simultaneously at 100 Hz with a data logging PC which could 
be immediately analysed and at 10 kHz onto video tape, for future analysis. The high 
pressures discussed above were not logged with the UoH data logging PC, and hence were not 
identified as events of particular note for future analysis, as they were recording at a 
sub.stantially lower frequency (100Hz) than the UoP data loggingPC (2kHz). 
. . . . ' . . -
On returning to Plymouth and examining a wave impact video from the camera situated 10 m 
from the caisson it was evident after some impacts that the aeration probes protruded through 
the subsequent wave uprush. When this happened air entrainment was observed above the 
probes where they protruded through the water into the air. This air entrainment was attributed 
to the probe shape and orientation. 
3.4 Field Measurement Transducer Requirements 
Initial requirements of the field measurement transducers were determined from consideration 
of: previous field studies, prototype freshwater measurements, current design methods, and the 
chosen field site. 
From the review of instrumentation in previous field studies it was found that proprietary 
transducers were often purchased and were not always appropriate for the harsh dynamic 
regime in which they were deployed. It was not uncommon for transducers to fail or for the 
logged signals to exhibit high noise levels.· With equipment such as pressure transducers, 
instrument errors are also known to occur due to strong temperature dependence. In addition 
pressure transducers are vulnerable to spurious outputs caused by thermal transients produced 
by an impinging fluid of different temperature. The previous pressure records had also only 
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been accompanied by limited supporting data. Wave data was often recorded by visual 
measurements (Blackmore & Hewson, 1984) or by a single transducer (Muller 1995 used a 
single ultrasonic probe Sm in front of the structure), which did not adequately describe the 
complex wave environment. Increased air content in sea water, results in an increased 
compressibility of the fluid and a decreased rate of pressure propagation through the fluid, as 
discussed in Chapter 2. The importance of sea water aeration therefore resulted in the inclusion 
of an aeration parameter in the BS 6349 design equations (1984). Measurement of field scale 
water aeration, in relation to wave impacts, has however, only been carried out in one 
previous field study (Griffiths 1994). There is ·also· a strong dependence of wave loading on 
breaker shape and position, but video pictures of waves breaking on structures are rarely taken 
because of problems in protecting the video camera in an extreme environment and 
difficulties in synchronising video records with pressure measurements. 
Valuable information was obtained from the Hannover tests. Application of Froude law 
scaling to the GWK laboratory data, predicted a maximum pressure range for the field 
transducers of 2000 k.Pa for only a Sm wave. It was also evident that the pressure transducers 
must be rigidly mounted, that transducer units must remain watertight at high pressures, that 
low signal noise is required and that the intrusive aeration probes used in the GWK tests 
should not be used, due to the air entrainment caused as a result of their presence. 
In order to validate current design methods for full scale wave loading, the new measurement 
equipment had to include both spatial and temporal measurements of pressure, entrained air 
volumes, and wave data. An understanding of the limitations of the instrumentation used in 
previous field and prototype studies influenced the design, manufacture and installation of the 
new wave loading field measurement equipment. The choice of site, the equipment 
positioning at the breakwater and the installation methods also had a significant influence on 
the instrument design. 
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To determine the spatial variability of impact pressure, relative to the base of a coastal structure 
and to Mean Water Level (MWL ), it was necessary to use a number of transducers. Due to 
limitations of cost, installation, and data logging capacity, only a finite number of pressure and 
aeration transducers could be used. The optimal vertical spatial coverage was dependent upon 
the total number of transducers and the structure dimensions. The chosen positioning of 
pressure and aeration transducers at the Alderney site was decided from available and 
predicted wave data for the site (Allsop et al, 1991), the frequency of measurement periods 
during each tidal cycle and the range of tidal heights at these sections of the tidal cycle (Figure 
3.3). Once this has been considered the positioning of a finite number of transducers was 
dependent upon the distribution of pressure measurements within the breaking wave, the 
uprush and below still water level. An additional factor in the location of instruments at the 
Alderney site was identified from the Alderney Breakwater Engineer' s photographs of damage 
to the breakwater after each winter period. The photographs showed that significant erosion of 
the breakwater could occur within the bottom couple of metres of the wall due to the 
foreshore becoming mobile and abrading the base of the breakwater. This area could not be 
used for transducer placement due to the large risk of failure from the stone load. 
Ratio of wave height to water depth = 1.8 
for a 7m wave for a 4m wave 
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Figure 3.3, Diagram illustrating the factors considered in selection of transducer placement locations. 
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The primary reason for selecting this site as discussed earlier, was that significant wave 
heights of over 3m were anticipated for over I 0% of the time in winter, thus 4m breakers 
would be anticipated regularly with larger breakers of 7m during storms expected less 
frequently. From discussions with the breakwater engineer it was apparent for this breakwater 
that the less frequent storm waves caused the most damage to the structure, and it was the 
pressures generated from these larger waves which were the most important to measure. 
Smaller and more common events also had to be recorded to obtain estimates of distributions 
of pressure for different wave loading conditions. 
Wave data and wave loading measurement intervals and durations were chosen to coincide 
with the high tide in order to avoid placing transducers at the base of the wall where the 
damage occurred, to try and ensure that there was stationarity over the record duration, and to 
obtain the correct wave height to water depth ratio so that the large storm waves would break 
at the structure rather than before it. 
Vertical variation of pressure was considered more significant than horizontal variation, 
which is usually assumed to be uniform provided that the wave approach is normal to the 
wall. The chosen solution was to mount seven transducers in a vertical array above and below 
the Mean High Water Level (MHWL), at intervals of I m. These were to be distributed with I 
transducer at still water level, where the maximum pressure had been found to occur in 
previous field studies, 3 transducers placed vertically above this and 2 below. The seventh 
transducer, a reference pressure and aeration transducer, was to be placed at the toe of the 
breakwater, so that it remained permanently submerged and partially covered by the rubble to 
afford some protection to it. This would enable adequate resolution of a 4m breaker (including 
1 transducer in the uprush), and the measurement of the major part of a larger breaker. This 
spacing would also avoid most of the damage area at the base of the wall. 
The transducer location configuration chosen above could not be fully implemented in the 
field deployment. Due to difficulty of installation and the total number of transducers 
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completed, a maximum of six transducers were installed. These started at approximately 4m 
from the base of the wall and were spaced upwards at approximately 1 m intervals. Exact 
locations and the installation process are described in Chapter 5. 
3.5 Data Acquisition Requirements 
The field location and the wave loading transducer positioning at the site were approximately 
400m from the nearest mains power source, in. a fort at the landward end of the breakwater. 
There were three alternative methods available to record the data from the transducers using a 
. computerised data acquisition system. Data signals and transducer power could be transferred 
over a long cable length to a mains powered data logger in the breakwater fort. Alternatively a 
mains cable could be run along the breakwater to a mains data logger situated near the 
transducers. The third option was to use a remote battery powered system mounted close to 
the transducers. The first option was unfavourable due to increased signal noise, the second 
introduced safety problems in running power cables along an exposed breakwater, the final 
option although harder to implement was chosen as it was considered the most appropriate 
and also ensured that the data logging equipment could be easily transported and reused at 
future field measurement locations. 
The power consumption of the remote data acquisition system had to be minimised to increase 
the time interval between battery changes. To achieve this the data logger had to go into a low 
power standby mode when data was not being recorded as the power used during continuous 
data logging drained the batteries in less than two days, (discussed in more detail in chapter 
4). The battery life also became a limiting factor in determining the frequency and period of 
each data logging cycle. 
The offshore wave recording system (WRS) contained its own sea bed data logger. To relate the 
measurements of aeration, impact pressures and video records at the wall to the wave data, the 
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sea bed WRS data logger and the breakwater data logger had to be synchronised. At the time of 
the initial pressure and aeration deployments in this project, both the duration and frequency of 
WRS measurements were constant and it was set to record for 11 minutes 16 seconds at 3 hour 6 
minute intervals. The WRS data was retrieved by downloading from a boat by means of a 
buoyed data cable at the surface. The required interval between downloads was fixed according 
to onboard memory and duration and frequency of measurements. Initially this interval was 
approximately once per month. Regular downloads from Alderney were therefore costly. In 
order to maintain stationarity over a record and due to limitations in battery power and the 
transducer equipment positioning (described in section 3.4), the wall mounted equipment was 
set to record at high tide, corresponding to every fourth WRS record. Initially the pressure and 
aeration records were logged for the same duration, however the clock in the WRS was accurate 
only to approximately two minutes per week and the records rapidly became unsynchronised. To 
try and overcome this problem and to obtain temporal measurements of pressure and aeration 
over a larger number of wave periods the WRS was reprogrammed. The logging interval was 
therefore increased to 12 hours 24 minutes and the duration increased to 17 minutes (i.e. 2039 
data points at 2 Hz). The onboard WRS memory was also doubled so that data only had to be 
downloaded once every 5 months, in order to ensure continuous operation of the WRS. The wall 
mounted record durations were then increased to 20 minutes to try and ensure a full overlap of 
the WRS records. The peak period Tp for each WRS record rarely exceeded 12 seconds. This 
period corresponds to I 00 waves in a 20 minute duration, which meant that some statistical 
analysis of each pressure and aeration record could be performed. 
To ensure that signal noise was low differential inputs were used to log each data channel, and 
this meant that there was not a common zero between signal outputs which significantly 
reduced signal noise. Twice as many input channels were required for differential input than 
for single ended input however, which substantially increased the cost of the data acquisition 
board. 
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Initially differential sampling rates were to be used for logging the different transducers, as 
water temperature measurement and wall acceleration were required at a much lower rate than 
rapidly changing impact pressure transients. It was found with most data acquisition cards that 
differential sampling slowed down the maximum rate of data transfer to hard disk, it also 
increases problems in the demultiplexing of the logged data files and complicates cross 
correlations between transducers which have been logged at different rates. With the data 
acquisition card which was purchased, differential sampling was possible but only for limited 
sample rates and was not used for this reason and those mentioned above. 
From the prototype tests in Hannover it was discovered that a fast logging frequency was 
required (1 kHz or greater) to adequately resolve full scale freshwater pressure rise time. Due 
to the large number of transducers to be used at this field site (19 transducers in winter 1996 
and winter 1997 deployments ), the need to use constant sampling rates across all channels and 
the record duration (between 10 and 20 minutes), the total file size, which was proportional to 
the logging frequency, also became a limiting factor. Initially a sampling frequency for all 
channels of 5 kHz was chosen as a result of the Hannover tests. Two temporary data logging 
systems were initially developed, using laptop computers with a PCMCIA data acquisition 
card. These were capable of a maximum logging frequency of 500 Hz per channel. The final 
486 PC based system was developed by the Author to run at 5 kHz, however the time taken to 
transfer the large data records to digital audio tape after collection resulted in a significant 
power drain from the batteries, which caused a dramatic reduction in data records per battery 
change. As a result, a logging frequency of 500 Hz was also chosen for the final system (19 
gauges at a sample frequency of 500 Hz produced files of 22.8 Mbytes per record). As the 
breakwater natural frequency was estimated as approximately 5 Hz it was found that this 
logging rate adequately resolved all frequencies which would cause significant structure 
response. 
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Chapter 4 
Field Instrumentation 
4.1 Impact Pressure Transducers 
In order to make an accurate assessment of the wave loading on the breakwater it was 
necessary to obtain high quality pressure data. Inherent problems were identified in 'off the 
shelf pressure transducers and hence a new transducer had to be designed. The specification 
of the new transducer was developed by considering the physics of the problem as outlined 
below. 
The 'off the shelf pressure transducers used in recent field studies of wave loading (Muller 
1993, Griffiths 1994, Franco et al, 1996) were constructed with a flush metal face, behind 
which is an oil filled chamber and a sensing diaphragm. These typically have a natural 
frequency of several kHz. The exposed face of the transducer is usually manufactured in 
stainless steel so that corrosion in sea water is slow compared with carbon steel and 
aluminium. When water impacts on such a transducer it is often at a different temperature to 
that of the transducer face. The steel face is then subject to a thermal shock or transient 
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causing it to expand or contract, which produces inaccurate readings at the instant of impact 
when the measurement is of particular importance. 
To overcome these and other problems discussed below the new transducer was designed to 
satisfy the following criteria: 
• To have negligible thermal shock errors 
• To exhibit minimal thermal drift, being stable with temperature changes from day to day 
and as the transducer was gradually immersed. 
• To prevent the ingress of sea water and fme sediment into the sensing element 
• The exposed face of the transducer must not corrode in sea water 
• To be sufficiently strong and robust to survive the large pressures produced by breaking 
waves. 
• To have minimal hysteresis and non-linearity. 
• To be capable of measuring in both compression and tension, in order to measure pressures 
below atmospheric which had been observed previously. 
• To have a high frequency response. 
The frequency response of the transducer had to be high, as impacts of clean waves against the 
transducer could produce pressure rise times fp of a few milliseconds. The rise time of the 
pressure sensor had to be smaller than this. The useful frequency f, of a pressure sensor is 
approximately 20% of its resonant or natural frequency f,. (Entran, 1992) and the minimum 
period (7) to which the sensor will respond accurately is defined by: 
T = 1 
fu 
5 
!, 
(4.1) 
The rise time of the sensor (t) is much faster than T and can be expressed within ± 5% as: 
t (4.2) 
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So it was required that: 
1 
tp>t"' /, 
i.e. f, is large (> 1kHz) (4.3) 
The frequency response of the sensor is reduced as the mass of the components which transmit 
the pressure to the sensing unit is increased. To ensure that the resolution of the logged pressure 
signal was not restricted by the transducer frequency response it was important to keep this mass 
to a minimum. Boyle & Barber (1986), and Martin et al (1996b) developed and used large field 
measurement pressure transducers of 300 mm and 400 mm sensing diameter in order to achieve 
greater spatial averaging of the pressure signal. However by increasing the spatial averaging the 
maximum pressures recorded are decreased and less information is provided on the temporal 
changes in pressure at a particular point as an impacting wave propagates up the wall. The large 
mass of 300 mm diameter units can also mean that the transducer frequency response is too low 
to resolve rapid impulse events. Boyle and Barber (1986) showed a strong dependence of 
frequency response and hence transducer rise time on the angle at which the fluid impinged; this 
could result in signal damping for impacting oblique waves. Large diameter pressure transducers 
are therefore most appropriate for wave loading events where pressures changes over a long time 
duration, for example produced by non-breaking waves at a vertical breakwater. 
For extreme wave loading pressures to be measured in full it was necessary that the maximum 
pressures were measured without clipping, either due to the transducer operating range, or due to 
the data logging range. Subjecting the transducers to forces significantly over range could also 
cause permanent damage. In addition smaller pressures had to be measured without too great a 
loss in resolution. The impact transducer measurement range was chosen by reviewing previous 
measurements and from experience of full scale testing in fresh water. The largest recorded 
impact pressure measurement in the field was 690 kN/m2 (-7 bar) by Rouville (1938) at Dieppe. 
During full scale fresh water testing at Hannover (discussed in Chapter 3) an impact pressure of 
480 kN/m2 (-5 bar) was measured, which was produced by a plunging breaking wave of only 
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1.1 m in height. Due to the anticipated severity of the breaking waves at Alderney a maximum 
transducer range of 8 bar was selected. 
Several designs were proposed for the new gauge. The design finally selected consisted of a 
proprietary load cell with a piston arrangement for transmitting the force and a diaphragm for 
sealing, this removes most of the problems of non linearity, hysteresis and thermal shock 
(Figure 4.1 a). A considerable length of time was spent in optimising the impact transducer 
design and in the manufacture and testing of the outer casing (described in section 4.3). 
Figure 4.1, The prototype impact transducer: a) A cross section through the test housing 
b) Photograph of the prototype housing developed for the Sensotec 31 E load cell 
The basis of the new impact transducer was a load cell, (a proprietary load measuring device). 
The load cell, Sensotec model 31 E (Figure 4.2), was selected in order to satisfy the pressure 
transducer specifications as closely as possible (load cell selection is outlined in Appendix 3). 
The new transducer design was then adapted to account for the shape, size and mounting of the 
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load cell. The smallest manufacturable size of transducer, within the University, appropriate to 
the proposed design was approximately 15 to 20 mm diameter. The size of the pressure sensor 
was selected as 18 mm diameter, which when used with the 200N load cell gave a maximum 
pressure range of 7.86 bar. The sensor mass was minimised (13 grams) by using low density 
materials (acetyl and aluminium) without compromising strength. A prototype aluminium 
impact transducer housing with acetyl piston arrangement was produced to the new design as 
shown in Figure 4.1 b. 
t 
13mm 
Figure 4.2 Selected load cell 
Active Stud 
(This End) 
Thread = MS x 0.8 
Nat. Freq = 8.2 kHz 
Range = ± 200 N 
Not to Scale 
An extensive series of tests were carried out by the Author on the prototype transducer (Figure 
4.1 ). Two further prototypes were then designed, manufactured in acetyl and tested. A fmal 
pressure gauge was then produced, tested and calibrated. The tests, the resulting 
modifications, and the calibration of the pressure gauges are documented within Appendix 3. 
From the testing it was found that the final transducer fulfilled the initial requirements. The 
pressure gauge worked in both tension and compression, with no thermal shock errors. Errors 
due to thermal drift, off axis loading, hysteresis and non linearity were less than 2% of full 
scale. Transducer rise times of 0.07 to 0.14 ms were recorded by the author. 
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4.2 Aeration Gauges 
In sea water large volumes of air are entrained by breaking waves. Most measurement 
methods e.g. laser and acoustic based, are unable to measure the size and quantity of bubbles 
in these large volumes. Aeration was therefore measured in terms of a 'void fraction' by the 
use of an impedance gauge. This was discussed in Chapter 2.2 together with relevant formulae 
developed by Maxwell (Equations 2.5 and 2.6) to determine the conductivity of a fluid 
containing homogeneous spheres, in this case seawater containing small bubbles. The method 
· used to measure and calculate the void fraction and the physical design of the probes IS 
described below. 
If two electrodes are immersed within a fluid such that the fluid forms part of an electrical 
circuit there will be both a resistance Rand a capacitance C across the two electrodes. Values 
of R and C may be calculated from: 
R = __!i_ 
a ejf 
&,if C=-
K 
(4.4) 
Where O"ef! and &e.lf are respectively the effective conductivity and effective permittivity of the 
fluid, K is a dimensionless cell constant dependant upon the geometry and spacing of the 
electrodes (Poisson 1980, Lamarre and Melville 1992). The combination of R and C for two 
electrodes immersed in water can be expressed in terms of the impedance of a parallel 
resistance and capacitance (RC) circuit. Where the impedance Z is given by: 
R Z=---j2;ifCR +I 
Equations 2.5, 2.6 and 4.4 can be substituted into equation 4.5 to obtain :-
Z = k(l + a 12) ( 1 ) 
1- a }27!/t:_. + O"w 
Rearranging equation 4.6 to separate the real and imaginary components gives : 
z 
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(4.5) 
(4.6) 
(4.7) 
In fresh water O'w = 0.005 S/m and &w = 7.1 x 10-IO F/m. The permittivity of sea water is the 
same as that of fresh water but the conductivity increases substantially, i.e. at 35ppt Salinity 
and l5°C, O'w = 4.290 S/m (Kaye and Laby 1973). By substituting the above values into 
equation 4. 7 the dependence of the real and imaginary parts of Z upon frequency can be tested. 
For sea water with a conductivity of 4.290 S/m and a permittivity of 7.1 x 10-1° F/m the real 
and imaginary components in equation 4. 7 have equal magnitude when f = 962 MHz. It is 
evident for sufficiently small f that 2tif&w << O'w , in this case the imaginary component is 
negligible and equation 4.7 can be approximated to:-
Z= k(l+a/ 2)(_1 J =-1-
1-a O'w O'eff (4.8) 
Alternatively for very large f (THz) 2tif&w >> O'w the converse is the case and equation 4.7 
becomes:-
Z=k(l+a/2)(-j-l-J= -j x-l-
1- a 2if&w 27( &eff (4.9) 
Thus when measunng the void fraction impedance either the resistive or capacitive 
component can dominate depending upon the frequency used. A resistive regime is generally 
preferred as difficulties have been found in eliminating capacitive pick up and electromagnetic 
radiation when operating in the capacitive mode (Lamarre & Melville, 1992). An operating 
frequency of 20 kHz was chosen for the aeration gauges used in this investigation 
consequently the effect of the capacitive term was very small, hence equation 4.8 applied and 
the probes could be considered as effectively resistive. 
In addition the use of a 20 kHz operating frequency ensured that there was no ionisation of the 
water at the electrodes, known as polarisation. In fresh water a small amount of water can 
ionise into hydrogen and hydroxyl ions (Noltingk, 1995) but this will have a minor effect on 
gauge resistance even at low frequencies. In salt water ions are removed from the salt present, 
with sodium ions collecting on the negative electrode and chlorine ions collecting on the 
positive electrode (Robinson and Stokes, 1954). This has two effects, firstly the sodium ions 
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may react with the water releasing hydrogen gas in the form of bubbles which would cause a 
change in the gauge output, and secondly, deposits may accumulate on the aeration probes 
causing a change in the cell constant (K) of the probe pair. At the chosen operating frequency 
the time interval for which a probe is positive or negative is only 25J.!s. There is negligible 
ionisation within this short time span and it was anticipated that polarisation would not be a 
problem at this frequency. This was later confirmed during the probe testing. 
An.optimal solution had to be found for the electrode configuration, in terms of the shape, size 
·and positioning of the aeration gauge probes. The optimised solution was found by satisfying 
a number of criteria which are discussed below. 
Maxwell's conductivity equation (2.6) is based upon the assumption that the diameter of the 
conducting sphere, in this case the air bubble, is relatively small compared with the electrode 
spacing. The probe spacing relative to the bubble size has been investigated by Hill and 
Woods (1988) who concluded that the mean bubble diameter should be approximately an 
order of magnitude smaller than the probe spacing. 
When the probes are submerged but the water surface is at very close proximity to the 
electrodes, the air above the surface impinges on the electric field across the probes, this 
appears as an apparent increase in aeration when analysing the gauge output. This is known as 
the 'surface proximity effect' and may result in readings which show the water is aerated 
although the gauges are fully immersed, Lamarre and Melville (1992). For smaller electrode 
spacing the electric field size is decreased as is the spreading of the field and the undesirable 
surface proximity effect is reduced. It was also important that the electric field was not 
modified by the proximity of conducting materials on the transducer units . 
. The dependence of the aeration gauge impedance upon the size and location of a particular 
bubble was investigated by consideration of lines of current flow and lines of equi-potential, 
for the electric field generated between the probes. Each of the areas enclosed by lines of 
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current flow and lines of equi-potential has the same effect upon the resistance between the 
electrodes as illustrated in Figure 4.3. There is usually a spreading of the electric field between 
the pair of probes so that the enclosed area is variable within the field (Figure 4.3). The result 
is that a bubble can produce a larger increase in aeration gauge impedance if it is adjacent to 
an electrode rather than midway between two electrodes. This effect is dependent upon the 
ratio between electrode spacing and electrode surface area, and is particularly problematic if 
their are any sharp corners or edges on the probes which results in an increased density of 
field lines at these points. This was a significant factor in determining the probe shape. 
Electric field 
lines 
Voids of unit depth 
and cross-sectional 
areas equal to those 
shaded would have-____,1--'--';!":' 
the same effect on 
gauge output 
Acetyl housing 
. .. . 
Lines of 
/ qui potential 
. . · · · · · Aeration gauge 
· probes 
Figure 4.3, Electric field lines and lines of equi-potential for the chosen probe configuration 
Prototype fresh water measurements of aeration were described in section 3.3 . From these 
tests it was discovered that the intrusive aeration probes which were used, impeded the fluid 
flow and caused air entrainment. As there is a large variability in direction of fluid flow in the 
field (due to breaker shape, angle of incidence and fluid flow up the wall) any intrusive probes 
for field measurements could exhibit this effect, causing errors in the results. It was also 
important that the gauge output was independent of the large variability in direction of wave 
approach and water flow. 
An initial solution to the problem of aeration gauge design was to have probes mounted flush 
with the surface of the transducer so that there would be minimal interference to the flow. 
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However the probes could not be fitted flush into the surface of the housing as they would not 
have been sufficiently robust due to the limited mounting depth. In addition probes of a small 
depth (several millimetres or less) would have been very difficult to make good electrical 
connections to. Instead surface mounted probes were constructed from stainless steel as 
shown in Figure 4.4. These are semicircular in cross section which eliminates the problem of 
concentrations of field lines which occur when sharp edges are present. There was also 
sufficient depth of material (12 mm) for a central threaded hole to be machined into the rear of 
the· aeration probe. A stainless steel threaded stud was screwed into the threaded hole. This 
stud firmly attached the probe to the housing and provided as a low resistance electrical 
connection between the probes and the aeration circuit. 
Threaded hole for mounting stud 
I· 25.0 ... : R12.5 
:t:19 b 
Figure 4.4 Drawing of a single aeration gauge electrode, showing plan, side and elevation. 
The electronics for the aeration gauge were initially developed during a previous field study at 
UoP (Griffiths, 1994). The aeration gauge circuit was modified for this study, in order to 
operate at the required frequency, to remove previous problems of noise and probe instability, 
and to operate over the particular resistance range of the new probe configuration. 
Extreme care was taken to ensure: 
a) there was good electrical and mechanical contact between the aeration gauge parts, 
b) that the resistance between the aeration gauge circuit and each probe was constant 
c) that each probe was robust and remained intact 
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These requirements were met by thoroughly cleaning the connecting surfaces and fastening 
the components to a high torque. The connecting surfaces were cleaned by soaking the 
stainless steel components overnight in a Neutracon solution (Downie 1996) and then 
cleaning the components in an ultra-sonic bath. The probes were located by the use of two 
stainless steel inserts between the probes and the acetyl housing (see section 4.3). The probes 
offered minimal resistance to fluid flow which was approaching normal to the wall. The 
probes were mounted so that the length ran vertically upwards and the ends of the probes were 
tapered so that the probes caused little disturbance to the fluid which travelled up the wall at 
high velocity after impact. Initially the probes were ·1 00 mm long so that the electric field at a 
plane parallel to the face of the transducer was approximately square in cross section. A 
prototype transducer housing with 100 mm probes was constructed and connected to the new 
aeration gauge electronics, this was immersed in a standard conductivity solution of 4.290 
S/m at l5°C (see Appendix 3) the measured gauge resistance (within the un-aerated fluid) was 
9Q. This value of resistance was too high as it caused the subsequent response of the aeration 
gauge to be highly non-linear. The quickest solution to overcome this problem was to shorten 
the probes to 50 mm length, this approximately halved both the cell constant and the 
resistance across the probes in the conductivity solution (see equation 4.4). In the new 
operating range the output voltage from the aeration gauge electronics could then be converted 
to resistance with high acctiracy using a second order fit (discussed in Chapter 6). 
The probes were manufactured from stainless steel as it is slow to corrode in sea water 
·provided the conditions are not anoxic. The probes were buffed to a polished unblemished 
surface both to minimise corrosion and to limit marine fouling. The effect of corrosion and 
marine growth on the performance of the gauge was found to be minimal after a three month 
deployment and is discussed with the probe testing and calibration in Appendix 3. 
At the Alderney site, situated in the English Channel, salinity variations are very small as 
there are no significant rivers in the vicinity and hence little supply of fresh water in the form 
of land run off. A salinity value of 35ppt was estimated for this site (Pickard and Emery, 
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1982) and was not expected to change by more than 1 ppt. Hence the standard conductivity for 
the calibration solution (Appendix 3) was matched to the conductivity of seawater at 35ppt 
salinity. Surface water temperature variations however, cause larger changes in conductivity 
than salinity. Diurnal variations in temperature above the thermocline are relatively small due 
to the large tidal range, however seasonal changes are larger with estimated yearly extremes in 
sea surface temperature of approximately 5 - 20 °C. An additional effect is that wave breaking 
introduces air into the water via bubbles, this entrained air is usually at a different temperature 
to the water and causes small local fluctuations in temperature over a short time scale (Thorpe 
& Hall 1987). By calculating the worst case for heat transfer it was found that the maximum 
effect on water temperature would be only 0.001 °C due to the large differences in latent heat 
capacity of air and water and thus the influence of this effect was judged to be negligible. 
The conductivity of sea water is a strong function of both temperature and salinity. It was 
therefore necessary to design the gauge so that changes in conductivity due to variations in 
either of these properties could be compensated for. This was done by installing an additional 
'compensation' probe which was used to determine temperature and salinity dependent 
changes in the conductivity. The compensation probe was similar in construction to the other 
units except that it had an extra acetyl housing attached to the front (Figure 4.5). 
Additional Housing 
Standard Transducer Unit 
Enclosed Chamber 
Filling and drainage hole 
Hole for bolting the unit to the wall 
Figure 4.5 Cross section of compensation probe housing 
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mm 
The housing formed an enclosed chamber in front of the probes from which a measurement of 
the conductivity of an unaerated water sample could be obtained. Two 3 mm diameter holes 
were drilled diagonally in the front face of the housing, as shown, so that water could slowly 
enter and leave the chamber. The hole sizes and positioning were selected to minimise the risk 
of air entering the chamber, to ensure that air bubbles in the fluid which did enter the base of 
the chamber, would rise straight up the front of the housing and exit and to ensure that 
sediment which entered into the top of the chamber could also exit through the bottom. The 
fluid conductivity was calculated from the measurements of resistance of the unaerated water 
within the compensation probe chamber. This fluid conductivity was then combined with the 
aerated conductivities to determine the fluid aeration (described in Section 6.2). 
A second method of determining the void fraction without direct measurements of unaerated 
conductivity, was facilitated by installing a temperature sensor in each unit. As the salinity at 
the Alderney site is almost constant the fluid conductivity is predominantly dependent upon 
temperature. The relationship between temperature, salinity and conductivity is well 
documented (Kaye and Laby, 1973; Poisson, 1980). Therefore if the water salinity is fixed and 
is known, the unaerated conductivity of the water can be determined from accurate 
measurement of the fluid temperature. The void fraction can then be determined using the 
calculated unaerated conductivity and the aerated conductivity measurements as above. 
Temperature measurements were obtained using platinum resistance temperature (PRT) 
sensors which were eo-located with each aeration gauge. PRT sensors were chosen because 
they can measure temperature very accurately(+/- 0.05° C) over a wide range (typically 0 to 
100° C) and can respond quickly to fluctuations in temperature (BS 1908, 1984; Noltingk, 
1995). The Author contacted a dozen PRT manufacturers and sourced a PRT from Hartmann 
& Braun which most closely matched the project requirements in terms of size, sensitivity, 
operating range, calibration range and cost. The selected PRT sensor had a nominal resistance 
of 1 oon, was calibrated for a 0 to 25°C operating range and had a sensitivity of ( +/- 0.15° C). 
The PRT sensor was encased in a ceramic heat conducting coating and was 12 mm in length, 
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1.6 mm diameter and constructed from a temperature sensitive wire wound platinum resistor, 
across which two wire conductors were connected. The ceramic coating was brittle and could 
be easily damaged if subject directly to shock loading. In order to provide environmental 
protection to the PRT and to maintain a good conducting heat path to the fluid the PRT was 
mounted within a hole drilled down the centre of one of the stainless steel aeration gauge 
mounting studs (Figure 4.4). The PRT was then set in place using a heat sink compound 
which also ensured excellent heat conduction. The PRT sensor and associated electronics 
wete found to perform well although there was a some drift throughout each record due to self 
heating and there was a phase Jag in the temperature measurement if the fluid surface rose or 
fell rapidly past the aeration probes. 
By combining the fluid temperature and unaerated conductivity measurements the water 
salinity was determined (Chapter 6) and used as a cross check for the results. 
4.3 Transducer Housing 
All the transducers and their associated cable runs had to be capable of surviving the severe 
wave climate expected at the Alderney test site. Initially a vertical transducer spar was to be 
used. This was to be similar in construction to the spar deployed at Islay (Muller & Whittaker 
1995) and the one used for prototype measurements at Hannover. However the rough 
block work profile of the Alderney breakwater would have required contouring of the spar to 
mount it to the breakwater face. Due to the size of the breakwater and required spatial 
coverage of pressure transducers the spar would have had large surface area, so that the total 
forces upon it would have been huge, and it could have caused significant flow disruption. To 
overcome this the transducers were mounted as individual units at chosen positions up the 
wall, thereby reducing the unit surface area and allowing greater choice in the transducer 
mounting positions. The installation of transducer units and cables is described in Chapter 5. 
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To obtain eo-located pressure and aeration measurements each transducer unit had to 
incorporate an impact pressure gauge, an aeration gauge, and a temperature sensor for 
compensation. To minimise both signal loss and signal noise, the signal conditioning for the 
pressure, aeration and temperature (PAT) gauges also had to be contained in each unit. 
A preliminary transducer housing was designed which minimised flow disruption, had small 
surface area and was robust. The original design underwent a number of design modifications 
and several prototypes were produced and tested before obtaining the final solution, which is 
·illustrated in the photographs (Figures 4.6 and 4. 7). The front section of the unit consisted of a 
single machined, 30 mm thick, Acetyl disc which formed a housing. Acetyl was chosen for 
the housing material due to its strength characteristics, for ease of manufacture and as it is an 
excellent insulator, producing no modifications to the aeration gauge electric field shape. 
Acetyl also has a low co-efficient of friction and can be machined to a smooth surface finish, 
which helped to minimise marine growth on the units during deployment. Black acetyl (with a 
carbon additive) was used, as UV degradation of the material is slower than with the standard 
white acetyl. The edge of the front face of the acetyl was chamfered to 45° to minimise flow 
disruption when it was subject to wave action. The external face of the pressure transducer 
piston was located in the centre of the acetyl face with the aeration gauge probes fixed to the 
acetyl, located either side of the pressure sensor (Figure 4.6). Areas were machined into the 
rear face of the acetyl to incorporate the impact pressure transducer, the mountings for the 
aeration gauges; the transducer signal conditioning boards, and a waterproof connector. The 
transducer housing back plate was made from grade 316 stainless steel which has excellent 
strength properties and could be machined to a high tolerance. The stainless steel back plate 
provided a strong flush mounting platform enabling it to be attached solidly to the wall. 
Corrosion of stainless steel in sea water is also relatively slow provided that conditions are not 
anoxic (which was the case at the Alderney site as all of the transducers are left exposed at 
most low waters). 
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Great care was taken over the detailed design of the housing as it was essential to prevent the 
ingress of water when the units were subject to the large pressures imposed by breaking 
waves. Sealing between the stainless steel and the main acetyl housing was obtained by 2 0 -
rings in axial compression which were mounted in concentric grooves on the flat rear face of 
the acetyl. The acetyl was clamped to the stainless back plate by 13 M I 0 hex socket cap 
screws. The heads of the cap screw were seated on flats machined around the sloping edge of 
the acetyl via flat washers and spring washers and fastened into threaded holes in the stainless 
backplate. Sealing on the front face for the impact transducer was by a proprietary rolling 
rubber diaphragm and the aeration probes were sealed to the housing by the use of both a 
bonded seal and a miniature o-ring in radial compression for each probe (Figures 4.4 and 4.7). 
Figure 4.6, Photograph of an assembled Pressure, Aeration and Temperature (PAT) unit . 
• 
• 
Figure 4.7, Photograph of an opened Pressure, Aeration and Temperature (PAT) unit. White 
marks near the rim indicate limit of salt water ingression after 4 months of deployment. 
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Electrical power and analogue signals had to be transferred between each PAT unit and the 
data logging and control system. A waterproof connector was used which could survive the 
large short duration pressures produced by breaking waves and which could be disconnected 
when wet in order to install and remove the lower transducer units. In order to log the signals 
differentially, each of the pressure aeration and temperature transducers required a separate 
signal reference line (i.e. a common zero could not be used), thus 2 signal lines per transducer 
were required. In addition each transducer unit required three separate power lines to supply 
+12v, Ov, -12v input to the transducers. In total therefore 9 separate connectors were required 
within each PAT unit waterproof connector. Nine-way underwater mateable connectors type 
(MBH-9-FS) were sourced and purchased from a specialist manufacturer (PDM). The MBH 
range connectors were manufactured from neoprene with each individual socket having four 
annular ridges which grip on to the plug in a similar manner to 0-rings, which isolates the 
plug and socket from the sea water. Each connector pair cost just over £200, hence they 
constituted a substantial part of the housing cost. Over the duration of the project the 
connectors were found to perform well with only minor problems occurring due to abrasion 
(data sheet in Appendix 4). 
The male waterproof connector was incorporated into the housing design to enter through the 
side of the transducer housing and cause minimum flow disruption, with the main- connector 
o-ring sealing on the inner chamber (Figure 4.7). The connector pair was 75 mm long and this 
meant that 70 mm of the connector pair would be exposed to wave attack and because the 
acetyl housing was only slightly wider than the connector diameter, the standard connector 
locking ring could not be used. A second stainless steel clamp plate was attached to the main 
stainless steel backing plate (Figure 4.6) and used together with a contoured acetyl cover to 
protect the connector pair and clamp the female connector in place. 
Units produced to the above design proved to be robust, offer little disruption to fluid flow, 
and have secure mounting points which meant that the units were attached directly adjacent to 
the face of the wall. Figure 4.6 shows photographs of an opened transducer after a winter 
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deployment of four months at the Alderney site. The white markings on the acetyl indicate the 
limit of ingress of salt water from the outer edge, which is closest at the position of the 
connector, but is still more than a centimetre from the outer o-ring. The brown markings on 
the stainless steel back plate adjacent to the screw holes indicate where water has tracked 
along the threads into the housing and caused limited localised corrosion. There was no 
visible mechanical damage to any of the three units returned from the first winter deployment. 
The mounting of the units to the wall is discussed in the installation procedures in Chapter 5. 
4.4 Additional Measurements 
4.4.1 Wave Recording System 
Waves were recorded by means ofthe (WRS) system developed at the University of Plymouth 
(Bird and Bullock, 1991 ). The system consisted of an underwater remote data logger (Figure 
4.8) and six sea bed mounted pressure transducers (Figure 4.9). Five transducers were 
positioned in a straight line which is normal to the structure with the sixth offset about the line 
centre, the precise locations are detailed in Chapter 5 and Appendix 5. 
Figure 4.8, Photograph of the WRS data logger deployed at Alderney 
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The pressure gauges used model PDCR 130 transducers manufactured by Druck with a 
maximum range of 3 bar above atmospheric (equivalent to 30m water depth) which were 
fixed in protective housings. The pressure transducers were mounted on steel sleds on the ea 
bed using specially designed transducer mountings. The gauges provided an absolute 
measurement of pressure and thus the measured pressure had to be compensated for in terms 
of atmospheric pressure variations. The investigation made use of daily atmospheric pressure 
data recorded on the nearby island of Guernsey and published on the world wide web. 
Figure 4.9, Photograph of a WRS transducer deployed at Alderney 
The WRS takes measurements simultaneously from each sea bed pressure gauge at a 
frequency of 2 Hz for each transducer. The WRS operates at set time intervals for a defined 
measurement period, these time periods are set before the WRS is deployed and remain until 
the system is recovered. The measurement scheduling used during this project is described in 
Chapter 3. The WRS is triggered and data is recovered via a data cable which is buoyed at the 
sea surface. The data cable is accessed by boat and communication with the WRS is by an RS 
232 link which is achieved by the use of an interface box and a laptop computer (Figure 4.1 0) 
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Figure 4.10, WRS control and data recovery 
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To begin the measurement cycles a start command is communicated to the WRS from the 
laptop. Because it is not possible to set a time delay to the start of the first record, the only 
way to synchronise the WRS with a particular section of the tidal cycle is to time the start 
command at an appropriate time. This was not always possible at Alderney due to restrictions 
in boat availability and access being limited to occasions when there was a moderate sea state 
or better. These restrictions in access also meant that data could not always be downloaded 
when required. This is discussed further within the following chapter on field deployment and 
operation. A description of the design, construction and deployment of the wave recording 
system is given by Bird (1993). 
The pressures recorded by the WRS are converted usmg specially developed software 
(Davidson, 1992) into a time record of surface elevation at each of the six transducer 
locations. The accuracy in wave height determined using this system and software is quoted as 
+ 10 mm I -7 mm for a wave height of 1 m attenuated by a factor of 10 in a water depth of 10 
m (Bird, 1993). The accuracy in 20 m water depth (typical depth at the furthest offshore 
transducer of the Alderney site) for the same conditions is +200 mm I -50 mm, giving a total 
accuracy in surface elevation of +21 0 mm I -57 mm. The surface elevation values become less 
accurate with reducing wave period and increasing water depth. Further software can then be 
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used to calculate mean water depth, incident wave spectra, reflected wave spectra, significant 
wave height, spectral moments and angle of wave approach. The wave data analysis used in 
this project is discussed in Chapters 2, 6 and 7. 
4.4.2 Accelerometer 
The response of a structure to wave impacts is highly dependent on both the spatial and 
temporal distributions of pressure. It was desirable to obtain qualitative estimates of structure 
response during wave impact events in order to make an assessment of relative movement of 
the structure due to different types and sizes of breaker at various water depths. It should be 
noted however that structural vibration is very dependent on the structure shape, size and 
construction, with masonry structures behaving very differently to a caisson structure in 
response to a particular impulse. 
The type and measurement range of the accelerometer that would be required was determined 
by examination of other studies of breakwater and sea wall structural response. Measurements 
of breakwater structural response at the Fort Bovisand masonry breakwater, Plymouth 
identified the breakwater natural frequency as 10 Hz (Miekel, 1994) and a maximum 
movement of a few millimetres. The fundamental mode of vibration at Ilfracombe sea wall 
was measured as 18.4 Hz (Blackmore, 1982). The Alderney breakwater is approximately 
double the cross-sectional area of the Bovisand breakwater and it was anticipated that the 
natural frequency would be less. Alderney is also more exposed to wave attack and is subject 
to larger breaking wave heights and forces, thus it was expected that the structural movement 
in extreme conditions would be greater. To calculate the required accelerometer range, the 
motion of the wall was assumed to be sinusoidal with a natural frequency f of 5 Hz and a 
maximum amplitude of movement a ofO.Olm. The wall displacement is then given by: 
x = a sin(21ift) ( 4.1 0) 
and the acceleration by 
x" = (bif/ a sin(bift) (4.11) 
substituting in the values above indicated a maximum acceleratjon of9.86 ms·2 (::::::1g). 
A 'Schaevitz' single axis accelerometer with a natural frequency of 125 Hz, and a maximum 
acceleration of2g was used, this was sufficiently over range to avoid damaging it and was not 
going to be excited at its natural frequency, which would give erroneous results. 
To mount the accelerometer in the breakwater and to provide protection from the elements, a 
circular waterproof ABS housing was made whlch had a removable top plate. Sealing between 
the top plate and the main housing was achieved by the use of a waterproof rubber gasket 
(Figure 4.11 ). In order to access the accelerometer for testing and maintenance it was attached 
to the top plate, this could then be removed from the main housing which was fixed securely 
in place. The accelerometer housing was mounted securely withln the wall, in line with the 
wave impact transducers and the wave recorder array (installation details in Chapter 5). 
Figure 4.11 , Photograph of the accelerometer and 
housing (approx. 10cm 0 ) 
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4.4.3 Video Camera 
The temporal and spatial variations in pressure produced by waves breaking on a structure are 
highly sensitive to the breaker shape and position. In order to assess breaker shape, position, 
height and velocity at the position of the transducer array, a video camera in a robust housing 
was mounted on the breakwater looking obliquely along the wall toward the transducers. This 
section briefly discusses the selection of the camera and lens and the housing design. The 
installation of the camera is described in chapter 5. 
The main design requirements for the c~era were: 
• That it should operate in low light levels, to maximise the number of useful video records 
obtained (the use of an infra red camera was not considered appropriate however due to 
relatively poor picture quality). 
• The camera had to be mounted at sufficient distance from the transducers that the full 
breaker shape and position were captured within the video image (the mounting position 
then set restrictions for camera field of view and depth of field) 
• The camera power consumption had to be low as the power supply had to come from the 
batteries in the remote data acquisition system to minimise the number of batteries to 
change for the breakwater staff (the use of the one set of batteries also simplified the data 
recovery and battery changing routine) 
• The video tapes had to be accessed from within the remote data acquisition system so that 
they could be easily recovered at the same time as the data tapes (this meant that 
camcorders could not be used as they were difficult to operate remotely and the video tapes 
could not be accessed in a moderate sea state). 
A Philips LDH 0803 colour video camera was selected to fulfil the above criteria (data sheet 
in Appendix 4). The camera operated at low light levels, automatically modifying the contrast 
of the image in real time to enhance areas of image with too little light, which maintained an 
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approximately constant picture brightness provided the total light level was above 0.7 Lux. 
The power consumption was low at only 3 watts and the camera operated from a 12v DC 
supply, resulting in a small battery drain. The camera also had a small physical size and a 
secure mounting point on the base, which made it easy to fix within the housing. A major 
advantage over other cameras considered (e.g. by Panasonic and NC) was that a wide range 
of high quality interchangeable lenses were available. Thus the lens was chosen to meet the 
exact requirements. The maximum distance between the camera and video recorder was 
specified as 50m. Consequently a distance of 30m along the wall from the transducers was 
selected for the video mounting position. Several lenses with different fields of view (FOV) 
were available for which 30m was within the depth of field. A 12.5 mm lens was selected 
which had a FOV of about 30 degrees. When the right hand edge was lined up with the 
transducer array this placed the left hand edge of the image approximately 15m offshore at the 
distance of the array. 
The camera housing was designed specially for the camera and lens after they were purchased. 
Due to the exposed mounting position on the front face of the breakwater, the camera housing 
had to be robust and capable of surviving the large forces produced by breaking waves. The 
body of the housing was manufactured from a section of ABS pipe which had an endplate 
glued to one end to seal it. The housing was then bolted to the front face of the breakwater 
wall (installation discussed in Chapter 5 for) The camera was installed through the open end 
of the housing within a secondary sealed housing, this ensured that the camera could be safely 
removed for maintenance after installation at the breakwater. A 10 mm thick stainless steel 
torroid was bolted over the open end of the outer housing, this clamped the inner housing in 
place. The inner housing created a completely sealed unit for the video camera, and was also 
manufactured from an ABS tube with a disc glued to the rear to seal it. The front of the inner . 
housing was removable and consisted of an outer flange which was bolted to the tube, with 
sealing attained using two o-rings one in radial and one in axial compression. Inside the outer 
flange was an inner disc which contained a view port. The port was manufactured from Lexan 
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Marguard. This transparent material was selected due to its strength and high abrasion 
resistance. The signal and power cable from the video passed from the inner sealed housing to 
the outer housing via a waterproof PDM connector. This connector was from the same range 
as that used for the pressure aeration transducer housing, was underwater mateable and highly 
durable. The disassembled camera parts are shown in Figure 4.12 and the assembled camera 
unit is shown (attached to the laboratory wall) in Figure 4.13. 
Figure 4.1 2 Photograph of disassembled camera parts 
Figure 4.13 Photograph of camera unit in housing 
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4.5 Remote Data Acquisition 
At the end of 1995 the first two PAT transducers were completed and ready for installation. 
By this time the data acquisition and control software had been developed, but some 
electronic components were still outstanding and hence the remote PC system had not been 
finalised. In order to deploy the PAT transducers and obtain data as quickly as possible two 
laptop data acquisition systems were developed and used. The laptop data acquisition systems 
are described below in Section 4.5.1. The selection and development of the remote data 
acquisition PC and peripherals is discussed in sections 4.5.2 to 4.5.5. The timing and control 
system and the associated computer control software, varied little from the laptop PC systems to 
the remote PC and this is described in section 4.5.6. The discrepancies between control of the 
laptop PC and industrial PC are briefly outlined in section 4.5.1. 
4.5.1 Laptop Data Acquisition 
A departmental Viglen 486 laptop computer was initially used as the acquisition PC equipped 
with a National Instruments PCMCIA data acquisition card (DAQ-Card 700), as this was 
generally compatible with the software previously developed for the remote PC. The 
PCMCIA card had low power consumption, could log up to eight differential channels 
continuously to disc at 500 Hz with high resolution (1 : 2'2) and was good value for money. 
Installation of the PCMCIA data acquisition card and associated software proved both 
problematic and time consuming due to low level interrupt address conflicts between the 
PCMCIA card and the laptop screen and mouse. Once these problems were resolved the 
previously developed data acquisition and control software was quickly installed, tested and 
modified. Testing of the laptop data logger showed that the recorded signal was accurate to 
within +/- l bit, which equates to +/- 1.2 mV when logging in a 0-5V range. The data 
acquisition and control software was similar to that developed for the remote PC system, but 
oflower specification due to the PCMCIA card limitations (see section 4.5.6) 
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Further problems were experienced when integrating the laptop data logger into the whole 
data acquisition and control system (described in section 4.5.6). With a standard desktop PC, 
whether it is on or off can be controlled by providing or removing power, this is not usually 
the case with laptops which require both power and activation of a physical switch to begin 
the boot-up sequence. To try and overcome this problem a mechanical 'button-pusher' was 
developed which consisted of a solenoid with a lever arm mechanism. The problem was 
further complicated as the on switch required pushing and holding for a particular time 
interval to achieve power-up. To overcome this a timer relay was incorporated to hold the 
'button-pusher' in place for several seconds. Urifortunately this solution still did not suffice as 
the required time interval to achieve power-up was highly variable such that the mechanical 
'button-pusher' resulted in a low success rate. Due to concerns over missing winter storm data 
a rapid solution had to be found. This resulted in deploying the equipment with the laptop and 
transducers switched on continually and by logging at set time intervals determined by the 
computer clock, to coincide with the wave recorder. This caused heavy battery drain such that 
the batteries became flat every 3 days. The batteries were usually changed once a week by the 
breakwater staff.according to the weather and their schedules. In order to retrieve the logged 
data the laptop was removed to the breakwater fort and the data downloaded in a compressed 
format to floppy disc, which was posted back to UoP, the laptop was then replaced and 
powered up when the charged batteries were replaced. 
This system ran for several months, but the data was discontinuous due to the short battery 
life. Unfortunately the largest significant wave height of the winter occurred when the 
batteries were flat and access to the data logger was not possible. To try and achieve a quick 
solution to the laptop switching problem a better laptop was sourced. After discussions with 
several manufacturers a 486 'Research Machine' notebook was purchased on which it was 
possible to install an additional switch which could turn the laptop on and off in response to a 
voltage pulse. The switch was installed by UoP Technical Services and found to work after 
minor modifications to the control circuit. The updated laptop data acquisition system was 
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installed in March 1996, with the result that battery life was extended to 1 to 2 weeks. 
Although many records were recorded and recovered using this system, during the spring to 
summer period of 1996 the sea state was mostly calm resulting in very few wave impact 
loading events. 
The laptop data acquisition system and card had a maximum of 8 differential input channels, had 
limited data storage and a maximum logging frequency of 500 Hz for the 8 channels. This made 
it viable for logging up to three of the PAT transducer units, by omitting measurements from one 
. ·temperature sensor. In order to log data at higher rates for up to seven transducer imits and an 
accelerometer, the high perfonnance data acquisition system (comprising rugged industrial PC 
boards with specially selected storage device and data acquisition card) was still required. 
4.5.2 Remote P.C. Data Acquisition 
From the beginning of the project it was intended that a high specification remote data 
acquisition system would be designed and assembled from industrial PC boards (as discussed 
in Chapter 3). The system requirements were at the limits of the available technology at that 
time, and included remote operation, minimal power consumption and low cost. 
The main requirements m the design and selection of computer hardware for the remote 
computer equipment were: 
• a large number of data channels were needed, which had to be logged at high data rates 
• it must be hardy so that the PC components survived transportation and operation on the rear 
face of an exposed breakwater 
• that it must be compact as only limited space was available within the data logging and 
control housing. 
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This led to the use of industrial PC components which were bought as separate boards and 
interconnected via a passive back plane. The advantages of a PC based upon the passive back 
plane were that, the boards were robust, exact requirements of individual boards could be 
satisfied, the PC boards could be easily installed and changed and the total footprint area of an 8 
slot passive back plane was significantly less than that of a standard PC motherboard at the time. 
The industrial PC system had to comprise; a passive back plane to interconnect the individual 
boards, a plug in motherboard, a video card to interface with the screen, a hard disc drive (HDD) 
for initial data storage, a floppy disc drive (FDD) _for software installation, a large capacity 
removable storage medium, for backing up the logged data, and a data acquisition and control 
card to log the PAT data and to provide digital outputs for system contro I. The selection of most 
of these PC parts is discussed within this section with the exception of the storage medium and 
the data acquisition card which were the most difficult to source and are discussed separately in 
the following two sections. 
A number of suppliers able to provide the parts above were contacted, e.g. Microbus, Data 
Translation, Amplicon, National Instruments etc. The motherboard and passive back plane were 
eventually purchased from 'Microbus' as they offered high quality parts with a great degree of 
adaptability, excellent documentation and customer support, for a moderately higher cost. The 
plug in motherboard selected 'MAT 724' had a 486DX 33 microprocessor, 8 MB of RAM and 
an on-board SCSI-2 controller, and was state of the art at the time. A major advantage of this 
motherboard was that the BIOS was fully programmable which ensured that, unlike most 
motherboards, the PC would not hang up during boot-up if peripherals such as keyboard, screen 
and mouse were not present which was often going to be the case. 
A low cost 3 l/4" floppy disc drive was purchased both to enable software to be loaded on to the 
PC and to recover data files from short test records. This connected directly to the FDD 
controller on the plug in motherboard. 
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The maximum data acquisition rate can be limited by different factors which include, the time 
taken to multiplex the incoming channel and amplify the signal, the time taken to perform the 
A to D conversion, the time taken to transfer the data from the data acquisition board to the 
system memory, and the time taken to transfer data from the system memory to hard disc. 
Within most PC applications it is the last two factors which are usually limiting. In this study 
the required acquisition rate was achieved by the correct choice of data acquisition board and 
by having a large amount of RAM, a fast access HDD, and maintaining an unfragmented hard 
disc. As a result a SCSI-2 HDD and controller (onboard the motherboard) were selected, rather 
than standard IDE HDD and controller, as data ·transfers to a SCSI-2 HDD were over twice as 
fast. A 300 l\1B 'Seagate' SCSI HDD with 12 ms access time was purchased at relatively low 
cost. 
Standard PC colour monitors have a high power consumption, produce a large amount of signal 
noise, and would not have fitted into the data acquisition housing. A small monochrome monitor 
as used on Laptop PC's was selected and purchased from Trident Displays (model Ultraview 
610), together with a small back light module, as it could be easily transported and had low 
power consumption. To further reduce power consumption the screen was only connected to the 
PC for maintenance and diagnostics. As a result the software was developed so that the screen 
was not needed when recovering data, powering up the system, or during day to day remote data 
logging. The video card, which plugged in to the passive back plane, was purchased from the 
monitor supplier to ensure compatibility. 
4.5.3 Data Acquisition Card 
The requirements for the data acquisition card were discussed in Chapter 3. To summarise the 
specification, the data had to be logged differentially, with high resolution, for 19 channels (6 
pressure, 6 aeration, 6 temperature, and I acceleration) at a rate of 500 Hz per channel, for a 
20 minute period. Several digital outputs were also required to control the video recorder. 
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All of the major UK data acquisition board suppliers were contacted and a National 
Instruments AT MIO 64 F-5 (NI64F) board was selected and purchased. The reasons for 
choosing this board despite a high cost (£3,000) are outlined below. 
Most of the data acquisition cards available were PIO (programmed input output) this means 
that all of the data transfer is controlled by the CPU one word at a time. PIO cards were too 
slow to fulfil the data acquisition rate requirements. The selected NI64F boards is referred to 
as a Dual DMA board. DMA refers to direct memory access which means that data can be 
transferred directly over the PC bus to memory with minimal use of the motherboard CPU. 
The use of dual DMA means that one DMA channel can be used to .transfer data from an on-
board buffer to memory, whilst a second on board buffer is being filled with incoming data 
from the transducers. As soon as the first buffer is empty the second buffer then transfers data 
to memory whilst the first is filled with incoming data. This method of transferring data to 
memory was the fastest available and was used during the board testing to obtain continuous 
transferral of data to memory of over I 00,000 samples per second. 
The NI64F could log up to 64 channels single ended or 32 channels differential, which was 
more than double the number of most cards. Data was logged with high resolution in a binary 
format with i 2 bits representing full scale (FS), i.e. I bit was equivalent to 0.025% FS, this 
meant that only two bytes were required per reading. The voltage input range was varied 
separately for each channel using software selectable gain which ensured that the different 
transducers were each logged within an appropriate range. 
Some data acquisition cards and some add-on PC cards incorporate 'sample and hold', which 
ensures that the samples are acquired from each channel simultaneously. Sample and hold 
hardware was expensive for 20 channels and was not needed within this experiment as the 
time delay between logging consecutive channels for the NI64F board was only 0.02 ms for 
each transducer, which produced negligible skew. 
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It is important on fast acquisition boards with different gain settings on each channel that the 
amplifier settling time between each reading is very small to ensure the amplifier is at the 
correct level when the next reading is taken to prevent distortion of the input. It was evident 
from the National Instruments data sheets that the NI64F board was specifically designed with 
a fast settling time of 5JlS. 
The card also had 8 independent digital output lines which could be used in system control, 
these digital lines were used to provide digital switching which controlled the video recorder. 
The card was supplied with low level compiled data acquisition software routines at no extra 
cost, but with poor documentation. To perform high speed data acquisition to disc and generate 
digital control outputs, the low level routines were accessed and passed variables through 
compiled executable programs developed by the Author. An outline of the integrated use of this 
software with the other software developed is described in section 4.5.6. 
4.5.4 Data Storage 
In order to select an appropriate data storage device the storage requirements had to first be 
considered. Initial requirements suggested that 22 channels were to be logged at 5 kHz over a 
period of 20 minutes with each reading occupying two bytes space, the total size of each logged 
file would have then been 268 MBytes. It was envisaged that the batteries would be changed 
every one to two weeks and that one record was to be logged every tidal cycle (as described in 
Chapter 3). After one week of data acquisition at the above sample rate and duration there would 
be approximately 14 records with a total data size of3.75 GBytes. 
A further criterion in the selection of the data storage device was that the data had to be returned 
to Plymouth on a regular basis, this meant that either the data storage medium had to be 
removable or two removable devices would have to be used on a rotational basis. It was also 
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important that the device had low power consumption and that the data was quickly stored so 
that the resulting battery drain was small. It was known that the breakwater could vibrate under 
large wave impact loading, that the equipment may be roughly handled during transportation, 
and that moist sea air could enter the data acquisition box when the data was recovered. The 
device therefore had to survive and operate over a wide range of environmental conditions. Cost 
was also a limiting factor. 
At the time of device selection (1993 to 1994) few large capacity storage devices which fulfilled 
_ the above criteria were available. Possible storage devices included, tape streamer, optical disk, 
. . . 
removable HDD's, Video 8, and digital audio tape (D,(f). The only device with appropriate 
environmental operating range, data transfer rate, storage capacity, power consumption, and cost 
was the DAT. 
A Sony SDT 5000, DAT drive was selected as this was the best available DA T drive at that time 
in terms of the criteria specified above. Important features of the DAT were that, the operating 
temperature range was large, data could be written whilst the DAT was subject to moderate 
vibrations and the DA T was capable of operating in slightly humid conditions. This device could 
log up to 4GB uncompressed or 16GB compressed on a single tape at a cost of £15 per tape, 
and the data transfer rate was specified as 20 MB per minute without verification. Two SDT 500 
DA T drives were purchased so that one could be used to store data at the site and the second 
could be used at UoP to retrieve the data from tape. 
When the system was fmally installed the data logging requirements had been reduced 
(discussed in Chapter 3) to 19 channels logged at 500 Hz over a period of 20 minutes. Each 
reading occupied two bytes space therefore the total size of each logged file was 22.8 MBytes. 
After two weeks of logging at the required intervals there would therefore be 28 records 
occupying 638.4 MBytes storage space. 
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4.5.5 Remote Data Acquisition PC Assembly and Testing 
Initially a ruggedised industrial PC housing was to be used to mount and protect the PC parts. A 
suitable proprietary housing could not be sourced. Instead a housing was designed (and 
subsequently manufactured) at UoP to satisfy the following criteria: 
• To minimise the area occupied within the main data acquisition box 
• To afford environmental protection when changing batteries and data tapes 
• To securely mount and support the PC parts during transit. 
• To maximise airflow past the PC boards from the cooling fan 
• To allow easy access to the removable data storage medium, the floppy disc drive, the screen 
port and the keyboard port. 
A side view of the housing with the cover removed can be seen within Figure 4.14, showing the 
PC boards, cooling fan, storage medium and DC to DC converter. The layout of the housing and 
PC parts is also illustrated within Figure4.15. 
The PC boards were initially assembled within the housing with a standard PC power supply 
used during the testing before the DC to DC converter was installed. The remote PC system was 
then configured and tested and the data acquisition software installed. The system was found to 
work well although the backup storage medium ran slower than specified in the data sheets. 
Attempts were made to increase the transfer rate to the backup storage medium but it could not 
be improved. 
An Amplicon DC to DC converter was purchased, with 18 to 30 v input range and regulated DC 
outputs of+Sv (SA max.), +l2v and -l2v (lA max.). The DC- DC converter was installed in 
the remote PC after it had been tested and the software installed. Initial problems were 
experienced with the DC to DC converter with I v peak to peak noise spikes generated on the 
outputs, and the output voltages being out ofthe specified range when the +12v and -12v outputs 
90 
were not evenly loaded. These problems were solved by putting the outputs through low pass 
filters and by adding a resistive load to the -12v output. The remote PC was now fully 
operational and was incorporated within the full data acquisition, timing and control system as 
described below. 
Figure 4.14 Photograph of the Data Acquisition and Control System (DACS). The following Figure 
(4.15) is a schematic of this image which shows the labelled components. 
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Figure 4.15 Diagram of the Data Acquisition and Control System (DACS) illustrating the 
component parts within Figure 4.14, connections to and within the DACS, and a schematic of the 
PC hardware. 
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4.5.6 Timing And Control System 
The requirements of the data acquisition system were briefly described, together with the 
measurement scheduling in section 3.5. In the preceding sections (4.5.1 to 4.5.5) the 
development of the remote data logging PC hardware was described in detail. This section 
describes how the data logging PC was integrated into the whole data acquisition and control 
system (DACS), including the method of achieving the measurement scheduling and how the 
battery drain was minimised. The whole DACS, with the exception of the batteries, was 
. housed in a proprietary waterproof sealed stainless steel enclosure (Weidmuller, Klippon TB 
14EX), which provided environmental protection by preventing the ingression of moist sea-
air. This enclosure, the batteries and the excess lengths of signal cable were then enclosed in a 
larger lockable steel box which provided physical protection from overtopping and inquisitive 
passers by. This steel box was mounted within an archway on the rear side of the breakwater 
which provided further protection from the elements. The installation of the outer box is 
described in Chapter 5. 
The purpose of the DACS was to simultaneously log the transducer inputs from the 6 PAT's, 
the accelerometer and the video camera for a measurement schedule which coincided with the 
fixed measurement cycle of the WRS. In addition, power consumption had to be minimised in 
order to maximise the time interval between battery changes and the system had to be easy to 
operate so that breakwater maintenance staff could change batteries, retrieve and replace data 
tapes and set the system running again. The DACS comprised the data logging PC, a video 
recorder, measurement schedulers, control switches, signal filters, data acquisition signal 
input boards, accelerometer amplifier, power distribution, l/0 connectors, and circuit 
protection. All this equipment had to be housed within the small inner sealed enclosure which 
measured approximately 0.8m(h)x0.6m(w)x0.2m(d). 
The design of the DACS, physical layout, electronic control hardware and computer control 
software went through a number of iterations in order to satisfy the above criteria and 
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optimise the system performance. The computer software was optimised to allow temperature 
sensitive devices to warm up before operation. Electronic hardware was chosen for durability, 
ease of maintenance and performance. To ensure minimal signal noise on the logged signals, 
the physical layout was arranged such that the majority of power switching, conversion and 
distribution occurred in the right hand side of the enclosure, whilst the signal input, filtering 
and video control occurred on the left hand side. The physical layout within the box can be 
seen in the photograph in Figure 4.14, the layout within this figure corresponds to the 
schematic on the following page, Figure 4.15. The schematic also indicates how the data was 
transferred over the SCSI BUS and ISA BUS for the remote PC and how the different sections 
were physically interconnected. 
The logging duration for the computer as discussed in chapter 3 was chosen to be 20 minutes 
in order to overlap the start and end of the WRS 17 minute records. With additional warm-up 
data backup and 'house keeping' time the total remote PC operating time increased to 
approximately 40 minutes or more. The DACS logging time had to be synchronised as closely 
possible to the WRS, which meant that the total on and off time was the same, totalling 12 
hours 25 minutes 02 seconds. In order that the data logger was completely remote the on-off 
sequence had to 'cycle' so that the on-off timing schedule was repeated until either the data 
was downloaded or the batteries were drained. In addition the start of the initial 'on-time' had 
to be selected very accurately to synchronise with the wave recorder records at high water. 
This initial delay time was dependent upon precisely when the DACS was triggered. In order 
that the remote system could be set off at any time during the day (as access to the system was 
restricted in bad weather and out of working hours) an initial timing offset was required. 
Summarising the above, the requirements were for a repetitive asymmetric cycling timer, 
which had a variable programmable initial offset. Further constraints were added because the 
timers had to operate with an input voltage between 12 and 24V DC and with minimal power 
consumption. In order to cross correlate wave recorder and pressure time series records clock 
accuracy had to be maintained after each battery change. 
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Few timers were available which were DC powered and capable of high accuracy 
asynchronous cycling (one second per day is equivalent to 0.0012% accuracy). No timers were 
sourced which were asynchronous cycling with an initial programmable offset. The best DC 
timer available for both clock accuracy and power consumption was the 'Crouzet TOP 948 
digital display electronic timer'. This timer had a power consumption of 0.6W and maximum 
clock error of 0.005% (=4 sec/day). It was also multi-function and multi range including the 
programmable options of asynchronous single cycle and asynchronous repetitive cycle. Two 
of these timers were purchased, the first was set for a single asynchronous off-on cycle to 
provide the initial offset and the second was set for repeated asynchronous on-off cycles to 
· coincide the data logging with the WRS. The Crouzet timer error was found to be less than 
half the maximum specified. 
Both timers were powered directly from the batteries. The cycling timer was triggered by the 
offset timer, which was triggered from a start switch on the switch panel. When the specified 
on time was reached a digital high (+5v) was sent to a trigger on the DC to DC converter. This 
caused the DC to DC converter to become operational which in turn powered up the PC, the 
transducers and the video. At the end of the 'on' cycle the digital high became low and all 
devices with the exception of the timers were powered down. This regime ensured that battery 
life was maximised as only the timers, which had low power consumption, were permanently 
on. The connections between components within the DACS system are illustrated within 
Figure 4.15. A table showing power consumption through each on-off cycle is shown below 
(Table 4.1) and was used to calculate the maximum duration between battery changes in order 
to continuously obtain one record every tide. 
Two sealed Yuasa, 12 volt, 65 amp hour rechargeable batteries were used to power the DACS. 
The Yuasa batteries were selected due to their large capacity, large number of life cycles, and 
as they were safe to transport. The calculated power consumptions (Table 4.1) indicated that a 
pair of initially fully charged batteries should become flat after 24 tidal cycles. However to 
date up to 31 records have been obtained per battery change, when logging 1 record per tide. 
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Equipment Stand by Data Logging Total 
Duration Current Voltage Energy Duration Current Voltage Energy Total 
Energy 
(hh:mm) (A) (V) (Wh) (hh:mm) (A) (V) (Wh) (Wh) 
llprocessing 00:00 0 0 0 30:00 4.0 +5 10 10 
board 
video driver 00:00 0 0 0 30:00 0.5 +5 1.25 1.25 
. card 
. 
data. acq. 00:00 0 0 0 30:00 2.0 +5 5 5 
board 
hard 00:00 0 0 0 30:00 0.5 +5 1.25 6.05 
disc 0.8 +12 4.8 
digital audio 00:00 0 0 0 30:00 0.8 +5 2 3.2 
tape 0.2 +12 1.2 
floppy disc 00:00 0 0 0 30:00 0.3 +5 0.75 0.75 
drive 
cooling 00:00 0 0 0 30:00 0.1 +12 0.6 0.6 
fan 
accelero- 00:00 0 0 0 30:00 0.2 +12 1.2 2.4 
meter 0.2 -12 1.2 
PAT 00:00 0 0 0 30:00 0.5 +12 3 6 
(times 7) 0.5 -12 3 
video 00:00 0 0 0 30:00 0.3 +12 1.8 1.8 
camera 
DC-DC 11 :55 0.003 +24 0.86 30:00 0.3 +24 7.2 8.06 
converter 
video 12:05 0.005 +12 0.73 20:00 0.5 +12 2 2.73 
recorder 
timer 1 11 :55 0.050 +12 7.15 30:00 0.050 +12 0.3 14.79 
timer 2 0.050 -12 7.15 -1 2 0.3 
Total Power Consumption (in Watt Hours per cycle)= 62.63 
Table 4.1 Power consumption for all DACS devices during each tidal cycle 
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As previously discussed the DACS PC was turned off between records in order to minimise 
power consumption. This meant that the data acquisition software had to run automatically 
every time the computer was booted up. This was achieved by using the boot up 
'autoexec.bat' routine to call a DOS batch file at the end of its execution. The batch file then 
sequentially ran through a sequence of commands which called different executable routines. 
These executable routines generated a log file to show when each step progressed, introduced 
time delays to allow equipment to warm up, performed digital video switching via the data 
acquisition board, collected the data via the data acquisition board, and backed up the logged 
data to DA T. As the batch file ran in DOS all' of the routines had to be executable in DOS. 
This precluded the used of Windows 3.11 programs and restricted the software which could 
be used. Batch files can be run in Windows but were found to be less reliable. Furthermore it 
was not possible to exit from Windows in batch, which meant that the Windows swap file was 
not deleted before power was removed. This created problems on the next boot up. The 
sequential operation of the remote PC system is outlined in the flow diagram below (Figure 
4.16). It should be noted that the data logging routine could be interrupted by an operator for 
test arid diagnostic purposes by connecting a screen and keyboard to the remote PC and 
selecting a 'do not continue data logging' option within the batch routine during the execution 
of the autoexec.bat file. If this option was not selected, after 20 seconds, then the data logging 
routine automatically continued. 
On the whole the DACS performed well, with few problems occurring in the logging of PAT 
data over the duration of the deployments. When problems did occur the log file generated 
during execution of the DOS batch file could usually be used to pinpoint the problem. 
Problems were encountered however with the 12V DC video recorder, which although it 
worked initially, failed during laboratory testing before the second year of deployment and 
could not be repaired or replaced. 
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Set the offset timer for the 
interval to the first record 
and turn switch to 'START 
Every 12Hr 25 min duration 
the timing circuit switches 
.-----------ttthe power on for the 
computer, transducers and 
the video camera 
1 
Computer runs through 
config.sys and autoexec.bat 
Turn power on manually to 
retrieve data or modify the 
software 
and then calls the data 14----------__J 
acquisition batch program 
continue with 
the batch 
program y/n? 
(otherwise 
time-out) 
no 
Use the computer as 
normal, or for diagnostic 
}--------t~and test purposes 
yes or time-out 
delete the last tile logged, 
defragment the hard disc, 
create a log file with time 
and date 
Computer triggers the video 
to record and then executes 
the qbasic45/nidaq data 
acquisition program to 
acquire data and stream it to 
disc 
l 
computer triggers the video 
to stop, transfers the logged 
data file to digital audio tape 
and terminates the log file 
with time and date 
after a fixed duration the 
timer powers down the 
'-------- computer, all transducers 
and the video camera 
Figure 4.16 Flow diagram showing operation of remote timers and remote PC software control. 
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Chapter 5 
Deployment 
5.1 The Alderney Field Site 
The reasons for selecting the Braye Harbour Breakwater field site, Alderney, were outlined in 
Chapter 3. This section describes the physical construction of the breakwater and discusses some 
historical background. The majority of the historical information within this section was 
obtained from the Alderney breakwater staff, the 'Alderney Museum' and locals with some 
knowledge of Channel Island history. 
d•Channel 
I! lands 
Figure 5.1, Location of the Alderney field site 
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N 
r 
. The Island 9f Alderney is situated in the English channel 13 miles off the Normandy coast and 
measures roughly three miles by two miles across at its widest points (Figure 5.1 ). There is a 
natural harbour on the North Western side of the island between tWo small headlands. Three 
breakwaters have been constructed over the last three centuries to enhance the natural harbour. 
All of these are still standing, although there have been some modifications to the original 
structures. The most easterly of the breakwaters was built first with. successively larger 
breakwaters being built to the west. Consequently the final outer breakwater protects .the earlier 
breakwaters but is vulnerable to wave attack as the largest waves tend to approach from the 
Northwest. 
The field measurement equipment, described in Chapter 4, was installed on the exposed face of 
the outer breakwater (referred to throughout as 'the Alderney Breakwater'). This breakwater is 
currently maintained by the States of Guernsey. It provides shelter for vessels within Braye 
Harbour and protects the surrounding shoreline around Braye Bay. A brief historical background 
to this breakwater is given in the following paragraphs. 
In the mid 19th Century Alderney was of strategic importance to the British Admiralty as it was 
ideally situated to monitor the French navy in Cherbourg. In order that Alderney could service 
the British naval fleet operating in the surrounding areas of the Channel a new breakwater was 
required. Due to the size of the British fleet and increasing size of the naval vessels a 
significantly larger harbour was required, than the one formed by the existing two breakwaters in 
Braye Bay. There was an alternative site to Braye Bay, which was situated on the south of the 
Island which had also previously acted as a harbour. Although the wave climate was less severe 
on the south of the island due to the decreased fetch, the land access to the site was poorer due to 
steep cliffs. Vessel navigation was also more problematic on the south of the island as currents 
race at 7 to 8 knots at particular times within the tidal cycle. Because huge quantities of rock had 
to be transported from the Alderney quarry to build the breakwater, Braye Bay was selected as 
the site of the new harbour due to the better land access. The siting of the breakwater is unusual, 
in that, it is facing normal to the main direction of storm wave approach. 
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The new breakwater was designed in the 1840's by James Walker, the second president of the 
Institution of Civil Engineers (ICE). The breakwater construction can be considered in two parts, 
the wall and the mound. For most of its length the wall consists of stone faced sea wall, and a 
stone harbour wall with a hearting between them (Figure 5.2). Both walls were founded on 
granite blocks embedded in the rubble mound. The breakwater was constructed between 1847 
and 1864 using rock quarried on Alderney and transported by horse and cart to the Braye Bay 
site. Once the granite blocks had been transported to the site they were either placed to form the 
rubble mound or dressed by stone masons for use in the near vertical wall sections at the top. 
The stonework was performed on partially submerged wooden scaffolding and unsurprisingly 
lives were lost during the breakwater construction. 
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Figure 5.2, Cross section through the Alderney breakwater which also shows PAT transducer 
locations and tidal levels 
When the breakwater was finished it was approximately 1.4 km in length, with the first 870 m 
running in a NE direction and the outer 500 m running in a NNE direction. In the initial 
breakwater design a number of walls were to have been constructed perpendicular to the inner 
side of the main breakwater. These would have protected the harbour from waves approaching 
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from the North East and provided additional berthing for ships. However the additional walls 
were never constructed due to cost limitations arid an improving political climate with the 
French . 
. Material was continually lost from the rubble foreshore due to wave action. Initially further stone 
was dumped in order to maintain the foreshore level and hence dissipate wave energy on the 
mound with a view to preventing destruction of the breakwater wall. The outer portion of the 
breakwater (beyond the kink at 850m) was subject to such severe wave attack that huge volumes 
of material were lost from the foreshore and the destruction of the end section of the wall 
happened as quickly as it could be repaired. As a result the outer section of the breakwater was 
abandoned and collapsed. Some of the rubble mound is still present and extends 540m beyond 
the present breakwater at a mean depth of approximately 4m. The remaining breakwater is 870m 
long, lying on a bearing of 050° N. 
At the breakwater head, the hearting has been reinforced with steel bars and the walls faced with 
further granite and concrete. During the 1950's and 1960's in order to fill voids within the wall 
hearting, a large number of vertical holes were drilled down through the breakwater into the 
mound (to depths of 15m) and pressure grouted with a cement based compound. Originally the 
breakwater also had archways spaced evenly along the rear face of the breakwater wall, a 
number of these were bricked up in the same period in order to make the breakwater more rigid. 
The upper slope of the mound includes material which can be moved by direct wave action. 
Under storm conditions much of the material is mobile and loose rock from the mound is thrown 
against the breakwater, abrading the wall by depths greater than 1 m (All sop et al, 1991 ). The 
damage caused is clearly visible during low spring tides at particular sections of the wall. The 
combined effect of rock impacts, breaking waves and internal pore pressures has also caused the 
breakwater to be breached several times in the last 50 years. The worst damage was sustained in 
the winters of 1961-62 when the breakwater was breached twice at two different sections, and in 
1989-90 when a large hole was driven through the breakwater. The damaged sections were 
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repaired using both new granite blocks and large concrete blocks with steel reinforcing bars. The 
breakwater is still subject to yearly damage, which mostly occurs during winter. Currently 
(1998) maintenance costs are approximately £0.6m /yr, excluding severe storm damage. 
Because the foreshore is mobile the length and height of the mound vary both spatially and 
temporally. Surveys indicate that a large volume of material is lost each year. Over the whole 
breakwater the totalloss is estimated to be 5700 tonnes per year (Allsop et a!, 1991). 
5.2 Instrument Location. and InstaUation 
The deployment of the wave loading field measurement equipment at Alderney ran concurrently 
with the instrumentation design, development, manufacture and calibration (Chapter 4). During 
the later installation work (1996 to 1997) data had already been retrieved and was being 
archived, processed and analysed in parallel with the instrumentation development and the 
Alderney deployments. 
The WRS was first deployed at Alderney in 1993. The external data logging box was then 
installed in 1994 which coincided with a change of the WRS batteries. The cable protection 
system for the front wall was installed the following year and was followed by installation of the 
transducer mounting points, video camera and accelerometer housing. The first wave loading 
measurement period begin in December 1995 after the installation of two transducer units and 
cables and an inner data logging box (based upon a laptop data acquisition system). 
Instrumentation was recovered, tested and re-calibrated after the winter and further transducers 
and a remote PC based data logging system were developed and installed in November 1996. 
This equipment was recovered in spring 1997. The recovered instrumentation was again tested, 
re-calibrated and re-deployed for the fmal time in September 1997. A summary of the 
measurement periods, number of records recovered, and equipment installed with corresponding 
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calibration information is included in Appendix 5. The installation and location of the different 
· transducers and mountings are briefly described in this section in chronological order. 
The WRS consists of 6 sea bed mounted pressure transducers which are linked to a central data 
logger, as described in Chapter 4. The exact spacings and location of the transducers determines 
the directional sensitivity of the array. The dimensions of the wave recorder array were fixed and 
predetermined for all WRS deployments (Bird 1993) such that the resolving capacity of the 
chosen array shape is optimal for waves which approach normal to the structure. 
The WRS could not be deployed on the rubble mound as it would have been quickly damaged 
by mobile rocks during storms. Consequently mounting sleds were developed for deployment on 
a sandy bed which extended for most of the length of the breakwater offshore of the mound. To 
minimise the change in wave characteristics over the array the WRS also had to be deployed on 
a flat and regular sea bed. The main irregularities in the bathymetry occurred in the vicinity of 
Gal le Rock and Braye Rock, both of which were approximately 150m west of the breakwater as 
shown in Figure 5.3. So that the effects of wave diffraction, refraction and reflection associated 
with the rocks could as far as possible be avoided, it was desirable not to place the WRS too 
close to these positions. This meant that in practice there were two possible positions for the 
WRS location, these were in the midpoint between Galle and Braye Rocks and at the outer more 
exposed northern end of the breakwater beyond Galle rock. 
When operating the sea bed pressure transducers at water depths greater than 20m the high 
frequency waves (>0.2 Hz) have pressure attenuated to greater than Ill Oth of the surface value. 
As a result at such depths the ratio of noise to signal becomes significant for higher gravity wave 
frequencies such that errors may be substantially increased. Depths of greater then 20m therefore 
have to be avoided for the WRS transducers. The tidal variation at Alderney is between O.Om 
(LA T) and 7.0 m (HAT). Hence to take acceptable surface elevation measurements during high 
water springs, the most seaward transducer had to be no greater than 13m below chart datum. As 
the wave recorder array was 60 m long, the WRS could not be deployed at the outer end of the 
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breakwater .due to this depth limitation. The chosen deployment position was therefore between 
Galle Rock and Braye Rock as shown in Figure 5.3. To try and ensure that the wave loading 
pressures and aeration measured at the wall corresponded to the wave conditions measured by 
the WRS, the PAT units and the accelerometer were deployed directly in line with the WRS 
array as also shown in Figure 5.3. 
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Figure 5.3, Plan view of the Alderney breakwater showing transducer and data logger locations 
Each of the WRS transducers and the data·Iogger were fixed in place on the sea bed by attaching 
them to steel sleds. The steel sleds were held in position on the sea bed by chains between them 
and by anchors at the two ends of the array. The array of sleds was deployed by buoying all the 
chained sleds and towing them in to position on site (Figure 5.4). The sleds were then slowly 
sunk to the sea bed along the array by gradually cutting off attached buoys whilst keeping the 
chains taut to ensure the correct transducer spacings. The WRS data logger, pressure transducers 
and cables were pre-installed before the sleds were sunk to the sea bed. The data cable was 
subsequently attached to a surface buoy to enable data retrieval. 
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Figure 5.4, Deployment of the WRS. Chained and buoyed sleds (left). Towing the chained and 
buoyed WRS array into position (right). 
The exact positions of the WRS transducers, changed over the duration of the Alderney 
measurement program (1993 to 1998) due to the mobility of the sea bed. The precise locations 
have been determined by a number of sea bed surveys carried out over the last three years by 
UoP divers (see Appendix 5). The divers also took a transect of the mound between the pressure 
transducers and the wall mounted equipment in the summer of 1996. The transect was used to 
determine the water depth at particular locations between the PAT transducers and the WRS 
array, from the depths measured at the pressure gauges. 
The data acquisition and control system (DACS) was housed in a waterproof stainless steel box 
as described in chapter 4. Additional protection from waves overtopping the breakwater was 
provided by housing the stainless steel box, batteries and excess lengths of cables from the 
transducers in a specially constructed steel cabinet. This cabinet was attached to a wall in an 
archway on the rear of the breakwater which afforded extra protection from the wind and rain. 
Due to the weight of the cabinet a fork lift truck was used to lift it in to place so that it could be 
fastened to the wall (Figure 5.5). The cabinet had a large door at the front which hinged upwards 
and was supported by gas struts. The cabinet was mounted approximately 0.5m off the floor so 
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that the operator could stand underneath the opened door and easily obtain access to change the 
data tapes and batteries. 
Figure 5.5, Installation of outer data logging box in an archway on the rear of the breakwater 
Each PAT unit was connected to an armoured cable which contained both power and signal 
wires. The other end of each cable was connected to the DACS system in the archway at the rear 
of the breakwater. ln order to protect the transducer cables a set of heavy duty steel conduit was 
manufactured and attached to the exposed face of the breakwater to form a cable protection 
system for the cables to pass through. 
The cable protection system was designed in a modular form for ease of manufacture, ease of 
installation and to minimise the cost (Figure 5.6). The whole system was constructed from 
standard steel sections. The connecting sections were referred to as ·knuckle boxes' and 
consisted of rectangular box section cut to length and welded on to a rectangular plate cut from a 
steel strip. Lids were also cut from the steel strip. The lids were attached to the boxes by bolting 
them to 20 mm 0 nuts, which were welded in to the rear of the boxes. 
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The knuckle boxes were installed on site 
by bolting them to three or more threaded 
bars in the wall. These bars were fixed to 
the breakwater by drilling holes at the 
required spacings, filling each hole with 
epoxy resin, and inserting a bar before the 
resin set. 
Once the knuckle boxes had been installed 
on site, the lengths of pipe between boxes 
were cut to the required size. The pipes 
were then welded in place using a large 
portable arc welder and generator which 
were suspended over the breakwater on a 
crane platform (Figure 5.7) 
The cable from each transducer entered 
through a hole in the side of one knuckle 
box and then passed up through the large 
hole in the top together with cables from 
any transducers below. Above the 
transducer knuckle boxes, further knuckle 
boxes were used as spacer units. This 
UNIT 
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9 ~. #. • • 
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~/ 
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~--++-c.ntry for 
transducer 
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made it possible to avoid having p1pe 1 
lengths greater than 1 m which could have 
been susceptible to bending. 
Figure 5.6 Cable protection system 
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Figure 5.7 Installation of pipes to the knuckle boxes from a suspended platfonn at the front face 
of the breakwater. 
Cables were passed from the front wall cable protection system to the DACS on the rear face of 
the breakwater via a hole through the breakwater drilled using a vole drill (Figure 5.8). An ABS 
pipe was placed through the hole to prevent the hole closing up due to settlement within the 
hearting. The cables were threaded through a hole in the back face of the top knuckle box, 
through the pipe and out in to the arch way. Figure 5.9 shows a cross section through the wall of 
the cable protection system, the hole through the wall and the DACS in the archway. 
Figure 5.8 Drilling the through wall hole for the cables using a 'vole drill' 
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Figure 5.9 Cross- section through breakwater showing cable routing 
The accelerometer was fixed inside the breakwater. To produce the accelerometer mounting a 
150 mm 0 hole was created above the archway using a coring rig. The accelerometer housing 
was then firmly secured into the bottom of this large diameter hole. The accelerometer cable 
exited through the bottom of the housing and passed through a narrow hole which was drilled 
through to the top of the archway using the vole drill. The accelerometer cable routing and 
housing are shown in Figure 5.9. 
A flush surface on which to mount each _pAT unit was created by attaching a template to the 
outer surface of the breakwater and filling the void between the template and the structure with a 
quick setting cement based compound known as 'Quickcrete' (Figure 5.10). Six holes were then 
drilled through the template and in to the wall to a depth of approximately 15 cm. Mounting bars 
of 20 mm diameter were then fixed in position into these holes using an epoxy compound, the 
exposed end of each mounting bar had a 30 mm deep tapped hole. Each PAT transducer was 
then attached to the wall by bolting it to the six mounting bars. 
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Figure 5.10 X-section showing the procedure for producing the PAT transducer mountings 
The construction of the transducer mounting surfaces and the installation of the PAT units were 
predominantly carried out from a crane platform. The installation of these parts and the cable 
protection system was not possible if there were even moderate waves, if there was a high tide, 
or if the crane was not available. Due to both the difficulty of the installation process and 
exposed working conditions the attachment of the units to the wall was a difficult procedure. 
Without the willing co-operation of Staff from the Alderney Breakwater and from the School of 
Civil and Structural Engineering the installation would have been impossible. 
The optimisation of the transducers placement was discussed in Chapter 3 and is shown in 
Figure 5.2. The lower units were particularly difficult to install as they were often submerged. 
Indeed it was found impossible to construct the mounting surface for the bottom transducer (Tl) 
and this transducer was never installed. 
The video camera was located 40m along the wall from the PAT transducers. The wall had been 
previously damaged at this location and the granite wall replaced by large reinforced concrete 
blocks, which formed discrete steps up the wall. To protect the video camera from the uprushing 
waves it was mounted in the corner of one of these steps. The cables again passed through the 
breakwater, via a hole created with the vole drill to a breakout box at the rear. Cables from the 
breakout box ran down and along the wall to the DACS box in the archway (Figure 5.11 ). 
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Figure 5.11, Cross section through the wall showing the mounted video camera and cabling 
The video camera was ini tially held in place by threaded bars which were fixed into holes in the 
wall with epoxy resin. Once the video camera housing had been attached to the wall a wooden 
shuttering was fixed around the camera and fi lled with concrete. This concrete completely 
encased the sides and rear of the camera housing, providing protection to the camera housing 
from impacting and uprushing waves (Figure 5.1 2). 
Figure 5.12, Photograph of video camera housing mounted on the wall in concrete, at the 
Alderney field site 
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. 5.3 System Operation 
Routine data collection and battery replacement for both the initial and final data acquisition 
systems were carried out by Alderney Breakwater Maintenance Staff. The collection of the data 
and replacement of batteries from the initial system was discussed in Chapter 4. For the firial 
DACS the procedure was simplified as much as possible and explanatory sheets were produced 
which described the procedure step by step. The DACS procedure included replacement of 
batteries, power up, recovery of the data tape, installation of the new blank data tape, setting of 
the offset timer to synchronise with the WRS, and triggering the new DACS start. Blank 
formatted data tapes were posted from Plymouth to Alderney for use in the DACS and used data 
tapes were then posted back to Plymouth for archiving .and anaiysis. The DACS and associated 
procedure were found to perform well as there were few problems with the DACS and it 
minimised the required number of trips for the author to Alderney which saved on funds. 
The optimal measurement time for the PAT units was at high-water for reasons discussed in 
Chapter 3. Consequently the logging cycle of the system had to be synchronised as closely as 
possible with high water. The period of the WRS was set to 12 hrs 25 min to match it to the 
average duration of the semi-diurnal tide. The duration between consecutive high waters at 
Alderney is quite variable (12 hrs 25 min, +/- 1 hr). To obtain the optimum synchronisation of 
the WRS with high-water at Alderney for a several month deployment the optimum initial start 
time for the WRS had to be calculated. The tide data for 4 months after each deployment was 
input to a spread sheet and the optimum start time calculated by minimising the mean difference 
between WRS start times and the high waters. Using the optimised start time ensured that the 
WRS and DACS maintained the best possible synchronicity with high water over each 
deployment. However when boat access to the WRS was not available the WRS could not 
always be triggered at the optimised start time. 
A summary ofthe measurement periods, number of records recovered, and equipment installed 
over each period, together with the corresponding calibration information is included in 
Appendix 5. 
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Chapter 6 
Data Processing and Analysis 
6.1 General Data Handling 
The data files recorded using the DACS (data acquisition and control system) were logged in a 
multiplexed form as this maximised the data acquisition speed. Once the data files recorded 
on the OAT tapes from Alderney had been returned by post they were downloaded, de-
multiplexed, data quality checked, catalogued and archived. Signal zeroing and calibration 
were then carried out before calculating additional parameters and ~alues for database otitput 
as described in the latter section of this chapter. 
6.1.1 Data Cataloguing and Retrieval 
Digital audio tape (DAD recorders both Jog and retrieve data sequentially. As a result records 
which were stored towards the end of the tape took a long time to retrieve (>30 minutes) due 
114 
to the time taken to access and identify the start of a particular record. To minimise the 
. ' . 
download operator time, a batch file was written which sequentially restored each file from 
tape without operator intervention. The restored files were then compared with a tape 
summary, obtained via software supplied with the OAT drive, to ensure that all the data had 
been correctly retrieved. 
6.1.2 Data De-multiplexing 
All of the data was logged in 12 bit binary format using tWo bytes per reading as this 
minimised the total record size. To de-multiplex the data, segments of data were loaded into 
computer memory and separated into two byte segments, so that each corresponded to a single 
reading. All of the channels were logged sequentially such that the first reading corresponded 
to the first data acquisition channel etc. up to the number of channels (ne). The reading nc+ 1 
then corresponded to channel I again. The sequence of readings was therefore separated 
according to the channel numbers and saved to different file names, so that time series records 
for individual channels were constructed. Of the several software packages and programming 
languages tried for de-mutliplexing the data, MA TLAB was found to be the quickest (::::I 0 
minutes per record on a 486 PC) due to the large number of data points in each multiplexed 
file (11.4 xI 06 for each 1996 to 97 raw data file). 
6.1.3 File Naming Conventions 
A file naming convention was adopted at the start of the field work campaign so that files 
could be easily identified during processing and when analysing the results. The file names 
were used to identify each record and hence were often included within graph and figure titles, 
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(as can be seen in Appendix 8). The filenames were constructed in the form: 
a y mm dd hh . ext 
Where 'a' is a letter to identify the site, in this case A for Alderney. The letters 'y' 'mm' 'dd' 
and 'hh' correspond respectively to the last digit of the year, the calendar month, the day of 
the month and the hour using a 24 hour clock, at which the particular record started. The 
extension '.ext' was 'DA T' for the multiplexed file. After the data was de-multiplexed this 
extension was split into three separate alphanumeric values, such that the first letter 
corresponds to the transducer type (p for pressure, a for aeration and t for temperature) the 
second number corresponded to the transducer position up the wall (see Figure 5.2) and the 
third letter corresponded to the stage of processing (r for raw, z for zeroed, c for calibrated). 
For example the filename 'A6120313.p4z' corresponded to an Alderney pressure data file 
from transducer position 4, which had been zeroed, and which was collected at approximately 
1 PM on the 3rd of December 1996. 
By constructing the filename from the date and time in the order shown it meant that the files 
were automatically sorted chronologically when listed alphabetically, this dramatically 
reduced time when sorting and processing the large number of data files collected. 
6.1.4 Data Quality Checking 
During the de-multiplexing of the data files, the segments which were used to construct the 
individual transducer files each corresponded to a ten second time duration. These segments 
were sequentially appended to the appropriate channel record. In addition to saving each data 
segment the software also performed some preliminary analysis for each segment in order to 
quality check the data. Thus for example the analysis for every transducer involved finding the 
maximum, minimum and mean for each segment. The data from the preliminary analysis was 
stored and then plotted on separate small graphs for each transducer. Data trends and major 
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errors were then identified by a qUick visual inspection of each plot. Preliminary analysis plots 
for six transducers from two PAT units are shown in Figure 6.1. 
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Figure 6.1 A sample section of data quality checking output for two PAT units (6 transducers). 
Showing maximum, mean and minimum values over each time segment for each transducer 
6.1.5 Data Handling and Analysis Software Packages 
Most of the analysis of the field data files was carried out using either MA TLAB or F AMOS 
software. MA TLAB was chosen due to the ease of Matrix manipulation and the large libraries 
of mathematical functions whilst F AMOS has excellent data display and plotting capabilities 
in addition to a useful range of pre-programmed mathematical functions. 
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. Due to the .large nwnber of data points in each file logged by the DACS ( 11.4 million data 
points per record), it was importantto minimise the size of the data files on the hard disc. The 
file size was minimised by saving the processed data in the original logged format of 2 bytes 
per value. Two bytes was not adequate for storing floating point nwnbers, so values were 
stored in the original decimal values (12 bit range from -2048 to + 2048) and then scaled after 
the data was loaded. 
The format described above (2 bytes per reading) was not the standard data storage method for 
either MATLAB or FAMOS (which usually stores thedata from each transducer in a separate 
file). Rather than reconstructing the files into floating point ASCII or binary for ease of access 
by these packages (which would use up to four times the hard disc space), routines were 
written in each language to read in the files and then convert them to the correct format. 
6.2 Wave Loading Pressures 
In order to calculate the pressures on the wall relative to atmospheric pressure, and 
subsequently to calculate forces, moments and impulses on the wall, the logged output from 
each pressure transducer had to be zeroed and scaled in accordance with previously obtained 
laboratory calibrations. 
Tests on the load cell based pressure transducers carried out with a low cost (£22) RS pressure 
transducer amplifier (described in Chapter 4) indicated that there was minimal thermal drift 
even for large temperature variations (>20 oq over a period greater than one hour. A 
considerable length of time was spent in developing the pressure transducers and the 
associated amplifier electronics as outlined in Chapter 4. Each of the resultant PAT unit 
amplifiers included temperature compensation to try and minimise the zero drift. The 
temperature compensation circuit was optimised by modifying 'select on test' components for 
each pressure transducer. 
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For three of the six installed transducers zero drift was not a problem over the duration of the 
record. The Alderney breakwater is highly reflective therefore for most sea states an anti-node 
was produced at the wall and the water would run down below the transducers. At times when 
the transducers were 'dry' the pressure transducer output was constant. This constant offset 
was subtracted from the signal, so that zero values in the new record corresponded to 
atmospheric pressure. A typical record before and after zero adjustment is shown in Figure 6.2 
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Figure 6.2, Zeroing of pressure transducer signals for a pressure unit with small zero drift. 
Upper and lower graphs respectively shows signal before and after zeroing. 
For the other three transducers the zero dpft was often substantial as illustrated by the typical 
record shown in Figure 6.3. Such a signal could not be easily de-trended as it was not 
symmetric about the zero pressure axis and an alternative method of zeroing had to be found. 
At first a simple frequency domain filter was used to try and remove low frequencies and 
hence the zero drift. However this was time consuming due to the large number of data points 
(600,000) in each record and also removed the groupiness which was sometimes evident in 
the wave loading pressures. Instead a time domain method was used. The ' dry time' between 
wave loading events was found from the aeration gauge output for each PAT unit. The mean 
pressure value was then found over a central time period in each ' dry time' which 
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corresponded to the zero (atmospheric) pressure value over each dry time interval. The zero 
values were then linearly interpolated over the 'wet' intervals to calculate a varying zero at 
two second intervals over the whole record, this was found to work to an accuracy of +/-1 bit 
which was equivalent to 0.02% of the full range output. A signal which was zeroed using this 
method is shown in Figure 6.3 below. 
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Figure 6.3, Zeroing of pressure transducer signals for a pressure unit with significant zero drift 
Once the pressure signals from all the transducers in each record had been zeroed, the signals 
could be calibrated: The signals were calibrated according to the pressure transducer 
. -
amplification factor, the load cell amplification factor and the exact size of the pressure 
transducer sensing area. The amplification factors were determined both before and after 
deployment using the calibration methods described in Appendix 4. 
Pressure information such as maximum pressure over the record and pressure variation over 
individual events were then easily found for each transducer over a record. 
The force on the wall is normally (Goda, 1985; Shore Protection Manual, 1984; BS 6349, 
1984) calculated from a vertical array of pressure transducers in 'kN per m run' by integrating 
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the pressure over the area and assuming that there is negligible horizontal spatial variation in 
pressure over a width of lm. Instantaneous pressure values over the wall may be represented 
by a 'pressure profile' such as that shown in Figure 6.4 in which the variation in pressure is 
assumed to be linear between the points of measurement. The force on a unit length of 
breakwater at that particular point in time may then be assumed to be proportional to the 
enclosed area under the profile. Similarly, moments about a specified point of rotation may 
also be found from the same profile. 
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Figure 6.4 Instantaneous pressure profile from Alderney field data. Area beneath the curve may 
be used to calculate total instantaneous force. 
Presswe profiles simjlar to the one shown in Figure 6.4 are included within the design 
. 
guidelines for calculation of forces and moments as illustrated in Chapter 2 (Figures 2.9, 2.1 1, 
and 2.13). They are also used by the research community to display measured pressures from 
field and laboratory tests. 
The force time history for a wave loading event can be found by calculating the area enclosed 
by successive pressure profiles for each set of instantaneously logged pressure data points 
from the start to the end of the event. A similar method can be used for calculating moment 
time histories about a particular point of rotation. 
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Some methods of calculating force and moment time histories in past field and laboratory 
tests have been described in detail and standardised upon within a recent Vertical 
Breakwaters, European Union (EU) field work program (McConnell and Kortenhaus, 1996). 
There are some limitations to the applicability of these methods however, particularly in the 
extrapolation of the pressure profile to higher and lower points on the breakwater which are 
not within the area of the pressure transducer array. Forces and moments from different 
methods of pressure profile interpolation and extrapolation are calculated and contrasted for 
the Alderney field data in Chapter 7. 
The area under the pressure-time curve will henceforth be referred to as the 'pressure 
impulse', and the area beneath the force-time curve as the 'force impulse'. The pressure and 
force impulse were calculated for the Alderney field data over the whole record and for 
individual events. The relationship between force impulse and wave momentum flux is 
investigated in Chapter 8. 
6.3 Water Conductivity, Aeration, Temperature, and Salinity 
The first step when processing the aeration transducer data was to convert the output in bits to 
a reading in volts using the relationship ±2048 bits = ±5 v. The reading in volts was then 
converted to a resistance time series using a second order polynomial derived from :the 
aeration amplifier calibrations for each particular instrument (see Chapter 3 and Appendices 4 
and 5). This process was carried out for all of the aeration gauges, including the reference 
transducer. Each resistance time series was then converted into a conductivity time series by 
taking the reciprocal values and multiplying by the cell constant (calculated from the 
calibration of the particular aeration gauge). These steps are illustrated in the upper graphs of 
Figure 6.6. 
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The condu~tivity time series calculated for transducer number 2, the reference transducer, 
corresponded to the unaerated water conductivity. The conductivity time series for the 
reference transducer was usually found to vary very little over the duration of each record, 
provided that the transducer housing remained permanently immersed during the record. A 
typical reference transducer conductivity output is shown in Figure 6.5 A single value for 
unaerated water conductivity over the record was obtained from the mean of the largest 5% of 
the signal. The 5% value was used to account for signal noise and to avoid calculating the 
water conductivity using sections of the record when water had drained out of the chamber. 
For the record shown this value corresponded to a water conductivity of 4.198 S/m. 
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Figure 6.5 Variation of reference transducer conductivity over a whole record 
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The unaerated water conductivity was used with the conductivity time series for aeration 
transducers 3 to 7 to calculate time series records of void fraction for each transducer. These 
void fraction time series were calculated by applying Equation 2.4 to each transducer record 
(to obtain aeration time series in percent the void fraction time series were then multiplied by 
1 00). The process of calculating aeration in percent from original time series in bits is 
illustrated in Figure 6.6 
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Figure 6.6 Calculation of aeration in percent from the original time series for one transducer. 
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The water temperature was found from the platinum resistance temperature (PRT) sensors 
mounted in each PAT unit. The records of temperature for each unit were converted to volts 
and then to temperature in degrees centigrade by applying the appropriate calibration factor 
for each PAT unit which was found from the laboratory calibrations. 
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The measured temperature varied between water and air temperature as the transducer was 
respectively immersed and then exposed during wave attack. There was a small time Jag for 
the PRT sensor to respond to fast temperature changes due to the rate of thermal conduction 
through the stainless steel aeration gauge, which acted as the PRT housing (see Chapter 3). 
· When the reference transducer was not fully immersed or not operational during a record then 
it was still possible to calculate the aeration signals for the upper six transducers by means of 
the temperatUre records obtained for each unit. 
In order to calculate the void fraction time series using the temperature records the unaerated 
water conductivity still had to be found. The relationship between sea water conductivity, 
temperature and salinity is well documented (e.g. Pond & Pickard, 1989), as they have been 
measured by a large range of oceanographic instruments and used in conjunction with other 
measurements to derive a number of oceanographic parameters. For a site such as the 
Alderney breakwater, situated on a small island in the English Channel with very little land 
run off and minimal fresh water discharge, the salinity would be expected to be approximately 
35ppt +/-1 ppt. (Pickard and Emery, 1982) with very small seasonal salinity fluctuations. 
Variation of conductivity with temperature was calculated from the reference PAT 
temperature sensor and aeration sensor (which measures unaerated water conductivity) for a 
number of records where this transducer was permanently immersed (see Figure 6.7). The 
salinity a:t the Alderney site was then determined by plotting the temperature and conductivity 
values on a graph of constant salinity lines for varying temperature and salinity according to 
Kaye and Laby (1973) in Figure 6.8. This figure indicates that the salinity value was 
approximately 36 ppt and varied very little from record to record (and hence from week to 
week) as anticipated. 
By knowing the salinity at the Alderney site (36 ppt) and the water temperature over the 
record from any of the temperature transducers whilst they were immersed the unaerated water 
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conductivity could then be estimated using Figure 6.8. The void fraction time series could 
then be calculated from this unaerated water conductivity using the method outlined earlier. 
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Figure 6.7 Variation in temperature with conductivity for records from the reference PAT unit. 
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6.4 Wave Data 
The wave data downloaded from the wave recording system (WRS) was stored to disk on the 
download computer as separate ASCII records which each corresponded to one WRS 
rarnpack. Each rarnpack consisted of approximately 670 kBytes of data which constituted a 
fixed number of records. Although the number of records within each rarnpack remained 
constant over each deployment it varied from deployment to deployment depending upon the 
record length. For the 1995 to 1996 data where WRS record length was 676 seconds there 
were 30 records per rarnpack. This reduced to 21 records per rarnpack when the record length 
was increased to 1 019 seconds (in order to obtain better synchronisation between the WRS 
and DACS records). 
The first stage of the processing was to 'paginate' the data. This involved running a simple 
software program which split each rampack into individual records and each record into six 
columns, which each corresponded to a different WRS transducer. The output from paginate 
was in hexadecimal with each hex digit stored in ASCII. Both the first and the last reading of 
each record consisted of four hex digits. The other readings in the record were all two digits 
long as the first two digits were omitted to save memory when originally storing the data in 
theWRS. 
The second stage of the WR data processing was to 'decode' the data using FORTRAN 
software. The decode software converted the paginated data so that all readings were .four 
digits and then converted the readings to pressure in millibars (using calibrations obtained 
from laboratory tests prior to the equipment deployment). Decimal number format was used 
and the data again stored in ASCII. A file header was also created to include some record 
information. Figure 6.9 shows a header and some data from the start of a decoded Alderney 
record. 
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FILE PATH/NAME 
CALIBRATION FILE 
1ST FILE DECODED @ 
FILE CREATED BY 
VERSION 
: C : \wrl\data\dio2r0 . A02 
: C: \wrl\data\dio2r0 a . cal 
: 22 Oct 97 1455 : 37 -
: DECODEfl 
FIRST FILE DECODED 
: 1 - 11.5 . 94 
:C:\wrl\data\dio2rO .p00 
WAVE RECORDER : WRl System 1 
MOD STANDARD : Deployment I 
RTC ERR . (RTC/CORRECT) 
REF. I/P FOR ADC (V): 
PROG . 0/S VOLTAGE (V): 
PROG . GAIN 
GAIN OF I/P AMP 1 . 0000 1. 0000 1.0000 
I/P RESISTOR (OHMS) : .0000 . 0000 .0000 
TR . 0/P @ ZERO P . (V, mA) : . 0084 - . 0022 . 0072 
TR . SENS. (mA, mV /BAR) : 1. 24 92 1.2483 1.2483 
OVERAL 0/S ERRORS (mBAR) : 5 . 80 -4 . 90 1. 30 
OVERALL GAIN ERRORS (/1 ): .0000 . 0000 . 0000 
LOCATION :Alderney 
TR. LAYOUT :Dep I 
OP . START TIME (GMT) :26 Nov 96 1805:00 
TIME 1st READING , (GMT) :27 Nov 96 0629:59 
DATA ELEMENT VALUES : Abs. Pressure (mBAR) 
DATA ARRAY COLUMNS 
DATA ARRAY ROWS 
READING INTERVAL (s): 
System 1 was previously system 4 
AC 22 .10 . 97 full calibration applied 
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Figure 6.9 Sample output from a WRS 'decoded' record showing the record header and first 
five pressure data readings in millibar from six WRS transducers 
The atmospheric pressme was then subtracted as an offset from each pressure transducer data 
record so that the signal was relative to atmospheric pressure. The atmospheric data was found 
for each individual record by downloading atmospheric pressure data from the World Wide 
Web for Guernsey Airport. The airport is approximately 25 miles from the Alderney 
Breal.'Water and also situated on an island within the English Channel. The pressure data was 
then detrended with a second order polynomial fit to remove the tide as recommended by 
Goda (1984). To convert the sea bed pressure data to surface elevation a simple linear scaling 
could not be used as higher frequency waves are attenuated significantly more than low 
frequency waves through the water column. The attenuation of a surface wave of a particular 
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frequency with water depth is easily calculated by linear wave theory. Surface elevation was 
therefore calculated by fast Fourier transforming the data, then applying an appropriate scaling 
to the energy of each frequency bin and inverse Fourier transforming the data whilst 
maintaining the phase data. This method of calculating surface elevation was outlined by 
Guza and Thomton (1980) and the implementation of this method for the WRS wave data is 
described. in more detail in Davidson ( 1992). 
The surface elevation files were then used to derive parameters such as significant wave 
·height, spectral moments, peak frequency anq incident and reflected wave information as 
described in Chapter 2.3 and Appendix 2. The results from the wave data analysis and the 
relationship between wave and pressure parameters are discussed in Chapters 7 and 8. 
Appendix 6 contains a chronological summary of some of the important wave data parameters 
derived from the above analysis. 
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Chapter 7 
Temporal and Spatial Wave Loading Pressures 
7.1 Calculation of Temporal Forces 
Instantaneous pressures produced by wave loading on a coastal structure, and measured by a 
vertical array of pressure transducers are often represented by a pressure profile (as described 
in Chapter 6.2). At a particular instant in time it is usually assumed that, provided that the 
measurement transducers are closely spaced, the spatial variation in pressure between two 
adjacent transducers may be represented linearly. An instantaneous pressure profile can then 
be produced over the height of the transducer array as was illustrated in Figure 6.4 
In order to test the validity of the design procedures described in Chapter 2 and to develop 
new methods, it has often been found necessary to estimate the total force on the whole of the 
structure. If the array of pressure transducers does not extend to both the base and the top of 
the structure then the instantaneous pressures measured at other elevations may be 
extrapolated to estimate the full vertical pressure distribution. A commonly used method of 
extrapolation (e.g. McConnell & Kortenhaus, 1996) has been to linearly· extrapolate the 
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pressure measured by the two lowest and the two highest pressure transducers to obtain the 
estimated pressure at the bottom and top of the structure. This method was used to produce 
the uppermost point and the lowest point in Figure 6.4. A force time history may then be 
obtained by determining the areas under a succession of pressure profiles. This procedure can 
be carried out over the whole record duration for consecutive data points to calculate a full 
force time record. 
Using the method of pressure extrapolation described above a force time history was 
. calculated over an area equivalent to the wh<?le height of the wall for a 1m run, which is 
illustrated for a single wave impact duration in Figure 7.1 Within Figure 7.1 the uppermost 
pressure-time history 'PS' has been linearly extrapolated from 'P7' and 'P6' and the lower 
pressure-time history 'Pl' has been similarly extrapolated from 'P2' and 'P3'. The lowest 
graph shows the resultant force time history calculated using 'PI ' to 'PS'. 
Close examination of the force time histories produced by a simple application of the above 
method indicated that it suffered from a number of inherent problems. For example an 
inaccurate feature of the calculated force record was the large negative pressure (throughout 
this text negative pressure is defined as any pressure below atmospheric) which can be 
observed in Figure 7.1 at 204.4 seconds. Negative pressures have previously been measured 
during laboratory and field tests in the form of a large pressure oscillation during the start of 
the impact event, but these negative pressure events were of small duration and amplitude. 
The negative pressures can not physically be less than vacuum pressure (i.e. I 00 kPa below 
atmospheric) however pressures lower than vacuum were indicated for both of the calculated 
pressures 'P1' (-250 kPa) and 'PS' (-2SO kPa). These large negative pressures occurred when 
either P7 or P3 was significantly larger than P6 or P2 respectively due to the spatial separation 
between P1 and P2 and P7 and PS. To overcome this inaccuracy the force time history was 
recalculated by disregarding negative pressures at P1 and PS. This has been illustrated in 
Figure 7.2, where new time histories for PS, P1 and F have been produced. Although this 
method successfully removes the negative pressures, a large impulsive pressure is predicted at 
the top of the wall. Pressure profiles of this type have not been observed, the predicted large 
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Figure 7.1 , Extrapolated pressures at top of wall 
(p8) and base of wall (p1) together with measured 
pressures (p2 to p7) and force calculated from all 
8 pressure transducers, for one impact event. 
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Figure 7.2, Extrapolated pressures with negative 
values ignored at top (p8) and base (p1) of the 
wall together with measured pressures and force 
calculated from all 8 transducers. 
impulsive pressure is due to the time Jag between impulsive pressures at P6 and P7 and hence 
thought to be inaccurate. The result of this impulsive pressure in the force time history is a 
spike during the pressure impulse caused by the large influence of the over predicted pressure 
at P8. Consequentially this method of pressure and force time-history calculation was also 
considered to be unsatisfactory. 
An alternative method of estimating the pressure time history was to assume that P7 acted 
uniformly to the top of the structure and that Pl acted uniformly to the base of the structure. 
· The resulting force time history calculated in this way is shown in Figure 7.3, which indicated 
that the force time graph appears less unusual than in Figures 7.1 and 7.2. The contribution of 
P7 and P2 significantly biased the curve however, as they were effectively acting over five 
times the area of the other transducers, which produced a noticeable discontinuity in the initial 
section of the force time curve. 
Due to the problems inherent in extrapolating the pressure distribution to the full height of the 
structure, as outlined above, none of the methods were deemed satisfactory. The force time 
curve was therefore calculated only over the area of the array per metre breakwater width. The 
resulting force time curve (Figure 7.4) does not show the anomalies caused by the 
extrapolation of pressure profiles as identified above. 
From close examination of the pressure time histories in Figure 7.4 it can be seen that the 
impact did not start simultaneously at all elevations but happened progressively as the 
impinging wave rushed up the wall. The measured pressures also returned to zero one after the 
other as the wave receded down the wall. 
In all the above methods the pressures recorded from the transducers in the centre of the array 
were assumed to act over an area equivalent to the transducer spacings (as a linear variation in 
pressure was assumed to occur between each transducer). In certain instances a pressure 
impact may act over only a small area of the transducer array at any instant in time. In this 
case it was possible that a linear spatial interpolation of pressure, did not adequately resolve 
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Figure 7.4, Measured pressures together with the 
force calculated over only the height of the array 
(for one metre structure width) for a single impact 
event. 
the impact area. This problem may have been overcome by using an increased number of 
pressure transducers, but this was not a possibility at the Alderney field site. To determine the 
effect of the area of the rising pressure impact on the force time history a computational 
method was used to estimate interpolated pressure time-histories between transducers. 
The pressure traces were interpolated in both space and time to obtain further pressure traces 
at a number of height intervals in between the measured pressure traces (illustrated in Figure 
7.5). To achieve this all the measured pressure traces were stretched out, by interpolation 
· between the data points, to approximately one.hundred times the original length so that they 
all had the same number of data points between the start and end of the impact. The start and 
end times of the pressure impact at each transducer were determined by the exceedance of 
threshold values from the eo-located aeration gauge trace. The two exceedance values 
respectively indicated when the water first came in to contact with the transducer and the time 
when the water was last in contact with the transducer. Intermediate pressure traces were then 
linearly interpolated between the stretched traces and compressed in time by decimation. The 
durations of the traces were estimated on the assumption that there was a linear variation in 
the start and end times between the elevations at which measurements were taken. A zero 
pressure section was introduced at the start of each interpolated trace to create a linear Jag 
between start times of adjacent traces up the wall. The resulting interpolated real time traces 
with start time lags are shown from two perspectives in Figure 7.5. This figure indicates that 
the interpolation method produced reasonable results, as there was a gradual time Jag to the 
start of each trace and a similar trend for the impact section of each trace. 
The total force, over the area of the interpolated array in Figure 7.5, was then found by 
summing each curve over the appropriate areas, which were now considerably smaller than 
the transducer spacing. The resulting total force curve is shown in Figure 7.6. This figure also 
shows the total force curve calculated from just the 6 measured pressures curves over the 
same area. The difference between the two curves is shown as a time trace at the bottom of the 
same graph. Figure 7.6 indicates that generally the two curves are very similar; although .minor 
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differences occur between the two force time curves predominantly around the impact section. 
Given the good agreement it was concluded that a time and space interpolation to calculate 
force was therefore not warranted for the purpose of further analysis of the data. 
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Figure 7.5, Three dimensional plots of pressure time history Vs height above Chart Datum (CD) 
for one impact from two perspectives. Pressure time histories have been interpolated in both 
space and time between the transducer locations. 
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7.2 Calculation of Temporal and Spatial Moments 
The total moment about a particular point of rotation may be calculated from integrating the 
pressure multiplied by the height above the point of rotation, from the base to the top of the 
wall. The limitations in extrapolating data to calculate forces over the height of the structure 
which were discussed at the start of section 7.1 were found to also exist when calculating the 
moments about a particular point of rotation. In order to avoid the problems inherent in 
moment extrapolation, the moments were also only calculated over the extent ofthe array. 
The total force and total moment (about the toe of the wall) are shown for two instantaneous 
pressure profiles from one Alderney field data record in Figure 7. 7. This illustrates that 
although the magnitude of the instantaneous force is the same in both cases that the shape of 
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the pressure profile and the total moment are different. A change in the pressure profile as 
illustrated in Figure 7.7 could change the most probable mode of failure from sliding to 
overturning. Consequently, when designing a coastal structure it is important to have accurate 
knowledge of the shape of the pressure profile in order to predict the likely failure mode. The 
shape of the pressure profile is therefore significant in the design of a coastal structure for 
accurate prediction of the likely failure mode. The current design methods use the predicted 
pressures from the maximum force profile to calculate the maximum moment profile (i.e. it is 
assumed that the maximum moment and maximum force both result from the same pressure 
distribution). To the best of the authors knowledge however, this had not been substantiated 
by either field or laboratory measurements. 
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Figure 7.7, Two plots of pressure profiles from the same record, the force calculated from each 
profile is the same but the moments (about the toe of the wall) calculated from each profile 
differ. 
The magnitude of the moment is strongly dependent upon the vertical location about which 
the moment is calculated. However the moment is independent of the horizontal location of 
the point of rotation as the measured pressures, which are used to calculate the moment, are 
perpendicular to the wall and hence parallel to the horizontal axis. 
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Figure 7.8, Force calculated over the area of the 
array (bottom) together with different moments 
calculated over the same area. Moment MO is 
calculated about the toe of the mound (at CD) 
whereas M1 to M4 are calculated about elevations 
at 2m intervals above the toe. Thus M4 is the 
moment about an elevation of +8m CD. 
The moment time history was calculated for all 
1996-7 records (from the six pressure transducer 
time histories) over the height of the pressure 
transducer array for lm wall width. Five different 
moment time histories (computed from the 
pressure records for a single impact) are shown in 
Figure 7.8 together with the corresponding force 
time history (bottom graph). The moments were 
cafculated about horizontal axes lying at different 
elevations in a vertical plane parallel to the face 
of the wall. The bottom trace (MO) in Figure 7.8 
was calculated with the axis at an elevation at the 
toe of the wall, which was at Chart Datum (CD). 
The other traces were calculated as the elevation 
of the axes was increased by 2m increments up 
the wall, such that the middle trace (M2) was 
calculated about +4m CD. From these curves it is 
shown that both the magnitude and the shape of 
the moment curves change as the height of the 
point of rotation moves up the wall. In the 
uppermost curve the height of rotation is above 
MWL, which was where the maximum pressure 
was measured, and as a result the moment is 
negative. The curve immediately below this (M3) 
was situated at approximately MWL in the midst 
of the transducer array and hence the moments 
above and below the point of rotation tended to 
cancel out, resulting in a moment curve of small 
magnitude. 
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To determine whether it was applicable to use the design pressure profile for calculating the 
maximum force to calculate the maximum moment, comparisons were made for each record 
between the moment profiles calculated from the measured pressures at the time of maximum 
force and the measured pressures at the time of maximum moment. 
The maximum moment about CD over each full record was found for 52 records from the 
1996 to 1997 deployment. For each record the moment about CD was also calculated using 
the. pressure values at each transducer occurring at the time of maximum force. By comparing 
· the maximum moment with the moment obtained from the pressure profile at the time of 
maximum force it was possible to determine whether this profile was an adequate 
representation of the pressure profile at the time of maximum moment for moments calculated 
about CD. A single comparison of these moments would not suffice however as it had been 
identified that the precise magnitude and form of the moment time history was dependent 
upon the height of the point of rotation. The process was repeated therefore for CD +2, +4 and 
+6m. The plots of maximum moment vs. the moment calculated from the pressure profile at 
the time of maximum force are shown in Figure 7.9. By definition the moment calculated 
from the pressure profile at the time of maximum force occurs at some unspecified time 
within the moment time history of each record and hence can not exceed the maximum 
moment during the record, this is shown within all four plots. For the three plots at lower 
elevations it is evident that only a small under estimate in maximum moment is found by 
using the pressure profile at the time of maximum force rather than the maximum moment 
curve. This is not the case for the fourth plot where, for the majority of the records, the 
moment has been calculated above mean water level (MWL) giving small total moments as 
indicated in Figure 7.8. From this large data set of 52 twenty minute records it was illustrated 
that the use of the maximum force profile to estimate maximum overturning moments is 
reasonably accurate provided that the moment is calculated below MWL. From the analysed 
records below MWL the largest moment underestimate was 12.5 %, as shown in Figure 7.9 
(CD +4m). 
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Figure 7.9, Comparisons at four different elevations of maximum moment over a record verses 
moment calculated from the pressure profile at the time of maximum force. The moments 
shown were calculated for 52 wave loading records from 1996-7. 
Appendix 7 contains chronological summary plots of the pressure data, which show maximum 
pressures, forces, and moments about CD for each of the records from the 1996-7 deployment, 
The same plots in Appendix 7 also show incident significant wave heights, which were useful 
for cross comparisons with the data in Appendix 6. 
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7.3 Comparison of Alderney Field Results with Design Formulae 
The pressure profiles and total forces predicted by the three design methods (Goda, 1985; 
Minikin, 1963; Blackmore & Hewson, 1984) described in Chapter 2 were calculated for the 
Alderney site and compared with the 1996-7 Alderney field data. The wave data needed to 
make these predictions was derived from measurements taken by the sea bed wave recording 
system, and the pressure profiles were found from the vertical array of pressure transducers on 
the breakwater. 
The design formulae were applied to the Alderney site as closely as possible to the methods 
which would be used by the designer of a coastal structure. Thus the three methods were 
implemented as outlined in Goda (1985), Shore Protection Manual (1984) and BS6349 (1984) 
which detail the separate steps which must be followed. 
The three design formulae were coded into computer models. These models required different 
inputs, which were derived according to the physical layout of the Alderney field site and the 
definitions specified in the respective design formulae. 
To simplify application of the models to the Alderney site the profile of the rubble mound was 
approximated to a two component slope and the gently sloping sea-bed from the base of the 
motind approximated to a single gradient. The gradients were based on survey data obtained 
from a survey of the mound and foreshore by UoP divers. The measured profile is shown 
together with the approximated profile in Figure 7.1 0. The gradients and locations of the 
mound and sea bed slopes were chosen in order to minimise the difference between the 
approximated locations and the measured locations. It can be seen in Figure 7.10 that both the 
two component slope of the mound and the sea bed slope are reasonably accurate 
representations of the measured profiles, 
Using these approximated profiles the toe of the wall was determined as at Chart Datum (CD), 
the change in mound slope as -3.1m CD and the toe of the mound was -10.2m CD, with the 
three respective slopes being 1 : 10.7, 1 : 4.7, and 1 : 141. The water depth below CD at a 
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Figure ~.10 Measured Alderney profile and approximated profile used for calculations 
particular distance offshore of the wall toe was then easily calculated within each model using 
the location and gradient of each approximated slope. 
Determination of a single extreme design wave height and period for a particular structure 
using any of the 3 design methods involves the use of offshore wave data which is refracted 
and shoaled onshore to a particular location close to the structure. In calculating the extreme 
design wave height at the structure none of the models incorporate the reflected wave height 
and hence the design wave height predicted at the structure is an incident wave height (H;). 
The design wave height and period, principal direction, water depth and structure 
configuration are then all used as inputs in the design formulae to calculate a design pressure 
profile for the vertical section of the structure (as described in Chapter 2.4). 
At the Alderney site the wave conditions were measured by an array of six sea-bed pressure 
transducers located immediately in front of the structure mound (precise locations detailed in 
Appendix 5). The process of refracting and shoaling the wave data from off-shore to the shore 
line which is used in the models, was not applied in entirety to the measured Alderney wave 
data as it was measured immediately offshore of the structure mound. The six significant 
wave heights (Hs) obtained from the pressure transducers were dependent upon the precise 
location of the transducer offshore as they are composites of the incident and reflected 
significant wave heights Hs; and H.,. The measured significant wave heights at the 6 locations 
could not therefore be directly used to calculate a single design wave height. Substantial 
further analysis of the wave data was required in order to derive a design H; together with 
corresponding period, peak direction and mean water depth at the structure, as inputs to the 
models. A simple 2-D wave data analysis reflection model would not suffice as particular 
outputs, such as the total height of the pressure profile in Goda's model, have a strong 
dependence upon angle of wave approach. To obtain the parameters such as angle of wave 
approach and incident and reflected wave heights, a 2-D Maximum Likelihood Method model 
(MLM) was used as described below. 
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7.3.1 Application of an MLM model to the Alderney wave data. 
The MLM wave data analysis method for 2-directional sea states was briefly described in 
Chapter 2.3. A MLM model previously developed at UoP for the WRS was used in this 
application. Details of the model used and its application are described in Ilic et al. ( 1997). 
The inputs to each model run for the Alderney site were, the six surface elevation records 
derived from the measured sea-bed transducer pressures and the six transducer locations 
derived from the yearly transducer survey. Parameters such as frequency cut off, bin width, 
and FFT lengths were optimised and determined through discussions with the model author 
(pers. comms. S.llic) and trial model runs. 
A small number of synthetic wave data records were generated for the Alderney site and 
applied to the model to ensure that the model had been correctly applied to the site and to test 
accuracy. It was found that the directional analysis was accurate to one direction 'bin', in the 
case of the Alderney MLM routine wave direction was split in to 60 different bins, 
corresponding to a 6° resolution in wave direction of the peak frequency. Incident wave height 
was predicted to a high accuracy (<5% deviation), however there was a slight over-estimate in 
reflection coefficient (typically 5 to 10%) which resulted in a corresponding over-estimate of 
reflected wave height. These results were confirmed by previous tests as a number of more 
rigorous tests had been performed by the developer of this model, for a different site (Ilic, 
1999). Appendix 6 contains chronological summary plots of particular MLM ouputs for the 
whole 1996-7 deployment. 
The outputs from each model run consisted of statistics from the individual analysis of each 
transducer record, including mean water depth, significant wave height, first five spectral 
moments and peak frequency. Global outputs from the analysis of the six transducers included 
incident wave height, reflected wave height, corresponding reflection co-efficient, direction of 
peak frequency, and mean direction over all frequencies. These outputs were used as inputs to 
the three different wave impact prediction models. 
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7.3.2 Application of a refraction model to the Alderney wave data. 
The wave data parameters derived from the MLM model were calculated for the location of 
the array, which was situated where the sea bed slope was relatively flat (1:141). Between the 
wave recorder array and the instrumented breakwater wall there was a considerable reduction 
in water depth and hence significant refraction occurred over the mound. The design formulae 
include an angle of wave approach parameter, which is defined at the wall. In order to make 
an accurate estimate of this parameter it was necessary to refract the wave data over the 
mound from the wave recorder array to the wall. 
The process of wave refraction, which may be described as a change in angle of wave 
approach due to change in water depth, is covered in many texts (e.g. Kinsman, 1965). For the 
Alderney wave data the wavelength and direction corresponding to the incident peak period 
were refracted over the two component slope of the mound. The wave refraction was coded as 
a simple finite difference model and was used to determine the angle of wave approach at the 
toe of the breakwater wall. Figure 7.11 was produced from a data set examined in this study 
and shows the profile of the mound together with the change in wavelength over the mound 
and the change of wave approach angle over the mound. 
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Figure 7.11 , Application of a wave refraction model to Alderney wave data. Top, middle and lower graphs 
respectively show: mound and sea bed profile, wavelength over the profile, angle of wave approach (~. 
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Input parameters to the refraction model were angle of wave approach at the array, sea bed 
profile, water depth and peak period with the output being the angle of wave approach at the 
wall toe. This model was applied to all of the 1996 to 1997 data sets examined in this study 
with the model outputs used in the design procedures described below. 
7.3.3 Determination of Design Wave Height and Period from Directional Spectra 
All three design methods require a single extreme design wave height and period to be 
calculated from the incident wave spectra. Goda (1984) formulated equations for calculating 
these parameters which are described in detail in his text. The relevant equations used to 
calculate design wave parameters from the analysed Alderney wave data are described below. 
For multi-directional sea states Goda estimates a significant wave period T113 (referred to here 
as Ts), from the spectral peak frequency /p using the following equation developed from field 
data, which was initially collected and analysed by Mitsuyasu (1975) : 
1 
JP= l.OST, 
Re-arranging the equation gives Ts in terms of Tp the spectral peak period 
7.1 
7.2 
This significant wave period was then used together with the significant wave height 
(determined as specified in section 7.3.1) to calculate the structure design wave height, period 
and wavelength. Here the design wave height Hmax and the design wave period T max 
correspond to the predicted height and period of the highest wave in an incident wave train or 
wave record. 
Goda states that the design wave period is empirically related to the significant wave period Ts 
and that the average ratio of periods can be described by : 
7.3 
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Goda also calculates the design wave height based upon the ratio of Hmax to Hs, where the 
most probable value of Hmax is given by: 
Hmax = 0.706.jlnN0 Hs 7.4 
Here No is the number of waves within the wave train or record. The value No was not simple 
to define or to calculate for a highly reflective field data record. As a result No was estimated 
for each wave record from the record length Tdur and the significant wave period Ts using: 
7.5 
7.3.4 Application of the Goda Design Formulae to the Alderney Field Site and Data. 
The design wave height and period, principal direction, water depth and structure 
configuration as described in the earlier sections were all used as inputs to the Goda design 
formulae to calculate a design pressure profile for the vertical section of the structure (as 
described in Chapter 2.4). 
The force found from the pressure profile calculated by the Goda method corresponds to an 
effective sliding force on the caisson. As the rear of a caisson breakwater is subject to a 
hydrostatic force such as that shown in the profile in Figure 7.12 Goda has subtracted this 
force from the total force on the front of the caisson so that it may be neglected within the 
sliding calculations. In order to compare the measured maximum force at the wall with the 
force calculated from the Goda method the hydrostatic force was added to the hydro-dynamic 
force as illustrated in Figure 7.13. 
Landward Seaward 
ML 
. . 
-. 
·-- d --· 
·-- Hydrostatic Force = (area) = pg 
'· ·· · -··" 
.... .. . . ....... ~•toUo Pre""re = pgd / 
Figure 7.12, Hydrostatic forces acting on landward and seaward sides of a caisson breakwater. 
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Figure 7.13 Calculation of total pressure profiles from hydrostatic & hydrodynamic components 
for 3 design methods; Goda (top), Minikin (middle), Blackmore & Hewson (bottom). 
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In the application of the Goda model the design wavelength was calculated iteratively using 
the design wave period and the water depth at the toe of the mound. These parameters varied 
for each wave data record depending upon the tidal level and incident wave spectra and hence 
were calculated for every data set. 
The pressure components from the Goda model are calculated in units of ton/m2 and hence the 
pressure outputs from the model were multiplied by acceleration due to gravity (9.81m/s2) to 
coqvert to standard pressure units of kPa. A quick verification that the model had been 
correctly coded was obtained by using inputs from a worked example (Goda 1984) as inputs 
to the model and comparing the wavelength, elevation, moment, and pressure outputs. All of 
the outputs were identical except for small rounding errors within the text calculations. 
7.3.5 Application of the Minikin Design Formulae to the Alderney Field Site 
The design wave height and period, principal direction, water depth and structure 
configuration as described in the earlier sections were all used as inputs to the Minikin design 
formulae to calculate a design pressure profile for the vertical section of the structure 
(described in Chapter 2.4). 
The total pressure profile calculated by the Minikin method consists of two components, the 
hydrostatic and the hydrodynamic profiles. Unlike the Goda formulae the hydrostatic profile is 
assumed to extend to the crest of the incident wave i.e. the mean depth at the wall plus the 
design wave amplitude. The two profiles are calculated separately and summed together as 
shown in Figure 7.13. 
The design wavelength was calculated iteratively using the design wave period and the water 
depth at the toe of the mound as in the Goda model. Verification that the model had been 
correctly coded was obtained by using inputs to the model from two worked examples 
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(Minikin 1963 & Shore 1984) and comparing the elevation, moment, force and pressure 
outputs. All of the outputs were identical except for small rounding errors in the calculations 
within the text (Minikin 1963 & Shore 1984 ). 
The relationship between the pressure and height up the wall is parabolic within the region of 
+/- 1 wave amplitude around MWL for the Minikin hydrodynamic pressure (Figure 7.13). The 
relationship required to calculate hydrodynamic pressures at particular elevations up the wall 
is not explicitly formulated within either the Shore Protection Manual or Minikin's text. The 
· formulae for maximum pressure and the total force are included however and it was evident 
that the pressure decay from the maximum was symmetric about MWL. Hence the 
relationship between pressure and elevation was found by differentiating the expression for 
force and substituting the known pressure values. The pressure Ph at a particular elevation was 
then found by using: 
Where h is the elevation up the wall and is zero at MWL 
7.3.6 Application of the Blackmore & Hewson Design Formulae to Alderney Field Site 
The design wave height and period, principal direction, water depth and structure 
configuration as described in the earlier sections were all used as inputs to the Blackmore & 
Hewson design formulae to calculate a design pressure profile for the vertical section of the 
structure (described in Chapter 2.4). 
The total pressure profile calculated by this method again consisted of two components, the 
hydrostatic and hydrodynamic profiles, which were calculated separately and summed 
together as illustrated in Figure 7.13. It can be seen that the hydrostatic profile is identical to 
that used by Minikin. 
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The design wavelength was calculated iteratively using the design wave period and the water 
depth at the toe of the wall, unlike the other models where it was calculated at the toe of the 
mound. Verification that the model had been correctly coded was obtained using parameters 
from a publication (Blackmore & Hewson 1984) as inputs to the model and comparing the 
force and pressure outputs with those in the publication. All of the outputs were identical 
except for small rounding errors within the text calculations. 
7.3.7 Comparison of measured and predicted pressur·es and forces 
The results obtained from the three design methods, were compared with the pressure data 
records from the 1996 to 1997 winter deployment (when six PAT transducers were 
operational). During this winter deployment a total of 54 records were collected using the 
DACS on the breakwater wall. Not all of the breakwater wall records were logged 
synchronously with the wave data, nor was there always sufficient wave activity to produce 
repetitive wave loading on the transducers. The maximum pressures measured in each record 
were compared with the predicted extreme pressure profiles. The wave loading events which 
corresponded to the time of maximum force in a record were a mixture of wave impact forces 
and non-impact forces. Appendix 8 shows the event which contains the maximum force for 
each record together with the events which contain the maximum pressures from transducers 
2, 3 and 4 in each record. The appendix illustrates the variability in the form of the wave 
loading trace and also shows that the maximum pressures at one tranducer within a record did 
not always occur in the same event as the maximum pressures at the other transducers or in 
the same event as the maximum force. 
Due to the variability of the records in terms of synchronicity, activity and impacts the models 
incorporated an algorithm which classified each record according to these parameters. The 
classifications were used to ignore records which were non-synchronous and had little activity 
and to separate impact and non-impact records for the plotting of results. The two records 
152 
(a7021313 & a70211 00) included the largest impact pressures and were of particular interest. 
Unfortunately these records were not measured synchronously with wave data and hence 
inclusion within this analysis was obtained by using wave data from the most closely 
synchronised record. 
For each analysed field data record the maximum force in each record was found, together 
with the corresponding six pressure values (from which the force was calculated). The forces 
were calculated over the area of the pressure transducer array in accordance with the method 
· discussed in Section 7 .1. The pressure profiles ealculated using the three design methods were 
each initially calculated for the full height of the wall and then they were integrated over the 
height of the array. This ensured that the predicted forces were calculated over the same area 
(the height of the array for one metre run of structure) as the measured force. Pressure profiles 
from the field results and the models, which were subsequently used to calculate forces, are 
shown for 3 of the 52 records in Figures 7.14 to 7 .16. 
In calibrating their models both Minikin and Blackmore & Hewson calculated the maximum 
force during a particular impact by finding the maximum pressure recorded at each transducer 
and integrating these vertically up the wall. The force calculated by this method is referred to 
through this text as the pressure envelope force. The pressure envelope force will always be 
greater than the maximum instantaneous force during a record unless all maximum pressures 
occur at the same time (in which case both forces are equal). To determine the difference 
between the pressure envelope force and the maximum force and their profiles they were both 
compared with the calculated model results. 
Three examples of comparisons for individual field data records are shown in Figures 7.14 to 
7.16. In each figure the upper chart shows the predicted data compared with the maximum 
force and the lower chart shows the same predicted data compared with the pressure envelope 
force. The rectangular profiles of the field data forces also indicate both the method of force 
integration and the extent of the array. The symbols (o,+,x, *)on the plots show the measured 
and predicted values at the transducer locations. 
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Figure 7.14, Measured and predicted pressure profiles for maximum event in record a6112807. 
Upper graph shows predicted results compared with measured pressures at the time of 
maximum instantaneous force, lower graph shows the same predicted results compared with 
maximum pressures recorded at each transducer over the record (pressure envelope). 
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Figure 7.15, Measured and predicted pressure profiles for maximum event in record a6112908. 
Upper graph shows predicted results compared with measured pressures at the time of 
maximum instantaneous force, lower graph shows the same predicted results compared with 
maximum pressures recorded at each transducer over the record (pressure envelope). 
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Figure 7.14 shows the predicted and measured pressure profiles from a non impact record. For 
the non-impact events the pressure varied slowly at each transducer and usually at the time of 
maximum force all pressure transducers were recording a value near to the individual 
maxima. This can be seen by comparing the pressure profile for maximum force (upper 
diagram) and the pressure envelope profile (lower diagram). It can also be seen that a 
particularly good fit was predicted by the Goda method, which was developed for non-
impacting waves. The two other methods significantly over predict the maximum force and 
pre.ssures as the methods were developed only for impacting waves (see Chapter 2.4). 
Figures 7.15 & 7.16 show predicted and measured pressure profiles from two records where 
the maximum wave loading events were impacts. In the case of the measured impact data it 
can be seen that there was a large amount of variability in the shape of the maximum force 
profile and the pressure envelope profile. Figure 7.15 showed a much better fit to the 
Blackmore and Hewson design method whereas Figure 7.16 showed a much better fit to the 
Minikin design method. In both cases a better fit was obtained to the pressure envelope forces 
than the maximum measured forces by these two design methods. The predicted Minikin 
profiles were more representative ofthe shape and magnitude of the measured impact pressure 
profile for the majority of the impact records. The Goda method significantly under predicts 
the impact pressure profiles in both of these figures. 
To display the results from the analysis of all the 1996 to 1997 records of interest, the 
predicted and measured forces from each record were plotted against each other for impacting 
and non-impacting events in Figures 7.17 to 7.20. Figures 7.17 and 7.18 show maximum force 
verses predicted values and Figures 7.19 and 7.20 show pressure envelope force verses 
predicted values. First order best line fits with zero intercept were also calculated for each 
predicted set of results as shown. 
From the analysis of predicted and calculated non-impact force (Figure 7.17) it can be 
observed that in general the Goda method predicted the measured non-imp~ct forces quite 
accurately with a best line fit gradient of 1.20. Both the Minikin method and Blackmore & 
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Hewson methods tended to substantially over predict for the non-impact records. 
From the analysis of predicted and calculated impact force (Figures 7.18 & 7 .20) it can be 
observed that in general the Goda method under predicted, and the Blackmore & Hewson 
method tended to over predict. The best overall estimation of maximum force was obtained by 
the Minikin method. It should be noted however that in one case the Minikin method 
substantially underpredicted the maximum measured force, which would imply that the use of 
this method could be unsafe for structure design. An overall improved fit is obtained by the 
· Minikin method to the pressure envelope forces. Similarly the Blackmore & Hewson method 
showed a better fit to the pressure envelope forces. 
In Figure 7.21 the pressure envelope forces and the maximum forces from the 1996 to 1997 
records were calculated and plotted against each other. A large discrepancy between pressure 
envelope forces and the maximum force is shown for the impact forces, which is due to the 
large spatial and temporal variability of the pressure profiles. Linear best line fits were applied 
to the impact and non-impact data (Figure 7.21) and show that for non-impacting events the 
ratio between these forces approximated to 1:1.10, which was expected due to the relatively 
slow temporal variation of these records. There was a notable difference for impact events 
where this ratio was 1:1.69 as the sharp pressure peaks at the lower transducers had often 
substantially decayed by the time the maximum pressure occurred at a higher transducer. Both 
the Minikin and the Blackmore and Hewson design methods were calibrated empirically using 
data from pressure envelopes, hence it is not surprising that the maximum measured forces are 
over predicted and that both methods exhibit a better fit to the field envelope data for the 
impact events. 
The Blackmore & Hewson and Minikin methods were both developed and calibrated for 
impact data only and hence for impact records there is a reasonable prediction of the pressure 
envelopes. The results indicate that the Minikin profile can be used to obtain a reasonable 
estimate of the maximum pressure at any particular location up the wall. The predicted total 
force should in most cases however be treated as an upper limit due to the calibration of the 
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model with the pressure envelope force. An attenuation factor of approximately 0.5 applied to 
the predicted force gives a substantially better overall agreement to the maximum forces 
predicted with the Minikin method for the impact results within this study (Figure 7.18). 
However the Minikin method should be applied with caution as in some cases it results in 
substantial under prediction of the force as discussed above. 
900 
• 850 r--- • Impact forces 
800 1- <> Non impact forces 
-- Linear fit (impact forces) 
750 
700 
1-
--Linear fit (non impact forces) / 
/ 
c 650 
:I 
.. 
E 600 
.. 
!. 550 z 
~ 
Cl 500 
!:! 
0 
450 ~ 
!. 
.2 400 
Cl 
> c 350 w 
11 .. 
:I 300 
= 
Gl 
.. 250 a. 
200 
150 
100 
50 
0 
/ 
y ~ 1.6875x / 
F2=0.7 
V y= 1.1045x 
/ R ~~ 
V - / ""' / "f= X 
7 / V " ~.oo" 
/ ./ V ,' 
""' / • / / ,..""' ,.. 
L / l-0""' ,.. 
/./ ~>~ • / / ~,.. 
~ 
0 50 1 00 150 200 250 300 350 400 450 
Maximum Measured Force (kN per m run) 
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each record (total of 54 records from 1996-7). 
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The forces calculated using the Goda design method did not accurately predict the maximum 
impact forces. This was anticipated as the design method was not developed to predict 
maximum breaking wave pressures (Goda 1984). A more detailed visual analysis of pressure 
traces from individual impacts showed that the impacts often occurred over a small time 
period and only acted over a small area at any particular instant. Impact durations which are 
substantially shorter than the natural period of a structure do not cause significant structural 
response. In the case of these high magnitude, short duration impacts the Goda method may 
still be appropriate as it was developed to predict sliding of a caisson, which will only occur if 
there is significant structural response. 
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Chapter 8 
Wave and Wall Impulse 
8.1 Wave Height and Wave Loading 
The three wave loading models applied in Chapter 7 were found to be applicable to two 
different types of wave loading event. The Goda model was shown to predict non-impact 
wave loading events to a reasonable degree of accuracy whilst the Minikin method was found 
to provide the best estimate of impact pressure although with a high degree of uncertainty. 
The Minikin model has a strong dependence upon the incident wave height Hs;, as both the 
area of action and the magnitude of the maximum pressure are proportional to this height. The 
relationship between maximum force (F max), maximum pressure (P max), and incident wave 
height (Hs;), for the 1996 to 97 Alderney field data is shown for impact and non-impact events 
in Figures 8.1 and 8.2. 
Whilst Figures 8.1 and 8.2 indicate that it may be reasonable to assume a linear relationship 
between non-impact force and pressure events and Hs;, such an assumption would not appear 
to be justified for impact events. A best power fit was therefore applied to relate Hs; to P max 
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and F max with the result that best fit for force was found for a power of 3.6 and for pressure a 
power of 4.4. Although there are only a few impact points on these curves it is illustrated that 
a model developed to predict peak impact pressures, which has a strong dependence on H si is 
likely to show a high degree of variability in the predicted results. At the end of chapter seven 
it was also discussed that the structure response depends upon both the magnitude and 
duration of the pressure and therefore a duration parameter must also be estimated. 
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8.2 Impulse and Wave Momentum Flux 
To assess the relationship between the wave loading events in terms of pressure and duration 
the approach adopted within this study was to examine the relationship between wave loading 
impulse and the incident wave conditions, where the impulse, h, is defined as the integral of 
wave loading force over time: 
IrfFdt. 8.1 
It was anticipated that a more consistent relationship between impulse data and wave data 
would be obtained by defining the wave data in terms of net wave momentum flux. 
Maintaining dimensional homogeneity between impulse parameters would also ensure that 
any relationship established could be more conveniently scaled. 
The approach used was therefore to balance the forces of the structure and the water 
(illustrated in Figure 8.3). The forces associated with the water were considered as consisting 
of two elements, the first being the time varying hydrostatic force and the second being 
attributed to the net wave momentum flux. As wave momentum flux is a vector, both the 
effect ofwave direction and of wave reflection had to be included. 
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Figure 8.3 Diagram Showing force and momentum flux for a vertical breakwater 
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Balancing the forces, and momentum flux at the seaward face of the structure (Figure 8.3) 
gives the following: 
h2 
FT+ R-/?L_= L:S,(J)+ LSr(f) 
2 J J 
8.2 
Where S; and S, are respectively incident and reflected frequency dependent momentum flux. 
The horizontal wave momentum flux of an incident wave across a plane is equal to the total 
flux of horizontal momentum across the plane, minus the momentum flux in the absence of 
waves. The mean value of this horizontal momentum flux was defined as radiation stress Sa 
by Longuet-Higgins and Stewart (1962, 1964): For the case where the wave length is long 
compared to the water depth, as applies for the Alderney field data, Longuet-Higgins and 
Stewart (1964) derive the following relationship: 
S (f)= E(f)( 2Cg(f) _ _!_) 
XX C(f) 2 8.3 
Sxx(f) equates to S;(f) above, where C(=UT} is wave celerity, E is wave energy defined by: 
pgH2 
E = -- J/m2 8.4 
8 
and Cg is the group velocity and is described by: 
C = nC and n = _!_(1 + 
4
trd L J 
g 2 sinh(4trd r> 8.5 
such that n ~ 0.5 in deep water, and n ~ 1 in shallow water, hence 0.5 s:; n s:; 1. 
The wave loading impulse can then be calculated and compared with the wave conditions 
using Equation 8.2 above, provided that bed friction, hydrostatic force and wave momentum 
flux are known and are integrated over the same time period. 
8.3 Application of an Impulse Model to the Alderney Field Data Records 
In order to contrast the method of calculating (time integrated) wave force outlined above, 
with previous design methods (Chapter 7) and to test the applicability of the method a 
simplistic analysis was first carried out. The net wave momentum flux was therefore 
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calculated from the parameters used in the other three design methods i.e. Hsi. Hsr, Tp, h, L and 
p. (A more thorough analysis for an individual record is included in section 8.4). 
The analysis described here, of the relationship between wave momentum flux and the 
impulse, was carried out on a record by record basis. As the total measurement durations for 
the wave data and wall data were different both parameters were integrated over an equivalent 
time period to ensure a direct comparison was applicable . 
. The wall impulse was found from the area under the force-time curve for the record duration 
(20 minutes) using Equation 8.1. Not~ that this force 'F' was c~lculated over only the area of 
the array (discussed in Chapter 7) and hence was less than the total force 'F r ' on the structure 
and mound. As both the bed friction 'R ' and the dynamic force on the wall and mound which 
did not act over the transducer array (F r - F ), were not measured in the field, the relative 
contribution of these parameters was estimated by substituting values for the known 
parameters into Equation 8.2 (see end of this section). 
The impulse corresponding to the time integrated hydrostatic force was found by multiplying 
the hydrostatic force (calculated over the same area of the array as the measured force) by the 
record duration of 20 minutes. 
The wave momentum flux was estimated from the field wave data using the same input 
parameters as those used in the outlined design methods (Chapter 7). It was therefore assumed 
that the frequency summed incident and reflected momentum fluxes (Equation 8.2) 
approximated to a momentum flux which was calculated from the peak period and incident 
and reflected mean wave heights. It should be noted that this approximation improves for 
narrow wave spectra but will not always be applicable. 
To calculate the approximated wave momentum flux over each record the following method 
was applied. The peak period and mean water depth at the WRS array were used to calculate 
the wavelength at this array. The wavelength, incident and reflected mean wave heights, and 
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incident and reflected peak frequency directions were then used to estimate E, Cg, C and the 
horizontal momentum fluxes S; and Sr (which were summed to give the total wave momentum 
flux S). This total flux was then multiplied by the duration of the force record to give the time 
integrated wave momentum flux. 
The impulse and time integrated momentum fluxes described above, were calculated over all 
synchronous records from the 1996 to 1997 deployment for which the incident mean wave 
height was over 0.7m. This equated to performing the analysis on 17 records. 
Comparisons between the wave loading impulse over the area of the transducer array and the 
other parameters in equation 8.2 as described above are shown in Figure 8.4. 
It can be seen from the upper left graph in Figure 8.4 that it may be reasonable to assume that 
there is a relatively linear relationship between wave loading impulse and total wave 
momentum flux, despite the approximations made in the wave momentum flux calculations. 
It is illustrated in the upper right graph in Figure 8.4 that there is also a relatively linear 
relationship between wave loading impulse and time integrated hydrostatic force. By 
contrasting this graph with the previous graph it can also be seen that the time integrated 
hydrostatic force over the height of the transducer array (5.6m) is greater in magnitude than 
the total wave momentum flux. 
The summed time integrated hydrostatic force and total wave momentum flux are shown in 
the bottom left graph and are shown to be greater than the wave loading impulse. This can be 
attributed to the unrneasured dynamic force and bed friction (as discussed above) which will 
have balanced the excess wave momentum flux. 
It was assumed that a fixed proportion of the wave momentum flux was balanced by the 
unrneasured dynamic force and bed friction, hence the corresponding unknown wave loading 
impulse was estimated by substitution into Equation 8.2. It was found that an approximately 
linear relationship between the estimated wave loading impulse and the wave loading 
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momentum flux was obtained if 70% of this wave loading momentum flux was attributed to 
the unmeasured wave loading impulse (illustrated in the lower right graph of Figure 8.4). 
It has been illustrated that using the simplistic input parameters used in the three outlined 
design methods (Chapter 7), that a relatively accurate estimate of wave loading impulse over a 
record can be found for the Alderney field wave data, if 70% of the wave loading momentum 
flux is attributed to the unmeasured forces. Further validation of this method is carried out in 
section 8.4, the dependence of the results on the site however can not be determined without 
·applying this method to other wave loading field and laboratory measurements. 
A relatively linear relationship was found between time integrated hydrostatic force and wave 
loading impulse over each record. This implied that the method of averaging the impulse from 
the hydrostatic force over each wave record was applicable. If this was the case it was also 
reasonable to assume that for each wave trough, the hydrostatic wave impulse associated with 
the duration of the trough, would occur over the duration that the wave crest was in contact 
with the wall. It was also anticipated that the wave momentum flux would be transferred to 
the breakwater during the contact of the wave crest with the wall. Within the relatively still 
harbour on the landward side of the breakwater however, the hydrostatic force (Figure 8.3) 
remained constant throughout the record. An oscillatory imbalance in force between each side 
of the breakwater therefore occurred over the period of each incoming wave crest and trough, 
which can be related to the modulation of the seaward hydrostatic force. It should be noted 
however that the use of wave period averaged quantities within a single wave cycle may lead 
to errors. 
The exact spatial and temporal distribution of the resultant force on the breakwater determines 
whether structural response of the breakwater and/or mound will occur. To determine how the 
force on the structure varied temporally due to the oscillatory wave momentum flux and 
hydrostatic force, and whether Equation 8.2 was applicable for the individual extreme wave 
loading events a wave by wave analysis was carried out. 
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8.4 Wave by Wave Impulse and Momentum Flux Analysis 
To compare wave momentum flux and wall impulse on a wave by wave basis the incident 
wave time series at the wall had to be found. A model to decompose composite wave records 
into incident and reflected wave records (Frigaard & Brorsen, 1996) for a sea bed pressure 
transducer array was described in Chapter 2 and outlined in Appendix 2. This model was 
developed into a computer program, which produced the incident wave time series at the 
location of a particular transducer within the WRS array. 
· The model was first tested and optimised with synthetic wave data. This wave data consisted 
of a single wave train, which approached normal to the structure and was reflected back. 
Variable input parameters used to generate the synthetic wave data included, phase, reflection 
line distance, reflection coefficient, period and tide. Fixed input parameters were matched to 
the Alderney site and equipment and included, record length (2039 points), sample frequency 
(2 Hz), mean water depth at the array relative to CD (1 0.1 m) and the transducer locations (at 
WR1 and WR3) relative to the breakwater. Using the input data, composite wave records 
were generated at two shore normal locations. The phase shifting and amplification of the 
signals (at WRl and WR3) in the reflection analysis model (Appendix 2) were then carried 
out in the frequency domain using a padding of eleven zeroes to obtain a record length of 
2048 points, no windowing or overlaps were used. Within the model singularities occur when 
the transducer spacing is exactly an integer number of half wavelengths. For the Alderney set 
up which was applied in this model the fust singularity occurred for a wave period of 
approximately 4 seconds, with a small amount of variability in this value due to changes in 
tidal level. To prevent instability in the model a frequency cut off of 0.2 Hz was applied in the 
frequency domain analysis. 
The composite wave trains with the phase and amplitude shifted signals, which were summed 
to produce the calculated incident time series at location 1 are shown in Figure 8.5, for a short 
section of the record. The incident wave time series from which the composite data was 
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Figure 8.5 Synthetic wave data time series at different processing stages 
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calculated is plotted against the calculated incident time series in Figure 8.6. This figure 
shows that there is very strong agreement between the actual and the calculated incident time 
series. There is a small discrepancy between the two data records at the very start of the 
record, due to the fact that the fust point was non-zero it was effectively interpreted as an 
impulse in the Fourier transform. 
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This model was then applied to a measured Alderney wave data record. The record used was 
measured synchronously with the wall data and had an incident significant wave height of 
greater than 2m. The processing stages for the field data are illustrated in Figure 8. 7 which 
shows the surface elevation at WRS locations 1 and 3, together with the modified signals at 
these location and the calculated incident time series at location 1. It can be seen that the 
processed data is smoother than the surface elevation record due to the 0.2 Hz cut off. In order 
to calculate the incident time series at the wall a phase shift was also applied to each 
frequency bin, which corresponded to moving a distance onshore from the transducer array to 
the breakwater wall. 
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Figure 8.7 Real wave data time series at different processing stages 
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130 140 150 
According to the time calibrations calculated for the WRS and the DACS there should have 
been approximately a one minute lag (+/- 30 seconds) between the start of the twenty minute 
DACS record and the seventeen minute WRS record. As a wave by wave comparison was 
required it was important that the wave record was exactly synchronised with the wall record. 
The WRS clock was not very accurate however(:::::: 15 seconds per day, discussed in Chapter 5) 
hence a cross correlation analysis was used to determine the exact phase lag. The cross 
correlation was carried out between the force data and the incident wave data at the wall by 
decimating the force record by a factor of 250. This decimation resulted in a ' sample' 
frequency of 2 Hz, which matched the wave· data sample frequency. The location of the 
maximum correlation in the cross correlation was then used to determine the exact phase lag 
of the incident waves. This phase lag was found to be 77 seconds (upper graph in Figure 8.8) 
which was within the error bounds of the calculated time calibrations. This duration was then 
removed from the force record so that both data series were synchronised to the start of the 
incident wave record. The reflected wave time series at the wall was also calculated using the 
above method, the cross correlation of this record with force data is also shown in Figure 8.8. 
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As the wave momentum flux was calculated as a sum of the incident and reflected momentum 
flux for each wave at the wall, the incident and reflected wave time series were summed 
together at the wall to produce a composite time series. A cross correlation between the 
composite wave time series and the force data (Figure 8.8) showed a better maximum 
correlation than either the incident or reflected time series, as would be anticipated. The 
composite wave data time series at the wall was therefore used for comparisons with 
individual wave loading impulses as described below. It should be noted that by not 
separating the incident and reflected waves to calculate the wave momentum flux an error will 
have been introduced to equation 8.2. The result of this error is that the wave forces will be 
over estimated by an amount which will depend on the reflection co-efficient. 
The synchronous wave and force records at the wall for the incident data series, the reflected 
data series and the composite data series have been plotted in Figures 8.9, 8.10 and 8.11. It 
can be seen that there is particularly good agreement between wave and wall activity for the 
larger waves within all three figures. There is poorer correlation however between the smaller 
waves and forces for both the incident and reflected data series comparisons Figures 8.9, 8.1 0. 
It can be seen in Figure 8.11 that there was a relatively good correlation between the 
composite wave data and the force data throughout the record. This indicated the importance 
of including the reflected wave data, in the calculation of surface elevation and wave 
momentum flux at the wall, for this highly reflective site. 
To separate the wave and force data respectively into individual waves at the wall and wave 
loading events, the individual wave and force events had to be accurately defined such that 
appropriate algorithms could be developed to identify individual events in the time series. 
The wave loading events were defmed and segmented according to three time parameters. 
These parameters were extracted from the data by the use of a running analysis from the start 
to the end of the force data time series. The first defined time in the event was defined as the 
first occurrence in the event of when there was a resultant seaward force, which occurred 
when the seaward hydrostatic force was exceeded and was calculated as shown in Figure 8.3 
for the area of the array. The end of each wave loading event was defined as the first sample in 
the event (after the first defined time), when the measured force was less than the seaward 
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hydrostatic force. The start of each wave loading event was defined as the end of the previous 
event. Parameters were then extracted and analysed from the specified time intervals for each 
event to allow both a comparison with individual wave data and a comparison between the 
resultant landward and seaward force and impulse within each event. The extracted 
parameters included: impulse and duration of resultant shoreward and seaward forces, 
duration and impulse of total event, maximwn force in the event, and rise time from the 
hydrostatic force to the maximwn force. Once the events were extracted they were sorted into 
a rank order according to the total wave loading impulse in each event. This rank ordering 
allowed a 'significant impulse' analysis to be performed i.e. fractions of the data were 
examined to try and determine trends associated with different ranges of values of wave 
loading impulse. The maximum twenty rank ordered events, as defmed above, are shown in 
Figure 8.12 for record A6112908. 
Each of the individual waves at the wall, associated with the above wave loading events, were 
defined by locations of zero crossings. As the wave data was sampled and processed at a 
frequency of 2 Hz, the temporal resolution was poor compared to that of the force data. To 
obtain an accurate estimate of each zero crossing location the data was interpolated 250 times, 
such that the sample frequency was the same as that in the force record. The resulting equal 
sample interval also allowed direct comparisons and correlations to be easily performed. 
The peak of the wave crest associated with the period of landward force was found first, a 
forward search through the record to the next zero crossing was then used to identify the end 
of the event. The start of the wave trough was identified by searching backwards two zero 
crossings from the maximum wave height, which corresponded to the start of the wave event. 
Wave height was calculated from the sum of the maximum crest and minimum trough 
elevations over the event and the wave period was calculated simply by the duration from the 
start to the end of the event. The wave momentum flux was then estimated from these 
parameters by iteratively calculating the wavelength and by integrating the momentum flux 
over the individual wave period. The twenty wave events, calculated by this method, which 
were associated with the maximum rank ordered force events are shown in Figure 8.12. 
180 
5 
9 e 400 .---.--.--. 
0 
u.. 
a/:1 200 
'E 
.e 0 
c: 
0 
1ij -200 ~ 
ill 
Q) -400 '---'--'----' 
~ 105 110 115 
't: 
::J 
Cl) 13 
400 
20: :-:- -~­
v:-'-
-200 
I I 
-400 '-----'----'----' 
500 505 510 
17 
400 .--.,....----,..---, 
200 --I- - -1 --
I 
0 -~ 
-400 '-----'----'----' 
385 390 395 
Time (s) 
2 
200 
-200 
-400 L-.......1.---L___J 
45 50 55 
6 
400 ,---,------,---, 
-400 ..____.____,_____. 
30 35 40 
10 
14 
400 ,---,------,----, 
200 
-Jfl:-- --
0 - : ~ -
I 
-200 
I I 
-400 ..____.____,_____. 
80 85 90 
18 
400 ,---,------,---, 
200 - -1- - -1 - -
I 
0 
-400 '-----'----'----' 
185 190 195 
Time(s) 
3 
400 .---.----, --. 
I 
200 :~A 
-20: v: :: 
I 
-400 '---'-___J 
90 95 100 
7 
400 r---rl-.,.....-1 -., 
I I 
- -.-- , --
I 
-400 ..____.____,_____. 
895 900 905 
11 
400 r---rl-..--1 -., 
I I 
200 - -1- - -1 --
o#f 
-200 - -,- - ., --
-400 '-----'-----'-----' 
510 515 520 
15 
200 - - 1- - -1 - -
I I 
0 ~-
1 I 
-200 
I I 
- -·-- ., --
-400 '-----'----'----' 
595 600 605 
19 
400 .---.,....----,..----, 
-400 l_...J...__.L___J 
145150 155 
Time (s) 
4 
400 .---..,-..--, -., 
I I 
I I 
20: ffl: 
-200 - -.---,--
-400 L-.......1...---L___J 
905 910 915 
8 
400 .-....,.----.-----, 
I 
200 - - I - - -1 - -
0 -fft: - -I I 
I I 
I 
-200 - -·--,- -
I 
-400 '-----'----'----' 
745 750 755 
12 
400 .-....,.----.-----, 
-400 '-----'----'----' 
540 545 550 
16 
400 .---.,....----,..----, 
: 
-200 - -~- - , - -
-40 0 '-----'----'----' 
55 60 65 
20 
400 .---,..----, 
200 --- .. ---
-200 - - - r - - -
-400 '---'-___J 
420 425 430 
Time (s) 
Figure 8.12 Individual wave loading forces histories, rank ordered tog.ether with the 
corresponding composite wave time series at the wall. 
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The hydrostatic impulse was calculated for each individual wave by assuming that the mean 
level (ML) hydrostatic force integrated for the duration of the wave period (over the area of 
the array) approximated to the time integration of the varying hydrostatic force over the same 
wave period. 
The results from the individual wave impulse analysis are shown in Figure 8.13. The top left 
graph shows comparisons between wave momentum flux and wave loading impulse. It can be 
seen from this graph that the largest values of wave momentum flux are generally associated 
with the larger values of wall impulse. The Jop .right graph shows comparisons between 
hydrostatic impulse (calculated over the wave period) with the wave loading impulse. The 
hydrostatic impulse is proportional to the wave period and thus discrepancies between this 
period and force event period have resulted in some scatter as can be observed in the graph. 
Discrepancies in these periods are likely to have occurred due to limitations in the model 
which predicted the wave time series at the wall. The bottom left graph in Figure 8.13 shows 
the summed wave momentum flux and hydrostatic impulse versus the wave loading impulse. 
It can be seen from the distribution that the mean total wave momentum and hydrostatic 
impulse was greater than the mean wave loading impulse however for the extreme values 
there was a reasonably good agreement between them. The bottom right graph shows the 
wave loading impulse calculated using the estimation from section 8.2 that 70% of the wave 
momentum flux is attributed to the unrneasured seaward structure forces. It can be seen from 
the distribution of this graph that the extreme values were under predicted although the mean 
was predicted relatively accurately. From the wave by wave analysis of the results it was 
therefore evident that, although the mean values over a record were well predicted by using 
the estimation for unmeasured forces derived in section 8.2, the extreme values within the 
total sample distribution were predicted more accurately using the sum of the total wave and 
hydrostatic impulse. This result was significant as the extreme wave loading events are most 
likely to cause structure failure. Hence to estimate the wave loading impulse for a known 
extreme wave the sum of the total hydrostatic impulse and time integrated wave momentum 
flux should be used. 
182 
Wave Momentum vs Wave Loading Impulse 
600.-----r----,-----,,-----r----r-----. 
500 
E400 
.... 
"' z 
""' E 
::::J 
1]300 
E 
0 
~ 
~ 
, 10 
~200 
100 
I 
- --1 ----~ --- ___ J ___ _ 
I I 
I I I 
---.., - - -_,_- --+--X...,----,_-- -
I I I 
X 
I 
I I I I I 
---,----,---- r--- -,-x- -,- - --
X 
I I I I I 
---~ ----:- -x- ~ ---~- --~ ---
X' I X I I I 
1 1 ~X ).(< I 
* : ~x : , XX5('")(l ----r---
' X I I 
~~)U ~>{ I 
x ' 
I X 
100 200 300 400 500 600 
Wave Loading Impulse kNs /m 
Wave + Hydrostatic Impulse vs Wave Loading Impulse 
600r----.--~--r----.--~--. 
' X 
500 I I I I --- -~-- - r---~ --~-~---
' l, I X: ..., 
I :x X 
I X I 
-- ~~- ~!~ 5( :;x ~-_  ,_---
I X X X I & I --~>f-~t~~----x : ~~x~ : :~ x~~x ' x~~~-i-- 4---r--
1 V I I : x~~~, : : 
- - - 1 - - - - ,- - - - r - - - 1- - - - r - - -100 
I 
' X 
OL--~-~--~-~--~-~ 
0 100 200 300 400 500 600 
Wave Loading Impulse kNs /m 
Hydrostatic Impulse vs Wave Loading Impulse 
600 .-----.-----.--...,----,---..------, 
I 
500 
___ J __ ______ ! ___ J ___ _ 
I I I 
----1--- -~---·--_..., ___ _ ,_ __ _ 
I 
I 
100 I I --- 1- -- -,- --- r--- -,-- -- r---
X 
o~-~-~~-~-~--~-~ 
0 100 200 300 400 500 600 
Wave Loading Impulse kNs /m 
Hydrostatic Impulse + 30% Wave Mmtm vs Wave Loading Impulse 
600r----r-----,.-------.-----.----...,---~ 
500 - -- _! -- - -'--- - --- - ' -- --I 
- - - ~ - - - - I- - - - + - - - -1- - - - 1- - - -
I I 
I I 
- - 7(-1- - - - L. - - -
I I 
100 
~ 
I I I 
- - - , - - - -,- - - - r - - - - , - - - - r - - -
' X 
OL--~-~--~-~-~-__j 
0 100 200 300 400 500 600 
Wave Loading Impulse kNs /m 
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events in total, from record A6112908). 
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The above analysis indicated the significance of the distribution of wave and wall impulse 
throughout the record. These distributions of impulse together with the associated periods 
have been represented by histogram plots in Figure 8.14. Within this figure it can be seen that 
the wave loading impulse histogram has a different distribution to that of the wave momentum 
plus hydrostatic impulse as it is more skewed towards zero. The wave loading impulse over 
the area of the array is also seen to have a lower mean as discussed above. As would be 
anticipated the force event duration has a very similar distribution to the wave duration due to 
each loading event being associated with a particular wave at the wall. As a point of interest 
the power spectral density calculated from Fourier analysis of the composite wave record is 
shown in this figure and is seen to closely resemble the wave duration histogram in terms of 
peak period and distribution. 
It can be seen in the left hand figures of Figure 8.14 that the mean duration of the resultant 
landward force is less than half that of the total force event duration (which may in part have 
been due to the trochoidal shape of the waves). This implied that the majority of the 
modulated hydrostatic impulse and the wave momentum flux occurred over less than half the 
period of the event. This is confirmed by the plots in Figure 8.12. A further addition in 
prediction of extreme wave loading event impulse was therefore that the calculated wall 
impulse occurred over a period of approximately half the wave duration. 
For a known extreme wave group approaching a structure and an estimated structure reflection 
co-efficient, the above analysis could be used to estimate the wave loading impulse, time 
duration and time interval associated with each successive wave loading event within the 
group. The outputs could then be used within a structural response model to assess the effect 
of the cyclic wave loading produced by the wave group. As cyclic loading has been identified 
as causing structure failure when the extreme design wave height has not been exceeded 
(Oumeraci, 1995), the wave momentum flux and wave loading impulse analysis could 
therefore be extremely useful for determining the cyclic loading upon a structure. 
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Figure 8.14 Histograms of wave and wall impulse and event durations (155 events in total, from 
record A6112908). 
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Chapter 9 
Further Work 
9.1 Cross Correlation of WRS Surface Elevation Time Series 
When initially analysing the Alderney wave data using the MLM model (Chapter 8) the 
results were not consistent with visual observations made on the days of the records. A 
possible explanation for this was that the WR pressure transducer locations were not matched 
to the correct WRS data logging channels. The WRS deployment records were scrutinised and 
indicated that all the channels were correctly connected. To try and resolve this problem as 
quickly and simply as possible a cross correlation of surface elevation time series was carried 
out between pairs of WRS transducers. The cross correlations were calculated for a record 
occurring on 29th November 1996, when the visual observation of crest approach angle was 
approximately 15° to the breakwater. The cross correlations were calculated between 
transducer 1 and the other five transducers and are shown in Figure 9 .1. 
The peak period and mean water depth over the wave recorder array were used to calculate 
wavelength and celerity at the centre of the array. WRS survey information (detailed in 
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Appendix 5) was used to calculate the shore normal distances between pairs of transducers. 
Theoretical phase lags for incident waves were then calculated between transducer pairs using 
the wave celerity and shore normal separations by assuming that the waves approached with 
crests parallel to the wall. The maximum positive and negative phase lags between transducer 
pairs were found from the cross correlations shown in Figure 9.1 and compared with the 
theoretical phase lags. It was evident from this analysis that the transducers located at 
positions 4 and 6 had been swapped, whilst the other locations appeared correct. The MLM 
and wave refraction models were re-run using the new channel information. The calculated 
angle between the wall and the wave crest was ·now calculated as 21 °, which was close to the 
observed angle of 15°. This wave recorder set up was therefore used for all the analysis of 
1996 to 1 997 wave data. These transducer locations were confirmed when the WRS array was 
recovered in June 1998. 
It was evident from the cross correlation analysis of the WRS surface elevation data that a 
large amount of information could be found from relatively simple time series analysis. 
Further development of the cross correlation analysis using the known transducer locations, 
could be used to estimate peak period, direction for both incident and reflected waves, and to 
estimate distance to the reflection line. It was noted however that when the transducers were 
very closely located, e.g. WRS transducers 1 & 2 ( 4 m separation), that only a single peak 
appeared at zero time lag. The probable reason for this was that the incident and reflected 
wave lags were of different sign but close to zero hence an averaging occurred with a single 
maximum at the zero point produced. 
9.2 Single Event Correlation of Pressure and Aeration 
A visual companson of individual wave impact and aeration traces from eo-located 
transducers indicated that there was a strong negative correlation between the wave impact 
time histories and the aeration time histories. An example of the negative correlation is shown 
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for one event in the upper graphs in Figure 9.2. A possible explanation for this observation 
was that the bubble volwne was being compressed and expanded due to the large fluctuations 
in pressure. The effect of pressure on bubble volume was discussed in section 2.2 and in 
Appendix 1, where an algorithm was developed to calculate the equivalent bubble volume at 
atmospheric pressure. The algorithm was applied to the eo-located aeration and pressure 
traces shown in the upper graphs in Figure 9.2 to calculate the equivalent atmospheric bubble 
volume. The resulting aeration traces are shown together with the pressure traces in the lower 
graphs in Figure 9.2. It can be observed from the normalised aeration graphs that the negative 
aeration and pressure correlation was not directly attributable to the compression of the 
bubbles. Hence further analysis is required to gain a better understanding of the relationship 
between pressure and aeration over short time scales for individual wave loading events. 
9.3 Negative Pressures 
Throughout this text negative pressures are defmed as measured pressures below atmospheric 
(100 kPa). The term ' negative pressures' has also previously been used to describe the 
summed pressure on the front and rear of a breakwater, at a particular elevation, when the 
resultant is shore ward. 
Negative pressures have previously been frequently observed in laboratory measurements. 
These negative pressures were observed when large magnitude high frequency oscillations 
occurred during the decay of the impulsive pressure, in these impact traces the maximwn 
negative amplitude is frequently less than atmospheric pressure. 
When processing the pressure data some parameters were output to a summary spreadsheet. 
These parameters included the minimwn pressure recorded for each transducer per record. It 
was noticed from this spreadsheet that a nwnber of these pressures were negative and of high 
magnitude (>-25 kPa), hence they were examined in more detail. Typical examples of the 
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Figure 9.2, Single event comparisons of pressure and aeration. Upper graphs show the 
measured air volume and lower graphs show air volume normalised to atmospheric pressure 
190 
large negative pressures measured at five transducer locations over the same wave loading 
event are shown in Figure 9.3, this figure also shows the simultaneously measured aeration 
traces from the eo-located gauge at transducer 3. 
It can be observed in Figure 9.3 that the large negative pressures do not occur during the decay 
of the pressure impulse and instead occur at the very end of the event as a continuation of the 
quasi-hydrostatic pressure decay. To the best of the author's knowledge these negative 
pre!)sures at the end of the event have not previously been documented. 
It can be seen from Figure 9.3 that the negative pressure moves 'progressively down the wall, 
coinciding with the end of the wave down rush. It should also be noted that all the aeration 
gauges were still reading low void fractions (5 to 1 0%) during the occurrence of the negative 
pressures and hence the transducers were still immersed (see the lowest four graphs in Figure 
9.3). 
The existence of these pressures could be significant with respect to the number of 
unexplained seaward failures of vertical breakwaters (Oumeraci, 1994). As the negative 
pressures occurred at the very end of the event they will have occurred as the wave trough was 
at the wall. This is particularly significant as the negative pressure will enhance an offshore 
resultant force due to the existence of a small hydrostatic force on the front of the breakwater 
and a larger constant hydrostatic force acting on the rear (discussed in Chapter 8). Further to 
this, recent laboratory measurements at Edinburgh University on Hantsholm Breakwaters 
(pers. com.ms. Mike Walkden) found that the pressure on the rear of the breakwater was 
increased when the wave uprush, produced by an impacting wave on the front on the 
breakwater, fell upon the still water surface at the breakwater rear. It is therefore possible that 
the simultaneous action of the seaward forces could produce sufficient overturning moment to 
cause seaward sliding or overturning of a caisson. 
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Figure 9.3, Negative pressures measured for one event at five transducers in the array (left 
hand plots) and expanded (right hand plots). eo-located aeration readings at transducer 3 are 
also shown (lowest two plots). 
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9.4 Expelled Air 
The pressure rise times (defined as the time taken for the pressure to rise from the start of a 
wave loading event to the maximum pressure within that event) were found for all the wave 
loading impacts once the time series had been split into separate events (described in Chapter 
8). It has been postulated (Blackmore & Hewson, 1985; Muller 1991) that there is an inverse 
relationship between the percentage air and the rise time. As this study was the first field 
measurement program to record simultaneous aeration and pressure traces with a number of 
· eo-located gauges the data produced was ideal for iJ:lvestigating this relationship. The aeration 
traces for wave impacts with large pressures and small rise times were therefore contrasted 
with the pressure trace from the eo-located gauge. It was evident from a visual inspection of a 
number of traces that the pressure had often almost reached the maximum before a 'wet' 
reading was obtained from the aeration gauge (illustrated in Figure 9.4 ). The aeration 
transducer response was determined as I milli-second during testing and hence was not the 
cause of the time lag. A possible explanation for the time Jag between the increase in pressure 
and the transducer becoming wet was that the air in front of the pressure transducer was 
compressed as it was expelled by the impacting wave crest. Further investigation is required 
to determine whether this was the case 
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Figure 9.4, Single event comparison of pressure and aeration which shows that the pressure 
was almost at the maximum during the event before the aeration gauge became 'wet'. 
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Chapter 10 
Discussion and· Conclusio-ns 
10.1 The Alderney Breakwater Site 
The correct choice of site was critical to the success of the field measurement program as 
previous programs (discussed in Chapter 2) had not always recorded large impact pressures or 
a wide range of different wave loading conditions. 
The Alderney site was chosen as the breakwater was near vertical and due to the fact that large 
waves often approached the breakwater with their crests parallel to it and that waves 
sometimes broke directly onto the breakwater. Despite the fact that the UK seas were 
unusually calm during the main winter deployment periods a large set of valuable data was 
collected which indicated that the Alderney site was well chosen. Incident wave heights of 
over 2m were recorded on several occasions with associated peak frequency directions of 
approximately 20° to the breakwater. A number of wave impacts were recorded. The 
maximum measured impact pressure was 396 kPa, this is the second largest known field 
impact pressure measured to date, with the largest of 690 kPa having been recorded at Dieppe 
60 years earlier (Rouville, 1938). 
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A problem associated with this site was that it was not on the UK mainland, this meant that 
site visits and deployrnents were expensive and time consuming. The continuing help and co-
operation of the Alderney Breakwater Staff proved to be a particular advantage of the site. 
These factors resulted in the development of data logging system which was self contained 
and required a minimum of operator intervention, which was carried out by the breakwater 
staff. This inhibited on site tests and modifications however, except when deploying 
equipment and recovering data. 
10.2 Field Instrumentation 
A range of new and novel instrumentation were developed and deployed during this project. 
Excellent results were obtained from this instrumentation in particular from the sea bed 
pressure, wall pressure and aeration transducers after data processing as is demonstrated by 
the results in Chapters 7 to 9 and Appendices 6 to 8. 
The 'Experimental Design and Development' and ' Instrumentation' chapters identified which 
measurement parameters were considered most significant and considerable attention was 
paid to how these parameters could be best measured and recorded. 
Chapters 3, 4 and 5 explained why and how the measurement equipment was subsequently 
developed and installed and are an important contribution for the design, development and 
deployment of any future wave loading field measurement programme. 
Chapter 4 indicated the important factors to consider in the mechanical and electrical design 
of the pressure, aeration and temperature transducers. The early planning and thorough 
analysis of the equipment requirements which fed into the subsequent instrumentation design 
and manufacture resulted in the production of reliable and extremely durable field 
measurement equipment. New and accurate calibration methods were also developed and 
presented for the equipment developed within this study (described in Appendix 4). 
195 
There were some problems associated with zero drift of the pressure transducer amplifiers 
which were overcome within the data processing (Chapter 6). The temperature sensors had a 
slow response time and output signals gradual increased throughout the record due to internal 
heating. These problems were overcome by detrending over each record and comparing 
results from transducers at different heights. 
An excellent waterproof video camera system was developed and it was disappointing that 
thi~ could not be utilised during the main deployment due to delays in the repair of the video 
·recorder. 
Considerable attention was also paid to the development of a state of the art data acquisition 
and control system. A large number of channels were sampled ( 19) at a high data acquisition 
rate (500 Hz) by a battery powered system and still the logged records had very high signal 
quality with very low noise. The remote operation of the system made the development of the 
data logging system more problematic, however problems were also overcome through the 
development of appropriate control software and hardware (Chapter 4). 
The data acquisition system performed particularly well even though it was battery operated. 
The main limitation in setting the record interval and duration was not the capacity, or 
processing speed but the large battery power required over the logging period and the duration 
of time for the data to be written to digital audio tape (DAT). For future deployments the use 
of mains site power (+55v I 0 /-55v) would be a major advantage as it would facilitate longer 
periods of data logging without manual intervention. An obvious system development would 
be the continual monitoring of one pressure transducer at a slow rate which could be used to 
trigger long periods of high speed data logging on all transducers when a threshold was 
exceeded. This would have been relatively easy to implement in the data acquisition and 
control system had more power been available. 
The Wave Recording System (WRS) was developed for previous research and provided some 
good results. Problems existed due to the WRS being independent of the main data logging 
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system however, with the WRS control and data down load only possible by boat access. This 
meant that the start time was dictated by the time when boat access was available. Many 
parameters were fixed such as logging frequency, and parameters such as record interval and 
duration could only be changed by recovering the WRS by divers. Inaccuracy in the wave 
recorder clock resulted in problems with data synchronisation and having a considerably 
slower data acquisition rate meant that time series analysis, such as the cross correlation 
analysis and identification of zero crossing locations was limited without interpolation 
between data points. The system at present could not be used usefully in conjunction with a 
sophisticated wall based logging system with triggered variable start times and durations as no 
control is available from the shore. Further development of the WRS and ideally use of the 
same shore based data logger would be needed for future experimental studies of this nature. 
It took over four years to design, manufacture, calibrate and deploy a full set of equipment at 
the site, with continual input from the author and considerable input from a number of other 
members of staff. With hindsight this duration would have been considerably reduced through 
the purchase of proprietary equipment where available, such as pressure transducers and 
amplifiers, and by contracting out other elements of the design such as the aeration gauge 
amplifiers and the data acquisition and control system. It is likely that this would have 
increased equipment costs however and that our exact specifications would have been difficult 
to match and that the overall instrumentation performance would not have been as good. 
10.3 Data Handling 
The data analysed in the results chapters (7 to 9) in this thesis were from the 1996 to 1997 
winter deployment. From this period over two hundred wave data records, each containing 6 
channels of data and 2039 samples per channel were collected and analysed. Over the san1e 
period fifty four records were collected by the wall based data acquisition system, with each 
record consisting of 19 data channels and 600,000 samples per channel. This resulted in a 
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large amount of data de-multiplexing, archiving, quality checking, processing, and analysis to 
determine simple output parameters. Due to the huge size of the record from each transducer, 
5 MB when read into Matlab and converted to ASCII (8 bytes per reading), the full records 
were very difficult to view and any form of processing was time consuming. Initially each 
transducer record had to be segmented in order for any analysis to be performed. This resulted 
in the development of optimised data processing routines, computational data quality checking 
and the development of batch processing routines to extract parameters from these data files. 
As processing speed and computer storage capaciry are rapidly increasing it is possible to 
collect increasingly larger data files, such as the ones obtained in this study. It should be noted 
however that it becomes an increasingly difficult and lengthy process to specify and extract 
individual representative parameters from the data, to view the whole data record, and to 
identify particular trends and features of interest. For example: a plot of aeration, pressure or 
temperature data printed out using a sheet of A4, divided into three separate subplots, each 
showing the time series from 400 consecutive data points, would require 1 ream (500 sheets) 
of paper to plot one channel of data from one record. For the 1996 to 1997 winter deployment 
a total of 1026 channels of data were collected. The viewing of the data, development of the 
analysis procedures and determination of which parameters to investigate in this study were 
therefore time consuming processes. 
In addition to the data calibration and processing, the file naming, data storage, archiving, and 
data quality checking were also optirnised and standardised in order to maintain efficient file 
handling as outlined in chapter 6. 
New data processing methods were presented which are applicable for both this study and 
future studies using similar instrumentation. In particular the methodology used to calculate 
and calibrate the aeration has not been presented in such detail for field data measurements. 
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10.4 Calculation of Wave Loading Forces and Moments 
Different methods of force calculation which extrapolated wave pressures outside the area of 
the pressure array were analysed as, to the best of the author' s knowledge, the limitations of 
these methods had not previously been investigated. The analysis showed that these methods, 
some of which are currently used for laboratory models, were not applicable to the Alderney 
field data over a whole time series. The force time record was therefore only calculated by a 
pre~sure integration over the area of the array. This was implemented throughout all further 
analysis of force and moment records. 
The current vertical breakwater and seawater design methods estimate a pressure profile 
which corresponds to the maximum predicted force. This profile is also used to predict the 
maximum moment although it is possible that the maximum moment profile does not 
correspond to the maximum force profile. The difference between maximum moment and 
maximum force profiles was investigated for 54 field records from the 1996 to 1997 
deployment. It was found that the maximum force and maximum moment profile rarely 
occurred at precisely the same moment within a record. It was also discovered however that 
provided the moment was calculated about a point below still water level there was only a 
discrepancy of less than 12% when using the maximum force pressure profile to calculate the 
maximum moment. This validated the current use of the maximum force profile to calculate 
the maximum moment within the design procedures. 
10.5 Comparisons of Measured Results and Model Results from Design Methods 
The pressure profiles corresponding to maximum force were calculated using three design 
methods (Goda, Minikin, Blackmore & Hewson) for the area of the transducer array. These 
pressure profiles and corresponding forces from the models were then compared with the field 
results, Figures 7.14 to 7.20. The distinction was drawn between pressure envelope force and 
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maximum force and both were calculated for the field results. The events which corresponded 
to the maximum force in each record were classified into impact and non-impact events so 
that the distinction between the two event types was also investigated. 
For the non-impacting waves the Goda method predicted both the forces and pressure profiles 
quite accurately. The two other methods significantly over predicted the maximum force and 
pressures as the methods were developed specifically for impacting waves. It was also found 
for .the non impacting waves that the pressure varied slowly at each transducer which resulted 
in little distinction between the envelope for.ces and maximum forces, as the maximum 
pressure at each transducer occurred almost simultaneously. 
For the impacting waves it was found that the shape of the field pressure profiles showed 
considerable variability, with examples given of profiles which matched the shape of the 
Minikin profile and of the Blackmore and Hewson profile. In both cases a better fit was 
obtained to the pressure envelope forces than the maximum measured forces as both models 
were calibrated using these forces . Over all the records the predicted Minikin profiles were 
more representative of the shape and magnitude of the measured impact pressure profile for 
the majority of the impact records. 
The results indicated that the Minikin profile could be used to obtain a reasonable estimate of 
the maximum impact pressure at a particular location up the wall. For the predicted force 
however, an attenuation factor of approximately 0.5 gave a substantially better agreement to 
the maximum impact force within this study due to the calibration of the Minikin model with 
the pressure envelope force. However the Minikin method should be applied with caution as 
in some cases it resulted in substantial under prediction of the force as shown in Chapter 7. 
For the wave impacts large discrepancies between the pressure envelope forces and the 
maximum forces were found. The discrepancies were due to the large spatial and temporal 
variability in the pressure profiles. In particular it was noted that the short duration pressure 
peaks produced by wave impacts which occurred at lower transducers had often substantially 
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decayed by the time the maximum pressure occurred at the next transducer up the wall (Figure 
7.4. This indicated that the effective area of the pressure impulse was small i.e. less than the 
transducer spacing. 
The Goda method was found to significantly under predict the impact pressure profiles. This 
was anticipated as the design method was not developed to predict breaking wave pressures 
(Goda 1984). A more detailed visual analysis of pressure traces from individual impacts, as 
dis~ussed above, showed that the impacts often occurred over a small time period and only 
·acted over a small area at any particular inst'IIlt. Jhis was significant, as impact durations 
which are substantially shorter than the natural period of a structure do not cause structural 
response. In the case of the high magnitude, short duration impacts the Goda method will still 
be appropriate if there is not significant structural response as sliding of a caisson will not 
occur. Further analysis of the data collected within this study using a dynamic caisson model 
(Oumeraci et al, 1995) is required to determine whether structural response would occur from 
the measured impact pressures. 
10.6 Wave Momentum Flux and Wave Loading impulse 
The three design methods used for predicting maximum force all showed a strong dependency 
on the incident wave height. The relationship between wave height and maximum force and 
pressure was therefore investigated and found to be very non-linear for the impact events. 
Hence a different method of classifying the incident wave parameters was investigated. A 
limitation of the models was also that a pressure profile was predicted but a duration 
parameter was not. To try and resolve both these problems a wave impulse model was 
developed. 
The wave momentum flux was calculated on a record by record basis and compared with the 
impulse measured over the structure (Chapter 8). It was found that the wave momentum flux 
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was significantly less than the wave loading impulse as the modulated hydrostatic impulse 
also had to be included. This was calculated by assuming that the hydrostatic impulse was 
time averaged over the record. It was found that a linear relationship between the hydrostatic 
impulse and the wave loading impulse existed. The total modulated hydrostatic impulse 
summed with 30% of the directional total wave momentum were shown to provide a good 
estimate of the wave loading impulse on a record by record basis. 
To determine whether the impulse model applied on an event by event basis a wave by wave 
·analysis was carried out. A model was applied to _the wave recorder surface elevation data 
(Frigaard and Brorsen, 1995) to determine the composite wave data time series at the wall, 
which was found to have a high correlation with the force data. An algorithm was developed 
to identify individual force events and the corresponding wave events. The method of 
estimating wave loading impulse described above was applied and was found to under predict 
the extreme impact events. A much better approximation for the extreme events was obtained 
by assuming that the total wave momentum and hydrostatic impulse were balanced by the 
wave loading impulse. 
The distribution of wave loading impulse and associated parameters were also investigated 
and it was found that the majority of the wave loading impulse occurred during the period 
when the wave crest was in contact with the wall, i.e. over half the wave period. Further 
analysis is required to determine the temporal variation in force during this duration and to 
determine whether significant structural response would occur. The estimation of half wave 
period duration together with the impulse model described above could however be used to 
estimate the wave loading impulse and duration associated with particular extreme wave 
events at a vertical wall or breakwater, which has not been possible with vertical structure 
design methods developed to date. 
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Appendix 1 
The effect of increased pressure on void fraction 
In computational modelling of wave impacts the fluid is usually assumed incompressible. The 
presence of air within the water has the effect of increasing the compressibility of the fluid. 
The relationship between change in pressure and change in volume of a gas or fluid depends 
upon the bulk modulus of the material. Considering unit mass of a substance the bulk 
modulus can be described by 
dp K=p-
dp 
(Al.l) 
Where K is the bulk modulus, p is density and p is pressure. As density is dependent on 
pressure and temperature, K will also depend on how the temperature varies during 
compression. If the temperature remains constant the process is described as isothermal, but if 
the heat remains constant the process is described as adiabatic (Finn, 1984). 
Ratio of adiabatic bulk modulus to isothermal bulk modulus is denoted by y, for liquids this is 
approximately unity and the two conditions of either isothermal or adiabatic compression do 
not always need to be distinguished. For air y=l.4 (Kaye & Laby 1975) and the type of 
compression for air bubbles within a fluid must be considered. Pressure changes due to wave 
impacts within a fluid can occur over a very short time duration. In this case as the 
compression occurs over a very short time period it is not realistic to assume that any heat 
leaves the system and the change can be assumed as adiabatic (Griffiths 1995). For an 
adiabatic change the relationship between pressure and volume is given by : 
pVr = C , where C is a constant (Al .2) 
As a wave impacts on to a structure and the pressure increases rapidly, the volume of the 
bubbles can thus be expected to decrease according to Equation Al.2 with y=l.4 for air as 
mentioned above. If the bubble volume is Y't at time t and pressure is p 1 (in kPa), then the 
bubble volume VA at atmospheric pressure (100 kPa) can be estimated from: 
5 
V = (.El_) 7 V: 
A 100 t 
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(Al.3) 
When the volume fraction of air and the pressure are measured at the same location during a 
wave impact it is therefore possible to normalise measured void fractions to atmospheric 
pressure, from Equation A 1.3. Pressures produced by breaking waves are often large (> 1 00 
kPa above atmospheric) and therefore can result in significant void fraction changes due to 
compression of the air bubbles. Once the bubbles are compressed the density of the fluid air 
mixture increases and so does the rate of pressure propagation through the fluid. 
Normalisation of the void fraction signals to atmospheric allows further interpretation of the 
behaviour of the entrained air bubbles than has been carried out in previous studies (e.g. 
Walkden et al 1996, Graham et al 1991, Lamarre & Melville, 1992). A graph of pressure 
verses bubble volume ratio was produced (Figure ALl) using Equation Al.3, where bubble 
volume ratio is the ratio of the bubble volume at the specified pressure to the bubble volume 
at atmospheric pressure. It is evident from Figure A 1.1 that the bubble volume can be 
substantially reduced by large impact pressures. i.e. at a pressure of 1.5 bar the bubble volume 
is approximately half the volume at atmospheric pressure. 
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Figure Al.l Graph of bubble volume ratio (ratio of bubble volume at the defined pressure to the bubble 
volume at atmospheric pressure) verses pressure. 
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Appendix 2 
Determination of Incident and Reflected Wave Spectra and Time series 
In the following derivation the water waves are assumed to be sinusoidal, progressive and 
obey linear wave theory, so the shallow water dispersion relation applies. A wave may be 
defined using the parameters illustrated in Figure A2.1. 
Figure A2.1 , Definition of wave parameters 
Where k=2n:IA, T is the wave period,/= 1/T, tjJ is the phase, the surface elevation ( ry) can be 
described at position x and timet as: 
ry(x, t ) = acos(27ift- kx + t/J) (A2.1) 
If the wave approaches normal to an impermeable structure, some energy will be dissipated at 
the structure and some reflected back. It is assumed that the reflected energy takes the form of 
a progressive wave of the same frequency as the wave incident upon the structure but 
travelling in the opposite direction, referred to as the reflected wave. From linear wave theory 
the energy of a progressive wave can be described as : 
pga2 
E =--
4 
(A2.2) 
The amplitude of the reflected wave can therefore be determined by the amount of energy 
reflected from the structure. If the incident waves and the reflected waves are denoted by the 
subscripts I and R then the change in surface elevation 1'J with time t at a position x can be 
described by: 
(A2.3) 
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Within this study incident and reflected time series were required from two or more sea bed 
pressure gauges located in front of a reflecting structure. For the purpose of the analysis 
method described below the locations of two gauges are defined as shown in figure A2.2, 
from a fixed reference position off-shore of the structure. 
Figure A2.2, Reflecting structure showing positions of wave gauges 
Pressure traces from the two sea bed pressure gauges can be converted to surface elevation 
records at points x1 and x2 according to linear theory (Guza & Tbomton, 1980). The surface 
elevation records are composites of the incident and reflected time series. For the analysis 
within this study the incident and reflected time series in front of the structure and the 
reflection coefficient Kr of the structure were required, where Kr is defined as: 
(A2.4) 
The surface elevations at x, and x2 (= x, + L1x) can be expressed in terms of their I and R 
components as: 
(A2.5) 
ry(x2, t) = a 1 cos(2;ift- kx2 + (; 1 ) +a R cos(2;ift + kx2 + (; R ) 
=a 1 cos(2;ift- kx1 - ktu + (; 1 ) +a R cos(27ift + kx1 + ktix + (; R ) (A2.6) 
Ifthe composite surface time series can be resolved into the incident (I) and reflected (R) time 
series for a single position x then the solution for a monochromatic wave is complete as I & R 
time series can be determined for further positions by applying phase shifts to the time series 
according to location. 
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It is possible to manipulate the two surface elevation signals at the gauge positions by 
applying a phase shift to each signal such that the incident components in each signal are 
exactly in phase and the reflected components in each signal are in mutual opposite phase 
(Frigaard & Brorsen, 1996). By then summing these two phase shifted signals the reflected 
components cancel out a signal is obtained which is in phase with the incident component and 
proportional to it. The calculated incident signal at x1 is then described by: 
(A2.7) 
the phase shifted time series of surface elevation are described by : 
(A2.8) 
(A2.9) 
To obtain the conditions for a solution these two signals are summed and equated to the 
required signal from Equation A2. 7 : 
Ca 1 cos(21(t- kx 1 + fjJ 1 ) = a 1 cos(21(t - kx1 + f/J 1 + f/J 1,heo ) +a R cos(27ifi + kx1 + fjJ R + f/J 1,heo) 
+a1 cos(21(t-kx1 -ktix+f/J 1 +f/J2,heo )+aR cos(21(t+kx1 +ktix+f/JR +f/J 2,heo ) 
= 2a I cos[0.5( -ktlx- iflltheo + ifl2theoJ1 x cos[2tifi- kx1 + ifl I + 0.5( -ktu + iflJtheo + ifl2theoJ1 
+ 2a R cos[0.5( -ktlx + iflJtheo- ~theoJl x cos[2;ift- kxt + ifl R + 0.5( kllx + ifl Jtheo + ifl2theoJ1 
(A2.10) 
It can be seen from Equation A2.1 0 that a solution is obtained for the above equations when 
these three conditions are satisfied : 
C = 2 cos[0.5( -ktix- ifJJtheo + ifJ2rheo )] (A2.11 ) 
0.5( -ktix + ifJitheo + ifJ2theo ) = n27'C n E (0,± 1,±2, .. .) (A2.12) 
0.5( -ktix + ifJJtheo - ifJ2theo ) = 7'C/ 2 + m7'C mE (0,± 1,±2, · · · ) (A2.13) 
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Solving equations (A2.11) - (A2.13) to give tPitheO> , tP2theo and C, where nand m are integers 
can be chosen arbitrarily, gives: 
tPltheo = k!:u + tc/2 + mtc + n2tc (A2.14) 
tP2theo = -tc/2 - mtc + n2tc (A2.15) 
C = 2cos(-kt.x -tc/ 2- mtc} (A2.16) 
Thus using two surface elevation records at a known separation it is possible to fmd the 
incident time series from a composite signal for a particular frequency by calculating tPitheO> 
tP2theo and C from equations (A2.14) - (A2.16), then the two surface elevation records are 
respectively phase shifted by tPitheo , tP2theo' divided by C and then summed together to yield 
the required result. 
This method can be extended to resolve a two dimensional random sea into incident and 
reflected time series in the frequency domain (provided that the random sea can be accurately 
defmed by a sum of sinusoidal waves to which linear theory applies). The parameters, tPitheo , 
and C vary with frequency, so the solution is found by applying a Fourier transform to the two 
time series and calculating tPitheO> thrheo and C for each frequency bin. The calculated phase 
shifts and amplification factors are then applied to the two signals and they are then inverse 
Fourier transformed and the real parts summed together to give the desired solution. This 
method can also be used to calculate the incident and reflected time series at a particular 
position by phase shifting each frequency bin according to the change in location. This 
method is applied to the Alderney field wave data in Chapter 8. 
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Appendix 3 
Transducer Sourcing, Testing and Calibration 
This appendix details selection of the load cell (which formed the basis of the pressure sensing 
device), the testing and calibration of the pressure transducer and the calibration of the 
aeration gauge. 
Load Cell Sourcing 
A number of companies were contacted (through library product indexes and at the National 
Control and Instrumentation Exhibition) with respect to the requirements of the load cell, which 
were determined from the specifications for the pressure transducer (Chapter 4.1). The useful 
response was limited to a few companies because of the specific requirements discussed and 
concern over survivability of the transducer as repeated forces would be acting over deployments 
of several months in often extreme operating conditions. The load cell selection has been 
summarised in the table over page which shows a summary of the properties of the most 
appropriate load cells considered with consideration also given to delivery time and cost, the 
optimum solution is highlighted. 
Pressure Transducer Testing 
In the development of the pressure transducer a range of tests were carried out on three different 
prototype transducers and the fmal unit, using a 1 OON load cell with a proprietary (RS 
Components) load cell amplifier. The amplifier output was logged using a personal computer 
fitted with a Microlink data acquisition card. The amplifier gain and the accuracy of the 
Microlink card were checked by comparing outputs from a Fluke digital multi-meter and found 
to be highly accurate with less than 0.08% error. 
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Manufac-
turer 
Product Code Cost 
£ 
Range 
(Full 
Scale) 
Over 
range 
%FS 
Natural 
Freq. 
kHz 
Useful 
freq. 
kHz 
Zero 
balance 
%FS 
Non-
linearity 
%FS 
Hysteresis 
%FS 
repeatabi lity 
%FS 
1..ero 
shift 
%FS/100°F 
sensitivity 1 compensated 
shift ~ temperature 
%FSII 00°F 1 •c 
operating 
~ temperature 
1oc 
Mounting 
Type 
Delivery 
time 
: :~:.;:~~::: :::t~:~:~i.~:;:~:~ !:~~::::::t::~i.~:::::::::t:::;~~~::::t::~~~::::t::::::::::: ::::L:::::::::::: :::t:::::::::::::::::t:;::::::: :::::::::t:;:::::::::::::::::::t:::::::::::::::::::::::::t:~:::::::::::::::::::l:~;~::::::: :::::::::r~;~~::::::::::::::::r:~~;:;:i.~:::::r~;~~:::::::::::r;~~:;~~~:: 
l Elf-Tc26-100z l 487 l lOON l 100% l l 0.2 l l I l I l l I l 2.5 l " l " l stud l 4-5 weeks 
lf:~,,,:,~I·= r~~~I '~·i l' i lf' I;; J l' I; 1 J: I:·~ ~~~~~ 
Kulite l Tc2000 l 430 l 251b l 50% l 2.5 l l 2 l 0.5 l 0.1 l 0.1 l 4 l I l any65 l " l thread l IOweeks 
Negretti ~ 60001 ~ 270 ~ 251b ! 50% ~ ; ! I ~ 0.03 ! 0.02 ! 0.01 ! 0.15 ~ 0.1 i ~ -1 5-+65 ! s-beam i 4-6 weeks 
...................................................... .. ................................................................................................................................................................................. ....................................................................................................................................................... 
.. ~~~ .......... ~ .. ~~·; ........................ ~ .. ;~~ ......... ~ .. ~~~~·...J .. ~~~~ ..... j ................. t .................. h ............  _ ..................... I.. ..................... r ......................... i.. ...................... f ......................... l .. ~·;~·~·~·~ ............ f .. ~~~·~-~· .. ..... L~~ ....... , ...;·::~ ......  
......................................................... ................. , ...............•............... , ...................................................................................................... , ............................ ........................ , ................................................................................. ..................... , .................... . 
l 1450 l 500 l 25kg l 50% l l l l I l l 0.5 l 1.6 l l 0-+65 l -1 0-+70 l thread l ? 
.................... .;. .. ..... ......................... • ·· · ·· ··· ···· ·····~······ · ···· ····~ ··· · · · ······ ·· ·•················ · .. ············· ·····'-······ ·· ·········•··············· · ·····~· ······················'-················ ·········.;. ............................................................................... -~ ········ · ·········· · ·· ··•····· · · ·· · · ······ ····•··········· .. ········ 
l 2400 l 750 l 501b l 50% l l l l 0.1 l l 0.1 l 2.0 l l 20-+80 l -1 0-+80 l s-beam l 3-4 weeks 
~ ::::::::::::::::::::r ::::::::::::::::::::::::::::r::::::::::::::r::::::::::::r::::::::::::r::::::::::::::r:::::::::::::::r:::::::::::::::r:::::::::::::::::::r:::::::::::::::::::::r::::::::::::::::::::::::r:::::::::::::::::::::r::::::::::::::::::::::r:::::::::::::::::::::::::r::::::::::::::::::::::r:::::::::::::::::::r::::::::::::::::::: 
~;;:;;~1::: 1 :~ ! ;;~ j :;!:.; J l p.:; j ::; ,::; p.: j ;; j :~;:: ~  j~~ ,:.::~: · 
......................................................................................................... , ................. ... ................................................................................................................................................................................................................................................................. . 
.. ~.!?.~ .......... l..?..1 ........................... L.~~~ ......... t .. ~~!.~ ...... 1 .... ~~~~ .... 1 ................. l .................. l ................. 1 .... :: ............... l .... :: ................. l .... :· .................... l .... :·................... L..:: ................... l .... ~ ....................... L ..:· .................. .l .. ~!~~ .......... ..lJ ............... 
1 34 1 493 i 251b 1 5001. i 1 i i " 1 " i " 1 " i " 1 " i " i thread 1 ? 
.................... ~ ................................ ~ ................ -~ ............... ~ ....... --~ .... ; ................. .;. .................. ;. ................. ~ ..................... ;. ....................... ~--· ········ .............. .l ....................... ~ ............. ··········· ~ ............................ ;. ........................ ~ ..................... ; ... : ................ . 
. ... ..  .... ... .. ..  . l................................ i ................ j ............... l ............... ~ ................. l .................  i ................. 1 ..................... l ....................... i ........... ......... ... l ....................... J .... .................... l ... ........................ l........................ ] ..................... : .................... . 
IIBM l Ul l 1065 l 5kg l 20% l l l l 0.1 l 0.05 l 0.03 l l 0.5 l -10-+40 l -25-+80 l thread l ? 
::::::::::::::::::::r::::::::::::::::::::::::::::r::::::::::::::r::::::::::::r::::::::::::r:::::::::::::::r::::::::::::::::r:::::::::::::::r:::::::::::::::::::r::::::::::::::::::::::r:::::::::::::::::::::::::r::::::::::::::::::::::r::::::::::::::::::::::r::::::::::::::::::::::::r::::::::::::::::::::::r:::::::::::::::::::r::::::::::::::::::: 
Variohm l HPS-12-cc l 435 l 12kg l 50% l l l I j l l 0.02 l 0.3 l 0.3 l -10--*40 l -40-+80 l block l Exstock 
(Revere) 1 1 l 1 1 1 1 1 1 1 1 l l l l l 
.................... 4 ... .... . ........................ .. ................. , . . . .. .. . .. . .... ~ .... . ..... . .... , .. . ........ ...... .. .... . ............. . ..................... . ...... . ............ . ...................... .. ............................................. 4 . ........... . .......... . .............. .. . ................. . ........................... .. ........ . .......... ..................... . 
.................... l .. ~~~.-:o.·.~?.!~~ ....... tY~ ..... J .. ~~~.~ ..... L. .......... ..l ................. l .................. L..1 .............. J ..................... I ....................... l .. ~:~~- ............... l .. ~:?. ................. l .. ~:?. .................. l .... ~ ....................... I.... ~ ................... J .. ~~  ....... l .. ~.::'!~~~ .... .. 
l 363-K3-50-.... l 299 l 501b l 50 l l l I l l l 0.0 I l 0.2 l 0.1 l " l " l s-bearn l Ex stock 
Table A3.1, Sourcing and selection of load cell for use in the new pressure transducer. 
Specification shown against model, blank boxes indicate where data was not available. 
Selected load cell in bold. 
Static loading compression tests were carried out by placing the transducer with the sensing face 
in a vertical plane and placing loads on it in 1 kg increments up to 1 0 kg. This procedure was 
repeated for tension by inverting the prototype housing and suspending weights from the centre 
screw in 1 kg increments to 1 0 kg. The results increased as the weight was incremented with 
excellent linearity ( < 1%) but when the transducer was then unloaded there were hysteresis 
problems as the output did not return to the original value. This was found to be due to friction 
between the inner and outer piston and the housing (Figure 4.1). The only way that this could be 
overcome was to modify the design so that pressure transmission components were no longer in 
direct contact with the unit and hence did not behave as a piston. This did not have an effect on 
the operation of the transducer unit as the total full scale deflection of the load cell was only 
50Jl!Il. The gap around the piston still had to be kept at a minimwn however in order to prevent 
the ingress of sediment to the rubber gasket I diaphragm. Assuming a mean sediment diameter of 
0.3 mm a maximu.rn gap size of 0.25 mm was chosen which would prevent the ingress of most 
sediment. A shadow graph was used to identify that the load cell sensing faces were not at 
exactly 90° to the mounting bolt. This made the alignment of the pressure transmission 
components within the housing and clamping ring problematic. The solution was to use a 
clamping ring which could be varied in position. The pressure transmission components were 
fastened in place first and then the clamping ring was fitted to maintain a constant gap between it 
and the sensing face. This was found to prevent any direct contact between the force 
transmission components and the housing. 
1n order to test the transducer for sensitivity to both hot and cold thermal transients a freeze 
spray and a heat gun were used to produce sudden temperature changes on the front sensing face. 
The maximwn measured change in output which occurred during the use of the freeze spray and 
the heat gun was 4 m V. A change in output of 4 m V corresponded to 0.08% of full scale (FS) 
and could be attributed to noise or amplifier drift and suggested that thermal transients did not 
significantly affect the gauge output. 
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To test the transducer rise time a ball bearing of small mass was dropped down a tube directly 
onto the sensing face. The measured rise times were between 0.07 and 0.14 ms. 
The effect of off axis loading was tested by mounting the transducer with the sensing face in a 
vertical plane and loading it with known masses acting vertically downwards. To ensure that 
there was no load applied in the normal measurement direction (normal to the sensing face) a 
moveable dial gauge (mounted on a flat level bed) was used. The dial gauge was moved along 
the force transmission unit, which was adjusted in position until there was no change in reading 
on the dial gauge. The change in output resulting from a 0.5 kg load applied parallel to the plane 
of the sensing face· was then measured and found to be less than 2% of the same load applied 
normal to the sensing face. This indicated that the pressure transducer was approximately uni-
directional as required. 
Drift of the pressure transducer output due to temperature changes over several hours or days 
could be caused by either differential expansion and contraction of the housing materials 
producing tension I compression forces on the load cell, or by temperature sensitivity of the 
pressure transducer amplifier or load cell. The effect of the former was tested by the manufacture 
of a prototype transducer housing which was cooled in a refrigerator to -I 0°C and then removed 
and the output recorded as the temperature increased to room temperature (l8°C). This process 
was then repeated with the unit warmed in an oven to 50°C and the output recorded as the 
temperature decreased to room temperature. A maximum change in output of 0.3 %full scale 
(FS) was measured for a temperature change of 29°C, which equated approximately to a 
temperature sensitivity of 0.0 I % FS I 0 C. This suggested that the temperature sensitivity of the 
load cell was negligible: In the design of the pressure transducer amplifier attempts were made to 
compensate for the amplifier temperature sensitivity by using of an internally mounted 
thermistor in a negative feedback circuit. It was evident that some units did not have zero drift 
(Chapter 6.2) which c6uld be attributed to the amplifier temperature compensation within the 
circuit, although this was not the case for all units. 
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In order to calibrate the load cell, a small ball bearing was placed on the centre of the pressure 
transducer arrangement. A known mass was then placed on the ball bearing and this was 
balanced so that the full mass was distributed through the centre of the pressure transducer, and 
the output voltage measured. This was repeated for three increasing masses so that the sensitivity 
of the load cell could be found. The sensitivity was calculated in m Volts/Newton and recorded 
in a load cell calibration table this was then used to convert the recorded voltages to loads. 
Any pressure acting on the pressure sensor is also applied to the small area of diaphragm which 
is exposed directly adjacent to the piston. To convert the load value to a pressure the effective 
area of the transducer had to be found. To do this a pressure calibration housing was 
manufactured, this was used together with a Druck portable pressure tester to apply a known 
pressure to the transducer face. The calibration housing was manufactured from ABS. The ABS 
housing was bolted to the unit by the outer flange (a rubber gasket was placed between the 
flange and the transducer to provide sealing between them), which produced an airtight enclosed 
chamber above the pressure sensor. This chamber was filled with water and was pressurised 
using air which was pumped in through a pipe in the top of the ABS housing. The pressurised air 
came from a Druck portable pressure tester, which also measured the pressure applied (accuracy 
of 0.001 bar). The pressure was increased to a maximum of 2 bar (the limit of the pressure 
tester) with the pressure readings and the pressure transducer output voltages measured at 
regular intervals. The measured output voltage from the pressure transducer were compared with 
output voltages from a force calibration (see above) of the same unit. By dividing the best line fit 
gradient of the measured force values by the best line fit gradient of the measured pressure 
values the effective area was found. The effective area of the transducer was found to be 
2.76x104 m2 hence the effective transducer diameter was 18.74 mm. 
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Aeration Transducer Calibration 
Each aeration gauge circuit contained 'select on test' components in order to generate electric 
fields of different frequencies at each gauge and to ensure that the output voltage was in the 
correct measurement range. As a result the exact relationship between output voltage and 
gauge resistance was not identical for every gauge. To determine the relationship between 
resistance and output voltage for each gauge a ten point calibration was performed by using a 
resistance box to apply fixed known resistances across the aeration probes and measuring the 
resultant voltage outputs. A second order fit for resistance from voltage was then found using 
the calibration values for each aeration gauge. The second order fit for each gauge was then 
used to convert measured aeration gauge output voltage records to resistance records (second 
order fit parameters for each gauge are included in Appendix 5). 
In order to convert the resistance time series to aeration the conductivity time series had to be 
found. The conductivity time series of the aerated fluid was found by dividing the cell 
constant of the aeration gauge by the resistance record as described in section 4.4. The cell 
constant was related to the exact spacing and geometry of each pair of aeration probes and 
varied slightly for each transducer. An accurate method of determining the exact cell constant 
of each probe was therefore developed. 
The cell constant of each aeration transducer was determined by immersing the units in a 
container filled with a standard conductivity solution and measuring the output from the 
aeration gauge and temperature from a mercury thermometer (Figure A3 .1 ). The standard 
conductivity solution consisted of 33.5229 grams of potassium chloride per kilogram of 
distilled water. This ratio of potassium chloride solution (at 15 oc and one atmosphere 
pressure) was chosen as it corresponds to the conductivity of standard seawater of 35 ppt 
salinity at the same temperature and pressure (UNESCO, 1978), which was closely related to 
the predicted conditions at the site. The conductivity value of this solution is 4.290 S/m. 
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Figure A3.1, Calibration test to determine the cell constant of an aeration gauge 
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A calibration tank was filled with between 55 to 65 litres of the solution in order to fully 
immerse the assembled transducer unit. When measuring the aeration gauge output voltage 
the temperature of the tank should have been l5°C as described above but could not be 
accurately controlled. The temperature of the calibration solution was therefore also recorded 
and a correction to the solution conductivity applied for temperature. A temperature correction 
of 2.11% per oc was applied to the solution conductivity, which was interpolated for the 
above solution from a table of values (for variation of conductivity with temperature) for 
differing strength potassium chloride solutions (Kaye and Laby, 1973). The cell constants 
were then calculated by multiplying the aeration gauge resistances (calculated from the output 
voltage as described above) by the temperature compensated conductivity values (see 
Equation 4.4). The cell constants which were determined for each unit are included in 
Appendix 5. 
221 
It was not initially known whether the cell constants of the units would change over the period 
of each deployment due to deposits on or erosion of the probe surface. The cell constant for a 
probe which had been deployed for over three months was therefore determined and compared 
with the cell constant for the same probe when it was cleaned polished and degreased (i.e. in 
the same condition as when it was initially deployed). The obtained values were 15.730m·1 
and 15.788m-1 respectively showing a change of approximately 0.4% over the three month 
deployment. A change in cell constant value of this magnitude (0.4%) has a negligible effect 
on the accuracy of calculated aeration values and hence the same cell constant for each 
transducer was used over each deployment. 
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Appendix 4 
Instrumentation data sheets 
A large amount of proprietary instnnnentation was purchased and used within this project. 
The data sheets relating to items of purchased instrumentation are included within this 
appendix. Below is an ordered summary list of the data sheets included within the Appendix 
with the name of the relevant supplier. 
Description Model Supplier 
Precision Miniature Load Cell 31 E Sensotec 
Wet Mateable Connector Pair MIL-9-FS & MBH-9-MP PDM 
Sealed Lead-Acid Battery NPC 65-12 Yuasa 
Colour CCD Camera LDH 0803 Philips 
Single 486 Computer Board MAT 724-005 Microbus 
Passive Back Plane 6 slot Microbus 
Data Acquisition Card AT-MI0-64F-5 National Instruments 
Digital Audio Tape (OAT) Drive SDT-5000 Sony 
Digital Multi-Function Electronic Timer TOP 948 Crouzet 
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SENSOTEC MODEL 31E 
Precision 
Miniature Load Cells 
• m V Output 
• Tension and Compression 
• High Accuracy 
• Rugged Triple-Stack Design 
• Excellent Thermal Stability 
• Ranges 0.5N to 50KN 
• European Stocking Programme 
SENSOTEC's model 31 E precision miniature load cells measure both tension and compression load 
forces from 0.5N to 50KN. Combining high accuracy with a rugged design, the model 31 E's welded, stain-
less-steel construction utilises a triple-stack design to eliminate or reduce to a minimum, the effects of off-
axis loads. Model 31 E also benefits from a level of design engineering usually seen on far larger load 
cells, such as precision calibration, stabilizing diaphragms. pressure (vacuum) compensation etc. 
Model 31 E precision miniature load cells have been used extensively in demanding industrial applica-
tions. Their rugged, fully , welded stainless steel construction makes them particularly suitable for factory 
automation systems or assembly-line use. Custom versions are also available for use underwater or in a 
vacuum. 
SENSOTEC is also able to offer ex-stock delivery on popular ranges of the model 31 E. 
MODEL 31 E ORDERING DESIGNATION : 
31E OSKNO, 
Modei 31E T 
1k 
T Option (See Listing) ..__ _ ___;_____...::..;_____ 
Load Range 
(See Table) 
i.e. 31 E 05KNO, 1 k: Denotes model 31 E, range 5KN. compenstt l.:d over -20 to 85 deg. C . 
I tt;HNI(.;AL ::WI:l,,t-I~AIIUN~ 
load Ranges 
Overload (Safe) 
Deflection (F.S.) 
Excitation 
Bridge Resistance 
Output (Nominal) 
Resolution 
Non-linJHysteresis (max.) 
Non-Repeatability (max.) 
Operating Temp. Range 
Compensated Temp. Range 
Temperature Effects 
load Connection 
Electrical Connection 
Environmental Rating 
Insulation Resistance 
Case Material 
Weight 
Calibration 
OPTIONS 
Temperature Effects 
Cable Wiring 
See table. All ranges in Blue 
print are stocked ranges. 
50% Over Capacity 
25pm -76~tm 
O.SN- SON; 5.0 VDC 
lOON- 50kN; 10.0 VDC 
O.SN · SN 500 ollm 
(semi-cond) 
ION- 50kN 350 ollm (foil) 
O.SN- 1.5N 10rnVN/N rnax. 
2.5N · SN 15 rnVN 
ION- 50kN 2 rnVN 
Infinite 
O.SN · 1 kN tf.{l.15% F .S. 
2kN- 50kN t/·0.2% F.S. 
O.SN · ION 0.1% F.S. 
20N · 50kN 0.05% F.S. 
-55 deg. C to + 120 deg. C 
+ 15 deg. C to +70 deg. C 
Zero: 0.03% F.S./deg. C 
(O.SN- SN) 
0.01% F.S./deg. C 
(ION - 50kN) 
Span: 0.04% F.S./deg. C 
(O.SN- SN) 
0.01% F.S./deg. C 
(ION- 50kN) 
Integral Thread · see table 
1.5 m, 4-core (shielded) p.t.f.e. 
cable incorporating integral 
strain relief & a small electrical 
zero balance circuit, approx. 
25 mm long x 2mm thick, 
located 60cm from cell body 
(approx.) 
IP65 
5000 megohms @ 50 VOC 
17·4 PH Stainless Steel 
< 100 gms 
Standard calibration for ten-
sion/compression load cells is 
in tension only. 
Option 1j; Compensated tem-
perature 0 deg. C to 50 deg. C 
Option 1 k; Compensated tem-
perature -20 deg. C to +85 
deg. C 
Custom cable wiring configura-
tions are available. Consult 
SENSOTEC for details. 
For lurther details ol available oploons see SENSOTEC pncc hsl SENSOTEC 
reserves the nghl to change specifications wtthout not tee. 
SENSOTEC 
EUROPEAN SALES & TECHNICAL CENTRE 
ARGENT HOUSE, 
103 FRIMLEY ROAD, 
CAMBERLEY, 
SURREY GU15 2PP 
ENGLAND 
TEL 44 (0) 276-20206 
FAX 44 (0) 276-64395 
NATURAL OIMENSIONS_101mcnsions__g!ven are nomlna!l_ 
AVAILABLE RANGE FREQUENCY Thread "0" 
RANGES CODE (kHl) Typ. Oia. "H" "C" "F" 
0.5N OOON5 0.1 
1.5N 001N5 0.1 
Mh0.7 19mm 11mm Gmm I mm 
25 N 002N5 0.1 
5N 005NO 0.5 
ION OIONO 1.5 
20 N 020NO 2.0 M4x07 19 mm l l mm Gmm I mm 
SON OSONO 2.5 
l OO N IOONO 4.0 
200 N 200NO 8.2 M5x08 25mm 13 mm Gmm 3 mm 
SOON 500NO 100 
I kN OIKNO 130 
2 kN 02KNO 20.9 M6x 1 25mm 13mm IOmm O.Bmm 
SkN OSKNO 34.2 
10kN IOKNO 27.0 M10x 1.5 25mm 18mm 13mm O.B mm 
20kN 20KNO 36.0 M12x 1.5 32mm 24mm 16mm O.Bmm 
SOkN SOKNO 44.0 M20x 1.5 35mm 28 mm 22mm O.Bmm 
MODEL 31 E 
"H" 
~-
Typ. .-- "0" Oia. 
WIRING CODE 
RED • EXCITATION 
BlACK • EXCITATION 
GREEN • OUTPUT 
WHITE • OUTPUT 
SHIELD NIC TO CASE 
Represented By: 
"A" "B" 
Bmm 5 mm 
Bmm 5mm 
13mm 6mm 
13mm 6mm 
13mm 10mm 
13mm 10mm 
13mm 10mm 
IIL/MBH/MOM-9 
1.11 l.ltL-9-rs 
2.9 1.00 DIA 
MATED 
U:NGTH 
.75 
t 
12" T£fLON 
LEADS 
f eclwllcal Sullelin 65 65 
~BH-9-t.IP 
WET 
PLUG GABLE 
.78 
NEOPRENE 
NEOPRENE 
.75 HEX 
0-RING 
2-01-4 
.75 
7/16-20 UNF-2A t 
BRASS/ 
STAINLESS 
STEEL 
1 t TEFlON 
LEADS 
SCALE 1:1 
WBH- 9- fS 1.11 ' 
' 
P5 HEX 
0-RING 
2-0U 
7/t~-20 UNf-2A 
BRAS~/ 
STAINlJ:SS 
STE~ 
YUASA NPC SERIES 
The maintenance-free and valve 
regulated constructions combine 
with heavy-duty plates and unique 
separator systems to make NPC 
serviciable twice as long as 
conventional counterparts. 
1 1 _ /, ·rui·:r: ~.: 
1 . Doubled cycle life 
NPC operates 500 charge/discharge cycles or twice 
as many cycles as conventional cycle use batteries at 
75% 0.0 .0 . (depth of discharge) . 
• CYCLE SERVICE UFE IN RELATION TO DEPTH OF 
DISCHARGE AT 75% 000 
TESTING CONDITIONS : 
Capacity test 0.17CA (FV I0.2Vl 
Life test 0.25CA. 3 hours 
CHARGING : l4.6V , 9 HOURS 
MAX. CHARGING CURRENT : 0.25CA 
AMB IENT TEMPERATURE : 25'C (ii'fl 
,.. 
.... 
u 
<( 
.. 
<( 
0 
100 
~ 
~ 80 
0 
or 
" 
..........._ 
~thf:r ~PC 
I 
200 
\ ~ 
~! 
400 
NUMBER OF CYClES 
600 
2. Valve-regulated and maintenance-free 
I 
J 
-=l 
800 
Battery electrolyte retained solidly in the separator 
and the innovative gas recombinant system allow 
minimum gas em ittance freeing from maintenance. 
3 . Durability for deep discharge use 
Yuasa·s stat e-of -the-art plate barrier prevent ion and 
the unique separator systems help endure deep 
discharge use and t hus considerably prolonging 
battery's service life . 
4 . Min im al self-discharge 
Cyclic use batteries tend to be left d ischarged after 
usage causing plate corrosion leading to sho rtened 
life. Self discharge rate of N PC is as small as only 0 . 
1% a day at 2 o·c as shown in the diagram and thus 
extends storage period rcrnarkal>ly lonn. 
•operating temperature range 
Charge: - 15-50' C (5-122' F) 
Discharge : -15-50' C (5-122' F) 
Storage: -20-50' C (-4- 122' F) 
• Recommended charging · method 
at 25'C (77'F) 
Current : Max. 0 .25CA 
Voltage: 14.6- 14.8V 
• Standard terminal : Bolt/ nut 
Housing material: ABS resin 
Wheelchairs 
Golf trolly 
Golf carts 
OA 
AV 
Lawn mowers 
Lights 
Toy cars 
Sprayers 
Photovoltaics 
M ovable bed 
M odels 
Robots 
Communications 
Camping accesorics 
Fishing reel 
Fish finders 
Electric tools 
Pumps 
M easuring instruments 
AGV 
M;t\Jnctic lilts 
• • 
(lens not included) 
The LDH 0803 is a high-quality colour 
CCD camera from Philips that produces 
an optimal colour picture even in low 
ambient light levels. it has a built-in 
intelligence system that modifies the 
contrast in picture areas which are too 
dark or too light. This makes it ideal for 
surveillance applications where 
detection. recognition and identification 
of objects depend on picture quality. 
Automatic image enhancement 
To process and enhance the picture. a 
technique known as histogram 
equalization is used. A built-in 
m icroprocessor analyses the image in 
real-time. detects areas where there IS 
too little or too much light, and 
compensates to make the detail in these 
areas more vis1ble. The resulting image 
has a balanced contrast that prov1des the 
operator with max1mum information -in 
full colour. 
A versatile camera 
The LDH 0803 IS an extremely versatile 
camera. it can operate in full sunsh1ne 01 
Colour CCD Camera 
in low visibility. at dawn or dusk. and in 
conditions of extreme contrast (a dark 
shadow on a bright day for 1nstance). 
With a sensitivity of 0.7 lux. the 
LDH 0803 continues to produce colour 
images by artificial light1ng at night. And 
because it processes the 1mage in real-
time, it also supplies the same. sharp 
image even when moving. making it 
ideal for pan-and-tilt applications. 
Increased security 
Enhanced picture quality provides many 
benefits. First and foremost. dark areas 
are greatly enhanced. increasing the 
possibility of detecting any unwanted 
presence. especially at n1ght The higher 
picture quality places less of a strain on 
the operator. which promotes alertness 
and lessens fat1gue. The cl0ar image 
therefore reduces responsE: time to any 
incidents. And as smallc1 rir ails are 
VISible. there IS less need ' , zoom. so a 
larger area is constantly 111 v.ew. Once 
1nstalled and se t up, thCit ,., min1mal 
operator action requ1rect lu1 1 consistent 
quality p1cture. 
• High-quality colour 
camera for all lighting 
conditions 
11 Automatically enhances 
areas of image with too 
much or too little light 
• Extremely high sensitivity 
• Remote camera set-up 
using on-screen menus 
• Minimal operator 
intervention required 
• Pre-set modes for various 
lighting conditions 
• International character set 
for on-screen text 
Remote camera set-up 
Although the LDH 0803 can simply be 
installed and left to perform. it can also 
be fine-tuned for even better 
performance. One of the camera's main 
advantages is the ease and flexibility 
with which this is done. Once secured in 
position (in a weatherproof housing if 
required) setting-up can be carried out 
remotely, using for example a Philips 
Video Control Matrix (VCM). The camera 
set-up menu is displayed on-screen and 
accessed and altered using four keys on 
the VCM . This set-up menu is 
superimposed on the screen image. so 
the installer can view the effects of the 
changes as they are made. Note the 
camera settmgs can also be adjusted 
us1ng four buttons located m the camera 
1tself. 
An added benef1t of remote set-up is 11 
allows cameras m hazardous locat1ons to 
be adJusted easily. Installations 
mon1tonng a busy nng road should only 
really be accessed m emergency 
LDH 0803/30 
PHI LIPS 
situations. W1th the LDH 0803 any 
alterations to settings can be made 
from the sa fety of a control room. Costs 
are also lower. as the ease of the 
system leads 10 taster and eff1c1ent 
installation. 
Text-in-Picture 
it is possible to spec1fy a 1-lrne. 24-
character Text-rn-Pictur·e line that 
appears on any mon1tor display1ng the 
image generated by the camera. A full 
internationa l character set w it11 1 0 
symbols is available for specifying the 
screen line. wh1ch fac1lrtates text many 
languages. 
User-selectable operating modes 
lt is possible to pre-programme up to 
three separate operating modes. These 
would typically be day, dawn/dusk. and 
night. where the settings for each mode 
I ~ I 
would be adJUSted to c<~t ~: r !or the 
ambient conditions. Thc:.l · 1110des would 
be programmed by til<' u1·.1 .rller and 
selected by the ope1,1101 wl11 •n 
necessary. A charactC'r r·. r .. . erved 1n tile 
screen caption to rndiCdtt · .l'll llch mode 
the camera IS 1n. 
Back-light compensation 
For fixed position applrc,ll!ons. the light 
control sensitivity can be programmed 
for certain areas of the screen. This 
makes back-light compC'riSil tron 
possible. for example w ller e a bright 
light source is in the rma~J" S1mrla rly. a 
part of the picture that 1s much darker 
than the surrounding rmage can be 
compensated. 
The screen is divided into a grid of 16 
'sub-images'. each of wh1ch can be 
individually addressed and programmed 
86 • I 1 ... 
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Dimensions (m mm) 
Choose ++ Enter ~ Esc t Choose ++ Erter ~ Esc t Choose ++ Enter 
SET A3C .VI:>EO SvNC VDEO 
MODEl MAINS·/U-LCCK 
co·_cuR ARE~ CU'< L. E Ai...C 
ADJUST 
OFF 
30 +: LD~Bt113/311J -~ LDH811J3/30 
lor the appropriate l1ght con trol 
sensi tiv1ty. 
Automatic features 
The LDH 0803/30 colour camera IS a 
·smart' dev1ce with many fu lly 
automated funct1ons to make 
1nstallatron and operat1on easier and 
more eff1c1ent. These automated 
functions include: 
• shutter sensitivity 
• colour balance (three selectable 
modes) 
• gamma correction 
con trast compression 
• contour correction 
gain control 
• sync selection 
The built-in microprocessor ensures that 
an optimum image is produced under all 
lighting conditions. 
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The camera can be remotely set-up Vld u:>er-friendtv on-screen menus 
TECHNICAL DATA 
ELECTRICAL 
Sensor 
TV standard 
Resolution 
SensitiVIty (2900 K) 
S/N ratio 
AGC 
Shutter sens1t1vity 
control range 
Colour balance 
AutomatiC 1 
Automatic 2 
Indoor 
Manual 
Monochrome 
Gamma correction 
Contrast 
compression 
Contour correction 
Back light 
compensation 
Video outputs 
Coaxial 
Balanced 
S-Video (optional) 
Luminance (Y) 
Chrominance (C) 
Camera sync. 
1/2' IL. (752 H x 582 V p1xels) 
PAL 625 lines. 50 Hz 
460 TV lines (luminance) 
0.7 lux (f 1.0. -6 dB) for colour 
56 dB (weighted. at 5 lux sensor 
illumination) 
18 dB (3 speed selectable). peak or 
average detection 
automatic 46 dB, OFF adjustable 
(1/50 - 1/10 000 s) 
2850 K- 7000 K automatic R-B 
(through the lens) and manual tuning of 
R-B and G-Mg 
2850 K - 7000 K automatic R-B and 
G-Mg (through the lens) and manual 
tuning of R-B and G-Mg 
2900 K 
2500 K- 8000 K. with R-B and G-Mg 
adjustments 
A black and white picture is displayed 
0.45- 0.6- 0. 7- 1 and automatic 
adjustable and automatic 
Enhancement of vertical and horizontal 
luminance transitions (symmetrical) 
adjustable and automatic 
1 6 areas weighted 
1 V pp (CVBS) into 75 Q 
2 x 1 V pp (CVBS) into 150 Q 
1 V pp into 75 Q 
0.7 V pp into 75 Q 
automatic selection of: 
- Internal free running (crystal lock) 
- Mains lock to zero crossing of mains 
voltage (phase adjustable) 
- External V-lock and H-Gen-lock 
External V-lock input : >=4 V pp positive going. input 
impedance > 1 0 kQ, on system 
Gen-lock input 
Supply voltage 
Mams cord 
Camera opt1ons 
connector 
1 V pp composite video or 
0.3 V pp composite sync 
impedance >=1 0 kQ 
: ~30 v~~· ± 15%. 8.5 w.c_ 1 - 15 v d.c .. 
I~OmA ) -
2 m long with 2-pole Euro plug 
24 V a.c. supply 
S-Video output 
MECHANICAL 
I ( ' ns mount 
r1.111ge back diStance . 
13.Jck focus 
Ct mnectors 
Video 
H-Gen-lock 
Iris 
Pole 1 
Pole 2 
Pole 3 
System 
Pole 1 
Pole 2 
Pole 3 
Pole 4 
Pole 5 
Pole 6 
Pole 7 
Pole 8 
Shield ring 
Camera mounting 
Dimensions 
(H X W X 0) 
Weight 
ENVIRONMENTAL 
Temperature range 
Operating 
Storage 
Electro-magnetic 
Interference 
RF radiat ion 
Vibration 
10 to 58Hz 
58 to 150Hz 
Test 
Bumps 
Relative humidity 
Altitude 
Sa fety 
Standard delivery 
CAM ERA VERSIONS 
C-mount 
app10x. 17.5 mm (max. lens protrus1on 
9mm). 
Adjustable (w1th locking sc1ew). 
hexagonal 
socket cap key supplied 
BNC coaxial socket 
BNC coax1al socket 
3-pole Min1ature socket 
Earth - 0 V power supply 
Iris Video(+) 
Supply + 10 V. max. 50 mA 
8-pole Miniature socket 
Earth - 0 V power supply 
12C earth 
Balanced video output (+) optional Y 
(luminance) output 
Balanced video output (-) optional C 
(chrominance) output 
Supply input + 11 V d.c. to + 15 V d.c. 
12C serial data (SDA) 
V-lock input 
12C seria l clock (SCA) 
S-video earth 
1/4' 20 UNC on top or bottom 
76 x 86 x 76 mm 
Approx. 0.7 kg 
- 10 to +55 oc 
-40 to +70 oc 
The camera can be used in a field 
strength of up to 3 V/m RMS. 
frequency range 1 0 kHz - 1 GHz. at 
1 kHz 80% AM without disturbing 
interference in the output signal 
Terminal interference voltage and 
interference field strength ace. 
VDE 871 class B 
IEC 68-2-6 test Fe 
Amplitude 0.15 mm 
Acceleration 2 g 
sweeping 3 directions each 30 minutes 
IEC 68-2-20 test Eb. 1000 bumps 10 g. 
16 ms. 3 directions 
IEC 68-2-30 test Db 40 °C, 21 days 
Operating air pressure 700 - 11 00 m bar 
According to IEC 65 and BS 415 
recommendations 
Camera head with operating manual. 
lens and system connector. 
LI)H 0803/30 Supply voltage 230 V a.c. ± 15% 
I I)H 0803/33 Supply vol tage 230 V a.c. ± 15%. 
w 1th S-video output (Y/C) 
MAT 724 single board computer 
The Complete 486 Solution 
• Processor options include: • Plug-on video options include GUI/Windows™ 
accelerator, flat panel, SVGA, VGA and MDA/CGA. - i4860XTM at 50, 33 or 25MHz; i486SX™ at 25MHz 
- i486 ™ DX2™ - 66 or i486DX2-50 
- and support for faster processors as available 
• From 1 to 32 megabytes of full speed RAM on board. 
• Plug-on M EM-DISK provides up to 1 megabyte of 
battery-backed SRAM, up to 2 megabytes of flash 
EEPROM, or up to 512K of SRAM with 1Mb flash . 
• 
• 
IDE, floppy, keyboard, PS/2® mouse, one parallel 
and two serial ports as standard. 
128K secondary cache option. 
• Fully populated card including 32Mb RAM, video and 
MEM-DISK occupies only one AT® expansion slot. 
• Software configuration of hardware in BIOS Setup. 
• Future Domain ™ 16 bit SCSI-2 controller option. • OEM BIOS configuration. 
Microbus provides full technical support for all its products. Microbus products carry a 
one year warranty from date of purchase subject to Microbus terms and conditions. 
Designed and made in England 
·~· ~ ~ . f • . . • y 0 
1155750 PAlm. 1509002. EN29002 
The Microbus MAT 724 card 
The MAT 724 PC/AT® single board computer has either 
a 486DX or a 486SX processor. The card provides two 
serial ports, a parallel port, keyboard, mouse, IDE and 
floppy disk controllers, and up to 32 megabytes of mem-
ory. Options include a 16 bit Future Domain SCSI-2 
controller, video controller, MEM-DISK, and 128K of 
cache memory. A fully populated MAT 724 card occupies 
no more than one slot in the PC/AT passive backplane. 
To offer the full benefit of 486 system performance the 
board supports the double-clocking i486DX2-50 proces-
sor, other 486 processors up to 33MHz, and will support 
higher performance processors. The on-board memory 
sits on the local 32 bit bus for optimum performance and 
supports configuration from 1 to 32Mb. The MAT 724 card 
can also provide 128K of secondary cache. 
Supporting both SCSI-2 and IDE allows system OEMs 
the benefit of cost effective IDE disks and the perform-
ance and configuration flexibility of many standard device 
drivers for the Future Domain SCSI-2. 
Reset 
Ke~ard Interface 
Mouse Interface 
Parallel port · 
Serial port · '· 
VIdeo options 
Static memory 
Jumpe.rs, · 
Further features include fuses for keyboard and mouse 
power, and provision of on-board headers for all major 
functions including keyboard, mouse, serial. parallel and 
video. To simplify cabling, a single connector carries PC 
key lock, speaker, LED, and reset signals. Measures to 
reduce electro-magnetic interference include keyboard 
and mouse filters and serial port suppressors. 
An on-board EEPROM backs up critical CMOS power-on 
information in case of CMOS corruption. lt also sup-
ports OEM configuration of the BIOS, so that the OEM 
can, for example, specify the signon used, and the re-
sponse to start-up errors. Software configuration of hard-
ware on the board is handled by the BIOS, through which 
the board's features can be enabled, disabled and recon-
figured. The board's only jumpers enable an on-board 
speaker and provide compatibility with early IDE drives. 
The MAT 724 is one of the MAT series, which also 
includes 8088, 286, 386SX™, 386DX™, and other 
486SX™ and 486DX™ processor cards. 
Tho information horo1n has boen carefully checked. but no responsibility is assumed for •naccuracies. Microbus reserves the right to make changes without notice to any products herein to tmprove 
reliability, function or dosign. M•c robus doos not assume any liability ansing out of the appltcahon or use of any product or circuit described heroin: neither does it convey any licence under its patent 
ughts nor the rights of any others. 
Revised & reprinted I 5 February. 1993 Copyright C> 1993 by MicrObus Manufac turing Lld All ~adcmarks acknowledged 
• 
• 
• 
• 
• 
~111l'·Tfeidawav f.fiUJii.'OI.JdW•ater'~·Hklh Wycombe 
846073' MICROB 
Tel 0628 531271. Fax 0628 531498 · 
AT Passive Backplanes 
4, 6, 1 0, or 14 slots, with split options 
Microbus AT® passive backplanes, including 4, 6, 1 0 • All backplanes are four-layer, with power and ground 
and 14 slot versions, provide a wide choice of on separate outside layers to reduce EMI. 
configurations. 
• Ground interleaving also reduces EMI. 
Many split backplane options available. 
• Power supply noise suppression in all designs . 
All slots accommodate full 16-bit AT expansion cards . 
• Industrial power connectors (screw terminal) and PC 
AC termination using resistors and capacitors in compatible plug terminals. 
series. 
• Rapid and cost-effective custom design service for 
Termination follows IEEE P996 recommendations. backplanes up to 20 slots. 
Microbus provides full technical support for all its products. 
Microbus products carry a one year warranty from date of purchase subject to Microbus terms and conditions. 
Designed and made in England 
.. 
Microbus AT Passive Backplanes 
Microbus passive backplanes are designed to provide 
sturdy and reliable platforms for AT single board com-
puters and expansion cards. The high integrity design 
cuts down traditional problems, including ringing, cross-
talk, induced interference, over-shoot, under-shoot, and 
noise and interference from the power supply. 
Wide tracks reduce reactance, and thus minimize ringing. 
Cross-talk is substantially reduced by interleaving of 
ground and signal tracks, and the use of a separate 
ground layer. Confining signal tracks to the inner layers 
also reduces EMI. 
Resistor capacitor termination reduces AC impedance 
to minimize induced interference. lt also reduces over-
and under-shoot without the power consumption prob-
lems of DC termination. 
All mounting points are connected to ground, though 
isolated mountings may be used if required. 
Power supply noise and interference induced on power 
cables are cut down by the use of inductor/capacitor filters 
on all power inputs. For power connections, the 4-slot 
backplane provides plug connectors, and all other models 
provide both plug and screw terminals. 
As well as selecting 4, 6, 10 or 14 slots, the designer can 
choose split (or segmented) backplane options. 
The split options allow the system designer to create 
systems with more than one processor card in the 
backplane. Each processor card runs independently, 
but all cards share the same power supply and may be 
housed in the same cabinet. 
1 0-slot backplanes are available split into two groups of 
five slots, five pairs of two slots, two groups of four slots 
and one 2-slot, or one 4-slot and three 2-slot. 14-slot and 
6-slot backplanes may each be split into two equal 
groups. 
The 1 0-slot backplanes are made to the industry standard 
221mm x 175mm 'baby AT format. 
Microbus designs and manufactures custom backplanes, 
for customers with additional requirements. 
Microbus also designs and manufactures a wide range of 
single board computers for the AT bus, including cards 
with 286, 386SX™, 386DX™, 486SX™· and 486DXTM 
processors, each of which can be used with the back-
planes described here. 
' 
Specifications 
Dimensions 
14-slot 
10-siot 
6-slot 
4-siot 
Split options 
Edge contacts 
297.18mm x 180.34mm 
(11 .70 x 7.10 inches) 
220.98mm x 175.26mm 
(8.70 x 6.90 inches) 
139.70mm x 175.26mm 
(5.50 x 6.90 inches) 
90.50mm x 71.12mm 
(7.50 x 2.80 inches) 
14-slot 
10-slot 
6-slot 
7+7 
5+5 or 
2+2+2+2+2 or 
4+2+2+2 or 
4+4+2 
3+3 
Gold over nickel finish on phosphor bronze 
alloy, good for 500 insertions and withdrawals. 
Edge connectors AT bus connectors 62 pin socket & 
Pitch 
Spacing 
Power capacity +5 Volts DC 
36 pin socket 
2.54mm (.10 inch) 
20.32mm (.80 inch) 
21 Amps max. 
Physical 
Environment 
Reliability data 
+5 Volts DC 
-5 Volts DC 
+12 Volts DC 
- 12 Volts DC 
(4, 6, or 10 slots) 
28 Amps max. 
(14 slots) 
5 Amps max. (all) 
5 Amps max. (all) 
5 Amps max. (all) 
4 layer PCB to BS4584, Part 12 
Operating temperature o· to 70' C 
Storage temperature -20' to 100' C 
Relative humidity 0 to 95% noncondensing 
Contact Microbus for reliability data to British 
Telecom standard HRD4. 
The •nlormahon horom has been c..'lretully chado.od, but no respons•bthly tS assumed for •naccurac•os M ICrobus reserves the ugtu to ma)..e changes w •thout nollco 10 any produas hore•n to 1mprovo 
rehabtlity, lunchon or design Mterobus doos not assume any tiab•hty artSH'Q out of the appltcahon or uso of any product or arcu•t dosct~bed hom,n, nonher does 11 convey any licence under ns palcnt 
rights nor tho raghts o! any others . 
22 November 1991 Copyrogtll V 1991 by Moetobus Manutaclurong Lld Att 1r ;odornarks ac•.nowtG<l(tort 
High-Speed Multifu.nction 1/0 
Boards for the IBM PC AT 
Overview 
The AT-MIO-IGF-5 and AT-MI0 -64F-5 
are high-performance, multi function analog, 
digital, and riming inpu t/outpur boa rds 
fo r the PC Af and compatible computers. 
They each contain a 12-hit sampl ing ADC 
with up to 64 analog inputs, two 12-bit 
DACs with volragc outpu ts, eight lines or 
TTL-compatible digital 1/0, and three I (>-bit 
counrerhimcr channcb l(n· timing 110. For 
additioml analog input' and sign:tl condi -
tioning, you 01n u.se the SC:X I , ign:t l 
conditioning system to rn ultipkx. isol:nc, 
and ampliry up to 3,072 low level ~il~ rd\ 
into a single bo~rd . You c u1 wnli~~~rr·e c 1clr 
input d1an ncl in your SCXI ~)'Sl\"111 I( or 
di!lcn::rHtran.<.ducer and ~ign.rlt'' I X"·' · irr.-lrr,ling 
thermocouple~. str:1in g:r 1rg•··'· •c~ i , Lrr lll' 
tcmper:uure dct<:Cior\ (I{TI h). thnrni \r <lr, , 
procc~s cuncr11,, and vnl1.1gc ~•H IIll'' · 
AT-M/0-1 6F-5/A T-M 10-64F-5 
AT-MIO-I 6F-5 
AT-MI0-64F-5 
Applications 
You can use the AT-MIO- IGF-5 and 
AT-MI0-64 F-5 in rmny cnvironrnenrs ror 
automating machines, process moni roring 
and comrol , insrrumell[arion, and elccrronic 
rest fUnctions. You c~n use rhc multichan ncl 
analog in pur l~1r volt:~gc mc;t~urcmem, sig,rul 
and tr:msicnt :uu ly~is, :111d d:na log,_t;ing. 
The two :uuk'g ouq1ul channel' arc u~ef'rrl 
l ~ • r machirw :111d JHou:ss cnr11rol , :rr1.tlog 
(unetion l~l-rKcnion . :md v. tri .thk volt:1gc 
sources. You ,·.111 u,c·1hc ,-il~ l ll ' IT I.-corll 
p.11 ihk digi1.1 l 1/() I in,-,~~~~- rn:1chinc .uul 
pr<>Cl·~~ corlii<>L inr,·rr n.t,·hi rtl· Cllll)llllllli <. l· 
1i1111, :tnd rc·l.n· ~wn ching <'lllll rol. .l .lw 
C<H IIllnltinwr,; .trc w,cd l;>r lirnCiiom '"eh 
.1., f'llj,, . . llllj ,}.,,k gc'lll'l.ll i1>1l , f'ICIJlii' IH )' 
~lut'1 kcyi11g. 1im,-,j t<>ll l ll >l of'l.thor.uorv 
,·qu ipllll'lll .. tu,[ frn}'lt'll<.'', n •cnr, .r11d 
t'"l "·widlh lllc'.l.' lll <'llll'lll . 
RELATED PRODUCTS 
Software l-7; 1-21, 1-33, 1-49,-i-62, 
J-68 
Accessories 3-£29 TI-tROUGH 3-188 
' ~ 
3-2 
0.5 \o 50 
100 \ ·-· . . 
d~ 01\' ,.:,Y galn.; 
$,......_ 
0 .2 LSBrms 
0.4 LSBtms 
O.S LSBtms 
NA I ll J:--.!AI. Ir-.:\ I Pl l '~ l :..: 1\ 
High-Speed Multifunction 
1/0 Boards for the IBM PC AT 
1/0 Connector - The 1/0 connector for tht· 
AI~MIO- IGF-5 is a 50-pin male ribbon 
cable connector, diagrammed in Figure 2. 
ACH(15:0) arc the JG input analog channels. 
AI SENSE is the common signal line for 
pscudo-diffcrcnrial analog input. DACO Out 
and DACl Out arc the two analog output 
d1annels. EXTREF is the input connection 
for an external reference voltage for the 
analog output dlannels. ADI0(3:0) and 
BDI0(3:0) are the eight digital 1/0 lines. 
SCANCLK (multiplexer scan dock) and 
EXTSTROBE• (external multiplexer suobe) 
can drive the AMUX-64T or SCXI modules. 
EXITRIG*, EXTGATE*, and EXTCONV* 
are the external trigger, gate, and conversion 
signal inputs for external conuol of ND 
conversion timing. EXTDACUP* is the 
external trigger used to update the analog 
output DACs, when enabled. GATE, OUT, 
and SOURCE are the gate input, counter 
output, and counter input, respectively, for 
the 16-bit counter/timers. FOUT is the 
programmable frequency output from 
the Am95 13A. 
The 1/0 connector for the AT-MIO-G4F-5 
is a I 00-pin male ribbon cable connector, 
diagrammed in Figure 3. Pins 1-50 are 
compatible with the 50-pin 110 connector of 
theAT-MIO-IGF-5 and MI0-16 boards. 
ACH (63: I G) are the remaining 48 analog 
input channels. With a type NBS ribbon 
cable, you can connect pins 1-50 of the 
AT-MIO-G4F-5 ro signal conditioning 
accessories for the MI0-1 G boards. 
Software 
Narional Instruments has developed many 
sofi w:~re p:~ck:lgcs dur control DAQ funaion~ 
on rhe PCf>...'T /AT/EISA hoards. 
The f(,llowing software is included with rhe 
AT-M 10 -1 GFS and the AI ~M IO-(ift F-S : 
• DAQ\XI;II"l' 
• N I -DM~ fur D OS 
• N I -DA(~ for Window~ 
• N I - DJ\(~ fm W indows NT 
Tht· f(,ll t~wing wftw:I re is :1v:Iilahk ~t·paratd 
• L,(,V IFW r.,,. \XIindows 
High-speed Multifunction 
1/0 Boards for the IBM PC AT 
• L1bVIEW for Windows NT 
• Lab Windows /CVI for Windows 
• L1bWindows for DOS 
Derailed informarion on this software can be 
found in secrion one. 
Part Numbers 
AT-Ml0-16F-5 and software* ....... 776441-0I 
AT-MI0-64F-5 and software* ....... 776655-0 1 
CB-50 110 connector block 
(50 screw terminals, for AT-MI0-16F-5) 
with 0.5 m type NB 1 
ribbon cable ...... ....................... 776164-01 
with 1.0 m type NB 1 
ribbon cable ................ ............. 776164-02 
CB-I 00 I/0 connector block 
(100 screw rerminals, for AT-M10-64F-5) 
with 0.5 m type NB5 
ribbon cable ............................ .776455-01 
with 1.0 m type NB5 
ribbon cable ............................. 776455-02 
Type N 13 S I 00-conducror ribbon cable for 
connecring AT-MI0-64F-S ro signal 
conditioning accessories 
0.5 m ................. .......................... l81304-0S 
1.0 m ........................................... l81304-IO 
AT Series RTSI bus cables for 
2 boards ....................................... 776249-02 
3 boards .............. .................. ....... 776249-03 
4 boards ........................ ........ ....... 776249-04 
S boards ...... ................................. 776249-0S 
• lndud~s DAQWnn· nnd NI-DAQfor DOS. 
U' iudtm•s, 1111d \'(liudou•s NT sofiwnrr 011 borh 
1.41MB .~.5 in. mu/1.2 MB 5.25 in. diskm~j. 
CALL (5 12) 794-0 I 00 or (800) ti 33-3488 111.~ ... .1 ' ""'"''"' 
iONY 
3.5" DOS Tape Drive with Embedded SCSI Controller 
4.0-16.0 GB Storage Capacity/366-1,464 KBPS Transfer Rate 
Using Standard DC-LZ Algorithm 
High Performance and Reliability with New SOr:'Y Designed LSis 
' 
New Sony DDS-2 Tape Drive Offers 100°/o More Storage Capacity; 
Sony elevates 4mm Digital Data Storage (DOS) technology 
to a higher level of capacity and throughput with the intro-
duction of the new SDT-5000 tape drive - the first DOS drive 
to meet the advanced second generation (DDS-2) standards. 
New Features 
• Advanced (second generation) newly 
developed dedicated mechanism for 
DDS-2 
• Storage capacity of 16.0 GB (with 
data compression), 4.0 GB (without 
data compression) 
• Average random access time of 35 
seconds (with data compression) with 
120 meter tape 
• Doubled susta ined data transfer rate 
of 366KB/second using new gene-
ration LSis 
• The c urrent media recorded on the DOS format can a lso be read / 
written by SDT-5000. 
High Reliablity 
• Low uncorrectable error rate of less than 1 in 10- 15 
• M ean Time Between Failures is rated at 80,000 power on hours 
' 
Interface 
•Includes a SCSI-2 contro ller that supports the SCSI-2 Sequentia l 
Access Device Command Set 
Optional Models 
• Line-up of DOS drive w ithout data compression, 5.25" kit, stand-
alone model 
• Line-up of DOS drive with differential SCSI 
Specifications 
Capacity 
Sustained transfer rate 
Linear recording density 
Recording method 
Recording length 
Random access time 
Search speed 
Drum rotational speed 
Drum diameter 
Number of drum heads 
Interface 
Media 
Uncorrectable error rate 
Vibration (operating) 
Ambient temperature (operation) 
Relative humidity (operating) 
MTBF 
Power requirements 
Power consumption 
Physical parameters 
Dimensions 0N X H X D) 
Weight 
Mounting 
16.0 gigabytes' 
1.464 kilobytes/second· 
61.000 bits per inch 
8-10 modulation 
variable or fixed 
35 seconds with 120 meter tape 
approx. 200 times nominal 
4000 rpm 
30mm 
4 
SCSI-2 
standard DOS cassette tape 
less than tQ - •5 bits 
" ~ S peak, 5 to 500Hz (Swept) 
.o 40"C (41"F to 104"F) 
-'- <0 80% 
80,000 POH (duty 20.0"1o) 
+5V (±5%) 
+12V (±5%) 
6.5W (average) 
101.6 x 41.2 x 146mm 
670g 
standard 3.5" full-height 
*Storage capac•ty and transfer rate depend on the actual data to be written. 
Dimensional Drawing 
c::JD ~c::::=lc=::;) 
C=::J c:::) c:::::::J: c::::::;:) • 
c::::;, c:::::::;)c:::::::;)c::::::::;> 
c::::3 c=:) C=::J c:::::::;) 
(Unit:mm) 
*Design and Specifications are subject to change without notice. 
• For further information, please contact below : ----------------------------
Sony Corporation, Tape Streamer Marketing Division 
Computer Systems & Peripherals Marketing Group 
4-10-18, Takanawa. Minato-ku, Tokyo, 108 Japan 
TEL :(03) 5448-2283 FAX :(03) 5448-4106 TELEX:J22262 
Sony Electronics, Inc. 
Magnetic Storage Products Division, 
Computer Peripheral Products Company 
3300 Zanker Road, San Jose, CA 95134-1940 USA 
TEL : (408) 432-0190 FAX: (408) 943-07 40 TELEX : 171331 
Sony Europa GmbH, 
Computer Peripherals Components Europa 
Mathias-Brtiggen-Str. 132. W-5000 Koln 30, Germany 
TEL : (0221) 59773-0 FAX :(0221) 59773-20 TELEX : 8882796 
Sony Europa GmbH, 
(:omputer Peripherals Components Europe, Munich Branch 
Landsberger Strasse 428. 8000 Miinchen 60, Germany 
TEL: (089) 82916 FAX: (089) 82916-439 
Sony UK Ltd,. 
Components & Computer Peripherals Company 
Sony Thameside, 1 Kingsbury Crescent. Staines. Middlesex TW18 3AJ, UK 
TEL : (0784) 466660 FAX: (0784) 467864 TELEX: 915248 
Sony Corporation Printed In Japan \CJ SONY June, 1993 
Sony France S.A., Department OEM 
15 rue Floreal, 75017 Paris. France 
TEL : 1-40-87-33-69 FAX : 1-40-10-94-18 TELEX : 614110 
Sony ltalia S.p.A. Computer Peripherals & Components Div. 
Via Paisiello, 110. 20092 Cinisello Balsamo, Milano, Italy 
TEL:(02) 61-838-275 FAX :(02) 61-838-823 TELEX :315395 
Sony Espana S.A., Computer Product & Components 
Maria Tubau 7. 28050 Madrid, Spain 
TEL:(1)358-1335 FAX :(1)358-0086 TELEX :48659 
Sony International (Singapore) Ltd., 
Asia Components Marketing Company 
10 Hoe Chiang Road. ~ 21-00. Keppel Towers. Singapore 0208 
TEL:329-1558 FAX :329-1590 
Sony Comercio e Industria Ltda. 
Rua lnocencio Tobias. 125-Terreo Parte, Parque Industrial Thomas Edson-
Barra Funda. CEP01144-900 Sao Paulo. Brasil 
PABX :(011) 826-tl77 FAX :(011) 826-7288 TELEX :(011) 21677 
Sony International (Singapore) Ltd., Hong Kong Branch 
9028 . Empire Centre, 68 Mody Road, TST East. Kowloon. Hong Kong 
TEL : 721-0808 FAX : 369-3017 
Sony (Australia) Pty Ltd. 
33-39 Talavera Road, (Box 377, Post Office) North Ryde, N.S.W. 2113 Australia 
TEL :(02)878 9701 FAX:(02) 805 1241 TELEX:24254 
E 
TOP 948 panel-mounted digital display electronic timers 
Characteristics 
Display 
4 Number of digits 
Height of digits 
--- ---- _8 rl}m_ ----
Accuracy 
Repetition accuracy (even with variation ot"" 
temperature) *l_f_sjart TON. ___ ___ _ 
Display accuracy -----,--,.-----
Reset time _Qy de-energisa,..,ti""on"-----
M control cont~~ct,__ ___ _ 
_py reset to zero 
Input sp~<:~ficat!.:-on:.:__-=---:--:-­
By~_!!!act 
Solid-state Level 0 
NPN_ Level1 
Control and zero-
reset input 
Impedance __ 
Min. control pulse 
Output specification 
Nominal current ___ _ 
Nominal voltage _ _ 
Maximum power rating (resistive) 
Electrical life at I max 250 V- resistive (cycles) 
Maximum permitted operations per hour at 
5 A 250 V ~ resistive 
Mechanical life (operations) 
Function and use 
Functions and EEPROM configuration 
stored for (years) 
Voltage variation 
Immunity from micro power cuts 
Maximum absorbed power 
Temperature limits Use 
Stored 
Front panel protection class NFC 20010 lEG 
529 - DIN 40050 
Insulation according to standard VDE 0110 
and IEC 255 group C 
Dielectric strength (IEC 255-5) 
Test on power supply 
(lEG 801 -4 level 3) 
Test on 1nput signal (lEG 801-4 level3) 
Damped oscillatory wave (IEC 255-4) 
Impulse voltage (lEG 255-5) 
Electrostatic discharge on face 
(IEC 801·2) 
Panel protection 
Mount1ng Panel mounted by clip 
Base· mounted on 
socket 
Standard products 
:t 0.005% :t 20 ms 
+ 50 m~~s *-,-,--­
:!: 0.05 % :t 20 ms 
_;, o:o5-=_s-_ - ---
"' 0.05_§, ___ _ 
.: 0.05 ""s ___ _ 
• .9_::_1 _v ___ -
4-30V 
1o~<n±1~ 
s oiiiS ____ _ 
----5AV"'-1AV=-:: 
25QV....__-~---
1250 vA- -3ow 
105 
360 
2. 107 
10 
+10%-15% 
s3 ms 
0.5 W/12 V:-:: 
1 W/24 V:-:: 
1.3 VN24 V -... 
4VN48V -... 
8 VN115 V-... 
17 VN230V -... 
- i<i + 50° C __ _ 
- 25 + 10 ·c 
• 
250 v -... :-:: 
3 kV 
2 kV 
1 kV 
3 kV 
5 kV 
15 kV 
IP65 
• 
• 
100 rt 
Standard products, 
non stocked 
Exnmpld : lOP 9-IU t :h !\;lll,nl<: IHIIf':l Uti U~7 504 · 
Contwclor t;ockm 25 1>?2 0/7 
Timing 0.01 s at999.9h 
Type TOP948 -----~~~--~---------------------------(11 -pin plug-in) 
Part numbers (and voltages) 
12/24 V"" 
24 (42 • 48-V"" :-:: 50 • 60Hz 11 0~ l11.122o • 24o-"'v"'-...... --"-"'_ c:'-5o=='·- 6=-=0,..,H7 z ___ _ 
For 48 V:-:: supply /24 V:-:: 
additional resistor 
Functions 
With or without memory (programmable) 
Relay output 
Nominal current 
Timing ranges 
7 programmable ranges 
Accessories 
11 :Pin connector ~o_<;~~~---
1_! -pole rear base _ 
_1_1-pin free_soc~e! ____ _ 
11-pin solder -connected base 
Asymmetrical adaptor 79 694 005 
Spring clips 79237 790 
Connections 
' i ll 
'-
@ i,!.Ol or ® 
220·240 v~ • • 8 
110-121 v~ • • 8 42-48 v-... • • 8 
24 V- • • 8 
24 V :-:-: • • 10 
12 V :-:: • • 8 
Mono·voltage V"' • • 8 
: .· ,\ ,. 
88 857 502 .• { .. l'iJ 
88857 504 
88857 508 
560 Q 2W 
..M!.!.Iti-fun.ctio_n _ _ 
A-Ab - 8 - C-D-
Di-H - T 
1 changeover- -
5A-... 
99.99 s -999.9 s 
99 min 59 s-
99.99 min - 999.9 min 
99 h 59 min - 999.9 h 
• 
• 
• 
• 
.>~f. 
··.\i' 
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Functions 
Without memory 
2-10 } - = 
2-11 
T . TON or TOFF : Variable time t : 
partial time of T, TON or T OFF 
2·5 SUII1 
oo : indefinite 
2·7 Asl 
~ 
A 
Delay on energisation 
Ab 
Cyclic timing 
Single cycle 
B 
Timing on impulse (one shot) 
c 
Timing after impulse (delay 
off) 
D or La 
Cyclic timing 
H 
nming on energisation 
loo,------• 
- T l~ - ------
21 . . • i: : •. :. 
' ~ -.!.....:...:.. . . • 
.. -- ,.....-.:--- . 
,. '·' Il l t.' ,, "' 
.... . 
\tol.' 11 .. 1 
---
Timing on energisation with 
memory T = 11 + 12 
With memory 
~: :~ } - == 
2·5 Slar1 
2·7 Rst 
1~ ~ 
II•Q•lOH 
II•D:•lOM 
11·12·l0fil 
II •D:•l OI'f 
11 .a ION 
710 ______ _ 
-25 ---- -
21 • · • • • • • • I ·~ ~~ 
~ I OH 
11 l. l!jtl 
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Dimensions 
= 
• - l.o5 ,5 
69 2 
Accessories 
11 -pole rear base 
79 694 002 
Panel-mounted 
• J:l . .,. __ .,
11 -pin free socket 
25 622 076 
0~ 
11 -ptn solder -connected base 
79694015 
I 
T 
2 holes 0 3 
t 1 pon connector socket 
25 622 077 
030,2 
Appendix 5 
Deployment and calibration summary information 
The following pages summarise the equipment deployed over the different periods of the 
project. This appendix consists of two sets of diagrams together with tabled information. The 
first set of diagrams, over the next four pages, identify the location of equipment on the 
breakwater wall. The second set of diagrams show the locations and channel lists for the 
Wave Recording System (WRS). 
The diagrams of the wall mounted equipment also detail which transducers were operational, 
calibration details, data logging channel and interval information, details on the Data 
Acquisition and Control System (DACS) used and the number of records recovered. 
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Measurement Program : A ALL TIMES GMT, DIAGRAM NOT TO SCALE 
From : 8/ 12/95 to : 11/2/96 
PAT Unit Operational 
Number Transducers 
Location 7 
DACS system 
DACS sample freq. (Hz) 
DACS record interval (hh:mm:ss) 
DACS record durations (mrn:ss) 
DACS record names 
DACS record start and end times 
No' of retrieved DACS data records 
Additional comments 
01 A, T 
02 P,A, T 
Location 3 
Location I 
: DACS I mark 2, (Viglen Laptop, PCMCIA) 
:500 
: 12:24:00 (PC timing) 
11 :16 
: A5120920 
: 20:34 9/12/95 
: 38 
A6021109 
09:57 11 /2/96 
:No accelerometer, some wall mounted video 
Data Acq. Bits Pressure Air 
Ch. No.'s per V kPaN a (x2) 
2, 3, I 409.6 0.0974 
5, 6, 4 409.6 150 0.1055 
WR system 
WRS sample freq . (Hz) 
WRS record interval (hh:mm:ss) 
WRS record duration (mm:ss) 
WRS record names 
WRS record start and end times 
No' of retrieved WRS data records 
Air Air 
b(x) c 
1.8261 -0.0491 
1.7216 -0.0300 
: WR2 system 3 
:2 
: 03:06:00.34 
11 :16 
: dfo2r0.?0 1 
: 16:40:00 8/ 12/95 
: 191 
Cell Temp 
Const. degN 
15.75 5 
15.32 5 
dfo2r7.?3 1 
12:26 10/ 1/96 
N 
t 
Measurement Program : B ALL TIMES GMT, DIAGRAM NOT TO SCALE 
From : 30/3/96 To : 21 /5/96 
PAT Unit Operational 
Number Transducers 
Location 7 
Location 6 03 P, A, T 
Location 5 02 P, A, T 
Location 4 
Location 3 
Location 2 
Location I 
DACS system 
DACS sample freq . (Hz) 
: DACS2 mark I, (RM Laptop, PCMCIA card) 
: 500 
DACS record interval (hh:mm:ss) 
DACS record durations (mm:ss) 
DACS record names 
DACS record start and end times 
No' of retrieved DACS data records 
Additional comments 
: 12:24:08 
17:30 
: A6033015 
: 15:54 30/3/96 
: 47 
(Crouzet timers) 
A6052122 
22:38 2 1/5/96 
: Some wall mounted video 
Data Acq. Bits Pressure Air 
Ch. No.'s per V kPaN a (x2) 
2, 3, I 409.6 155 0.0979 
5, 6, 4 409.6 150 0.1055 
WR system 
WRS sample freq . (Hz) 
WRS record interval (hh:mm:ss) 
WRS record duration (mm:ss) 
WRS record names 
WRS record start and end times 
No' of retrieved WRS data records 
Air Air 
b(x) c 
1.8098 -0.0067 
1.7216 -0.0300 
: WR2 system 3 
: 2 
: 03:06:00.34 
11:16 
: dfo4r0.?01 
: 12:50:00 30/03/96 
: 38 
Cell Temp 
Const. degN 
15.61 5 
15.32 5 
dfo4ri.?06 
07:43 4/4/96 
,_, 
~ 
Ut 
Measurement Program : C ALL TlMES GMT, DIAGRAM NOT TO SCALE 
rrom :26/ 11 /96 To :21 /05/97 
PAT Unit Operational 
Number Transducers 
Location 7 05 P, A, T 
Location 6 06 P, A, T 
Location 5 04 P, A, T 
DACS system 
DACS sample freq. (Hz) 
DACS record interval (hh:mm:ss) 
DACS record durations (mm:ss) 
DACS record names 
DACS record start and end times 
No' of retrieved DACS data records 
Location 4 02 P, A, T 
Location 3 03 P, A, T 
Location 2 01 P, A, T 
Location 1 
: DACS3 mark I , (Remote PC, NI card) 
:500 
: 12:25:03.0 (PC timing) 
20:00 
: A6112718 A7052108 
: 18:51 2711 1/96 08:40 21 /05/97 
: 56 
Data Acq. Bits Pressure Air 
Ch. No.'s per V kPa/V a (x2) 
17, 16, 18 409.6 147 0.0974 
14, 13, 15 409.6 155 0.0997 
11 , 10, 12 409.6 155 0.1014 
2, I , 3 409.6 150 0.1055 
5, 4, 6 409.6 155 0.0979 
8, 7, 9 409.6 150 0.0942 
WR system 
WRS sample freq. (Hz) 
WRS record interval (hh:mm:ss) 
WRS record duration (mm:ss) 
WRS record names 
WRS record start and end times 
No' of retrieved WRS data records 
Additional comments : Accelerometer not operational, video recorder not repaired 
Air Air 
b(x) c 
1.8261 -0.0491 
1.8280 -0.0300 
1.8095 -0.0091 
1.7216 -0.0132 
1.8098 -0.0067 
1.7658 -0.0503 
: WR I system 4 
:2 
: 12:24:55.47 
: 16:59 
: dio2r0.?01 dfo2rf.?20 
Cell Temp 
Const. deg/V 
15.75 5 
15.55 5 
15.40 5 
15.32 5 
15.61 5 
28.94 5 
: 18:05:0026111 /96to 13:07:4618/05/97 
: 230 
N 
~ 
en 
Measurement Program : D ALL TIMES GMT, DIAGRAM NOT TO SCALE 
From : 26/09/97 To : 03/02/98 
PAT Unit Operational 
Number Transducers 
Location 7 02 P, A, T 
Location 6 04 P, A, T 
Location 5 05 none 
Location 4 03 P, A, T 
Location 3 06 P, A, T 
Location 2 OI P, A, T 
Location I 
DACS system 
DACS sample fteq. (Hz) 
: DACS3 mark I, (Remote PC, NI card) 
:500 
DACS record interval (hh:mm:ss) 
DACS record durations (mm:ss) 
DACS record names 
DACS record start and end times 
No' of retrieved DACS data records 
Additional comments 
: I2:24:56.0 (PC timing) 
20:00 
: A 70926I 1 A80203I9 
: II :36 26/09/97 19:57 03/02/98 
: 101 
: Video recorder not repaired 
Data Acq. Bits Pressure Air 
Ch. No.'s per V kPaN a (x2) 
8, 7, 9 409.6 150 O.I055 
11 , 10, 12 409.6 I 55 0.1014 
I7, 16, 18 409.6 147 0.0974 
2, I, 3 409.6 I 55 0.0979 
I4, 13, 15 409.6 I 55 0.0997 
5, 4, 6 409.6 I 50 0.0942 
WR system 
WRS sample freq. (Hz) 
WRS record interval (hh:mm:ss) 
WRS record duration (mm:ss) 
WRS record names 
WRS record start and end times 
No' of retrieved WRS data records 
Air Air 
b(x) c 
1.72I6 -0.0132 
1.8095 -0.0091 
1.826I -0.049 1 
I .8098 -0.0067 
1.8280 -0.0300 
1.7658 -0.0503 
: WR I system 4 
:2 
: I2:24:55.47 
: I6:59 
: dno2r0.?0 I 
: I 0:49:45 25/09/97 
: I60 
Cell Temp 
Const. deg N 
15.32 5 
15.40 5 
I5.75 5 
15.61 5 
I5.55 5 
28.94 5 
dno2r7.?I4 
26/ I2/97 
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Wave Recorder Transducer Locations, June 1994 
Relative to Bench Mark 16 on the Breakwater Wall 
I I I• WR Transducer Locations I E • 
o• 
c• • 
e• 
A • 
I I 
I 
I I I I I 
I 
n r 1J Su~eysenc~ Ma~ I 1 ~ I 1j I 17 I ~8 • E I 
- - -
-
-
-SO 
-40 -~~ -30 -20_ -10_ 0 10 20 30 
Distance along breakwater wall relative to bench mark 16 (m) 
Transducer X co-ordinate Y co-ordinate Data Operational 
Location (m) (m) Column (Y/N) 
A 6.50 95.00 I y 
B 6.70 98.95 2 y 
c 7.00 106.80 .., .) y 
D 7.90 122.00 6 y 
E 10.90 154.50 5 y 
F 23.20 105.80 4 y 
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Wave Recorder Transducer Locations, October 1995 
Relative to Bench Mark 16 on the Breakwater Wall 
I• WR Transducer Locations I E• 
o• 
c• ~· 
e• 
A • 
I 
I 
i - - - ·- 17 
. 
0 10 20 30 
Distance along breakwater wall relative to bench mark 16 (m) 
Transducer X co-ordinate Y co-ordinate Data Operational 
Location (m) (m) Column (Y/N) 
A 6.50 94.95 I y 
B 6.70 98.90 2 y 
c 7.00 106.80 3 y 
D 8.00 122.60 6 y 
E 10.90 154.30 5 y 
F 22.50 107.45 4 y 
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Wave Recorder Transducer Locations, July 1996 
Relative to Bench Mark 16 on the Breakwater Wall 
I I I I• WR Transducer Locations I E ~ 
o• 
c• • 
B• 
A• 
I 
I I I 
I I I I I 
g_ s2fey Bene~ ~k~ I 1"[ J - 1! - I 17 I te • 
--
0 10 20 30 
Distance along breakwater wall relative to bench mark 16 (m) 
Transducer X co-ordinate Y co-ordinate Data Operational 
Location (m) (m) Column (YIN) 
A 6.40 94.60 I y 
B 6.60 98.55 2 y 
c 6.95 106.80 3 y 
D 7.60 122.90 6 y 
E 11 .00 154.55 5 y 
F 22.90 108.00 4 y 
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Wave Recorder Transducer Locations, July 1997 
Relative to Bench Mark 16 on the Breakwater Wall 
I l _l J I• WR Transducer Locations I E ~ 
o• 
c• • F 
B• 
A• 
I I I I I I I 
I 
I I 
I I I 
-
ll I 1.; suf'ey Bene' Marks I 1 ;. ~ I 
-50 -40 -30 0 10 _20 30 
Distance along breakwater wall relative to bench mark 16 (m) 
Transducer X co-ordinate Y co-ordinate Data Operational 
Location (m) (m) Column (Y/N) 
A 6.40 94.60 I y 
B 6.60 98.55 2 y 
c 6.95 106.80 3 y 
D 7.60 122.90 6 y 
E 11.00 154.80 5 N 
F 22.90 108.00 4 y 
250 
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Appendix 6 
Summary results from analysis of the 1996-7 wave data 
Summary results from the 1996-97 deployment are presented in the form of chronological 
data charts for wave data, for all data downloaded from the 96-97 Wave Recording System 
(WRS) winter deployment. 
The charts show peak period for each record (in seconds) together with mean water depth at 
the wall (m) and incident and reflected wave height (m). Wave records were logged once per 
tide at approximately high tide, the horizontal axis on the charts is in GMT with one small 
division corresponding to one day and a larger division corresponding to one week. 
Significant incident and reflected wave height were found from frequency domain analysis of 
each record and are calculated using MLM reflection analysis software developed at the 
University of Plymouth (llic et al, 1997). Peak period was found from the reciprocal of the 
frequency associated with the most energy in the incident wave spectra. 
The plots within this appendix were used to determine general trends over the deployment and 
to identify records of particular interest. Corresponding plots for pressure, force and moment 
data are presented in Appendix 7. 
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Peak Wave Period 'T p' (m), Incident 'Hm01' (m) and Reflected 'Hmor' (m) Significant 
Wave Height and Water Depth at Toe of Breakwater Wall 'd' (m) vs Time (days GMT) 
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Appendix 7 
Summary results from analysis of the 1996-7 pressure data 
Summary results from the 1996-97 deployment are presented in the form of chronological 
data charts for pressure, force and moment data for all logged records from the 96-97 winter 
deployment. 
This data is plotted together with incident wave height to indicate general trends relative to the 
wave height data and to provide a convenient cross reference with the previous swnmary 
section of this report on wave data. 
The charts show peak pressure for each record (in k.Pa) together with peak force for each 
record in (kN per m run) and maximum moment (in MNm per m run). Records were recorded 
once per tide at approximately high tide, the horizontal axis on the charts is in GMT with one 
small division corresponding to one day and a larger division corresponding to one week. 
These plots can be used to determine general trends over the deployment and to identify 
records of particular interest. Corresponding plots for wave data were presented in the 
previous section. 
Note. The maximum force and the maximum moment were calculated only over the height of 
the transducer array (5.5m) for 1 metre wall width. 
259 
500 
450 
-c 400 :::1 
.... 
E 
.... 
8. 350 
z 
.:.: 
-Q) 
u 300 .... 0 
LL 
.:.: 
N t'G Q) 
en CL 250 Q 
'C 
c 
t'G 
'iV 200 CL 
~ 
Q) 
.... 
:::1 
Ul 150 Ul 
Q) 
.... 
CL 
.:.: 
t'G 
Q) 100 CL 
50 
0 
Peak Pressure 'Pmax' (kPa), Maximum Force 'Fmax' (kN per m run), Maximum Moment 
'Mmax' (MNm per m run), and Incident Significant Wave Height 'Hm01' (m) vs Time (days GMT) 
• • • • · Peak Pressure 
- -6 - Maximum Force 
- + - Maximum Moment 
---Incident Sig. Wave Height 
.---~--~--~--~--~--~--.---~--~--~--~--~--~--.---~--~~~~~~~~---,--~--~--~--~--~--~---.5.0 
0 
.... , ................... , .... .. ., - ..... 
.. .. , .. 
-... - ............. ~ .. .. , .. , ... - 'I ....... 
- r • • • r .. • r .. - "' r • • - , .. - • • - • .. , .. • • .. , • .... -, • 
' .. , ........ , ... .. , .. - .. , ............ .. .. , .. , ....... , ..... r - • .......... -, ...... .. , ......... , ...... .. , ...... "" .. 
• r 
.. ,. .... 
-.. 
• r • 
--.. 
- r 
.............. .. .., .. -
: • a . : 
-. - - - -. .. - - " ..... 
-: ··1-~iri~i.'l 
+---------------------------+---------------------------~----------------~~~--~~~~---------------------+0.0 
~ 
~ ;:::: 
c 
:::J 
Cl) 
Time (days at Ohrs Omln GMT) 
~ ~ 
a5 
0 
c 
:::J 
Cl) 
c 
:::J 
Cl) 
~ 
::I 
... 
E 
... 
8. 
z 
:. 
8 
... 
0 
u.. 
.:.: 
N C1l Cll en a. 
..... 
"0 
~ 
C1l 
ea 
a. 
.:.: 
._. 
Cll 
... 
::I 
Cl) 
Cl) 
~ 
a. 
.:.: 
C1l 
Cll 
a. 
......... ~ -
Peak Pressure 'Pmax' (kPa), Maximum Force 'Fmax' (kN per m run), Maximum Moment 
'Mmax' (MNm per m run), and Incident Significant Wave Height 'Hm01' (m) vs Time (days GMT) 
.. , .................. , ........ , ... ............ , ....... .... ... .. .. , ..... ... 
' 
"' - ..... 
- ... , ... ..., .. - ... . ,. .. ..... ... ... -,. ... .. ,. ...... ... 
- - • • · Peak Pressure 
- -6 - Maximum Force 
- + - Maximum Moment 
---Incident Sig. Wave Height 
. 
... ... .. , ..... - ... - ...... "'\ .. , -
...... .. ,. ... .. ... ,. ....... , .. 
-.- ... -- , - , -- ... ............ , ... . ,. ... ...... , - ...... ... , .................... .._ ... ... ... ., ... 
. - - ,. 
. 
.,. 
-.  
... .- -
-, ............ , ... . ,. 
. ,. -, . 
...... , ... ........... '"'"\'"' 
... , ...... .... -... .. ..... .. , - , -
. ' 
' -
- - ,. - .... .- .. - "' .,. '"'I • • '"' ""I., "' •t oo '"' '"' ... '"' '"' ., "'\ "' '"' "' ., '"' 
... . - ... ... -........ .. ...... , ........... , ... ..., ....................... ... , -
...,. .. .. .. ,. .. . r . .... -, .. .. ... -. - - .. , .. .. .. ...... .. -. ... ...... -. .. - - , .. - , -
.,. -- ·:· J--.... -~--~---,---'-- -
150 +-__ -_ ...... ,  -_ - ....... , -_ -_ ........ ----.-_ .---....,._ ---_,,_ :J'--'----i~"J~_ ..... :-- ....... -_ -_ ,.,-J: -\1--..... , _-_-_ -.-~ - ...... : ,...-+--_-.-~-~ ..,..: -_ -__ . ... ~---_ ...... _ ~--._ :- --_ ..... _----if-_-.---~.-- -_ _ - _ ..... :- - ....... _-_ -_ ......... -_ -_ ...... , _-_-_ ...... , -_ --+ 1.5 
100 -+-_ .--r-. r .--,.,..----. -.--_;_-M_,.· .-..--_;  -~-r-__ ;_-_. _-+--_. --r-•• :.-•• .',......-~-_-.--~. ~-~·-. _-.---;. }----.1• ~-. ~+--1\-rf-l' _--._ r..----·. -.--_ r .~. -\?~--_......--;_ "&--,..-~--:/~~--th-:. _---._ :-.r. _  -.--_: A.-.,..~:---_......--~. ·--,-··t-:, -+_ 1.0 
I I ' • I "-.,.. I I • • I I I --- I I I 
• I ll. I I I l l ~ I I I I I I I I I I-
50 h/~\:--r-· -.-. ---.,-, ,............... ,---..--./\--tr--+lo.--r::/6:--T--Q-r::ol'.-.-. Ti.' "')--or-. --~..... -f--, • ..-----+--'w:W,..--.-----r-.,.--......:;:...-r---+-----.,..........~~+--.------.--'~ ............ __1-T-. --+ 0.5 
--- ./. .... ~ !""'..- ••••• ...,., ' ' ' ' · -;r--~---- :·· · ·-~-~~"f.·t-·jl-:eJ·~ -: ·•~•; }:.~~-6.··: ·r· ·· r ···r ., •••• , ••.•••• , ••• • , . -... - - ..... - ... - . , - -
I I I I ... ..;-. I I f I .;.... t 
0+-------------------~~----+-------------~--~--------~------------------------~~-------------------------+0.0 
~ ~ ~ 
~ ~ 
c c 
~ ~ 
en en 
Time (days at Ohrs Omin GMT) 
1'-
e:! 
~ 
c 
~ 
en 
c 
~ 
en 
500 
450 
c 
::I 400 
.. 
E 
.. 
8. 350 
z 
..ll:: 
-Ql 
u 
.. 
0 300 
LL. 
..ll:: 
111 
N Ql 
en a.. 
N 
"C 
250 
c 
111 
ii 
a.. 200 
..ll:: 
-Ql 
.. 
::I 
Ill 
Ill 150 
Ql 
.. 
a.. 
..ll:: 
111 
Ql 
a.. 
100 
50 
0 
Peak Pressure 'Pmax· (kPa), Maximum Force 'Fmax' (kN per m run), Maximum Moment 
'Mmax' (MNm per m run), and Incident Significant Wave Height 'Hm01' (m) vs Time (days GMT) 
• • • • ·Peak Pressure 
- -ts - Maximum Force 
- + - Maximum Moment 
_._Incident Sig. Wave Height 
.-~~~--~--~--~--~--.-~--~--~--~--~--~-.--~--~--~--~--~~---.--~--~--~--~~--~---.5.0 
+---~--~--~--~--~--~---+--~--~~--~--~--~--~--+---,---~--~--~---r--~---+--~--~----~--~--~--~--+4.5 
.. ,.. 
• r 
• r 
......... r 
• r • 
....... t~--~~-
c: 
J 
en 
• r 
. ,. 
- -, ... 
-.. - - -.-
..... -,-
.. , ......... , ...... 
. , . 
..... 
... ,... .., .. 
...... , ...... 
.. , ..... 
.. , ..... 
. ,. 
-, ......... , .. 
-, ...... 
.. -.-
. , . 
-.-... - ... , ...... 
. , . 
... ... , .. 
. , . 
. , . 
.,. 
c: 
J 
en 
.. , .. 
. , . 
. , . 
......... ., ... ., .................... , 
. ' • • r 
... ... ... .. ... ... ...... ., ......... , ... 
. ' - r-··r···r 
..... - - ... ... ... , ... .. ... 1 ... 
... ... .. ... - .. - . ,.. 
.. ... ... .. " ......... ., ......... , ......... 
·r 
Time (days at Ohrs Omin GMT) 
- - .. , ..... 
. ... 
.... 
. , . 
....... , ... 
...... , ............ , ...... 
- ... - ... - - ... , ........ , ............ , ....... ._ ..... .. ...... ' . 
' ... -, ......... ..... ... ... ....... ... , - .. ... *'11 ... ......... -
.. , ........... . , . ..., .... ., . .... .............. .. 
... , ............ - ...... . , . 
.. ... -.- ..... , ...... ... " ............ - , .. ...... 
... 
- .... -,- -.- - - -,.. .. ... - - - ... - - - ., .. 
.,. 
- - -.-
' ..... 
... . . 
' . 
"'\- ., - ... -
. . ~: 
~- .............. - 0.0 
I 
c: 
J 
en 
"C 
c 
111--
..... E 
c-
::::J+' 
.. .t:. 
E ·~ 
... :z: 
8.41 
E i; 
z3: 
~i: 
... 111 
c u 
~U!E E c 
0 Cl 
~(i) 
E i: 
::I Ql 
E"C 
.>< ·o 
111 c 
~ 
-c: 
::J 
... 
E 
... 
8. 
z 
~ 
Cll 
u 
... 
0 
u. 
..11:: 
N CV Cll 
Ol Cl. 
w 
"C 
c: 
CV 
"iU 
Cl. 
..11:: 
-~ 
::J 
Cl) 
Cl) 
Cll 
... 
Cl. 
..11:: 
CV 
Cll 
Cl. 
Peak Pressure 'Pmax' (kPa), Maximum Force 'Fmax' (kN per m run), Maximum Moment 
'Mmax' (MNm per m run), and Incident Significant Wave Height 'Hm01' (m) vs Time (days GMT) 
- - • - · Peak Pressure 
- -tJ - Maximum Force 
- + - Maximum Moment 
---Incident Sig. Wave Height 
~----~--~--~--~--~--~--.---~--~--~--~--~--~--.---~--~--~--~~~~~-.--~--~--~~~--~--~---.5.0 
' "' ........ , ... 
-, .......... , ... ..... '.. ... ... , ........... , ....................... - - ... .. 
-' 
... ............... ... , .... .. -...... - ... , ... - - .., - - ..... - - - , -
... , ...... ...... , ............ ... , ...... - ... , - ........ , - ............................. , ...... .. 
• I '"' '"' '"'I • '"' '"'t • • '"' ... "' • '"' ... '"' '"' • '\ '"' ... '"' 
1.5 
... -,- -.- ... ... ... 
-.-
... - ..... , ... 
...  - ...... .. , - ... .. ... - .. .. ... .. .. , - , -
- r - - r ·r · · ·,- - · -,--- .......... , ............ , ... .. , ........................... , .. ... 
0+-------------------------~------------------------~~------------------------+--------------------------+0.0 
c 
:l 
en 
I 
c 
:l 
en 
Time (days at Ohrs Omin GMT) 
,__ 
~ 
c 
:l 
en 
Appendix 8 
Plots of maximum force and pressures recorded over each record 
The separation of the pressure records into separate events was discussed in Chapter 7 and 
was based upon identifying the exceedance of a particular threshold. The method of separating 
the pressure records into events could also be applied to the force records. 
To determine whether the maximum pressures and forces in each record were associated with 
impact or non-impact events all of the pressure and force records from the 1996-7 deployment 
were split into separate events. For each pressure and force record the event which contained 
the maximum value recorded over the record was then identified and plotted. The remainder 
of this appendix contains plots of the events corresponding to the maximum force and 
maximum pressures from the bottom three transducers over each record. The plots of the 
events were used to identify whether the maximum pressures and forces occurred during 
impact or non-impact events. The plots can also be used to determine whether the maximum 
pressures and the maximum force over the record occurred during the same event. The plots 
also show typical wave loading traces and the large degree of variability of the shape and 
magnitude of the pressure and force time histories. 
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