Abstract-In most pattern recognition algorithms, amino acids cannot be used directly as inputs since they are nonnumerical variables. They, therefore, need encoding prior to input. In this regard, bio-basis function maps a nonnumerical sequence space to a numerical feature space. It is designed using an amino acid mutation matrix. One of the important issues for the bio-basis function is how to select the minimum set of bio-bases with maximum information. In this paper, we describe an algorithm, termed as rough-fuzzy c-medoids (RFCMdd) algorithm, to select the most informative bio-bases. It is comprised of a judicious integration of the principles of rough sets, fuzzy sets, the c-medoids algorithm, and the amino acid mutation matrix. While the membership function of fuzzy sets enables efficient handling of overlapping partitions, the concept of lower and upper bounds of rough sets deals with uncertainty, vagueness, and incompleteness in class definition. The concept of crisp lower bound and fuzzy boundary of a class, introduced in RFCMdd, enables efficient selection of the minimum set of the most informative bio-bases. Some new indices are introduced for evaluating quantitatively the quality of selected bio-bases. The effectiveness of the proposed algorithm, along with a comparison with other algorithms, has been demonstrated on different types of protein data sets.
INTRODUCTION
R ECENT advancement and wide use of high-throughput technology for biological research are producing an enormous size of biological data. Data mining techniques and machine learning methods provide useful tools for analyzing these biological data. The successful analysis of biological sequences relies on the efficient coding of the biological information contained in sequences/subsequences. For example, to recognize functional sites within a biological sequence, the subsequences obtained through moving a fixed length sliding window are generally analyzed. The problem with using most pattern recognition algorithms to analyze these biological subsequences is that they cannot recognize nonnumerical features such as the biochemical codes of amino acids. Investigating a proper encoding process prior to modeling the amino acids is then critical.
The most commonly used method for coding a subsequence is distributed encoding, which encodes each of 20 amino acids using a 20-bit binary vector [1] . However, in this method, the input space is expanded unnecessarily. Also, this method may not be able to encode biological content in sequences efficiently. On the other hand, different distances for different amino acid pairs have been defined, by various mutation matrices, and validated [2] , [3] , [4] . However, they cannot be used directly for encoding an amino acid to a unique numerical value.
In this background, Thomson et al. [5] , Berry et al. [6] , and Yang and Thomson [7] proposed the concept of a biobasis function for analyzing biological sequences. It uses a kernel function to transform biological sequences to feature vectors directly. Bio-bases consist of sections of biological sequences that code for a feature of interest in the study and are responsible for the transformation of biological data to high-dimensional feature space. Transformation of input data to high-dimensional feature space is performed based on the similarity of an input sequence to a bio-basis with reference to a biological similarity matrix. Thus, the biological content in the sequences can be maximally utilized for accurate modeling. The use of similarity matrices to map features allows the bio-basis function to analyze biological sequences without the need for encoding.
The most important issue for bio-basis function is how to select the minimum set of bio-bases with maximum information. Berry et al. [6] used genetic algorithms for bio-bases selection considering the Fisher ratio as the fitness function. Yang and Thomson [7] proposed a method to select bio-bases using mutual information (MI). In principle, the bio-bases in nonnumerical sequence space should be such that the degree of resemblance (DOR) between pairs of bio-bases would be as minimum as possible. Each of them would then represent a unique feature in numerical feature space. As this is a feature selection problem, the clustering method can be used, which partitions the given biological sequences into subgroups around each bio-basis, each of which should be as homogeneous/informative as possible. However, the methods proposed in [6] and [7] have not adequately addressed this problem. Also, not much attention has been paid to it earlier.
In biological sequences, the only available information is the numerical values that represent the degrees to which pairs of sequences in the data set are related. Algorithms that generate partitions of that type of relational data are usually referred to as relational or pairwise clustering algorithms. A well-known relational clustering algorithm is c-medoids due to Kaufman and Rousseeuw [8] . The c-medoids algorithm is applicable to situations where the objects to be clustered cannot be represented by numerical features, rather, only represented with similarities/dissimilarities between pairs of objects. Therefore, the relational clustering algorithms can be used to cluster biological subsequences if one can come up with a similarity measure to quantify the DOR between the pairs of subsequences. The pairwise similarities are usually stored in the form of a matrix called the similarity matrix.
One of the main problems in biological subsequence analysis is uncertainty. Some of the sources of this uncertainty include incompleteness and vagueness in class definitions. In this background, the possibility concept introduced by the fuzzy-sets theory [9] and rough-sets theory [10] have gained popularity in modeling and propagating uncertainty. Both fuzzy sets and rough sets provide a mathematical framework to capture uncertainties associated with the data [11] , [12] , [13] , [14] . Two of the early rough-clustering algorithms are those due to Hirano and Tsumoto [15] and De [16] . Other notable algorithms include rough c-means [17] , rough self organizing map [18] , rough support vector clustering [19] , and so forth. In [20] , the indiscernibility relation of rough sets has been used to initialize the expectation-maximization algorithm. The most notable fuzzy relational algorithm is fuzzy c-medoids (FCMdd) due to Krishnapuram et al. [21] . Recently, combining rough sets and fuzzy sets, Mitra et al. proposed rough-fuzzy collaborative clustering [22] .
In this paper, we propose an algorithm, termed as RFCMdd algorithm, based on rough sets and fuzzy sets to select the most informative bio-bases. Although the membership function of fuzzy sets enables efficient handling of overlapping partitions, the concept of lower and upper approximations of rough sets deals with uncertainty, vagueness, and incompleteness in class definition. Each partition is represented by a medoid (bio-basis), a crisp lower approximation, and a fuzzy boundary. The lower approximation influences the fuzziness of the final partition. The medoid (bio-basis) depends on the weighting average of the crisp lower approximation and fuzzy boundary. The concept of "DOR," based on nongapped pairwise homology alignment score, circumvents the initialization and local minima problems of c-medoids and enables efficient selection of the minimum set of the most informative bio-bases. Some quantitative measures are introduced based on MI and nongapped pairwise homology alignment scores to evaluate the quality of selected bio-bases. The effectiveness of the proposed algorithm, along with a comparison with hard c-medoids (HCMdd) [8] , rough c-medoids (RCMDdd), FCMdd [21] , Berry et al.'s method [6] , and Yang and Thomson's method [7] , has been demonstrated on different protein data sets.
The structure of the rest of this paper is given as follows: Section 2 briefly introduces necessary notions of bio-basis function, rough sets, and fuzzy sets. In Section 3, a new c-medoids algorithm is proposed based on rough sets and fuzzy sets for bio-bases selection. Some quantitative measures are presented in Section 4 to select the most informative bio-bases. A few case studies and a comparison with other methods are presented in Section 5. Concluding remarks are given in Section 6.
BIO-BASIS FUNCTION, ROUGH SET, AND FUZZY SET
In this section, the basic notions in the theories of bio-basis function, rough sets, and fuzzy sets are reported.
Bio-Basis Function
The most successful method of sequence analysis is homology alignment [23] , [24] . In this method, the function of a sequence is annotated through aligning a novel sequence with known sequences. If the homology alignment between a novel sequence and a known sequence gives a very high similarity score, the novel sequence is believed to have the same or similar function as the known sequence. In homology alignment, an amino acid mutation matrix is commonly used. Each mutation matrix has 20 columns and 20 rows. A value at the nth row and mth column is a probability or a likelihood value that the nth amino acid mutates to the mth amino acid after a particular evolutionary time [3] , [4] . However, the principle of homology alignment cannot be used directly for subsequence analysis because a subsequence may not contain enough information for conventional homology alignment. A high homology alignment score between a novel subsequence and a known subsequence cannot assert that two subsequences have the same function. However, it can be assumed that they may have the same function statistically.
The design of bio-basis function is based on the principle of conventional homology alignment used in biology. Using a table lookup technique, a homology alignment score as a similarity value can be obtained for a pair of subsequences. The nongapped homology alignment method is used to calculate this similarity value, where no deletion or insertion is used to align two subsequences. The definition of bio-basis function is given as follows [5] , [7] :
where hðx j ; v i Þ is the nongapped pairwise homology alignment score between a subsequence x j and a biobasis v i calculated using an amino acid mutation matrix [3] , [4] , hðv i ; v i Þ denotes the maximum homology alignment score of the ith bio-basis v i , and is a constant. Let A A be the set of 20 amino acids, X ¼ fx 1 ; Á Á Á ; x j ; Á Á Á ; x n g be the set of n subsequences with m residues, and The most important assumption about bio-basis function is that the distribution of the amino acids in sequences depends on the specificity of the sequences. If the distribution of amino acids is random, the selection of biobasis will be very difficult. Fortunately, the biological experiments have shown that the distribution of amino acids at the specific subsites in sequences does depend on the specificity of the sequences.
Rough Sets
The theory of rough sets begins with the notion of an approximation space, which is a pair < U; R > , where U is a nonempty set (the universe of discourse), and R is an equivalence relation on U, that is, R is reflexive, symmetric, and transitive. The relation R decomposes the set U into disjoint classes in such a way that two elements x and y are in the same class if and only if ðx; yÞ 2 R. Let us denote by U=R the quotient set of U by the relation R, and
where X i is an equivalence class of R, i ¼ 1; 2; Á Á Á ; p. If two elements x and y in U belong to the same equivalence class X i 2 U=R, we say that x and y are indistinguishable. The equivalence classes of R and the empty set ; are the elementary sets in the approximation space < U; R > . Given an arbitrary set X 2 2 U , in general, it may not be possible to describe X precisely in < U; R > . One may characterize X by a pair of lower and upper approximations defined as [10] RðXÞ ¼ [
That is, the lower approximation RðXÞ is the union of all the elementary sets, which are subsets of X, and the upper approximation RðXÞ is the union of all the elementary sets, which have a nonempty intersection with X. The interval ½RðXÞ; RðXÞ is the representation of an ordinary set X in the approximation space < U; R > or simply called the rough set of X. The lower (respectively, upper) approximation RðXÞ (respectively, RðXÞ) is interpreted as the collection of those elements of U that definitely (respectively, possibly) belong to X. Further,
. a set X 2 2 U is said to be definable (or exact) in < U; R > if and only if RðXÞ ¼ RðXÞ;
. for any X, Y 2 2 U , X is said to be roughly included in Y , denoted by X&Y , if and only if RðXÞ RðY Þ and RðXÞ RðY Þ; and . X and Y are said to be roughly equal, denoted by X ' R Y , in < U; R > if and only if RðXÞ ¼ RðY Þ and RðXÞ ¼ RðY Þ. In [10] , Pawlak discusses two numerical characterizations of imprecision of a subset X in the approximation space < U; R > : accuracy and roughness. The accuracy of X, denoted by R ðXÞ, is the ratio of the number of objects in its lower approximation to that in its upper approximation, namely,
The roughness of X, denoted by R ðXÞ, is defined by subtracting the accuracy from 1:
Note that the lower the roughness of a subset, the better is its approximation. Further, the following observations are easily obtained:
1. As RðXÞ X RðXÞ, 0 R ðXÞ 1. 2. By convention, when X ¼ ;, RðXÞ ¼ RðXÞ ¼ ; and R ðXÞ ¼ 0. 3. R ðXÞ ¼ 0 if and only if X is definable in < U; R > .
Fuzzy Set
Let U be a finite and nonempty set called universe. A fuzzy set F of U is a mapping from U into the unit interval [0, 1]:
where, for each x 2 U, we call F ðxÞ the membership degree of x in F . Practically, we may consider U as a set of objects of concern, and a crisp subset of U represents a nonvague concept imposed on objects in U. Then, a fuzzy set F of U is thought of as a mathematical representation of a vague concept described linguistically. The support of fuzzy set F is the crisp set that contains all the elements of U that have a nonzero membership value in F [9] .
A function mapping all the elements in a crisp set into real numbers in [0, 1] is called a membership function. The larger value of the membership function represents the higher degree of the membership. It means how closely an element resembles an ideal element. Membership functions can represent the uncertainty using some particular functions. These functions transform the linguistic variables into numerical calculations by setting some parameters. The fuzzy decisions can then be made.
ROUGH FUZZY C-MEDOIDS ALGORITHM
In this section, we first describe two existing relational clustering algorithms-HCMdd [8] and FCMdd [21] , for selection of bio-bases. Next, we propose two relational algorithms-RCMdd and RFCMdd, incorporating the concept of lower and upper approximations of rough sets into HCMdd and FCMdd, respectively. Some quantitative measures are introduced to select the minimum set of the most informative bio-bases.
HCMdd
The HCMdd algorithm [8] uses the most centrally located object in a cluster, which is termed as the medoid. A medoid is essentially an existing data from the cluster, which is closest to the mean of the cluster.
The objective of the HCMdd algorithm for selection of bio-bases is to assign n subsequences to c clusters. Each of the clusters i is represented by a bio-basis v i , which is the medoid for that cluster. The process begins by randomly choosing c subsequences as the bio-bases. The subsequences are assigned to one of the c clusters based on the maximum value of the nongapped pairwise homology alignment score hðx j ; v i Þ between the subsequence x j and the bio-basis v i . After the assignment of all the subsequences to various clusters, the new bio-bases are calculated as follows:
where q is given by
and hðx k ; x j Þ can be calculated as per (2) . The basic steps are outlined as follows:
1. Arbitrarily choose c subsequences as the initial bio-
Assign each remaining subsequence to the cluster for the closest bio-basis.
Compute the new bio-basis as per (3).
4. Repeat Steps 2 and 3 until no more new assignments can be made.
FCMdd
This provides a fuzzification of the HCMdd algorithm [21] . For bio-bases selection, it maximizes
where 1 m < 1 is the fuzzifier, and ij 2 ½0; 1 is the fuzzy membership of the subsequence x j in cluster i , such that
The new bio-bases are calculated as
The algorithm proceeds as follows:
Choose values for fuzzifier m and threshold 1 . Set iteration counter t ¼ 1.
2.
Compute membership ij by (5) for c clusters and n subsequences. 3. Update bio-basis v i by (6). 4. Repeat steps 2 to 4, by incrementing t, until j ij ðtÞ À ij ðt À 1Þj > 1 .
RCMdd
Let Að i Þ and Að i Þ be the lower and upper approximations of cluster i , and Bð i Þ ¼ Að i Þ À Að i Þ denotes the boundary region of cluster i ( Fig. 1 ). In the RCMdd algorithm, the concept of c-medoids algorithm is extended by viewing each cluster i as an interval or rough set. However, it is possible to define a pair of lower and upper bounds ½Að i Þ; Að i Þ or a rough set for every set i U, U is the set of objects of concern [10] . The family of upper and lower bounds are required to follow some of the basic rough set properties such as 1. an object x j can be part of at most one lower bound; 2. x j 2 Að i Þ ) x j 2 Að i Þ; and 3. an object x j is not part of any lower bound ) x j , belongs to two or more upper bounds.
Incorporating rough sets into c-medoids algorithm, we propose RCMdd for generating bio-bases. It adds the concept of lower and upper bounds of rough sets into HCMdd algorithm. It classifies the subsequence space into two parts-lower approximation and boundary region. The bio-basis (medoid) is calculated based on the weighting average of the lower bound and boundary region. All the subsequences in lower approximation take the same weight w, whereas all the subsequences in boundary take another weighting indexw uniformly. Calculation of the bio-bases is modified to include the effects of lower, as well as upper, bounds. The modified bio-bases calculation for RCMdd is given by
The parameters w andw ð¼ 1 À wÞ correspond to the relative importance of lower bound and boundary region. Since the subsequences lying in lower approximation definitely belong to a cluster, they are assigned a higher weight w compared tow of the subsequences lying in the boundary region. That is, 0 <w < w < 1. The main steps of RCMdd algorithm are described as follows: (7). 6. Repeat Steps 2 to 5 until no more new assignments can be made.
RFCMdd
Incorporating both fuzzy sets and rough sets, next, we propose another version of c-medoids algorithm, termed as RFCMdd. The proposed RFCMdd algorithm adds the concept of fuzzy membership of fuzzy sets and the lower and upper approximations of rough sets into the c-medoids algorithm. Although the lower and upper bounds of rough sets deal with uncertainty, vagueness, and incompleteness in class definition, the membership of fuzzy sets enables efficient handling of overlapping partitions.
In FCMdd, the bio-basis (medoid) depends on the fuzzy membership values of different subsequences. Whereas in RFCMdd, after computing the memberships for c clusters and n subsequences, the membership values of each subsequence are sorted, and the difference of the two highest memberships is compared with a threshold value 2 . Let ij and kj be the highest and second highest memberships of subsequence x j . If ð ij À kj Þ > 2 , then x j 2 Að i Þ, as well as x j 2 Að i Þ and x j 6 2 Að k Þ; otherwise, x j 2 Bð i Þ and x j 2 Bð k Þ. That is, the proposed algorithm first separates the "core" and overlapping portions of each cluster i based on the threshold value 2 . The "core" portion of the cluster i is represented by its lower approximation Að i Þ, whereas the boundary region Bð i Þ represents the overlapping portion. In effect, it minimizes the vagueness and incompleteness in cluster definition. According to the definitions of lower approximations and boundary of rough sets, if a subsequence x j 2 Að i Þ, then x j 6 2 Að k Þ, 8k 6 ¼ i, and x j 6 2 Bð i Þ, 8i. That is, the subsequence x j is contained in i definitely. Thus, the weights of the subsequences in the lower approximation of a cluster should be independent of other bio-bases and clusters and should not be coupled with their similarity with respect to other bio-bases. Also, the subsequences in lower approximation of a cluster should have similar influence on the corresponding bio-basis and cluster. Although if x j 2 Bð i Þ, then the subsequence x j possibly belongs to i and potentially belongs to another cluster.
Hence, the subsequences in boundary regions should have different influence on the bio-bases and clusters.
Therefore, in RFCMdd, after assigning each subsequence in the lower approximations and boundary regions of different clusters based on 2 , the memberships ij of the subsequences are modified. The membership values of the subsequences in lower approximation are set to 1, whereas those in the boundary regions remain unchanged. In other words, the proposed c-medoids first partitions the data into two classes-lower approximation and boundary. The concept of fuzzy memberships is applied only to the subsequences of boundary region, which enables the algorithm to handle overlapping clusters. Thus, in RFCMdd, each cluster is represented by a bio-basis (medoid), a crisp lower approximation, and a fuzzy boundary (Fig. 2) . The lower approximation influences the fuzziness of final partition. The FCMdd can be reduced from RFCMdd when Að i Þ ¼ ;, 8i. Thus, the proposed algorithm is the generalization of existing FCMdd algorithm.
The new bio-bases are calculated based on the weighting average of the crisp lower approximation and fuzzy boundary. Computation of the bio-bases is modified to include the effects of both fuzzy membership and lower and upper bounds. Since the subsequences lying in lower approximation definitely belong to a cluster, they are assigned a higher weight compared to that of the subsequences lying in the boundary region. The modified biobases calculation for RFCMdds is therefore given by The main steps of this algorithm proceeds as follows: 3. If ij is maximum for 1 i c and ð ij À kj Þ 2 , then x j 2 Að i Þ and x j 2 Að k Þ. Furthermore, x j is not part of any lower bound. 4. Otherwise, x j 2 Að i Þ such that ij is the maximum for 1 i c. In addition, by properties of rough sets, x j 2 Að i Þ.
5.
Compute the new bio-basis as per (8). 6. Repeat Steps 2 to 6, by incrementing t, until j ij ðtÞ À ij ðt À 1Þj > 1 .
Selection of Initial Bio-Basis
A limitation of the c-medoids algorithm is that it can only achieve a local optimum solution that depends on the initial choice of the bio-bases. Consequently, computing resources may be wasted in that some initial bio-bases get stuck in regions of the input space with a scarcity of data points and may therefore never have the chance to move to new locations where they are needed. To overcome this limitation of the c-medoids algorithm, next, we propose a method to select initial bio-bases, which is based on a similarity measure using amino acid mutation matrix. It enables the algorithm to converge to an optimum or near optimum solutions (bio-bases).
Prior to describing the proposed method for selecting initial bio-bases, next, we provide a quantitative measure to evaluate the similarity between two subsequences in terms of nongapped pairwise homology alignment score:
. DOR. The DOR between two subsequences x i and x j is defined as
It is the ratio between the nongapped pairwise homology alignment scores of two input subsequences x i and x j based on an amino acid mutation matrix to the maximum homology alignment score of the subsequence x i . It is used to quantify the similarity in terms of homology alignment score between pairs of subsequences. If the functions of two subsequences are different, the DOR between them is small. A high value of DORðx i ; x j Þ between two subsequences x i and x j asserts that they may have the same function statistically. If two subsequences are same, the DOR between them is maximum, that is, DORðx i ; x i Þ ¼ 1. Thus, 0 < DORðx i ; x j Þ 1. Also, DORðx i ; x j Þ 6 ¼ DORðx j ; x i Þ. Based on the concept of DOR, next, we describe the method for selecting initial bio-bases. The main steps of this method proceeds as follows: Note that the main motive of introducing this threshold function lies in reducing the number of bio-bases. We attempt to eliminate noisy bio-bases (subsequence representatives having lower values of Nðx i Þ) from the whole subsequences. The whole approach is therefore data dependent.
QUANTITATIVE MEASURE
In this section, we propose some quantitative indices to evaluate the quality of selected bio-bases incorporating the concepts of nongapped pairwise homology alignment scores and MI.
Using Homology Alignment Score
Based on the nongapped pairwise homology alignment scores, next, we introduce two indices-index and index for evaluating quantitatively the quality of selected bio-bases:
. index. It is defined as
i.e.,
where n i is the number of subsequences in the ith cluster i , and hðx j ; v i Þ is the nongapped pairwise homology alignment scores, obtained using an amino acid mutation matrix, between subsequence x j and bio-basis v i . The index is the average normalized homology alignment scores of input subsequences with respect to their corresponding bio-bases. A good clustering procedure for bio-bases selection should make all input subsequences as similar to their biobases as possible. The index increases with the increase in homology alignment scores within a cluster. Therefore, for a given data set and c value, the higher the homology alignment scores within the clusters, the higher would be the value. The value of also increases with c. In an extreme case, when the number of clusters is maximum, that is, c ¼ n, the total number of subsequences in the data set, we have ¼ 1. Thus, 0 < 1. . Index. It can be defined as
The index calculates the maximum normalized homology alignment score between bio-bases. A good clustering procedure for bio-bases selection should make the homology alignment score between all bio-bases as low as possible. The index minimizes the between-cluster homology alignment score.
Using MI
Using the concept of MI, one can measure the within-cluster and between-cluster shared information. In principle, MI is regarded as a nonlinear correlation function and can be used to measure the mutual relation between a bio-basis and the subsequences, as well as the mutual relation, between each pair of bio-bases. It is used to quantify the information shared by two objects. If two independent objects do not share much information, the MI value between them is small. Although two highly nonlinearly correlated objects will demonstrate a high MI value. In the present case, the objects can be the bio-bases and the subsequences.
Based on the MI, the index would be as follows:
MIðx i ; x j Þ is the MI between subsequences x i and x j . The mutual information MIðx i ; x j Þ is defined as
with Hðx i Þ and Hðx j Þ being the entropy of subsequences x i and x j , respectively, and Hðx i ; x j Þ as their joint entropy. Hðx i Þ and Hðx i ; x j Þ are defined as
pðx i Þ and pðx i ; x j Þ are the a priori probability of x i and joint probability of x i and x j , respectively. The index is the average normalized MI of input subsequences with respect to their corresponding bio-bases. A bio-bases selection procedure should make the shared information between all input subsequences and their bio-bases as high as possible. The index increases with the increase in MI within a cluster. Therefore, for a given data set and c value, the higher the MI within the clusters, the higher the value would be. The value of also increases with c. When c ¼ n, ¼ 1. Thus, 0 < 1. Similarly, index would be
The index calculates the maximum normalized MI between bio-bases. A good clustering procedure for bio-bases selection should make the shared information between all bio-bases as low as possible. The index minimizes the between-cluster MI.
EXPERIMENTAL RESULTS
The performance of RFCMdd is compared extensively with that of various other related ones. These involve different combinations of the individual components of the hybrid scheme, as well as other related schemes. The algorithms compared are [7] using MI, and 5. the method proposed by Berry et al. [6] using genetic algorithms and Fisher ratio (GAFR). All the experiments are implemented in C language and run in a LINUX environment having a machine configuration of Pentium IV, 3.2 GHz, 1 Mbyte cache, and 1 Gbyte of RAM.
Description of a Data Set
To analyze the performance of proposed method, we have used real data sets of five whole human immunodeficiency virus (HIV) protein sequences, Cai-Chou HIV data set [25] , and caspase cleavage protein sequences. The initial biobases for different c-medoids algorithms, which represent crude clusters in the nonnumerical sequence space, have been generated by the methodology described in Section 3.5. The Dayhoff amino acid mutation matrix [2] , [3] , [4] is used to calculate the nongapped pairwise homology alignment score between two subsequences.
Five Whole HIV Protein Sequences
HIV protease belongs to the family of aspartyl proteases, which have been well characterized as proteolytic enzymes. The catalytic component is composed of carboxyl groups from two aspartyl residues located in both NH 2 -terminal and COOH-terminal halves of the enzyme molecule in HIV protease [26] . They are strongly substrate selective and cleavage specific, demonstrating their capability of cleaving large virus-specific polypeptides called polyproteins between a specific pair of amino acids. Miller et al. showed that the cleavage sites in HIV polyprotein can extend to an octapeptide region [27] . The amino acid residues within this octapeptide region are represented by P 4 -P 3 -P 2 -P 1 -P 1 0 -P 2 0 -P 3 0 -P 4 0 ;
where P 4 -P 3 -P 2 -P 1 is the NH 2 -terminal half and P 1 0 -P 2 0 -P 3 0 -P 4 0 is the COOH-terminal half. Their counterparts in the HIV protease are represented by S 4 -S 3 -S 2 -S 1 -S 1 0 -S 2 0 -S 3 0 -S 4 0 [28] . The HIV protease cleavage site is exactly between P 1 and P 1 0 .
The five whole HIV protein sequences have been downloaded from the National Center for Biotechnology Information (NCBI, http://www.ncbi.nlm.nih.gov). The accession numbers are AAC82593, AAG42635, AAO40777, NP_057849, and NP_057850. Details of these five sequences are included in Table 1 . Note that MA, CA, NC, TF, PR, RT, RH, and IN are matrix protein, capsid protein, nucleocapsid core protein, transframe peptide, protease, reverse transcriptase, RNAse, and integrase, respectively. They are all cleavage products of HIV protease. p1, p2, and p6 are also cleavage products [29] . For instance, 132 (MA/CA) means that the cleavage site is between the residues 132 ðP 1 Þ and 133 ðP 1 0 Þ, and the cleavage split the polyprotein producing two functional proteins: the matrix protein and the capsid protein. The subsequences from each of the five whole protein sequences are obtained through moving a sliding window with eight residues. Once a subsequence is produced, it is considered as functional if there is a cleavage site between P 1 -P 1 0 ; otherwise, it is labeled as nonfunctional. The total number of subsequences with eight residues in AAC82593, AAG42635, AAO40777, NP_057849, and NP_057850 are 493, 491, 493, 1428, and 493, respectively.
Cai-Chou HIV Data Set
In [25] , Cai and Chou have described a benchmark data set of HIV. It consists of 114 positive oligopeptides and 248 negative oligopeptides, in total, 362 subsequences with eight residues. The data set has been collected from the University of Exeter, UK.
Caspase Cleavage Data Set
The programmed cell death, also known as apoptosis, is a gene-directed mechanism, which serves to regulate and control both cell death and tissue homeostasis during the development and the maturation of cells. The importance of apoptosis study is that many diseases such as cancer, ischemic damage, and so forth, result from apoptosis malfunction. A family of cysteine proteases called caspases, which are expressed initially in the cell as proenzymes, is the key to apoptosis [30] . As caspase cleavage is the key to programmed cell death, the study of caspase inhibitors could represent effective drugs against some disease where blocking apoptosis is desirable. Without a careful study of caspase cleavage specificity, effective drug design could be difficult.
The 13 protein sequences containing various experimentally determined caspase cleavage sites have been downloaded from NCBI (http://www.ncbi.nih.gov). Table 2 represents the information of these sequences. Ci depicts the ith caspase. The total number of noncleaved subsequences is about 8,340, whereas the number of cleaved subsequences is only 18. In total, there are 8,358 subsequences with eight residues.
Example
Consider the data set NP_057849 with sequence length 1,435. The number of subsequences obtained through moving a sliding window with eight residues is 1,428. The parameters generated in the DOR-based initialization method for bio-bases selection are shown in Table 3 only for NP_057849 data, as an example. The values of input parameters used are also presented in Table 3 .
The similarity score of each subsequence in the original set and reduced set are shown in Fig. 3 . The initial bio-bases for c-medoids algorithms have been obtained from reduced set using the threshold value of Tr. The initial bio-bases with similarity scores are also shown in Fig. 3 . Each c-medoids algorithm has been evolved using these initial bio-bases. The performance obtained by the c-medoids algorithms are shown in Table 3 .
Performance Analysis
The experimental results on the data sets, reported in Section 5.1, are presented in Tables 4, 5 Table 4 reports the values of , , , and of different algorithms for the data set NP_057849. Results are presented for different values of 3 . Fig. 4 shows the similarity scores of initial bio-bases as a function of 3 . The parameters generated from the data set NP_057849 are shown in Table 4 . The value of c is computed using the method described in Section 3.5. It may be noted that the optimal choice of c is a function of the value 3 . In Fig. 4 , it is seen that as the value of 3 increases, the initial bio-bases, It is seen from the results in Table 4 that the RFCMdd achieves consistently better performance than other algorithms with respect to the values of , , , and for different values of 3 . Also, the results reported in Table 4 establish the fact that as the value of 3 increases, the performance of RFCMdd also increases. The best performance with respect to the values of , , , and is achieved with 3 ¼ 0:75. At 3 ¼ 0:75, the values of Nðx i Þ for most of the subsequences in the reduced data set are large and close to each other. Therefore, the threshold Tr attains a higher value compared to that of other values of 3 . In effect, the subsequences selected as initial bio-bases with 3 ¼ 0:75 have higher values of Nðx i Þ. Hence, the quality of generated clusters using different c-medoids algorithms is better compared to other values of 3 . Tables 5 and 6 provide comparative results of different c-medoids algorithms with random initialization of biobases and the DOR-based initialization method described in Section 3.5 considering 3 ¼ 0:75. The DOR-based initialization is found to improve the performance in terms of , , , and and reduce the time requirement of all c-medoids algorithms. It is also observed that HCMdd with DORbased initialization performs similar to RFCMdd with random initialization, although it is expected that RFCMdd is superior to HCMdd in partitioning subsequences. Although, in random initialization, the c-medoids algorithms get stuck in local optimums, the DOR-based scheme enables the algorithms to converge to an optimum or near optimum solutions. In effect, the execution time required for different c-medoids is lesser in DOR-based initialization compared to random initialization.
Random versus DOR-Based Initialization

Optimum Values of Parameters
m, w, and 2
The fuzzifier m has an influence on the clustering performance of both RFCMdd and FCMdd. Similarly, the performance of RFCMdd and RCMdd depends on the parameter w and the threshold 2 . Tables 7, 8 , and 9 report the performance of different c-medoids algorithms for different values of m, w, and 2 , respectively. The results and subsequent discussions are presented in these tables with respect to , , , and .
The fuzzifier m controls the extent of membership sharing between fuzzy clusters. In Table 7 , it is seen that as the value of m increases, the values of and increase, whereas and decrease. The RFCMdd and FCMdd achieve their best performance with m ¼ 2:0 for HIV protein NP_057849, m ¼ 1:9 and 2.0 for Cai-Chou HIV data set, and m ¼ 2:0 for caspase cleavage protein sequences, respectively. However, for m > 2:0, the performance of both algorithms decreases with the increase in m. That is, the best performance of RFCMdd and FCMdd is achieved when the fuzzy membership value of a subsequence in a cluster is equal to its normalized homology alignment score with respect to all the bio-bases.
The parameter w has an influence on the performance of RFCMdd and RCMdd. Since the subsequences lying in lower approximation definitely belong to a cluster, they are assigned a higher weight w compared tow of the subsequences lying in boundary regions. Hence, for both RFCMdd and RCMdd, 0 <w < w < 1. When the subsequences of both lower approximation and boundary regions are assigned approximately equal weights, the performance of RFCMdd and RCMdd is significantly poorer than HCMdd. As the value of w increases, the values of and increase, whereas the values of and decrease. The best performance of both algorithms is achieved with w ¼ 0:70. The performance significantly reduces with w ' 1:00. In this case, since the clusters cannot see the subsequences of boundary regions, the mobility of the clusters and the biobases reduces. As a result, some bio-bases get stuck in the local optimum. On the other hand, when the value of w ¼ 0:70, the subsequences of lower approximations are assigned a higher weight compared to that of boundary regions, as well as the clusters, and the bio-bases have a greater degree of freedom to move. In effect, the quality of generated clusters is better compared to other values of w.
The performance of RFCMdd and RCMdd also depends on the value of 2 , which determines the class labels of all the subsequences. In other words, the RFCMdd and RCMdd partition the data set of a cluster into two classes-lower approximation and boundary, based on the value of 2 . Table 9 presents the comparative performance of RFCMdd and RCMdd for different values of 2 considering m ¼ 2:0 and w ¼ 0:70. For 2 ¼ 0:0, all the subsequences will be in lower approximations of different clusters and Bð i Þ ¼ ;, 8i. In effect, both RFCMdd and RCMdd reduce to conventional HCMdd. On the other hand, for 2 ¼ 1:0, Að i Þ ¼ ;, 8i, and all the subsequences will be in the boundary regions of different clusters. That is, the RFCMdd boils down to FCMdd. The best performance of RFCMdd and RCMdd with respect to , , , and is achieved with 2 ¼ 0:2, which is approximately equal to the average difference of highest and second highest fuzzy membership values of all the subsequences. In practice, we find that both RFCMdd and RCMdd work well for 2 ¼ , where
n is the total number of subsequences, and ij and kj are the highest and second highest fuzzy membership values of the subsequence x j . The values of for HIV protein NP_057849, Cai-Chou HIV data set, and caspase cleavage proteins are 0.197, 0.201, and 0.198, respectively.
Comparative Performance of Different Algorithms
Finally, Table 10 sets, and c-medoids, in the RFCMdd algorithm produces the minimum set of the most informative bio-bases in the least computation time compared to MI and GAFR. 5. It is observed that the RFCMdd algorithm requires significantly less time compared to MI and GAFR having comparable performance. Reduction in time is achieved due to DOR-based initialization. The DOR-based initialization reduces the convergence time of the RFCMdd algorithm considerably compared to random initialization. The best performance of the proposed RFCMdd algorithm in terms of , , , and is achieved due to the following reasons:
1. The DOR-based initialization of bio-bases enables the algorithm to converge to an optimum or near optimum solution.
2. The membership function of fuzzy sets handles efficiently overlapping partitions. 3. The concept of lower and upper bounds of rough sets deals with uncertainty, vagueness, and incompleteness in class definition. In effect, the minimum set of bio-bases having maximum information is obtained using RFCMdd algorithm.
CONCLUSION
The contribution of the paper is threefold, namely, 1. the development of a methodology integrating the merits of rough sets, fuzzy sets, c-medoids algorithm, and amino acid mutation matrix for bio-bases selection; 2. defining new measures based on MI and nongapped pairwise homology alignment score to evaluate the quality of selected bio-bases; and 3. demonstrating the effectiveness of the proposed algorithm, along with a comparison with other algorithms, on different types of protein data sets. The concept of "DOR" is found to be successful in effectively circumventing the initialization and local minima problems of iterative refinement clustering algorithms like c-medoids. In addition, this concept enables efficient selection of the minimum set of the most informative biobases compared to existing methods. Although the methodology of integrating rough sets, fuzzy sets, and c-medoids algorithm has been efficiently demonstrated for biological sequence analysis, the concept can be applied to other relational unsupervised classification problems. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
