SiC f -SiC m composites are being actively developed as fuel cladding for improving accident tolerance of light water reactor fuel. Online monitoring of the degradation process in SiC f -SiC m composites is of great importance to ensure the safety of the nuclear reactor system. The degradation monitoring task can be mapped as a classification problem: given the Acoustic Emission(AE) events at a given timeslot, the model is expected to predict which one of the following three stages the material is in: elastic, matrix-driven and fiber-driven cracking. In this paper, degradation tests on SiC f -SiC m composite tubes were conducted using a bladder-based internal pressure technique with AE monitoring. We then trained a deep learning based endto-end convolutional neural network (CNN) model for online monitoring of the damage progression process of SiC f -SiC m composite tubes using the AE data as the raw input. As a comparison, we also applied Random Forest (RF) with expert-crafted audio event features to the damage stage prediction problem. Experimental results show that both RF and CNN models yield good results but on average our end-to-end CNN models outperform the RF models due to its high-level feature extraction capability. The CNN model with single events can reach an average prediction accuracy of 84.4% compared to 74% of the RF models. Combining multiple audio samples typically improves the accuracy of the models with RF accuracy reaching 82.8% and CNN accuracy reaching 86.6%.
I. INTRODUCTION
SiC f -SiC m composite tubes have been proposed to replace Zircaloy cladding for nuclear fuel [1] with the purpose of improving the accident tolerance. These tubes have demonstrated excellent high temperature stability, good fracture toughness, better oxidation resistance, lower hydrogen production rate and very low thermal and irradiation creep [2] . Degradation detection is essential to allow intervention before failure. One of the widely-used non-destructive degradation monitoring methods for SiC f -SiC m composite is acoustic emission (AE) [10] , [11] . In this technique, acoustic
The associate editor coordinating the review of this manuscript and approving it for publication was Ruiping Wang. signals produced during the material degradation process are recorded by a piezo-electric sensor and analyzed.
Numerous studies have been conducted to analyze the correlation between AE parameters and the progress of damage in materials. Forio and Lamon [9] studied the state of the damage in the SiC composites by analyzing their microstructures. In their research, AE was used as a complementary tool to confirm the correlation of the progression of damage and the cumulative number of the acoustic events. Nozawa et al. [7] studied the failure behavior of SiC composites by analyzing the cumulative AE energy. Morscher [8] showed the relation between AE and stress vs. strain curve of a SiC fiber reinforced SiC matrix composite at elevated temperatures. More recently, Alva [3] used normalized cumulative AE energy and time intervals between the acoustic events to calculate the FIGURE 1. A stress vs. strain curve divided into three different stages using PLS and UTS points.
damage variable and re-built the stress vs. strain figure for the SiC composites.
All of these studies have two things in common. First, they only use a small number of hand-picked features from AE events to investigate the damage behavior of the material. Second, they analyze AE to identify the location or type of damage in SiC composites as a post-mortem analysis technique, not quite an online tool to monitor the degradation process.
Of interest to this research is monitoring the current stage of the material as it undergoes the degradation process. There are two critical points in the stress vs. strain figure of the composite called Proportional Limit Stress (PLS) and the Ultimate Tensile Stress (UTS). We use these points to define three stages in the SiC composites as it undergoes internal pressurization. The stage before PLS is called elastic region which is dominated with very few small, low-energy cracking events. Around PLS, a large number of AE events with high energy occur. After PLS, the stress vs. strain curve bends due to significant amount of damage in the material. Immediately following the PLS is a matrix-driven damage regime in which the AE events are believed to be derived mostly from matrix cracking. As matrix cracks saturate, load is being transferred to the fibers. At some point between PLS and UTS, the material degradation is believed to shift towards a mainly fiber break dominated regime called the fiber-driven region. Figure 1 shows these three regions on a representative stress vs. strain curve. By using these regions, we define the online monitoring of the SiC composites degradation using the AE analysis as a classification problem in which each AE event belongs to one of the three regions. So given an AE event, if we can map it to one of these three stages, we can identify that stage as the current degradation state of the material.
Deep learning algorithms have been widely applied to degradation detection problems like predicting the corrosion rate of steel [18] , monitoring cracks in civil structures [12] , [13] , [17] , and identifying defects in carbon fiber reinforced polymers [19] . These algorithms are capable of building models based on complex relations of numerous parameters and performing prediction in real time. Deep learning methods are ''end-to-end'' learning paradigms, which means that unlike traditional machine learning algorithms feature extraction and classification is done consecutively in them. Sadowski [18] trained a multilayer perceptron model to predict the corrosion current rate of steel in concrete using corrosion current density. Lin et al. [13] used a Convolutional Neural Network (CNN), which is a type of deep neural networks first proposed by LeCun et al. [14] , to extract high-level features from the sensor signals of large-scale structures and identify the damage locations. Another CNN model including two convolutional layers was proposed by Meng et al. [19] to identify the defects in carbon fiber reinforced polymer by classifying the ultrasonic signals. In all of these works, deep learning methods have shown higher accuracy compared to models that only rely on hand-picked features.
In this paper, we propose two supervised learning methods of Random Forest (RF) and CNN, to analyze the AE of SiC composites and classify them into one of the stages in the material's degradation process. RF models have already been used to study corrosion by analyzing AE [5] , but it has never been used to analyze AE of composites to detect the state of their degradation. We train RF models using all of the relevant hand-picked features of the AE data to exploit the capacity of these features. We also built a deep CNN model to extract high-level features from the AE and classify them. We use raw sound signals as input to the CNN model. This allows the model to extract the most descriptive features from the AE through the training process.
We also examined combining the features for a number of AE samples together and training our models with them. This was done because not all of the events that are happening at the different stages of the degradation are uniquely inclusive to that stage and there are events of the same type that happen across all three stages of the degradation process. Taking this into account, analyzing a single event at a time would likely provide poor results.
To ensure the reliability of these models, we train the RF and DL models using the AE data from eight out of the nine experiments. The model's performance is measured on withheld data of the ninth experiment. By completely separating the training and testing sets, we ensure that our results are reliable and unbiased.
The contribution of this paper includes the following: 1. We exploit expert-defined features of the AE data by training RF models to learn the patterns of AE from SiC composite tubes and use those patterns to monitor the state of the degradation in the SiC composite 2. We train end-to-end deep CNN models to extract high-level features from the raw audio signals of AE from SiC composite tubes and utilize these models to monitor the degradation process in SiC composite tubes 3. We test our models on the AE from an experiment not represented in the training set to ensure the reliability of our results
II. MATERIALS AND METHOD A. DATA ACQUISITION
The AE equipment used in this work is a Micro-II Digital AE System (Physical Acoustics Corporation) equipped with a NANO-30 AE sensor (125 -750 kHz range) and 20 dB preamplifier. Figure 2 shows how the AE sensor, tube and strain gauges were set up for the experimentation. SiGA TM composite samples were manufactured and provided by General Atomics in the form of SiC f -SiC m composite tubes made of nuclear grade fiber, pyrolytic carbon interface coating and CVI SiC matrix. Nine samples from three different batches were tested. The setup is the same as [3] , where a bladder-based burst rig was used for an open-end burst test that uses hydraulic oil to exert a uniform pressure to the inner surface of the sample via a soft polymer tubing.
Before testing, the samples are prepared by painting a speckle pattern on the outer surface and attaching a rosette strain gauge. The rosette strain gauge measures the strains in in both the axial and hoop directions. The speckle pattern is used with the digital image correlation (DIC) technique to measure the strain distribution on the outer surface of the sample.
We define three different regions of elastic, matrix-driven and fiber-driven behavior, and label each AE sample based on the region in which it occurs. We can identify different stages of the material degradation by classifying the AE events into one of the three different classes. In this classification problem, we want to output the current stage of the material, given the acoustic features of x i for a generated audio sample i. A model is trained to map AE signals to the stage in which they belong.
We calculated a set of features such as amplitude, duration, rise-time, absolute energy, peak counts and signal strength for each audio signal recorded by the sensor. Here x i for each audio sample is defined to be these set of features expressed as,
We examine the capacity of these hand-picked features by using them to train a RF model. The input of the RF model is the x i features for each sample.
Since the cracks that happen at different stages are not inclusive to that stage and for instance we might have some matrix cracks in all three stages, only depending on one generated audio for identifying the stage of the material's degradation is not a reliable method. For this reason, we have also combined a number of consecutive cracks and calculate the average, max and min of their feature vectors to train a RF model.
B. RANDOM FOREST (RF): THE BASELINE ALGORITHM
RF is an ensemble machine learning method that can be used for classification or regression [4] . RF classifier employs a number of decision trees to fit the data set and uses majority voting to combine the results from its decision trees. The algorithm begins by creating subsets of the training data where many of the samples are generated using bootstrap technique. Each tree will be fitted to one subset by applying binary partitioning at each node of the tree. One major constraint for partitioning tree is that the predictor variable can be selected from n random variables at each node. The trees are fully grown and each tree produces a label for each sample. The final predicted class of a sample is calculated by the majority vote of the predictions from all of the trees for that sample.
C. DEEP CONVOLUTIONAL NEURAL NETWORKS (CNN)
CNN models were first introduced to detect patterns in computer vision [14] . They have achieved numerous state-of-the-art results in the computer vision tasks during recent years [21] , [22] . CNN has also been successfully applied to the sound tasks [6] , [20] . A CNN model usually consists of a number of components that are stacked one after another in layers. These components are convolutional, pooling and classifier layers.
In the convolution layer, a kernel convolves over the input to produce the feature map. Equation (1) shows the formula one-dimensional convolution operation.
Here * represents convolution operation in which, h is the output of neuron i in the k th feature map of the convolutional layer. W and b are trainable parameters which represent weights and bias of the one-dimensional kernel. Figure 3 shows how a one-dimensional kernel slides over the input vector to produce its feature map. The Pooling layer is a nonlinear down-sampling layer that calculates either maximum or average values from each subregion of the input data. The Activation function is usually applied to the output of the convolution layers as a non-linear function. A rectified linear function (ReLU) of relu(x) = max(0,x) is the most commonly used activation function. The Softmax activation function is usually used at the top of all the layers as a classifier. This layer outputs a vector of values in range of (0,1), where each value represents the probability of the input sample belonging to each one of the possible categories. The Softmax activation function in Equation 2 is defined by
where d i and d k are the input values and z is the output vector of the softmax. The Loss function is used to calculate the true difference between the actual class labels and the probability values that the CNN model has calculated. This difference is backpropagated through the network to adjust the trainable parameters in the model. One epoch is when the entire training set is fed into the model and its error has been back-propagated. The overall forward calculations through the layers and backpropagation of the error are called the training process which can include multiple epochs. We continue training the model for multiple epochs, until it can map the input data to the correct categories with an acceptable accuracy. To ensure that the model learns the most general patterns from the data and it does not overfit the training data set, dropout is applied on the output of each convolution layer [16] . By using dropout, we randomly select some of the values in the feature map. Also, we use a validation set, which does not overlap with the training set and measures the progress of the learning in the model. Once the model's accuracy stops improving over the validation set for a number of epochs, we terminate the training process. This technique is called early-stopping.
We design a CNN model to classify AE event samples from the SiC composites into three categories. In our model, a combination of convolutional and pooling layers are used to extract high-level features from the audio signals and a softmax layer is employed to classify each audio to one of the three stages in the composite's degradation process. In each convolutional layer a number of kernels convolve over the input of that layer to produce feature maps. These feature maps themselves are the input to the next layer. We apply Rectified Linear Unit (relu) to the output of convolutional layers [15] . Average-pooling and max-pooling layers are used to down-sample the data.
For the DL model, we have done experiments using samples with one or multiple AE events as input. Figure 4 shows the structure of our model with the audio signals of 40 consecutive cracks as input.
The first convolutional layers use 32 kernels of size 1 × 9, where the second one has 64 kernels of size 1 × 7 and the last convolutional layer uses 256 layers of size 1 × 5. Batch normalization, relu activation function and dropout with rate of 0.3 is applied to the output of each convolutional layer. The dropout layer helps to regularize the network and avoid overfitting [16] . The last layer uses Softmax activation function to output probabilities for each class.
We applied a binary cross-entropy function to calculate the loss of the calculated values during the training. This function is shown in Equation (3) where y is the actual label and y is the calculated label by the model. We train the CNN models for at most 50 epochs and at the end of each epoch, the model is evaluated on a validation set. We apply early-stopping with min-delta of 0.1 and patience of 10 epochs.
III. RESULT AND DISCUSSION
Our dataset consists of the AE data from 9 individual tests that have been conducted over 9 different test samples from 3 batches of SiC f -SiC m composite tubes. Table 1 shows the number of the AE events created in each one of these tests during each of the three stages of behavior.
On average, most of the events of each test are generated in the first stage of the degradation, before the PLS point. In test 9, an abnormally large number of events are recorded during the fiber-driven region. Also because of the quick transition from the matrix-driven region to the fiber-driven region in test 3, test 8 and test 9, the number of the events on the matrix-driven region for these tests are relatively low.
Each test, based on the characteristics of the composite and the place of the crack, has a different number of AE events in its three stages. To make sure that our models are learning the most general patterns from the AE data and our methods are reliable in monitoring SiC composites' degradation process, we train each one of our models on the data from the eight tests and evaluate them on the remaining ninth set. For example, this means that to evaluate our model on test 5, we have trained it using the data from all of the experiments other than test 5. Table 2 shows the results from our models' evaluation on each one of the test sets. RF_1 denotes the RF model trained and tested with a vector of hand-picked features for each individual audio sample. RF_20 and RF_40 stands for the RF model trained with the average, max and min values for the hand-picked features of 20 and 40 consecutive audio samples, respectively. As a result, the size of the input vector for RF_20 and RF_40 is triple the size of the input vector for RF_1. CNN_1, CNN_20 and CNN_40 refer to the deep CNN model that is trained and tested using 1, 20 and 40 raw audio signals as input. We have randomly shuffled the training and testing data sets five times to train and evaluate our RF models on each data set. Also each CNN model is trained and tested five times for each data set, where both training and testing sets were randomly shuffled each time. The percentage values on Table 2 , are the average of the accuracies for each model. Table 2 , CNN models in general outperform the RF models. On average CNN_40 has the highest performance with 86.6% accuracy although the CNN_40 model takes longer to train compared to the other CNN models due to its input size. On the other hand, CNN_1 models train very quickly (less than a minute on average) and they reach an average accuracy of 84.4%. CNN_20 only takes 6-8 minutes to train on average and reaches a high accuracy of 86.4% which is just 0.2% less than CNN_40. Our results show that combining the features for a number of samples together and training our models with them improves the prediction accuracy. This improvement is more obvious in test 1 and test 5, where CNN_20 shows 11.1% and 10.4% improvement over CNN_1. This can be related to the possibility of having the instances of the same type of the cracks across all of the three stages which makes it difficult for the model to be able to judge the current state of the material based solely on one sound sample. However, combining larger numbers of samples might not lead to a better result, since it can smooth out the features and make them less differentiable for the model. It seems that this is the case for test 2 and test 9, where combining samples has lowered the accuracy of the RF and CNN models. Overall, it seems that CNN_20 is the most reliable choice for prediction, considering its high average accuracy, fast training process and smaller variance in its results.
As shown in
In these models, the performance over different test data sets are similar with a few exceptions. Our models have their highest prediction accuracies over the AE of test 8 with the best value of 97.7% for the CNN_20 model. This model also has high accuracies of 93.3% and 94.9% for test 1 and test 5, respectively.
The accuracies of our model for test 9 is comparatively lower than other test sets. The highest accuracy on this data set belongs to CNN_1 model with accuracy of 73.5%, which is significantly lower than the accuracy of the other data sets.
Based on the investigation of our models, this is likely due to the abnormally large number of the events on the fiberdriven stage of test 9. Table 1 shows that the number of the events in fiber-driven stage varies from 352 to 1863 for tests 1-8, where test 9 has 4948 samples at this stage. Our models misclassify at least 2100 samples out of the 4948 samples in the fiber-driven region of test 9. This can be related to the fact that some of the events recorded in this stage are not damage related. The previous studies of the AE from SiC composite tubes [3] state that there are non-damage events recorded at the fiber-driven stage that cannot be differentiated from the damage-related events. Figure 5 shows the average accuracy and the standard deviations of our models on tests 1-9. It is clear based on this Figure and Table 2 , that the CNN models achieve higher accuracy than the RF models. This shows that using convolutional layers in extracting the high-level features from the AE is a better tool than using hand-picked features in AE classification of the SiC composites.
IV. CONCLUSION
In this paper, we analyzed the AE signals from nine different open-end burst tests of SiC f -SiC m composite tubes. We used RF and CNN to classify the AE signals of each test into one of three stages in its degradation process. These stages are defined based on the PLS and UTS points in the stress vs. strain curve of the composite and are called elastic region, matrix-driven region and fiber-driven region.
We conducted multiple experiments by training RF and CNN models using the features from one and multiple AE signals. We show that combining the features of a number of samples together can result in a higher accuracy in detecting the current stage of the material. To ensure the reliability of our results, we completely separated the training and testing sets by training on the AE data of eight experiments and testing on the ninth one. Furthermore, we run each model several times and average the results. Our results indicate that AE analysis using state-of-the-art machine learning methods is a reliable and efficient way to monitor the degradation process in the SiC f -SiC m composite tubes. Across our data sets, CNN models show a higher accuracy compared to the RF models. This proves that using deep convolutional layers to extract high-level features from the AE test data of the SiC composites is a more robust tool in representing the audio samples and can yield better classification results.
Based on our experiment results, it can be expected that RF and CNN approaches as proposed here can also be used to monitor the degradation process of other materials by analyzing their AE signals.
