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Abstract. By using path integrals, the stochastic process associated to the time evolution of the
quantum probability density P (x, t) = |ψ(x, t)|2 is formally rewritten in terms of a stochastic differ-
ential equation, given by Newton’s equation of motion with an additional multiplicative stochastic
force. However, the term playing the role of the stochastic force is defined by a non-positive-definite
probability functional, providing a clear example of the negative (or “extended”) probabilities char-
acteristic of quantum mechanics.
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I. INTRODUCTION
The present paper is motivated by the question, whether it is possible to recast quantum me-
chanics in the form of a stochastic process. The question has been debated in the literature in
various respects, such as the statistical interpretations of quantum mechanics, see e.g. Refs. [2, 3].
In this paper it is shown that such a program cannot be accomplished in a straightforward way
due to the appearance of “negative probabilities”, i.e. of negative numbers where one would have
expected positive probabilities, a known and intriguing feature of quantum mechanics, appearing
whenever one tries to draw a direct analogy between quantum mechanics and statistical mechan-
ics [4, 5]. Such non-positive “probabilities” can appear in various ways, typical examples being
the non-positive extended probability distributions, such as the Wigner function, if interpreted
as a probability density in the phase space of the particle [5]. Here, non-relativistic quantum
mechanics is formally rewritten in the form of a stochastic differential equation for the quantum
particle coordinate.
II. THE EFFECTIVE STOCHASTIC PROCESS
In 1982, Albert Schmid introduced a “quasi-classical Langevin equation” [6] through a method
that allows, as discussed below, to define a stochastic process associated to a quantum mechani-
cal system. Such a process will be referred to as the effective stochastic process corresponding to
a quantum mechanical one. The study in Ref. [6], though concerned with quantum dissipative
systems in a specific parameter range, contains ideas with a general validity, which are here ap-
plied to an isolated one-dimensional non-relativistic quantum system. The quantum system can
be described through the density matrix ρ(q, q′, t) = ψ(q, t)ψ∗(q′, t), where ψ(q, t) is the wave
function of the system. In the following, the focus will be on the time evolution of the corre-
sponding probability density P (x, t) = ρ(q, q′, t)|q=q′=x. The starting point is the introduction
of the coordinates [6]
x = (q + q′)/2 , ξ = q′ − q , (1)
and their interpretation as the observable value of position and the corresponding quantum
fluctuation, respectively — see also Refs. [6–8]. This can be proved by considering ρ(q, q′, t) as
2an infinite matrix, with q and q′ labeling rows and columns. Then Eqs. (1) define a new x-ξ
frame, in which ξ runs perpendicularly to the diagonal, thus measuring quantum fluctuations [8],
while x runs along the diagonal and labels — it is actually equal to — the eigenvalues of position.
The density matrix of an isolated system, ρ(q, q′, t) = ψ(q, t)ψ∗(q′, t), evolves with time ac-
cording to
ρ(qb, q
′
b, tb) =
∫
dqa
∫
dq′a J(b|a)ρ(qa, q
′
a, ta) , (2)
through the propagator
J(b|a) ≡ J(qb, q
′
b, tb|qa, q
′
a, ta) = K(qb, tb|qa, ta)K
∗(q′b, tb|q
′
a, ta) , (3)
where the wave function propagator K is given by [5]
K(qb, tb|qa, ta) =
∫ b
a
Dq exp
(
i
~
S[x]
)
. (4)
Here S[x] is the action of the system and a and b are a short notation for the boundary conditions
x(ta) = xa and x(tb) = xb, respectively. For the action the following form is assumed,
S[x] =
∫ tb
ta
dt exp
[m
2
q˙2(t)− V (q(t))
]
, (5)
where m is the particle mass and V (q) the external potential. Moving from the q-q′ to the x-ξ
frame through Eqs. (1), one has
ρ(xb, ξb, tb) =
∫
dxa
∫
dξa J˜(b|a)ρ(xa, ξa, ta) , (6)
where the density matrix propagator J˜(b|a) expressed in terms of the x and ξ variables is [6, 9, 10]
J˜(b|a) ≡ J˜(xb, ξb, tb|xa, ξa, ta) =
∫
Dx
∫
Dξ exp
{
i
~
∫ tb
ta
dt
[
−mx˙ ξ˙ +
∑
±
±V
(
x±
ξ
2
)]}
. (7)
Here and in the following the functional integrals over the variables x and ξ are understood
to be made between the corresponding boundary conditions at times t = ta and t = tb, i.e.,
x(ta) = xa, ξ(ta) = ξa, and x(tb) = xb, ξ(tb) = ξb. After integrating by parts the term
proportional to x˙ ξ˙ in Eq. (7) and letting ξb = 0, one obtains from Eq. (6) the probability density
P (xb, tb) = ρ(xb, ξb = 0, tb) at a generic time tb as
P (xb, tb) =
∫
dxa Jeff(b|a)W0(xa,mx˙a, ) , (8)
where the effective propagator Jeff(b|a) is given by
Jeff(b|a) =
∫
Dx
∫
Dξ exp
{
i
~
∫ tb
ta
dt
[
mξ x¨+
∑
±
±V
(
x±
ξ
2
)]}
, (9)
and the function W0(xa,mx˙a) is the Wigner function W (xa, pa, ta) at the initial time t = ta
computed for pa = mx˙a,
W0(xa,mx˙a) =
∫
dξa exp(imx˙aξa/~) ρ(xa, ξa, ta) . (10)
3In general,W0(xa,mx˙a) is not positive, thus introducing in turn already in the initial conditions
a (well known) source of “non-positive probability”. However, in the following it is assumed that
the initial Wigner function is positive (e.g. of Gaussian shape) to test whether, at least in those
cases in which the initial conditions can be defined in terms of a positive probability density,
it is possible to proceed toward a stochastic formulation of a quantum process. It should also
be remarked that while there is no well defined probability density of a quantum system in the
configuration space (x˙, x), here the probability density P (xb, tb) in physical space in Eq. (8) is
considered, which is positive and well defined in quantum mechanics. Equation (8), together with
Eqs. (9) and (10), describe the effective stochastic process corresponding to the time evolution
of the probability density P (x, t) = |ψ(x, t)|2.
III. CLASSICAL LIMIT
As a check on the formulas obtained above, it can be shown that they reproduce the classical
limit of Newton’s mechanics by an expansion in powers of ξ, representing the limit of small
quantum fluctuations [6, 7, 9, 10]. To the second order in ξ, the effective propagator (9) is
Jeff(b|a) ≈
∫
Dx
∫
Dξ exp
{
i
~
∫ tb
ta
dt ξ [mx¨+ ∂xV (x)]
}
, (11)
where ∂xV (x) ≡
dV (x)
dx . In the polygonal approximation, the time interval (ta, tb) is sliced
into N subintervals (tk−1, tk) of length ε = (tb − ta)/N introducing the N + 1 discrete times
tk = ta + k ε (k = 0, . . . , N ; t0 ≡ ta; tN ≡ tb; N → ∞) and the functional integral
is approximated by a product of integrals over the variables xk = x(tk) and ξk ≡ ξ(tk),∫
Dx
∫
Dξ · · · →
∏N−1
k=1
∫
dxk dξk . . . while
∫ tb
ta
f(x(t)) → (ε/2)
∑N
k=1[f(xk−1) + f(xk)] where
f(x) is a generic function of the coordinate x. Integrating over the variables ξk in Eq. (11) gives
the Dirac δ-functions δ(mx¨k + ∂xV (xk)). It is natural to generalize the δ-function δ(x) through
the “∆-functional”
∆ [f ] =
∫
Dξ exp
{
i
∫ tb
ta
dt ξ(t) f(x(t))
}
≡ lim
N→∞
N−1∏
k=1
δ(fk) . (12)
Then Eq. (11) becomes
Jeff(b|a) ≈
∫ b
a
Dx∆ [mx¨+ ∂xV (x)] . (13)
The ∆-functional has a simple physical meaning [11]: it selects the trajectory defined by setting
its argument equal to zero, since it assigns a zero probability to any other trajectories. Therefore,
Eqs. (13) represents the classical propagator (in space x), since it evolves the initial probability
distribution along the classical trajectories mx¨+ ∂xV (x) = 0.
IV. SEMI-CLASSICAL LIMIT
In this section we go one step further, by expanding the effective propagator, Eq. (9), as far
as the 4th order in ξ,
Jeff(b|a) ≈
∫
Dx
∫
Dξ exp
{
i
~
∫ tb
ta
dt
[
ξ(mx¨+ ∂xV (x)) +
1
24
ξ3∂3xV (x)
]}
. (14)
4In the polygonal approximation, one can rescale the variable ξk in the generic integration term
at time tk, defining the variable
ηk = ξk ϕ(xk), (15)
ϕ(x) =
(
∂3xV (x)
8~
)1/3
, (16)
so that Eq. (14) becomes
Jeff(b|a) ≈ lim
N→∞
N−1∏
k=1
∫
dxk
∫
dηk
1
ϕ(xk)
exp
{
iǫ
[
ηk
(
mx¨k + ∂xV (xk)
~ϕ(xk)
)
+
1
3
η3k
]}
. (17)
Because of the similarity between the integral in the η variables and the Airy function [12],
Ai(x) =
∫ +∞
−∞
dy exp[i(xy + y3/3)] , (18)
it is natural to introduce the “Airy functional” Ai[f ] of a generic function f(t) of time t,
Ai[f ] =
∫
Dη exp
{
i
∫ tb
ta
[
f(t)η(t) +
1
3
η3k
]}
= lim
N→∞
N−1∏
k=1
∫
dηk exp
{
iǫ
[
ηkf(tk) +
1
3
η3k
]}
.
(19)
Then Eq. (17), by defining the functional Φ[x] =
∏
k ϕ(xk), becomes
Jeff(b|a) ≈
∫ b
a
DxΦ[x]−1Ai[(mx¨+ ∂xV )/~ϕ(x)]. (20)
Finally, introducing the auxiliary process R(t) and using the ∆-functional given by Eq. (12), the
effective propagator can be rewritten as
Jeff(b|a) ≈
∫
DRAi[R]
∫ b
a
Dx∆ [mx¨+ ∂xV (x)− ~ϕ(x)R] . (21)
V. BROWNIAN MOTION
The description obtained in the previous section for the (semi-classical) effective quantum
propagator in physical space closely resembles the path-integral description of a classical Brown-
ian particle [13]. For the sake of simplicity, here the example of an overdamped Brownian particle
subject to white noise in an environment at temperature T is summarized.
A first way to describe such a Brownian particle is to use a Langevin equation, which defines
the stochastic trajectories of the particle,
dx
dt
= −
1
mγ
∂V (x)
∂x
+R(t) , (22)
where γ is the friction coefficient and R(t) = ξ(t)/mγ is a stochastic process, representing a white
noise force ξ(t) (divided by mγ), i.e., a Gaussian process with zero mean value and δ-correlation,
〈R(t)〉 = 0 , (23)
〈R(t)R(s)〉 =
2kBT
mγ
δ(t− s) ≡ 2Dδ(t− s) , (24)
5whereD is the diffusion coefficient. Alternatively, one can describe the Brownian particle through
its space-time dependent probability density P (x, t). The time evolution of P (x, t) can be for-
mulated as a drift-diffusion equation,
∂P (x, t)
∂t
=
1
mγ
∂
∂x
[
P (x, t)
∂V (x)
∂x
]
+D
∂2P (x, t)
∂x2
. (25)
The evolution law of P (x, t) can be also be formulated in integral form,
P (xb, tb) =
∫
dxa J(xb, tb|xa, ta)P (xa, ta) , (26)
where the probability density propagator J(b|a) = J(xb, tb|xa, ta) can be expressed as a path
integral [13],
J(b|a) =
∫ b
a
Dx exp
{
−
mγβ
2
∫ tb
ta
dt
[
x˙+
1
mγ
∂V (x)
∂x
]2}
, (27)
The path integral formulation of Brownian motion is particularly interesting here, since it pro-
vides a link between (the time evolution of) the probability density and the Langevin equation
(22) for the particle coordinate. This is best seen by introducing the Gaussian functional
GD[R] = exp
{
−
1
2D
∫ tb
ta
dtR(t)2
}
, (28)
and using the ∆ functional given above to rewrite the propagator (27) as
J(b|a) =
∫
dRGD[R]
∫ b
a
Dx∆ [x˙+ ∂xV (x)/mγ −R] . (29)
This expression directly leads to the Langevin equation. In fact, the functional integral over x(t),
through the ∆-functional, selects the trajectory x˙ = −∂xV (x)/mγ+R(t), while the integral over
R(t) makes an average over different realizations of R(t), weighting each trajectory with the
functional GD[R], thus implicitly defining R(t) as a Gaussian stochastic process with first mo-
ment 〈R(t)〉 =
∫
dRR(t)GD[R] = 0 and second moment 〈R(t)R(s)〉 =
∫
dRR(t)R(s)GD[R] =
2Dδ(t− s). This provides a description equivalent to that of Eqs. (22)-(24).
VI. COMPARISON BETWEEN QUANTUM AND STOCHASTIC PROCESS
One can now compare Eqs. (29) and (21), to conclude that the quantum propagator is given
by a sum of contributions from particle trajectories described by the equation
mx¨ = −∂xV (x) + ~ϕ(x)R , (30)
which is Newton’s equation of motion with the additional force term ~ϕ(x(t))R(t), where ϕ(x)
is given in Eq. (16), with each trajectory weighted by the Airy functional Ai[R] in Eq. (19).
However, the additional force term cannot be considered as a multiplicative stochastic force,
since, on the contrary of the case of a Brownian particle, here the Airy function Ai(ξ) (and
therefore the Airy functional Ai[f ]) is not positive-definite [12], as it would be expected for a
probability density function(al), and assumes negative values in some ranges of the semi-axis
ξ < 0, see Fig. 1.
The non-positivity of the Airy function(al) prevents an operative definition ofR(t) as a stochas-
tic process as well as the possibility of performing a numerical simulation of the trajectories
defined by Eq. (30).
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FIG. 1: Plot of the Airy function Ai(ξ) [12] showing some interval of the ξ-axis where Ai(ξ) < 0.
VII. CONCLUSION
The path-integral formalism of quantum mechanics is a natural framework to connect the
differential (Langevin) formulation of Brownian motion and its corresponding (path) integral
formulation. When trying to use path integrals to reformulate in an analogous way (the semi-
classical limit of) quantum mechanics in the form of a stochastic differential equation for the
particle coordinate, however, one finds a differential equation containing a term playing the role
of a “stochastic force” associated to a non-positive-definite probability distribution function.
This result provides a clear example of the negative probabilities appearing in quantum mechan-
ics [5] and confirms previous findings suggesting that any statistical interpretation of quantum
mechanics cannot be based on a plain equivalence between quantum mechanical and classical
stochastic processes.
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