We address high-dimensional zero-one random parameters in two-stage convex conic optimization problems. Such parameters typically represent failures of network elements and constitute rare, high-impact random events in several applications. Given a sparse training dataset of the parameters, we motivate and study a distributionally robust formulation of the problem using a Wasserstein ambiguity set centered at the empirical distribution. We present a simple, tractable, and conservative approximation of this problem that can be efficiently computed and iteratively improved. Our method relies on a reformulation that optimizes over the convex hull of a mixed-integer conic programming representable set, followed by an approximation of this convex hull using lift-and-project techniques. We illustrate the practical viability and strong out-of-sample performance of our method on nonlinear optimal power flow problems affected by random contingencies, and we report improvements of up to 20% over existing methods.
events amount to failures of the nodes or edges of the underlying network. For example, in electric power networks, random node and edge failures have been used to model losses of physical components such as substations, transmission lines, generators, and transformers [13, 39] . Similarly, in natural gas [42] , wireless communication [22] , and transportation networks [10] , they can be used to model failures of compressors and gas pipelines, antennas, and road links, respectively.
The challenges in modeling and solving such uncertainty-affected optimization problems are threefold. First, the number of possible failure states grows exponentially as the size of the input increases. For example, the number of failure states in a network with n failure-prone nodes is 2 n .
Second, network failures are extremely rare but critical, and historical records are often not rich enough to include observations for every possible failure state. Third, failures of individual network elements are unlikely to be independent of each other. For example, transmission line failures in electric power systems often have a cascading effect that triggers the failure of other transmission lines. Because of this high dimensionality, the true distribution governing the random parameters is often unknown and difficult to estimate with a small number of historical observations.
In this high-dimensional context, we focus on two-stage optimization problems under uncertainty. Suppose that there are M uncertain parametersξ 1 , . . . ,ξ M , and that Ξ ⊆ {0, 1} M is the support of the underlying distribution of these parameters. If the distribution P is known, then the two-stage problem takes the form minimize x∈X c(x) + E P Q(x,ξ) , where x represents the first-stage decisions that must be made agnostically to the realization of the random parameters, X ⊆ R N 1 is a compact set of feasible first-stage decisions, c(x) is the deterministic cost associated with these decisions, and Q(x, ξ) is the random loss (or second-stage cost) corresponding to decisions x and a fixed realization ξ ∈ Ξ of the random parameters. We assume that the loss can be computed by solving a convex conic optimization problem of the form
where y denotes the second-stage decisions that can be made after the realization ξ is known;
Y ⊆ R N 2 is a proper (closed, convex, pointed, and full-dimensional) cone; q : Ξ → R N 2 and W : Ξ → R L×N 2 are vector-and matrix-valued affine functions respectively, while h : X → R L and T : X → R L×M are componentwise closed, proper, convex vector-and matrix-valued functions, respectively. We allow uncertainty to affect only the affine constraints of the problem and, similarly, the first-and second-stage decisions to interact only via the affine part.
Since the true underlying distribution P is unknown, this two-stage optimization formulation is ill-posed. Nevertheless, P is typically observable through a finite amount of historical data. We assume that we have access to N such observations, which we denote by {ξ (1) , . . . ,ξ (N ) }. We also assume that generating additional data (e.g., via Monte Carlo computer simulations) is either costly or impossible. Thus, it is imperative to use the given data most efficiently.
A popular approach for solving the two-stage problem in such cases is to use sample average approximation [46] . This approach replaces the true distribution with the empirical distribution
where δξ (i) denotes the Dirac distribution atξ (i) . In the context of rare events, however, obtaining accurate estimates of the true distribution and, hence, the optimal solution of the true two-stage problem may require unrealistically large amounts of data. The following example illustrates this phenomenon even if there are only M = 3 uncertain parameters. Example 1. Consider the network shown in Figure 1 . Let A denote the set of arcs. The goal is to decide arc capacities x ∈ R |A| + so as to route flow originating from the left layer of nodes to satisfy demand in the right layer of nodes. The per-unit cost c ∈ R |A| of installing capacity on each arc is denoted above the arc, and the first-stage deterministic cost is given by c x. The middle layer of nodes can fail independently of each other, and the numbers above the nodes denote their failure probabilities. If node i fails (indicated by ξ i = 1), then all arcs incident to that node become unusable, and any resulting supply shortfall is penalized at a cost of 1, 000 per unit. For a given realization ξ ∈ {0, 1} 3 of the node failures, the loss function Q(x, ξ) is simply the total penalty cost under that realization and can be modeled as the optimal objective value of a linear program. One can show that the optimal solution assigns a capacity of 100 units to every arc. In practice, however, the true failure probabilities are unknown. We therefore estimate the distribution using a sample average approximation. Figure 2 shows the performance of the solutions obtained by replacing the unknown true distribution P with the empirical distributionP N resulting from different sample sizes N . In particular, the figure shows the difference between the total expected costs (computed under the true distribution) of the sample average solution and the true optimal solution.
We observe that despite the small dimensionality (M = 3), N ≥ 1000 samples are required for the sample average solution to estimate the true solution to an accuracy of 5%. 
Distributionally Robust Approach for Discrete Rare Events
The high dimensionality and rare occurrence of failure states render accurate estimation of the underlying distribution difficult. To remedy this situation, we adopt a distributionally robust approach, and construct an ambiguity set P of possible distributions that are consistent with the observed data. We then minimize the worst-case expected costs over all distributions in the ambiguity set. Specifically, we consider distributionally robust two-stage conic optimization problems, 
The ambiguity set P must be chosen such that it contains the true distribution with high confidence or, at the very least, distributions that assign nonzero probability to the rare events. We focus on the Wasserstein ambiguity set, defined as the set of distributions that are close to the empirical distributionP N with respect to the Wasserstein distance d W :
Here, M(Ξ) denotes the set of all distributions supported on Ξ, and ε ≥ 0 is the radius of the Wasserstein ball. Given any underlying metric d(·, ·) on the support set Ξ, the Wasserstein distance d W (P, P ) between two distributions P, P can be defined as follows:
We motivate the choice of Wasserstein ambiguity sets in Section 2.1. The crucial role of the metric d(·, ·) and the radius ε of the Wasserstein ball P is discussed in Section 2.2
Advantages of Wasserstein ambiguity sets for discrete rare events
One can construct several ambiguity sets of distributions that are consistent with observed data.
Broadly, these are either sets of distributions that satisfy constraints on their moments [21, 53] or those defined as balls centered on a reference distribution with respect to a metric such as the φ-divergence [7, 8] or the Wasserstein distance [23, 24, 54] . Note that the high dimensionality and sparsity of the training data in the case of rare events prevent us from obtaining reliable estimates of moments, ruling out moment-based sets. In contrast, metric-based sets have the attractive feature of tying directly with available data; indeed, the empirical distribution corresponding to the training data is a natural choice for the reference distribution.
Ambiguity sets based on φ-divergence, especially Kullback-Liebler divergence, have certain shortcomings that are not shared by their Wasserstein counterparts. First, the former can exclude the true distribution while including pathological distributions; in fact, they can fail to represent confidence sets for the unknown true distribution [23, 24] . In contrast, the latter contains the true distribution with high confidence for an appropriate choice of ε, and hence the optimal value of the corresponding distributionally robust problem provides an upper confidence bound on the true out-of-sample cost [23] . Second, Kullback-Liebler and other φ-divergence based sets contain only those distributions that are absolutely continuous with respect to reference distribution; that is, these distributions can assign positive probability only to those realizations for which the empirical distribution also assigns positive mass [7] . This situation is undesirable for applications where uncertain events are rare, since the majority of possible uncertain states are unlikely to have been observed empirically. In contrast, the Wasserstein ball of any positive radius ε > 0 and corresponding to any finite-valued metric d(·, ·) includes distributions that assign nonzero probability to any arbitrary realization. Indeed, this property ensures that solutions of the distributionally robust problem (2) are robust to the occurrence of rare events. We illustrate this via Example 1.
Example 1 (continued). Consider again the network in Figure 1 . In addition to the sample average approximation, Figure 3b now compares the performance of solutions computed by using the distributionally robust formulation (2) with a Wasserstein ambiguity set P of radius ε = 10 −3 , centered around the empirical distributionP N resulting from different sample sizes N . Here, we use the metric d(ξ, ξ ) = ξ − ξ 1 induced by the 1-norm. The figure shows the difference in total expected costs (computed under the true distribution) of the distributionally robust and sample average solutions with respect to the true optimal solution. We observe that the distributionally robust solution strongly outperforms the sample average solution while being more stable to changes in the training data (i.e., its performance has a smaller variance for a fixed N ). 
Choice of the underlying metric and radius of the Wasserstein ball
The underlying metric d(·, ·) should ideally have the following properties: (i) if d(ξ , ξ ) is small, then the probabilities of occurrence of the two realizations ξ , ξ ∈ Ξ should be similar; and (ii)
if ξ is rarer than ξ , then for some fixed (say nominal) realization ξ ∈ Ξ (e.g., in a network, this could be the realization where none of the elements fail), we must have d(ξ, ξ ) ≤ d(ξ, ξ ). These properties can be satisfied whenever d(ξ, ξ ) = ξ − ξ is induced by a norm on R M and by using an appropriate bit representation of the sample space. Throughout the paper, we will therefore assume that the metric d(·, ·) is induced by an arbitrary norm, although our results also apply when d(·, ·) is any mixed-integer conic-programming-representable metric.
A noteworthy example of a metric that does not satisfy the above requirement is the discrete metric, defined as d(ξ , ξ ) = 1 whenever ξ = ξ and 0 otherwise. In this case, the Wasserstein distance is equivalent to the total variation distance, and the distributions that solve the inner supremum in (2) can assign positive probability only to the training samples and the worst-case realization [29, 43] . In a network with rare failures, this means that only past observed realizations and the realization corresponding to complete network failure are taken into account, resulting in poor out-of-sample performance.
Example 1 (continued). Suppose that we define the metric d(·, ·) to be the discrete metric. Then, the performance of solutions of the distributionally robust problem (2) with a total variation ambiguity set P of any radius ε ≥ 0 is equal to or worse than that of the sample average solution.
For a given choice of the underlying metric, the radius ε of the ambiguity set allows us to control the level of conservatism of solutions of (2). Specifically, given a confidence level β ∈ (0, 1), one can choose the radius as a function of β and the number of observations N such that the true distribution is contained in the ambiguity set with high probability:
Here, P N is the product distribution that governs the observed data {ξ (1) , . . . ,ξ (N ) }. It was shown in [23] that (4) holds if we select ε N (β) = c 0 N −1 log β −1 1/M , where c 0 is a problem-dependent constant. This choice is not practical, however, because the resulting radius is unnecessarily large;
hence, the authors suggest solving the two-stage problem (2) for several fixed choices of ε and then using cross-validation (e.g., k-fold cross-validation) to pick a good value. However, this approach is not expected to work well when addressing rare event uncertainties because the training and testing datasets used for cross-validation are likely to be unbalanced in such cases (e.g., the testing dataset may not contain any rare events leading to a trivial value of ε = 0). Although one can circumvent this issue by using techniques such as stratified cross validation, doing so would require solving the two-stage problem (2) repeatedly for various choices of ε, which can become computationally expensive. We suggest using a large deviations result from [14, 28] instead, adapted to our setting.
Specifically, we can show that the probabilistic guarantee (4) holds asymptotically if we select
In particular, we observe that ε N (β) → 0 as the sample size becomes large, N → ∞, and that ε N (β) → ∞ if we are overly conservative, β → 0. This observation also elucidates that the distributionally robust formulation (2) generalizes both classical stochastic and robust optimization. 
Contributions
This paper addresses the relatively unexplored topic of rare high-impact uncertainties through the lens of data-driven distributionally robust optimization. Existing methods for addressing rare highimpact uncertainties [6, 16] are few, and they are all based on variants of Monte Carlo methods (e.g., importance sampling), which require the existence of a probability distribution that can be sampled to generate additional observations.
In contrast, our techniques fall within the scope of distributionally robust optimization [44, 45] .
A surge in the popularity of Wasserstein ambiguity sets has coccurred in this area because of recent results [11, 14, 23, 24, 32] to the case where Q(x, ξ) is the optimal value of a linear program, Ξ is a polyhedron, and d is induced by the 1-norm, see [23, 27, 55] . In the absence of sufficient conditions that ensure tractability, one resorts either to iterative global optimization methods (e.g., see [38, 54, 57] ) or to tractable approximations. The latter most commonly include discretization schemes (of which sample average approximation is a special case) [17, 37] and decision rule methods [9, 12, 26] .
In this paper, we extend the state of the art in data-driven optimization by studying two-stage conic programs with a particular focus on high-dimensional zero-one uncertainties. This is crucial because existing reformulations and algorithms for distributionally robust optimization with finitely supported distributions [5, 8, 11, 41] scale with the size of the support set |Ξ|, which can grow exponentially large in such cases. We circumvent this exponential growth by utilizing tractable conservative approximations inspired by lift-and-project convexification techniques in global optimization [33, 35, 47] . Closest in spirit to our work are the papers of [2, 27, 56] who consider the case where the second-stage loss Q(x, ξ) is the optimal value of a linear program with uncertain right-hand sides and the support set Ξ is a polytope. In this setting, [27, 56] reformulate (2) as a copositive cone program and then approximate this using semidefinite programming, whereas [2] provide approximations by leveraging reformulation-linearization techniques from bilinear programming. In this paper, we state a result that enables the encapsulation of these seemingly disparate methods in a common framework. We highlight the following main contributions:
1. By exploiting ideas from penalty methods and bilinear programming, we develop reformulations of the Wasserstein distributionally robust two-stage problem (2) that reduce its solution to optimization problems over the convex hulls of mixed-integer conic representable sets.
Extensions to conditional value-at-risk are also presented.
2. We provide sufficient conditions for our convex hull reformulations and hence the distributionally robust two-stage problem (2) to be tractable. We also show that they are generically NP-hard, however, even if there are no first-stage decisions and the second-stage loss function is the optimal value of a two-dimensional linear program with uncertain objective coefficients.
3. By using lift-and-project hierarchies to approximate the convex hull of the mixed-integer conic representable sets, we derive tractable conservative approximations of the distributionally robust two-stage problem (2), and we provide practical guidelines to compute them efficiently.
The approximations become exact as the Wasserstein radius ε shrinks to zero.
4. We demonstrate the practical viability of our method and its out-of-sample performance on challenging nonlinear optimal power flow problems affected by rare network contingencies, and we study its behavior as a function of the rarity and impact of these contingencies.
The rest of the paper is organized as follows. Section 3 derives the mixed-integer conic programming representation of interest, Section 4 derives their tractable lift-and-project approximations, and Section 5 reports numerical results on optimal power flow problems. For ease of exposition, the complexity analysis as well as proofs of all assertions is deferred to the appendix.
Notation. Vectors and matrices are printed in bold lowercase and bold uppercase letters, respectively, while scalars are printed in regular font. The set of non-negative integers and reals is denoted by Z + and R + , respectively. For any positive integer N , we define [N ] as the index set {1, . . . , N }. We use e k to denote the k th unit basis vector, e to denote the vector of ones, I to denote the identity matrix, and 0 to denote the vector or matrix of zeros, respectively; their dimensions will be clear from the context. For a matrix A, we use vec(A) to denote the vector obtained by stacking the columns of A in order. The inner product between two matrices A, B ∈ R m×n is denoted by A, B := i∈[m] j∈[n] A ij B ij . We use C n = (x, t) ∈ R n−1 × R : x ≤ t to denote the norm cone associated with the norm · . For a logical expression E, we define I[E] as the indicator function which takes a value of 1 is E is true and 0 otherwise.
Mixed-Integer Conic Representations
Throughout the paper, we assume that the distributionally robust two-stage problem (2) satisfies the assumptions of complete and sufficiently expensive recourse.
(A1) For every realization ξ ∈ Ξ, there exists y + ∈ int(Y) such that W (ξ)y + > 0.
(A2) For every first-stage decision x ∈ X and every realization ξ ∈ Ξ, the second-stage loss function
A natural way to ensure these assumptions is to add slack variables in the formulation of the secondstage problem Q(x, ξ) and penalize them in the objective function. Whenever the assumptions are satisfied, they imply that (i) Q(x, ξ) is always strictly feasible and bounded, (ii) the dual of Q(x, ξ), given in the following, is always feasible, and (iii) strong conic duality holds between the second-stage problem and its dual,
Here, Y * denotes the dual cone of Y. We assume that the uncertain vectors and matrices in (1) are affine and can be represented as q(ξ) = q 0 + Qξ and W (ξ)
A consequence of the above assumptions is the following lemma, which states that computing the worst-case expectation in the two-stage problem (2) is equivalent to averaging N worst-case values of the loss function Q(x, ξ) over ξ ∈ Ξ, each regularized by one of the training samples.
We omit the proof since it follows directly from the compactness of Ξ and the definition of the Wasserstein ambiguity set P in (3); see [15, 24] for proofs in much more general settings.
Lemma 1. The distributionally robust two-stage problem (2) admits the following reformulation:
The remainder of this section establishes that the inner maximization in (6) is equivalent to optimizing a linear function over the convex hull of the feasible region of a mixed-integer conic program (MICP). The following theorem is key to establishing this result.
Theorem 1 (Convex hull reformulation). The distributionally robust two-stage problem (2) admits the following convex hull reformulation:
where, for each i ∈ [N ], we define the function Z i : X × R + → R and the set Z i as follows:
The inner optimization problem (8a) is over the closed convex hull of the set Z i , which couples the binary uncertain parameters ξ with the continuous dual variables λ via the bilinear equation
This set is, therefore, not the feasible region of an MICP. We propose two approaches to ensure MICP representability. The first is to linearize the bilinear equation Λ = λξ using
McCormick inequalities, which requires a priori upper bounds on the dual variables λ; we briefly discuss this in Section 3.1. The second is to reformulate the loss function Q(x, ξ) using ideas from penalty methods that circumvents any bilinear terms; this approach is the subject of Section 3.2.
We compare the two approaches and summarize their merits in Section 3.3. We note that our results also apply if the risk-neutral expectation in the objective function of the two-stage problem (2) is replaced with the conditional value-at-risk; for ease of exposition, we defer this analysis to the appendix.
Linearized reformulation
The decision variables λ of the dual problem Q d (x, ξ) must be necessarily bounded for any fixed value of x ∈ X and ξ ∈ Ξ. Indeed, under assumptions (A1) and (A2), the value of Q d (x, ξ) is bounded for any fixed x ∈ X and ξ ∈ Ξ; and since X and Ξ are compact sets, the variables λ must also be necessarily bounded. Suppose thatλ ∈ R L + are a priori known upper bounds (independent of x and ξ) on these variables. Such bounds are known whenever we explicitly add slack variables to ensure feasibility of the second-stage problem or if the latter has some underlying structure (e.g., network flow). Given these bounds, we can exactly linearize the bilinear equation Λ = λξ using McCormick inequalities and reformulate the set Z i in (8b) as the feasible region of an MICP:
The MICP representation (8b-) adds O(M L) variables and constraints for each
The following section shows how we can ensure MICP representability at the expense of adding far fewer variables and constraints.
Penalty reformulation
Our goal in this section will be to move the uncertainty to the objective function of the second-stage problem, Q(x, ξ). This approach is motivated by the following corollary to Theorem 1 that shows that MICP-representability is guaranteed if only the objective function of Q(x, ξ) is uncertain.
Corollary 1 (Convex hull reformulation for objective uncertainty). Suppose that only the objective function of the second-stage problem Q(x, ξ) is uncertain: W (ξ) = W 0 and T (x) = 0. Then the distributionally robust two-stage problem (2) admits reformulation (7) where, for each i ∈ [N ], we define the function Z i : X × R + → R and the MICP-representable set Z i as follows:
The following additional assumption of fixed recourse is key to achieving our goal.
(A3) For every realization ξ ∈ Ξ and every first-stage decision x ∈ X , we have W (ξ) = W 0 and T (x) = T 0 , respectively.
We note that since ξ is binary valued, this assumption is without loss of generality whenever the primal decision variables x and y are bounded. Indeed, in such cases, we can exactly linearize any products of uncertain parameters and decisions in the second-stage problem Q(x, ξ) using
McCormick inequalities, to ensure that it satisfies the assumption of fixed recourse. Under this additional assumption, the following theorem states that the second-stage problem Q(x, ξ) with constraint uncertainty can be equivalently reformulated as one with objective uncertainty.
Theorem 2 (Penalty reformulation of the loss function). There exists a sufficiently large, yet finite,
Proof. See Appendix E.
In conjunction with Corollary 1, Theorem 2 implies that the distributionally robust two-stage problem (2) admits a convex hull reformulation of the form (7), where the function Z i : X ×R + → R and the MICP-representable set Z i for each i ∈ [N ] are given as follows:
In contrast to the linearzed reformulation (8b-), the MICP representation (8b-ρ) adds only O(M + L) variables and constraints for each
In fact, this number can be further reduced by exploiting a structure that is common in several network optimization problems.
Remark 2 (Penalty reformulation for indicator constraints). In several applications, an uncertain parameter ξ i ∈ {0, 1} may switch on and off a single constraint f i (y) ≥ 0, as follows: . The latter ensures that f i (y) is driven to 0 whenever ξ i = 0 for large values of ρ. Note that we no longer need to estimatef since the constraint f i (y) ≤f ξ i is not used anymore. The results in this section continue to be valid as long as we replace each occurrence of the penalty term (e − 2ξ) z + e ξ that multiples ρ in the objective function with this modification.
The reformulation (10) is reminiscent of penalty methods in nonlinear programming. However, in contrast to the latter, which suffer from numerical issues because the penalty parameter ρ must be driven to ∞, a finite value for ρ can be precomputed in our case. This process only requires solving the classical robust optimization formulation over any support Ξ 0 ⊇ Ξ; for example, some
The procedure is as follows. We compute the classical robust solution x r and a corresponding worst-case realization, as per (11a) shown below, and then set ρ r to be an optimal Lagrange multiplier of the last inequality in (11b).
In view of Remark 2, the left-hand side of the last inequality in (11b) must correspond to the penalty term multiplying ρ in the objective function of Q ρ (x r , ξ r ). We next prove that our procedure is valid: the optimal Lagrange multiplier ρ r is indeed an exact value for the penalty parameter.
Theorem 3 (Exact penalty reformulation). The optimal value of the distributionally robust twostage problem (2) remains unchanged if we replace the second-stage loss function Q(x, ξ) with its penalty reformulation Q ρ r (x, ξ) as defined in (10) with penalty parameter ρ r .
The classical robust formulation (11a) is tractable if we choose Ξ 0 = {0, 1} M and the loss function Q(x, ξ) exhibits a down-monotone (or up-monotone) property with respect to the random
In particular, this is the case for network optimization problems where removing network elements is never advantageous. In such cases, the classical robust formulation reduces to a deterministic problem under the worst-case realization of the uncertain parameters. Moreover, this worst-case realization is often independent of the optimal robust solution x r . For example, suppose ξ ∈ {0, 1} M is a random vector denoting which of M arcs in a network have been "disrupted" and arc-flow variables y satisfy 0 ≤ y a ≤ ξ aȳa (i.e., the flow on arc a is zero whenever it is disrupted ξ a = 0, and is bounded between 0 andȳ a otherwise).
The worst-case realization is to disrupt all arcs in the network, ξ r = 0, independent of the optimal robust solution x r . Notably, this also implies that we can circumvent the computation of (11a) when determining the value of ρ r . We generalize this observation in the following lemma. Table 1 summarizes the main differences between the linearized and penalty-based MICP reformulations of the sets Z i , i ∈ [N ] appearing in the convex hull reformulation (8a)-(8b). Notably, the penalty reformulation adds far fewer variables and constraints. However, it also requires additional assumptions and computations. In particular, it requires computing a value for the penalty parameter ρ, which may further entail the solution of a classical robust optimization problem; see (11a). We do not expect this to be a limitation, however, because the latter will likely reduce to a deterministic optimization problem for most practical applications. 
Summary and comparison
over any superset of Ξ * Can be further reduced; see Remark 2 † Can be relaxed; see discussion following assumption (A3).
Can be done in closed form; see Lemma 2 and preceding discussion.
Lift-and-Project Approximations
The key challenge in solving the convex hull reformulation (7) is the inner optimization (8a) over the convex hull of the MICP-representable set Z i , i ∈ [N ]. Appendix A shows that although one can tractably compute these convex hulls in several cases, the problem remains NP-hard even in benign settings. Therefore, Appendix B presents a Benders scheme, similar to the ones proposed in [49, 57] , to tackle the convex hull constraints. This scheme iteratively refines an inner approximation of the 
, that provide not only (i) upper bounds on the optimal value of (2) but also (ii) guarantees of polynomial time solvability. Our approximations are based on the following key observations. First, if we suppose that Ξ = {ξ ∈ Z M + : Eξ ≤ f } has a given outer description, then Section 3 establishes that each of the sets Z i , i ∈ [N ], can be represented as the feasible region of an MICP as follows:
where, for ease of exposition, we have dropped the subscript i and included the bounds, z ≥ 0 and
For example, in case of (8b-), we have z = (ξ, λ, vec(Λ), τ ),
Second, given an MICP representation such as the above, its convex hull can be approximated by a hierarchy of increasingly tight convex relaxations,
that converge to the convex hull in M iterations. Here, Z 0 := {z ∈ R n : Az − b ∈ K} is the continuous relaxation of Z. Several such sequential convexification hierarchies are known, the most popular ones being those of [4, 33, 35, 47] . They are based on the concept of lift-and-project and represent cl conv(Z) as the projection of another convex set lying in a higher-dimensional space.
These hierarchies were originally proposed for (pure or mixed-) integer linear sets and later extended to mixed-integer convex sets in [18, 48] . Our proposal is to use an intermediate relaxation Z t of any such hierarchy to outer approximate cl conv(Z), which results in an outer approximation of the convex hull reformulation (7) and, hence, of the distributionally robust two-stage problem (2) .
Notably, since we can optimize an objective function over the level-t relaxation in time n O(t) (which is polynomial for fixed t), we can also obtain tight approximations of the original problem (2) in polynomial time. The approximation can be refined, if desired, by using higher values of t.
Third, the approximation of cl conv(Z) when used in the convex hull reformulation allows us to dualize the inner optimization in (8a) using conic duality. The result is a single-stage convex conic optimization model that can be solved with off-the-shelf solvers. Notably, we can prove that the resulting approximations of the distributionally robust two-stage problem (2), obtained by replacing cl conv(Z) with any of the relaxations Z 0 , . . . , Z M , become exact as the radius ε of the Wasserstein ambiguity set P shrinks to zero.
Theorem 4 (Lift-and-project approximation quality). As ε → 0, the optimal value of the distributionally robust two-stage problem (2) coincides with that of the convex hull reformulation (7) even if we approximate each cl conv
We emphasize that our method is not tied to any particular convexification technique. This feature is important because each technique has its advantages and disadvantages. For example, in the linear case (i.e., K = R n + ), it is known [34] that the approximations in order of decreasing tightness are those of Lasserre [33] , Sherali-Adams [47] , Lovász-Schrijver [35] , and Balas-Ceria-Cornuéjols [4] ; however, this ranking is reversed when they are ordered based on increasing computational complexity. For its simplicity and tradeoff between tightness and tractability, we focus on the Lovász-Schrijver approximation [35] in the remainder of this section. We show how it can be used to obtain a single-stage approximation of the distributionally robust two-stage problem (2), and we provide practical guidelines for its efficient computation.
Lovász-Schrijver approximation
The level-1 Lovász-Schrijver approximation Z 1 is defined as a set-valued mapping, and the level-t approximation Z t is defined as an iterated application of this mapping. For any u ∈ R + and any conic representable set such as the continuous relaxation Z 0 = {z ∈ R n : Az − b ∈ K}, we denote by Z 0 (u) = {z ∈ R n : Az − bu ∈ K} to be the homogenization of Z 0 with respect to u. Next, we define the following lifted set:
One can easily verify that P(Z 0 ) is a convex relaxation of cl conv(Z). In fact, we have the following
corresponds to the level-1 relaxations of the Lovász-Schrijver hierarchy. For any t ≥ 1, the level-t relaxation is given by Z t = P(Z t−1 ), and one can show that Z M = cl conv(Z). This is known as the linear Lovász-Schrijver hierarchy. One can obtain stronger relaxations by imposing positive semidefiniteness on the submatrix of {z j1 } j∈[M ] corresponding to the binary variables.
Remark 3 (Positive semidefinite Lovász-Schrijver hierarchy). Consider the following set:
This set corresponds to the level-1 relaxation of the positive semidefinite Lovász-Schrijver hierarchy and is related to its linear counterpart as follows: cl conv(Z) ⊆ P + (Z 0 ) ⊆ P(Z 0 ). For any t ≥ 1, the level-t relaxation in this hierarchy is given by Z t = P + (Z t−1 ). As before, we have Z M = cl conv(Z).
For a given MICP representation of Z i and any t ≥ 1, we can use the level-t Lovász-Schrijver relaxation to approximate cl conv(Z i ) in (8a)-(8b). We can then convert the inner maximization (8a)
to a minimization and embed it in the first-stage problem. The following lemma illustrates this for t = 1; we omit the proof since it follows from a straightforward application of conic duality.
In this lemma, γ represents the objective function of the inner optimization (8a); in the linearized MICP representation (8b-) of Z, it is given by γ = 0 h(x) vec(T (x)) − α , whereas in the then for any γ ∈ R n , we have the following strong duality result: Block structure. Setting Y = 0 in formulation (15) induces a block structure, one block for each j ∈ [M ], that is coupled only through the first set of constraints. Moreover, the N instances of formulation (15) (one for each Z i , i ∈ [N ]) also induce a higher-level block structure in (7) that is coupled only via the first-stage variables x and α. This block structure can be exploited in parallel by existing off-the-shelf solvers; however, pursuing this work is outside the scope of this paper.
Numerical considerations
Iterative solution. Observe that setting Y = 0 also reduces the number of variables in (15) for only a minor loss in approximation quality; indeed, the resulting relaxation is still equal to
is the index set of binary parameters whose optimal values in the left-hand side of (15) are fractional. We expect |J i | to be small since the optimal value of ξ in any convex relaxation of Z i is unlikely to be far from the binary-valuedξ (i) (see argument in proof of Theorem 4). This motivates the following iterative heuristic to identify the index sets J i . Note that this procedure is independent of the MICP representation used for each Z i .
2. For each i ∈ [N ], replace cl conv(Z i ) with its current approximationZ 1 i and dualize the corresponding problem (8a). Solve the resulting convex hull approximation (7) . [i] be the optimal value of ξ in (8a), recovered as scaled dual multipliers.
For each i ∈ [N ], letξ
i as follows: Note that the successive optimizations in Step 2 can benefit from an efficient initialization of their variables by using the optimal solution from the previous solve. Moreover, the size of these problems can be controlled by using smaller values of niter and larger values of tol, since they directly influence the size of J i andZ 1 i , albeit at the expense of coarser approximations. In our implementation, we found that a setting of iterlim = 5 and tol = 10 −2 achieved a good tradeoff between approximation quality and computational effort.
Computational Experiments
We use our method to address the security-constrained optimal power flow problem that is fundamental to the secure operation of electric power grids and solved every fifteen minutes or so by grid operators (e.g., [1, 19] ). The goal is to determine voltages and generation levels of available generators so as to satisfy power demand in the network, while adhering to various physical and engineering constraints. For example, electric power between network nodes (also known as buses) can flow only along capacitated edges or transmission lines. As such, the latter are failure prone, and transmission line outages can lead to an unstable power network or even complete system failure, resulting in costly blackouts. However, such high-impact failure events are rare. For example, between the years 2000 and 2014, fewer than 1,500 power outages have occurred that affected 50,000 or more residents in the entire United States, which is fewer than 100 events per year [51].
This rarity complicates the accurate estimation of their underlying distribution.
Because electric power is governed by complex physical laws, optimal power flow is a highly nonlinear optimization problem. Nevertheless, the underlying physics can be approximated well by using second-order cone or semidefinite programming relaxations [36] . Although our method generalizes to any convex cone relaxation, we focus on the standard second-order cone relaxation [30] , where X is second-order cone representable and Q(x, ξ) is the optimal value of a second-order cone program.
Our two-stage optimization model is inspired by [50] and presented in Appendix D. Conceptually, the first-stage problem determines minimum cost power generation levels assuming no line outages. Upon line failure, the second-stage model seeks to adjust the power generation levels subject to physical constraints where failed lines cannot be used, with a goal of minimizing the total penalty cost of violating power balances. This model satisfies assumptions (A1), (A2), and (A3) and allows the use of the penalty reformulation (8b-ρ), which also has the advantage of using fewer variables and constraints compared with the linearized reformulation (see Section 3.3).
The operational state of transmission lines is modeled as a random binary vector ξ with support Ξ = {0, 1} M , where ξ l = 1 indicates that line l has failed. In particular, since ξ represent on/off switches, we can use Remark 2 to get not only a smaller MICP formulation but also tighter values of the penalty parameter ρ = ρ r . The latter is computed by using Theorem 3, where the classical robust counterpart reduces to a deterministic problem (see Lemma 2); indeed, the second-stage loss function trivially attains its worst-case value when each component of ξ is one, that is, when all transmission lines fail. 
Test instances and environment
We conduct our experiments on the standard IEEE 14-, 30-and 118-bus test cases from the PGLib-OPF library [3] . In each case, the second-stage per-unit penalty cost for violating the power balance equations is set to be φ times the maximum per-unit first-stage generation cost. Note that this choice depends on the economic cost of failure to meet power demand. Since loss of power and blackouts tend to be costly and the associated penalty costs much larger than the cost of generation, we set φ = 100 in Sections 5. 
Approximation quality and computational effort
To study the quality of our lift-and-project approximations, we compute the following quantities for each sample size N ∈ {10, 100, 1000} and radius ε = νN −1/2 , where ν ∈ {0, 10 −3 , 10 −2 , 10 −1 }:
(i) the optimal value v of the convex hull reformulation (7) using the Benders scheme described in Appendix B, and (ii) the optimal values v 0 ,ṽ 1 and v 1 of formulation (7) when the convex hulls cl conv(Z i ) in (8a)-(8b) are approximated by using the continuous relaxation Z 0 and heuristically and exactly computed level-1 Lovász-Schrijver relaxationsZ 1 and Z 1 , respectively (see Section 4.2). 
where v ∈ {v 0 ,ṽ 1 , v 1 }, based on 100 statistically independent sets of training samples. We make the following observations.
• The exact level-1 relaxation Z 1 is near optimal, with optimality gaps never exceeding 5%, whereas the continuous relaxation Z 0 is less accurate, especially for larger radii (e.g., 50%
gap for ν = 0.1). The heuristically computed level-1 relaxationZ 1 is also near optimal for small and large radii but performs relatively poorly for intermediate values of ν.
• For a fixed sample size N and decreasing radius ν, the optimality gaps of all approximations decrease to 0, which empirically verifies Theorem 4. For increasing ν, the gaps of the level-1 relaxations increase far less rapidly than that of the continuous relaxation.
• For a fixed radius ν and increasing sample size N , the gaps of all approximations decrease. Figure 5 reports the average computation time to solve the various approximations and compares them with that of the Benders decomposition scheme. We offer the following comments.
• The continuous relaxation Z 0 and heuristically computed level-1 relaxationsZ 1 have the smallest computation times, with the former being faster for larger values of N and ν and, in particular, for the larger 118-bus case where it is almost 5 times faster. When compared with the Benders scheme, the relative difference in their computation times is minor for small sample sizes N but increases significantly for large sample sizes. For N = 1000, both approximations run about 10 times faster than the Benders scheme for the 14-bus case, whilẽ Z 1 runs 2 times faster and Z 0 runs almost 100 times faster for the 30-bus case. • The exact level-1 relaxation Z 1 and the Benders scheme appear to be the most difficult to solve. Although not shown, for the 30-bus case the former took about 1, 2 and 10 minutes for N = 10, 100, and 1, 000, respectively, whereas for the larger 118-bus case neither scheme terminated within 10 minutes for any N . Moreover, some of the MICP subproblems within the Benders scheme can cause slow convergence (e.g., due to search tree enumeration). This is evidenced by the fact that about 1% and 3% of the Benders runs did not terminate within 10 minutes even for the smaller 14-bus and 30-bus cases, respectively.
• In conjunction with Figure 5 , the heuristically computed level-1 relaxationZ 1 appears to offer the best tradeoff in terms of approximation quality and computational effort.
• The run times of all approximations, and in particularZ 1 , can be significantly improved by using an efficient initialization of their variables (see Section 4.2), which we did not implement. 
Out-of-sample performance
To understand the potential benefits of a distributionally robust approach over the sample average approximation, we compare them in terms of their out-of-sample performance. For a given training dataset of size N and each value of ν ∈ {0, 0.01, 0.1}, we obtain a candidate first-stage solution x ν by solving formulation (7) with the level-1 Lovász-Schrijver relaxationZ 1 and Wasserstein radius ε = νN −1/2 . Note that x 0 is the sample average solution, from Theorem 4. We then estimate the out-of-sample performance of x ν by recording z ν = c(x) + 1000 −1 1000 i=1 Q(x ν ,ξ (i) ), wherê ξ (1) , . . . ,ξ (1000) are 1, 000 independently generated testing samples. The relative improvement of the distributionally robust model with radius ε = νN −1/2 to the sample average approximation is then given by (z 0 − z ν )/z 0 × 100%. This entire process is repeated 100 times for statistically independent sets of N training samples and 1,000 testing samples. Figure 6 reports the mean (solid line) and standard deviation (shaded ribbon) of the relative improvement over these 100 repetitions.
We make the following observations from Figure 6 .
• The distributionally robust model (2) consistently outperforms the sample average approximation, particularly for small sample sizes N . The magnitude of the relative improvement is instance dependent (20%, 10%, and 5% for the 14-, 30-, and 118-bus cases, respectively) but consistently decreases for large values of N as expected. The magnitude of the radius that leads to the best possible improvement also is instance dependent (see Section 2.2).
• The larger variances in improvement for smaller N can be partially explained by the combinatorial growth in the number of truly distinct training datasets of size N (i.e., those that lead to distinct first-stage solutions) that are possible under the rare event model of line outages. 
Sensitivity analysis
The instance-dependent behavior of the out-of-sample performance in Figure 6 suggests that it might also be influenced by other parameters. Here, we investigate the effect of the "rareness" ψ of transmission line failures and the relative magnitude φ of "impact" when failures occur. Recall from Section 5.1 that higher values of ψ increase the probability of line failures, whereas higher values of φ increase the penalty cost for failing to satisfy power demand due to transmission line failures. Figure 7 shows the relative improvement of the distributionally robust two-stage model (2) over the sample average approximation for various choices of ψ and φ. For brevity, we report results only for the 30-bus instance; the high-level insights do not change for other instances. We make the following observations from Figure 7 .
• For fixed values of the line failure probability ψ, Figures 7a-7c show that as the impact due to failure φ increases, the relative benefits of a distributionally robust approach strongly increase. In other words, benefits increase with higher impacts of failures.
• For fixed values of the magnitude of impact φ, Figures 7d-7f show that as the probability of failures ψ increases, the relative benefits of a distributionally robust approach increases.
However, this does not necessarily imply that the relative benefits are small when line failure probabilities are small. Indeed, if failure events are rare but also relatively low impact, then ignoring them (as in the sample average approximation) will not lead to high costs.
• To confirm the above observation, we show in Figures 7g-7i relative improvements when the magnitude of impact φ is varied inversely to the line failure probabilities ψ. In other words, as failures become rarer, they have a proportionally higher economic impact. We observe that the distributionally robust approach does indeed outperform the sample average approximation in such cases.
Conclusions
Despite their ubiquity in real-world networks, optimization problems affected by rare high-impact
uncertainties have not received much attention. This is partly because of the lack of available data given their rare nature, and partly because of the incapability of classical sample average approximations to address them effectively. This paper takes a step toward addressing these limitations by motivating a distributionally robust approach to the problem using Wasserstein ambiguity sets.
Notably, we extend the state of the art in data-driven optimization by encompassing not only twostage conic problems but also high-dimensional discrete uncertainties. By exploiting ideas from nonlinear penalty methods and lift-and-project techniques in global optimization, we present a simple, tractable, and tight approximation of the problem that can be efficiently computed and iteratively improved. We use our method to tackle optimal power flow problems with random transmission line outages, and we elucidate how the method can strongly outperform classical sample average approaches, especially when line outages are rare but can lead to high costs associated with loss of electric power.
Appendix A Complexity analysis
The feasible region of the inner optimization problem in Theorem 1 is the convex hull of an MICPrepresentable set. This allows us to exploit existing tools on characterizing the convex hulls of MICP sets. Section A.1 highlights several problem instances (i.e., sufficient conditions) where this convex hull is efficiently computable and hence the distributionally robust two-stage problem (2) is tractable. In general, however, the presence of discrete random parameters makes the problem intractable even when the second-stage problem Q(x, ξ) is benign. This is proved in Section A.2.
A.1 Tractable cases
We preface this subsection by noting that any notion of tractability of the distributionally robust two-stage problem (2) requires that optimizing c(x) over x ∈ X can be done in a tractable manner.
We therefore assume this to be the case throughout this subsection.
Suppose that Ξ = {v (1) , . . . , v (K) } has a known inner description, where the number of vertices Now, if ξ is fixed to one of v (k) , k ∈ [K], then the set Z i in (8b) becomes a closed convex set. In other words, Z i is the union of K closed convex sets, and its convex hull can be described compactly.
Proposition 1. Assume Ξ = {v (1) , . . . , v (K) }, where K is a polynomial function of M . Then, the distributionally robust two-stage problem (2) is equivalent to the following tractable problem:
Proof. From Lemma 1 and the stated hypothesis, problem (2) is equivalent to minimize x∈X ,α≥0
We can then introduce the epigraphical variables σ i , i ∈ [N ] to model the ith inner maximization in the above sum. The stated reformulation then follows after introducing second-stage variables
Suppose now that we have an outer description of Ξ = {ξ ∈ Z M : Eξ ≤ f } and the secondstage problem Q(x, ξ) is a linear program Y = R N 2 + with objective uncertainty so that Corollary 1 is applicable. The next observation relies on the concept of an ideal formulation [40, 52] . A mixedinteger linear set {x ∈ Z p × R n−p : Ax ≤ b} is said to be ideal if its convex hull has at least one vertex and it is equal to its linear relaxation. We show that the convex hull reformulation (7) becomes tractable if the set Z i defined in (9b) is mixed-integer linear and ideal. 
(i) If the reference metric d(ξ, ξ ) = ξ − ξ 1 is the 1-norm, then the two-stage problem (2) is equivalent to the following tractable optimization problem:
subject to x ∈ X , α ≥ 0
(ii) If ε ≥ max ξ,ξ ∈Ξ d(ξ, ξ ), then the two-stage (classical robust optimization) problem (2) is equivalent to the following tractable optimization problem:
Proof. The conditions of this proposition allow us to use the result of Corollary 1.
(i) When the reference metric d(ξ, ξ ) = ξ − ξ 1 is the 1-norm, the condition (ξ −ξ (i) , τ ) ∈ C M +1 appearing in (9b) is equivalent to τ ≥ ξ −ξ (i) 1 . If we exploit the fact that ξ andξ (i) are both binary-valued, then the right-hand side of this inequality is equal to (e − 2ξ (i) ) ξ + e ξ (i) and hence, linear in ξ. Since the objective function of (9a) is linear in τ and τ only appears in a single constraint in Z i that is linear in ξ, we can reformulate (9a)-(9b) as follows:
where Ξ = {ξ ∈ Z M : Eξ ≤ d} and Y = R N 2 + . By hypothesis, this formulation ofẐ is ideal, and hence cl conv
We then obtain the stated result by exploiting strong linear programming duality.
(ii) When ε ≥ max ξ,ξ ∈Ξ d(ξ, ξ ), problem (2) reduces to a classical two-stage robust optimization as per Remark 1. In this case, the optimal value of α in the convex hull reformulation (7) is 0 and the two-stage problem (2) is equivalent to
where the setẐ is defined as above and we define the functionẐ : X → R as follows:
By the same argument as in part (i), the above formulation ofẐ is ideal, and we obtain the stated result using strong linear programming duality.
A well-known sufficient condition that guarantees idealness of a mixed-integer linear formulation is total unimodularity of the constraint matrices. In particular, if W 0 , Q and E are totally unimodular (e.g., they are network matrices), then the conditions of Proposition 2 can be satisfied.
We refer to [52] for a more general overview of ideal formulations.
A.2 Computational complexity
Even though the preceding subsection presented some sufficient conditions for tractability, the distributionally robust two-stage problem (2) is intractable even in benign settings. Proof. We prove part (i) by describing a polynomial reduction of the strongly NP-hard integer programming feasibility problem [25] : To show NP-hardness in part (i) even when N 2 = 2, we describe a polynomial reduction from the weakly NP-hard subset sum problem [25] :
Given q ∈ Z M and q 0 ∈ Z, is there a subset J ⊆ [M ] such that j∈J q j = q 0 ?
We show that this problem has an affirmative answer if and only if the problem
has an optimal value greater than or equal to 0. As before, this problem can be viewed as a special case of the two-stage problem (2) 
Appendix B Benders decomposition
The central idea in Benders decomposition is to solve the convex hull reformulation (7) by iteratively refining an inner approximation of the value function Z i (x, α), for each i ∈ [N ]. We generically write the latter as Z i (x, α) = min z∈Z i γ(x, α) z. Recall that the latter optimization problem can be formulated as an MICP, in one of two equivalent forms, by using the linearized reformulation (see 
Observe that, in both cases where an MICP representation is possible, γ(x, α) is componentwise convex and Z i ⊆ R n + ; therefore, each of the semi-infinite constraints in the above problem defines a convex feasible region (in x, α and σ). We present the algorithm next.
2. Solve the following master problem.
Let (x , α , σ ) denote an optimal solution.
3. Solve the following subproblem, for each i ∈ [N ]:
Let z ,i denote an optimal solution.
For each
IfẐ i was not updated for any i ∈ [N ], stop. Otherwise, go to Step 2.
We make some remarks about the algorithm next.
• The master problem (16) is always feasible. Indeed, its optimal value always constitutes a lower bound to the optimal value of the distributionally robust two-stage problem, which always exists and is finite (see Section 3). Similarly, the term Q(x,ξ (i) ) in the constraint ensures that it is also always bounded.
• The optimal value of the subproblem (17) also always exists and is finite, because of the assumption of complete recourse.
• The subproblem (17) can be solved as an MICP by using either the McCormick linearization or the penalty-based formulation from Section 3.
• The computational efficiency of the algorithm can be improved in several ways. First, the solution of the subproblems in Step 3 can be carried out in parallel, if desired. Second, we don't need to solve the subproblems to global optimality; we can stop as soon as we find a solution z †,i that satisfies γ(x , α ) z †,i > σ i . Third, for the same reason, we can employ σ as a lower bound when solving the subproblem for i ∈ [N ].
We note that convergence of the algorithm is guaranteed only asymptotically in general. Finite convergence is guaranteed only if the feasible region of the second-stage problem is a linear program, that is, Y = R N 2 + ; and Step 3 solves the resulting mixed-integer linear programs to global optimality. The reason is the finite number of extreme points of the sets Z i , i ∈ [N ], in this case.
Appendix C Extension to risk-averse objective functions
The objective function of the distributionally robust two-stage problem (2) minimizes the worstcase expectation of the loss and reflects a risk-neutral approach. In the context of rare high-impact events, where the loss function increases sharply with extreme realizations of the uncertainty, it might be preferable to adopt a risk-averse approach and minimize the tail of the distribution of the random loss. A natural risk measure in this case is the conditional value-at-risk, which is the conditional expectation above the (1 − p)-quantile of the random loss function Q(x,ξ):
In this subsection, we show that convex hull reformulation of Theorem 1 also extends to this setting.
Specifically, we study the following distributionally robust two-stage risk-averse stochastic program:
Theorem 6 (Convex hull reformulation for conditional-value-at-risk). For any p ∈ (0, 1], the distributionally robust two-stage risk-averse stochastic program (19) admits the following reformulation, minimize x∈X ,α≥0,w∈R
where, for each i ∈ [N ], we define the function Z i : X × R + × R → R and the set Z i as follows:
Proof. Substituting (18) into (19), we obtain minimize x∈X ,w∈R
We can thus interpret the above problem as an instance of the two-stage problem (2) where the second-stage loss function is given by Therefore, we obtain MICP-representable sets Z i even in the risk-averse setting.
Appendix D Two-stage optimal power flow model
Our presentation of the first-stage model closely follows [30] , whereas the second-stage model is inspired by [50] . Conceptually, the first-stage problem determines power generation levels in the so-called base case, where there are no line outages. After transmission lines fail, the secondstage model may adjust the first-stage power generation levels subject to physical and engineering constraints where failed lines cannot be used. We assume a linear cost c k of power generation for generator k ∈ G. Real load and reactive load at bus i ∈ B are denoted by p d i and q d i , respectively. Let p F ij and q F ij be the real and reactive power flow on line (i, j), respectively, defined for (i, j) ∈ M and (j, i) ∈ M, with line rating limit
where G ij and B ij are the conductance and susceptance of line (i, j) ∈ M, respectively (see [58] for details on computing Y ). We denote the real and imaginary parts of the complex voltage by e i and f i , respectively. As in [30] , we define new variables such that c ii = e 2 i + f 2 i , c ij = e i e j + f i f j and s ij = e i f j − e j f i . We defineξ to be a random binary vector with support Ξ = {0, 1} |M| , whereξ ij = 1 if line (i, j) ∈ M fails and 0 otherwise. We denote second-stage variables by a tilde. Our model can be written as follows:
where Q(p g ,ξ) is the optimal value of min i∈B
Constraints (22a) The second stage involves the same OPF constraints with a few modifications. Namely, constraint (23a) adjusts the first-stage real power generation, where all generators are adjusted by a constant α, scaled by their predefined automatic generation control participation factor δ k , also known as the droop control policy. We set participation factors δ k to be proportional to the generation capacity for each generator k ∈ G. Constraints (23f) and (23g) ensure that no power can flow through lines under contingency (ξ ij = 1), where M F is a valid upper bound on the absolute value of line flows (e.g. f max ij ). Unlike in the first stage, slacksσ p± i ,σ q± i ,σ pF ± ij , andσ qF ± ij are added in constraints (23b), (23c), (23d), and (23e), respectively, to ensure that the problem always remains feasible. Note that if line (i, j) fails, then we must havep F ij =p F ji = 0 andq F ij =q F ji = 0, but variablesc ii ,c ij ands ij should not be affected. Thus, if line (i, j) has failed, (23d) and (23e) become redundant for (i, j) and (j, i). These slacks are active only if ξ ij = 1, enforced by constraints (23h) and (23i), where M σ and M σ are lower and upper bounds that can be derived from constraints (23d) and (23e). Unlike in the first stage, the absolute value of the real and reactive power balance violationσ p+ i +σ p− i andσ q+ i +σ q− i for bus i ∈ B, respectively, are penalized by g i . We set the cost g i of violating the balance equations to be φ · max k∈G c k (see Section 5.1).
Appendix E Proofs
Proof of Theorem 1. Under the stated assumptions of (A1) complete and (A2) sufficiently expensive recourse, strong duality holds between Q(x, ξ) and its dual Q d (x, ξ). Along with the fact that d(ξ,ξ (i) ) = ξ −ξ (i) is induced by a norm, the result from Lemma 1 allows us to equivalently reformulate the distributionally robust two-stage problem (2) in the form (7), where
By substituting the expression for Q d (x, ξ) from (5) where Z i is defined in (8b). The objective function of this maximization problem is linear in its decision variables. Therefore, we can equivalently replace the feasible region with the closure of its convex hull to obtain the stated reformulation.
Proof of Theorem 2. First, we observe that under Assumption (A3), the second-stage loss function, Q(x, ξ), can be equivalently reformulated as follows:
Q(x, ξ) = inf y∈Y,z∈[0,1] M q(ξ) y : W 0 y ≥ T 0 z + h(x), (e − 2ξ) z + e ξ ≤ 0 .
To see this, observe that satisfaction of the last inequality is equivalent to satisfying z = ξ since
where the equivalence (#) follows from the fact that z ∈ [0, 1] M and ξ ∈ Ξ ⊆ {0, 1} M .
Next, we construct the Lagrangian dual of the problem (24) with respect to the last inequality.
Strong duality holds since the second-stage problem Q(x, ξ) is strictly feasible and convex, under Assumption (A2):
Q(x, ξ) = sup ρ≥0 Q ρ (x, ξ).
As a function of the penalty parameter ρ, Q ρ (x, ξ) is concave and nondecreasing since (e − 2ξ) z + e ξ ≥ 0 whenever z ∈ [0, 1] M and ξ ∈ {0, 1} M . Therefore, for a fixed choice of x ∈ X and ξ ∈ Ξ, it suffices to choose any value of ρ that is greater than or equal to the optimal Lagrange multiplier of the last constraint in (24) . The claim then follows from the compactness of X and Ξ.
The proof of Theorem 3 relies on the following technical lemma. 
Proof. The inequality ≥ is trivially true, and it implies that the maximization on the right-hand side is attained. Next, we show that the inequality ≤ also holds. Let ρ * ∈ arg max ρ≥0 i∈[N ] f i (ρ).
If ρ * / ∈ arg max ρ≥0 f i (ρ) for some i ∈ [N ], then there existsρ > ρ * such that f i (ρ) > f i (ρ * );
and it follows from their monotonicity that f j (ρ) ≥ f j (ρ * ) for all j ∈ [N ] \ {i }. This implies that i∈[N ] f i (ρ) > i∈[N ] f i (ρ * ), contradicting that ρ * is a maximizer of the right-hand side.
Proof of Theorem 3. The proof of Theorem 2 established that Q(x, ξ) = max ρ≥0 Q ρ (x, ξ). In conjunction with Lemma 1, we can conclude that the distributionally robust two-stage problem (2) is equivalent to 
The inequality (26b) ≤ (26c) follows by treating (26b) as a function that is evaluated at ρ =ρ and (26c) as maximizing this function. The max-min inequality implies (26c) ≤ (26a), and therefore, we have (26a) = (26b) = (26c) = (26d). We point out that, unlike the classical minimax theorem, we did not exploit convexity of X . Indeed, we only exploited the fact that each f i (x, α, ρ) is monotone in ρ and the feasible region of ρ is essentially compact because of Theorem 2.
We now show that it suffices to chooseρ as per the statement of the theorem. The key observation is that for any ε ≥ 0, the expression inside max ρ≥0 in (26d) is bounded from above by the optimal value of the classical robust optimization problem with any uncertainty set Ξ 0 ⊇ Ξ:
By a similar argument as before, the nondecreasing nature of the mapping ρ → Q ρ (x, ξ) guarantees that any ρ of maximizing the left-hand side (i.e., the classical robust problem) must also maximize the right-hand side (i.e., the distributionally robust problem). The proof of Theorem 2 then shows that it suffices to choose a value that is at least as large as the optimal Lagrange multiplier ρ r .
Proof of Lemma 2. Observe that Q(x, ξ r ) ≥ Q(x, ξ) for all ξ ∈ Ξ and all x ∈ X . Indeed, the objective function of the problem on the left-hand side is greater than that on the right-hand side:
(q 0 + Qξ r ) y ≥ (q 0 + Qξ) y for all y ∈ Y ⊆ R N 2 + . Also, the feasible region of the problem on the left-hand side is a superset of the one on the right: W 0 y ≥ T 0 ξ r + h(x) ≥ T 0 ξ + h(x). Therefore, ξ r is a worst-case realization of the parameters independent of the first-stage decision x ∈ X .
Proof of Theorem 4. Suppose that we approximate each cl conv(Z i ), i ∈ [N ], with Z 0 i in (8a). Observe that the coefficient of α in the inner maximization of the convex hull reformulation (7) is −τ and that τ is non-negative. Therefore, as ε → 0, the objective value of (7) can be improved arbitrarily by increasing the value of α without bound. This implies that the optimal value of τ in each of the inner maximization problems Z i (x, α), i ∈ [N ], must be 0; and because τ ≥ ξ −ξ (i) , this further implies that the optimal value of ξ must coincide withξ (i) . A straightforward application of conic duality then shows that Z i (x, α) = Q d (x,ξ (i) ) = Q(x,ξ (i) ). Hence, the optimal objective value of the approximation coincides with that of the sample average approximation,
Q(x,ξ (i) ), which coincides with the true optimal value of the distributionally robust two-stage problem (2) as ε → 0; see Remark 1.
