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ABSTRACT
Context. New eclipse minimum timings of the M4.5/M4.5 binary CM Dra were obtained between the years 2000 and
2007. In combination with published timings going back to 1977, a clear non-linearity in observed-minus-calculated
(O-C) times has become apparent. Several models are applied to explain the observed timing behavior.
Aims. Revealing the processes that cause the observed O-C behavior, and testing the evidence for a third body around
the CM Dra system.
Methods. The O-C times of the system were fitted against several functions, representing different physical origins of
the timing variations.
Results. An analysis using model-selection statistics gives about equal weight to a parabolic and to a sinusoidal fitting
function. Attraction from a third body, either at large distance in a quasi-constant constellation across the years of
observations or from a body on a shorter orbit generating periodicities in O-C times is the most likely source of the
observed O-C times. The white dwarf GJ 630.1B, a proper motion companion of CM Dra, can however be rejected as
the responsible third body. Also, no further evidence of the short-periodic planet candidate described by Deeg et al.
(2000) is found, whereas other mechanisms, such as period changes from stellar winds or Applegate’s mechanism can
be rejected.
Conclusions. A third body, being either a few-Jupiter-mass object with a period of 18.5±4.5 years or an object in the
mass range of 1.5Mjup to 0.1M⊙ with periods of hundreds to thousands of years is the most likely origin of the observed
minimum timing behavior.
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1. Introduction
CM Dra (LP 101.15, G225-067, GJ 630.1) is a detached
spectroscopic eclipsing M4.5/M4.5 binary with one of the
lowest known total masses, of 0.44M⊙. With its nearly
edge-on inclination of 89.59◦(see Kozhevnikova et al. 2004
for the most recent orbital and physical elements) it was
chosen as the target of the first photometric search for plan-
etary transits. Performed by the ’TEP’ project, with an
intense observing campaign during the years 1994 - 1999
(Deeg et al. 1998; Doyle et al. 2000), over 1000 hours of
coverage of that system were obtained with several 1m-
class telescopes. This lightcurve was initially searched for
the presence of transits from planets in circumbinary ’P-
type’ orbits with 5 - 60 day periods, with a negative result
(Doyle et al. 2000). The same lightcurve provided, however,
a further possibility to detect the presence of third bodies,
from their possible light-time effects on the binary’s eclipse
minimum times.
Send offprint requests to: H.J. Deeg
To date, no unambiguously circumbinary planets have
been detected1, and their discovery would constitute a new
class of planets. Motivation for this work also arises from
previous successes of precise timing measurements to detect
the presence of planets. The first known extrasolar planets
were detected through light-time effects in the signals of
the Pulsar PSR1257+12 (Wolszczan & Frail 1992) and re-
cently, sinusoidal residuals in the pulsation frequency of the
sdB pulsating star V391 Peg have been explained through
the presence of a giant planet (Silvotti et al. 2007), leading
to the first detection of a planet orbiting a post-red-Giant
star. In both cases, timing measurements have led to detec-
tions of planets that would have been difficult or impossi-
ble to find with other planet-detection methods, a situation
that is similar to the detection of planets around eclipsing
binaries – unless they exhibit transits.
A first analysis of 41 eclipse minima times for CM Dra,
presented in Deeg et al. (2000) (hereafter DDK00) gave a
1 A possible circumbinary planet is HD202206c, orbiting
around HD202206a and b. This depends however on the clas-
sification of the 17.4Mjup object HD202206b as being a planet
or a brown dwarf (Correia et al. 2005)
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low-confidence indication for the presence of a planet of
1.5 - 3 Jupiter masses, with a period of 750 - 1050 days.
This result was based on a power-spectral analysis of the
minimum timings’ residuals against a linear ephemeris, in-
dicating a periodic signal with an amplitude of about 3
seconds. Motivated by the result of DDK00, we continued
surveying the CM Dra system with occasional eclipse obser-
vations in the following years. During this time, it became
increasingly clear that a simple linear ephemeris would not
provide a sufficient description of the general trend of the
eclipse times any longer. This led to the objective of this pa-
per – a thorough and systematic discussion of the possible
processes acting on this interesting system, and an evalua-
tion of the presence of a third body of planetary mass or
heavier.
In the following sections, we present the data for this
analysis (Sect. 2), evaluate the effect of several physical
processes on the eclipse timings (Sect. 3), and compare the
significance of several numerical fits for the explanation of
the observed trend (Sect. 4). This is followed in Sect. 5 by
a discussion of the physical implications of these fits, with
conclusions in Sect. 6.
2. The observational data
The minimum times analyzed here include all minimum
timings derived in DDK00. Since its publication, we per-
formed dedicated eclipse observations with the IAC80
(0.8m) and the INT 2.5m telescopes within the Canary
Islands’ Observatories and with the Kourovka 0.7m tele-
scope of the Ural State University in Ekaterinburg, Russia.
In summer 2004, one of the fields surveyed for planetary
transits by the TrES collaboration (Alonso et al. 2007) con-
tained CM Dra and time series spanning several weeks were
obtained from the Sleuth 10 cm telescope (O’Donovan et al.
2004). In all cases, photometric time series were obtained
from which the eclipse times were measured using the
method of Kwee & van Woerden (1956). We accepted only
results where the formal measurements error from that al-
gorithm was less than 10 seconds, which required data with
a largely complete and uninterrupted coverage of individ-
ual eclipses. The timings obtained were then corrected to
solar-system barycentric (BJD) times with the BARYCEN
routine in the ’aitlib’ IDL library 2 of the University of
Tu¨bingen.
Only a few timings of CM Dra of comparable quality
could be found in the literature: Lacy (1977) gives a total of
9 minimum times from observations in 1976. These timings
scatter in O-C by about 30 seconds, and were based on
photoelectric data with frequent gaps, including several
incomplete eclipses. We therefore chose to remeasure them
from Lacy’s tabulated lightcurve with the same procedures
used for our own data, from which only two timings of
sufficient quality could be obtained for the further analysis.
Only two additional timings from the years 2004 and 2005
could be found in the literature (Smith & Caton 2007;
Dvorak 2005), both in good agreement with the other
data. The final data set contains 63 minima, of which 27
are primary and 36 are secondary eclipses.
Since these minimum timings cover about 30 years
of observations and are of consistently high precision,
2 http://astro.uni-tuebingen.de/software/idl/aitlib/
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Fig. 1. O-C values of CM Dra eclipse minimum times from
Table 1, against ephemerides from DDK00
the effects from the 18 leap-seconds that have been
introduced into Universal Time during that span need to
be corrected for. Consequently, all minimum times used
in this work were converted from the conventional UT to
TAI (International Atomic Time)3 which is a timescale
with constant and uniform flow, without discontinuities
from leap-seconds. All these minimum times are listed in
Table 1 together with the formal errors of the minimum
times, the cycle number E and O-C (observed - calculated)
residuals against the ephemerides of Deeg et al. (1998).
For data newly presented in this work, the originating
telescope is also indicated.
3. Physical processes’ effects on O-C times
The further analysis of the eclipse minimum times is based
on the analysis of the temporal development of the ’O-C’
residuals between observed and calculated (expected from
ephemeris) eclipse minimum times. In these,
(O − C)E = TE − Tc,E , (1)
where Tc,E refers to a minimum time calculated from an
ephemerides at ’Epoch’ or cycle number E, and TE refers to
the corresponding observed minimum time. The observed
times TE are related to the minimum times T
′
E in the binary
system’s rest frame by TE = T
′
E + dE/c, where dE is the
distance from the observer to the binary at cycle E and c
is the velocity of light. Hence, based on a linear ephemeris
Tc,E = EPc + Tc,0, where Pc and Tc,0 are the ephemerides’
period and time of conjunction. The difference, (O − C)E ,
is given by:
(O − C)E = T
′
E + dE/c− EPc − Tc,0 (2)
This general expression allows us now to develop the cases
to be considered in our analysis.
3.1. Accelerated binary systems with constant period
First, we review the case of a binary system moving at a
constant velocity v0 relative to the observer, with v0 << c.
The distance to this system is given by dE = d0 + v0EP
′,
3 The conversion TAI - UTC can be obtained from
ftp://maia.usno.navy.mil/ser7/tai-utc.dat
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Table 1. CM Dra eclipse minimum times, given in International Atomic Time (TAI)
Tmin (TAI) σTmin Prim/Sec E O-C Source Instrument
BJD-2400000 (10−6 d) (sec)
42893.932818 51 I -5469 -31.8 1 -
42994.768729 36 II -5390 -24.7 1 -
49494.634037 32 I -265 1.2 2 -
49497.803721 55 II -263 -9.6 2 -
49499.707562 28 I -261 -1.7 2 -
49500.975836 73 I -260 -11.7 2 -
49501.609080 103 II -260 6.7 2 -
49511.756133 58 II -252 1.1 2 -
49562.491845 27 II -212 11.3 2 -
49815.536668 87 I -12 1.0 2 -
49828.853584 24 II -2 -0.2 2 -
49830.757404 14 I 0 5.9 2 -
49833.927084 17 II 2 -5.3 2 -
49840.904433 35 I 8 -1.9 2 -
49853.588403 47 I 18 4.3 2 -
49855.489863 33 II 19 7.7 2 -
49858.661903 38 I 22 -0.9 2 -
49872.614147 44 I 33 -4.6 2 -
49881.492866 47 I 40 -5.5 2 -
49947.449171 18 I 92 -2.8 2 -
49949.350561 15 II 93 -5.4 2 -
49954.424251 33 II 97 5.9 2 -
50221.421524 16 I 308 9.6 2 -
50222.689653 27 I 309 -12.9 2 -
50243.617062 102 II 325 -0.7 2 -
50244.885447 53 II 326 -1.1 2 -
50252.495738 32 II 332 -5.3 2 -
50257.569367 36 II 336 0.7 2 -
50259.473057 51 I 338 -4.4 2 -
50262.642977 33 II 340 5.1 2 -
50272.790006 31 II 348 -2.7 2 -
50636.818094 41 II 635 14.4 2 -
50643.795304 35 I 641 5.8 2 -
50650.770213 55 II 646 -0.3 2 -
50710.384658 40 II 693 10.2 2 -
50905.716634 21 II 847 4.8 2 -
50993.870837 61 I 917 -0.1 2 -
50995.772307 48 II 918 4.2 2 -
51000.845877 42 II 922 5.1 2 -
51009.724607 49 II 929 5.2 2 -
51340.774332 28 II 1190 2.8 2 -
51359.800251 26 II 1205 8.9 2 -
51373.752531 18 II 1216 8.2 2 -
51616.650417 37 I 1408 13.6 3 IAC-80
51766.320420 42 I 1526 13.6 3 Kourovka
51780.272729 30 I 1537 15.3 3 Kourovka
52416.369110 42 II 2038 18.0 3 Kourovka
52799.422892 15 II 2340 21.8 3 INT
52853.330664 29 I 2383 25.1 3 Kourovka
53082.909268 100 I 2564 28.4 4 -
53117.788867 89 II 2591 32.1 3 Sleuth
53120.960987 11 I 2594 30.4 3 Sleuth
53136.814607 46 II 2606 22.7 3 Sleuth
53138.718577 66 I 2608 41.8 3 Sleuth
53145.693367 74 II 2613 25.4 3 Sleuth
53153.939177 73 I 2620 35.0 3 Sleuth
53160.914217 97 II 2625 40.3 3 Sleuth
53456.448870 55 II 2858 24.4 3 Kourovka
53472.305006 34 I 2871 32.8 3 Kourovka
53478.647065 100 I 2876 42.3 5 -
53498.305789 62 II 2891 29.0 3 Kourovka
53503.379347 42 II 2895 28.9 3 Kourovka
54166.747285 37 II 3418 32.3 3 IAC-80
Sources: 1: Remeasured from lightcurve of Lacy (1977), 2: Deeg et al. (2000), 3: This work, 4: Dvorak (2005), 5: Smith & Caton
(2007).
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and the minimum times in the binary system’s rest-frame
are given by T ′E = T
′
0+EP
′, where P ′ is constant. The sub-
indices ’0’ refer to the parameters’ values at the moment
when E = 0. From Eq. 2, we obtain then a relation linear
in E:
(O − C)E = T
′
0 + EP
′ + (d0 + v0EP
′)/c− EPc − Tc,0 (3)
= (T0 − Tc,0) + E(P − Pc) (4)
where P = P ′(1 + v0/c) is the observable period and
T0 = T
′
0+d0/c is the minimum time that should have been
observed at E = 0. Hence, in a system where the observed
O-C times deviate linearly from the ephemeris, the terms
κ0 = (T0 − Tc,0) and κ1 = (P − Pc) indicate errors in the
derivation of the original ephemerides (Tc,0, Pc), but do
not have any further physical meaning.
If we consider as D(E) any additional distance to the
binary that cannot be expressed by a linear term, so that
dE = d0+ v0EP
′+D(E), then the O-C times will be mod-
ified by the ’light-time effect’ D(E)/c:
(O − C)E = (T0 − Tc,0) + E(P − Pc) +D(E)/c . (5)
Hence, the non-linear components of (O − C)E de-
scribe the non-linear components of the distance to
the binary. The non-linear distance component D has
necessarily to be caused by an acceleration process, with
D(E) =
∫ ∫ T ′0+EP ′
T ′
0
a‖(t) dtdt, where a‖ is the acceleration
along the line of sight to the binary. Within the scope of
this work, the following acceleration scenarios have been
considered:
i) For the case of a constant acceleration a‖, with
D(E) = 12a‖(EP
′)2 we obtain now:
(O − C)E = (T0 − Tc,0) + E(P − Pc) + E
2a‖
P ′2
2c
(6)
= κ0 + Eκ1 + E
2κ2 (7)
where the κi refer to the polynomial coefficients of the fit
given in Table 2.
ii) In the case of an acceleration that undergoes a con-
stant change a˙‖, the O-C times behave like a third order
polynomial:
(O − C)E = κ0 + Eκ1 + E
2κ2 + E
3κ3 (8)
where κ3 is given by:
κ3 = a˙‖
P ′3
6c
(9)
whereas the coefficients κ0−κ2 remain identical to the pre-
vious case.
iii) For a binary that is accelerated due to third body
on a circular orbit, the amplitude of the timing variation
D/c is then given by:
D/c =
m3 d‖b3
(mb +m3) c
=
m3
(mb +m3)2/3c
(
P 23G
4pi2
)1/3
sin i (10)
where d‖b3 is the line-of-sight-component of the distance
between the barycenter of the binary and the third body,
and m3 and mb are the masses of the third body and the
binary stars, respectively. In the right hand term, d‖b3 has
been substituted for P3, the period of the third body, with
i being the inclination of its orbital plane and G is the
gravitational constant. A development of the general case
is given by Irwin (1959), with further examples of recent
applications in Demircan & Budding (2003).
From Eq. 10, the O-C times are then given by
(O − C)E = κ0 + Eκ1 + κd cos(Eκφ + φ0) (11)
with κd = D/c, and the term Eκφ+φ0 describing the phase
of the third body, where
κφ =
P ′2pi
P3
(12)
and φ0 is the phase of the third body at T0.
3.2. Variation of the intrinsic binary period
Here we consider the consequences of a period variation of
a binary moving at a constant velocity. The intrinsic period
variation ∂P
′
/∂E shall be small enough to be considered
constant across the observed time span. The period at cycle
E is then given by P
′
E =
∫
∂P
′
∂E dE + P
′
0 = E
∂P
′
∂E + P
′
0, and
the times of minima in the binary’s reference frame are:
T
′
E =
∫
P
′
E dE + T
′
0 (13)
=
1
2
E2
∂P
′
∂E
+ EP
′
0 + T
′
0 (14)
After converting from the times T
′
E to the observable times
TE by inserting this equation into Eq. 2 , we obtain a
quadratic equation that is similar to the accelerated sys-
tem described by Eq. 7, with the only difference being that
the parameter κ2 is now given by:
κ2 =
1
2
∂P
′
∂E
(1 +
v0
c
) . (15)
4. The observed minimum times
As in DDK00, O-C times were derived using the linear
ephemerides given by Deeg et al. (1998), which was based
on a fit to eclipse timings observed from 1994 to 1996. For
the present work, this ephemerides was converted to TAI
by adding 29 seconds, which corresponds to the difference
TAI-UT that was in effect during most of that time (July
1, 1994 to Dec 31, 1995). The O-C values of DDK00 differ
therefore by a maximum of only 1 sec between the original
work in DDK00 and the present work. The ephemerides
conversion from Deeg et al. (1998) to TAI is:
TcI = 2 449 830.75734± 0.000 01+ Pc E (TAI) (16)
TcII = 2 449 831.39037± 0.000 01+ Pc E (TAI) (17)
where TcI and TcII refer to primary and secondary minima,
respectively, E is the epoch or cycle number, and the pe-
riod is given by Pc = 1.268 389 861±0.000 000 005 days. The
O-C values against that ephemerides are given in Table 1
and shown in Fig 1. Since the writing of DDK00, a clear
trend of increasing O-C values has become apparent, which
is also apparent from the extension into the past through
the inclusion of the values from Lacy (1977), which weren’t
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included in DDK00’s analysis. The linear ephemerides of
DDK00, therefore, no longer provides the best description
of the observed O-C values. However, we chose to maintain
this ephemerides, since small errors in the parameters of a
linear ephemerides have no physical meaning in the inter-
pretation of higher-order O-C dependencies, as was shown
in Eq. 4.
4.1. Temporal evolution of the phase of the secondary eclipse
A primary concern was assuring that the primary and sec-
ondary eclipses were not undergoing any evolution of their
relative phase due to, for example, variations in eccentric-
ity or in the argument of periastron due to apsidal motion.
Therefore we investigated if the orbital phase of the sec-
ondary eclipse underwent any variations. This was done
through a comparison of two sub-samples of the timings
from Table 1, taking an early one from Epochs 0 to 400
and a late one from Epochs 2500 - 2900. In both samples,
the average of the primary eclipses was set to zero, and the
corresponding phase of the secondary eclipses were calcu-
lated, giving:
phase = 0.499064± 0.000017 for E = 0− 400 (18)
phase = 0.499039± 0.000029 for E = 2500− 2900 . (19)
The difference between these two values is well within their
error-bars; hence no relevant change in the phase of the sec-
ondary eclipse was detected. Since primary and secondary
eclipses of CM Dra have very similar depths, resulting in
timing measurements of similar precision, both types of
eclipses were treated together and equally in the further
analysis.
4.2. Model fits to the O-C times
Our initial intent was a direct fitting of the functions
described in Section 3 to the O-C residuals of Table 1.
However, in the subsequent statistical analysis we noted
two problems: First, the average formal error in the indi-
vidual O-C measurements from Table 1 is 3.90 seconds. On
the other hand, the standard deviation among the residuals
(observations - fits) could not be reduced below 5.6 seconds.
Reduced χ2 values were not less than χ2red ≈ 4.2, even when
applying 5th or 6th order polynomial fits, whereas a ’good’
fit should indicate values of χ2red ≈ 1. Since the fits are
not intended to – and cannot – model the point-to-point
variations and furthermore, since the presence of periodic
short-frequent O-C timing variations can be ruled out (see
section 5.3), we concluded that the formal errors are sub-
estimating the real measurement errors. In the further anal-
ysis, a value of 5.6 seconds was adopted as a minimum mea-
surement error and errors smaller than this were set to 5.6
sec. With fourth to sixth order polynomial fits to these data
we now obtain χ2red ≈ 1.
A second problem arose because the data-points aren’t
uniformly or randomly distributed, but clustered into
yearly observing seasons. These clusters act like pivots for
the fitting functions, reducing the degrees of freedom of the
model fits over the number of data points. The choice of
the correct number of degrees of freedom is, however, im-
portant for the model comparison performed in Sect. 4.4.
Consequently, for each year of observations, we generated
Fig. 2. Seasonally averaged O-C values of CM Dra, with
parabola fit (dashed line) and sine-linear fit (solid line)
.
one single data point from a weighted average of each sea-
son’s points. The resulting binned O-C times are shown in
Fig. 2.
Fits of the functions that have been discussed in Sect. 3
were then performed against this sample, with their best-fit
parameters given in Table 2. The fits were obtained with
the IDL library routines ”POLY FIT” for the polynomial
fits, and ”AMOEBA” (based on Press et al. 1992) for the
sinusoidal fit, with both algorithms performing minimiza-
tions of the χ2 values. It should be noted that the aim of
the sine-linear fit was to test if the data can be well fit to
one or a few cycles of such a function, with a period longer
than about 10 years. For a search for shorter periodicities
see Sect. 5.3.
The parameters’ errors given in Table 2 are 1-sigma con-
fidence limits, whose derivation is described in the next sec-
tion. Furthermore, the Table’s last three columns give the
best-fit χ2 values, calculated for a sample standard devia-
tion of s = 3.2 s, the Akaike Information Coefficient AICc,
and the Akaike weights wi; both of which will be introduced
in Sect. 4.4.
4.3. Errors of fit-parameters
For an estimation of the errors of the fit-parameters we ap-
plied initially the common resampling or bootstrap method
(e.g. Cameron et al. 2007), consisting of repeated model fits
to a synthetic data set. It requires one to assume some ref-
erence function that describes correctly the general trend
of the data, against which residuals of the data points are
generated. The synthetic data are generated by permutat-
ing the residuals among the data points. The model to be
evaluated is then fitted against the synthetic data and dis-
tributions of the obtained fit-parameters are used to es-
timate the likelihood distribution of the parameters from
the model-fit on the original data. This method is easy to
implement and leads to synthetic samples with properties
similar to the original data, but in this work’s context two
problems arose:
First, the analysis is based on the assumption that the dis-
tribution of the fit-parameters on the synthetic sets is iden-
tical to the likelihood distribution of the parameters ob-
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Table 2. Parameters of fits to O-C times
κ0 κ1 κ2 κ3 κd κφ φ0 χ
2 AICc wi
s 10−3s 10−7s 10−10s s 10−3rad rad - - -
Linear 3.6± 1.0 7.3± 0.4 - - - - - 37.94 49.4 0.002
O − C = κ0 + Eκ1
Parabola −1.5± 1.5 8.7± 0.5 7.0± 1.3 - - - - 11.57 37.4 0.649
O − C = κ0 + Eκ1 + E
2κ2
Third Order Polynomial −1.1± 1.7 8.0± 2.0 7.8± 2.6 0.4± 1.1 - - - 11.45 41.6 0.079
O − C = κ0 + Eκ1 + E
2κ2 + E
3κ2
Linear + Sine 7.3+2.1
−4.2
5.3+2.1
−0.9
- - 8.7+2.2
−3.0
1.18+0.36
−0.24
4.1+0.4
−0.7
6.18 39.1 0.270
O − C = κ0 + Eκ1 + κd sin(Eκφ + φ0)
tained from the fit of the original data, which is far from
certain.
Second, resampling is based on the assumption that the ref-
erence function is a correct description of the trend of the
data, and that residuals against it are measurement errors.
This approach may be justified if the underlying physical
model - and the function that describes it - is known, and
only a refining of parameters is required. In this work how-
ever, we are also faced with an uncertainty about the nature
of the reference function.
A method that overcomes these problems, and which
has come to the awareness of astrophysicists in recent
years, is the Markov Chain Monte-Carlo (MCMC) method
(e.g. Tegmark et al. 2004; Ford 2005; Holman et al. 2006;
Burke et al. 2007). MCMC is based on the states of a
Markov Chain undergoing random variations, whose prob-
abilities are however directed by the maximum likelihood
estimator (MLE) of the fit-parameters (relative to the orig-
inal data) at each step in the chain. The frequency of states
of the Markov Chain at a given parameter value indicates
then the posterior probability distribution of that param-
eter. We refer to Ford (2005) for further references to the
MCMC, as well as for the implementation of the MCMC
with the Metropolis-Hastings Algorithm that was used in
our data analysis.
Our final error-analysis is however not based on the
posterior probability distributions derived from histograms
of the parameter distributions. Instead we have used the
MCMC as a tool to explore the relation of χ2 against the
multivariate parameters. Similar to Burke et al. (2007), for
any recorded step of the MCMC chain, the encountered pa-
rameters and the corresponding χ2 values were registered.
As an example, Fig. 3 shows the relation between the κφ
parameter in the sine-linear model fit against χ2. There is
a clear lower limit of χ2 for a given parameter value. With
increasing numbers of iterations in the Markov Chain, this
lower limit approaches the best possible fit at a given pa-
rameter value. Hence, the lower limits of χ2 may be used as
tracings of the best-fit χ2 against one or multiple param-
eters. Since the distribution-density of a MCMC sequence
gravitates towards the regions of lowest χ2, the MCMC
method may therefore be used as a simple tool to trace
low-sigma confidence regions around the best-fit parame-
ters. This application of the MCMC also avoids a problem
that easily occurs in the interpretation of posterior prob-
abilities from the parameter densities. As can be seen in
Fig. 3. Distribution of the κφ parameter from the sine-
linear model against χ2 from a Markov Chain of 20 million
steps. The dashed lines indicate the parameter’s 1-σ confi-
dence region, corresponding to ∆χ2 = 1 over the best fit’s
χ2 value (cross)
.
Fig. 3, the distribution of points also has dense zones close
to the left cutoff, although the minimum value of χ2 in
that zone corresponds to very poor fits. With the flat de-
pendency of the best-fit χ2 against κφ in that zone, the
Markov Chains had difficulties returning to better-fitting
values. In the given case, the Markov Chains instead went
into ’exploring’ a wide multi-parameter space of poor mod-
els that opened up close to the left cutoff in Fig. 3.
For the errors indicated in Table 2 we used chains with
a length of 20 million iterations, after discarding the first
1000 steps of the chains.
4.4. Model selection
After applying the fits of several models, physical interpre-
tations will need some information about the likelihood that
a given fit corresponds to the true behavior of the observed
data. This question is commonly referred to as ’model se-
lection’. Values such as χ2 (see Table 2), or the ’reduced
Chi-square’ of χ2/ν, where ν is the degrees of freedoms,
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give a general indication of the quality of a fit. However,
in the case of small or moderate differences of fit-quality
among models, they serve little to generate statements that
are useful for the model selection.
Probably the best-known method of assigning likeli-
hoods in fit-comparisons is the ’F-test’. It is however valid
only for the comparison of nested models, such as poly-
nomials of different orders, and was therefore not used
further. The Akaike Information Coefficient (AIC, Akaike
1974) does not have this limitation, which led to its use in
the further investigation. For an introduction to the use of
the AIC as a tool for model selection, we refer the reader
to Burnham & Anderson (2004); Liddle (2007); Mazerolle
(2004). Using the residuals’ squared sum (RSS) as the like-
lihood estimator, where RSS =
∑
(yi − fi)
2 with yi being
the data and fi the model values, the AIC is given by:
AIC = −n ln(RSS/n) + 2k (20)
where n is the number of observations and k is the num-
ber of model parameters. Here we use the generally pre-
ferred (Burnham & Anderson 2004) second order corrected
coefficient ’AICc’, which is valid for both small and large
samples:
AICc = AIC +
2k(k + 1)
N − k − 1
. (21)
While smaller AIC values indicate better fits, their abso-
lute values don’t have any meaning. They are only useful
if values from different models are compared. If the best
among several models has a value of AICc,min, then for
any model i the differences ∆i = AICc,i − AICc,min may
be calculated. Differences of ∆i ≤ 2 indicate substantial
support (evidence) for model i; models where 4 ≤ ∆i ≤ 7
have considerably less support, while models with ∆i ≥ 10
have essentially no support (Burnham & Anderson 2004).
For the comparison within a set of R models, normalized
Akaike weights may be derived for each model i, with
wi =
exp(−∆i/2)∑R
r=1 exp(−∆r/2)
(22)
where all weights wi sum up to 1 (see Table 2). Following
Akaike (1981), these weights may be interpreted as a likeli-
hood that can be assigned to each of the models, with the
parabolic fit being most likely, followed closely by the sine-
linear fit. A word of caution, also reflected in several refer-
ences about this topic (e.g. Liddle 2007), should however be
given against the use of these statistical values as a strong
argument in favor of one or the other model: There are sev-
eral alternative indicators available, such as the Bayesian
Information criterium (BIC, Schwarz 1978) or the Deviance
Information Criterion (DIC, Spiegelhalter et al. 2002), with
different ’penalizations’ for models with additional degrees
of freedom. While these criteria indicate similar preferences
for models with well separated χ2 or AICc values, inter-
changes in ranking may happen among models that are
close in AICc values. This cautionary position was backed
by a calculation of the BIC for our models. In that case, the
sine-linear fit was ranked best, with a slightly lower (and
hence ’better’) BIC than the parabola fit, while the ranking
of the other models remaining unchanged.
In summary, both the simple linear fit and the third
order polynomial fit have significantly less support than
the parabolic fit and the sine-linear fit. In Section 5 we
therefore focus on the physical implications from these two
top-ranked models.
5. Discussion: Possible causes of the observed O-C
times
Common to all fits, the linear parameter κ1 has fairly simi-
lar values indicating clearly that the average period of CM
Dra across the recorded observations is several millisec-
onds longer than given by Deeg et al. (1998). As shown
in Sections 3.1 and 3.2, a parabolic O-C function may arise
from two causes, an intrinsic variation in the system’s pe-
riod, or a light-time effect from a constant acceleration of
the entire binary system. In both cases, the only interesting
parameter is the quadratic term, found to be (see Table 2)
κ2 = (7.0± 1.3)10
−7 sec/period.
5.1. Intrinsic period variation
Considering an intrinsic period variation, the change in
period-length per cycle is given by Eq.15 with v0cl << 1
as:
∂P
′
∂E
≈ 2κ2 = (1.4± 0.26)× 10
−6s/period, (23)
The corresponding unitless period change per time is given
by:
∂P
′
∂t
=
∂P
′
∂E
1
P ′
= 1.28× 10−11 (24)
Demircan et al. (2006) performed a statistical study of
the orbital parameters of a sample of detached chromo-
spherically active eclipsing binaries of different ages. Out
of that sample, they concluded that their periods decrease
with an average value of α = 3.96× 10−10yr−1, with α de-
fined by the differential equation dP/dt = −αP . This value
may be considered constant throughout a large part of a bi-
nary’s evolution and is due to angular momentum loss from
magnetically driven stellar winds. The corresponding pe-
riod change of CM Dra would be ∂P
′
∂t = −1.38× 10
−12, ob-
tained by multiplying −α with CM Dra’s period in units of
years (3.47×10−3yr). This value is of opposite sign than the
observed one (Eq. 24), and is an order of magnitude smaller.
Hence, angular momentum loss may well be present, but is
not detectable in the current minima timings.
5.2. Acceleration due to a quasi-stationary attractor
The second source for a parabolic shape in an O-C dia-
gram could be a constant acceleration of the binary along
the line of sight, with changes of acceleration strength and
direction during the span of observations being negligible.
The acceleration term is given from Eq. 7 as:
a‖ = 2
cκ2
P ′2
= (3.5± 0.7)× 10−8m/s
2
(25)
or
a‖
c
= (1.17± 0.22)× 10−17s−1 (26)
We note that this acceleration is at least two or-
ders of magnitude larger than the acceleration of the
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Solar system, currently constrained within a few×10−19s−1
(Zakamska & Tremaine 2005). A quasi-constant accelera-
tion may be caused by a third body of mass m3 at a dis-
tance far away enough so that mutual orbital motions don’t
lead to significant changes in the acceleration vector. The
acceleration on the binary caused by a third body is given
by:
a =
Gm3
r3
r (27)
where r is a distance vector from the barycenter of the bi-
nary towards the third body. We note that this acceleration
is independent of the mass of the binary. The acceleration
component along the line of sight is then given by
a‖ =
Gm3
r2⊥
cos2 i sin i (28)
where i is the inclination, defined here as the angle between
r and the plane of the sky, and r⊥ = r cos i is the lateral
component of r. The equation above gives a‖ = 0 for in-
clinations of both 0◦ and 90◦ and a maximum for a‖ at
inclinations of i = arctan
√
1/2 = 35.26◦, leading to
a‖ ≤ 0.3849
Gm3
r2⊥
. (29)
Converting to common astronomical units, the minimum
mass m3 at a given lateral distance is then obtained by(
m3
M⊙
)
≥ 438.26
( a‖
ms−2
)( r⊥
AU
)2
. (30)
Replacing r⊥ by an angular separation based on the
distance to CM Dra (15.93 pc; Chabrier & Baraffe 1995),
and using a‖ = 3.5±0.7×10
−8m/s
2
, we may now derive the
minimum mass of a possible third body at a given angular
separation from CM Dra:
(
m3
M⊙
)
≥ 0.0030
( α
arcsec
)2
. (31)
The third order polynomial fit, while resulting in a lower
weight in the model selection, is not to be discarded com-
pletely. It would describe a system undergoing a constant
change in acceleration a˙‖. There is however no physical pro-
cess that generates a truly constantly varying acceleration.
Hence the third-order polynomial fit may only describe
cases where a˙‖ is quasi-constant across the observing time-
span. The third order polynomial fit may, however, provide
the first terms of a Taylor-expansion of the true acceleration
process of the system. For a slowly changing acceleration,
like a cyclic one with long periods of O(100 yr) or longer,
the 3rd order polynomial may therefore give a better de-
scription of the O-C times than the parabolic fit does. From
our fit, however, with the value of κ2 being very close to
the one from the parabolic fit, the derived acceleration a‖
and the constraint for a third mass given in Eq. 31 do not
significantly differ.
A possible source for an acceleration of the CM Dra
system may be the nearby white dwarf GJ 630.1B
(WD 1633+57, LP 101.16, G225-068). This has long been
recognized as a proper-motion companion to CM Dra
(Giclas et al. 1971) at an angular distance of 26′′, which
corresponds to a lateral distance r⊥ of 414AU. With a pe-
riod of O(104) yr, the criteria of a quasi-constant acceler-
ation vector during the 31 years of observational coverage
is clearly given. Following Eq. 31, a minimum mass of m3
of 2.0 ± 0.4M⊙ is however obtained for the white dwarf
- much above the typical white dwarf masses of 0.5 - 0.7
M⊙, and clearly above the Chandrasekar limit for white
dwarfs of ≈ 1.4M⊙. Assuming a mass of 0.6M⊙ for GJ
630.1B, this object would contribute an acceleration of only
a <∼ 1× 10
−8m/s2 on the CM Dra system.
While GJ 630.1B can be ruled out as a source of the
observed O-C variations, they may be caused by still undis-
covered bodies in the brown-dwarf mass regime (13 to 80
MJup) at maximum distances of about 5 arcsec, or by a
planetary-mass object (with less then 13 Jupiter masses)
at a maximum distance of 2 arcsec.
5.3. An orbiting third body
As shown in section 4.4, the sinusoidal fit matches the
observed O-C times about as well as the parabolic one.
From the fitted parameter, κφ, we obtain with Eq. 12 and
m3 << mb a period of
P3 =
P ′2pi
κφ
= 18.5± 4.5yr (32)
Eq. 10, with D/c = κd can be rewritten as:
m3 sin i = κd
(
mb
M⊙
/
P3
yr
)2/3
2.1MJup . (33)
(34)
With the above value for P3 and the fitted one for κd, this
leads to:
m3 sin i = 1.5± 0.5MJup . (35)
We note that such an object would have an orbital half-axis
of about 5.3AU, with a maximum separation from CM Dra
of about 0.35 arcsec.
While the sinusoidal fit indicates a periodicity on a time-
scale of 20 years, we also performed a search for higher
frequencies. For this, the same sine-wave fitting algorithm
used in DDK00 was employed. This analysis was performed
on the O-C residuals using the parabola fit, and included
only the relatively dense surveying that started in 1994,
thereby excluding the two isolated early values obtained
from Lacy (1977). The resulting power-spectrum is shown
in Fig. 4.
The single broad peak at a period of 950 days and with
an amplitude of 3 seconds that was apparent in Deeg et al.
(1998)’s Fig 2.c has now disappeared, and been replaced by
several peaks with amplitudes close to 3.5 seconds. We note
that this amplitude is close to the sample standard devia-
tion of the yearly averaged data of s = 3.2s. Since no single
peak is outstanding, no indications for any periodicites on
timescales of <∼10 years remain.
5.4. Applegate’s mechanism
We also evaluated the mechanism introduced by
Applegate & Patterson (1987) and Applegate (1992),
which may give rise to orbital period modulations of
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Fig. 4. Power-spectrum obtained from residuals of O-C val-
ues against the parabola fit
.
binaries from the periodic variation of the shape - and of
the quadrupole moment - of a magnetically active binary
component across its activity cycles. The notion that a
component of CM Dra may be magnetically active cannot
be completely discarded, since several large flare events
have been reported in the literature (Lacy 1977; Kim et al.
1997; Deeg et al. 1998).
In Applegate’s model, the angular momentum of the en-
tire system remains constant, but the distribution of angu-
lar momentum between the components’ mutual orbit and
the active star’s internal rotation varies. Energy taken up
by the variation in the internal rotation has to be reflected
in the active star through a corresponding luminosity vari-
ation. Applegate’s original calculation considers the energy
taken up by differential rotation between an inner stellar
core and an outer shell of 0.1M⊙, something which is in-
appropriate for either component of CM Dra, with masses
of 0.207 and 0.237M⊙ (Kozhevnikova et al. 2004), respec-
tively. We followed therefore the more general calculation
introduced by Brinkworth et al. (2006), which leads to the
rotational energy that has to be provided in order to explain
a given period change, while doing this for any distributions
of the stellar mass into core and shell. The period variation
under consideration is given by (Applegate 1992):
∆P = P 2pi
κd
P3
(36)
where κd is the amplitude of the O-C variation, P the bi-
nary period and P3 the modulation period. With corre-
sponding values taken from Table 2 and Eq. 32, we obtain
∆P = 0.010 seconds. The minimum energy to produce such
a period change for any distribution of stellar mass into
core and shell (assuming a mass distribution following the
Lane-Emden equation for a polytrope of n=1.5) amounts to
3.8× 1042 erg if CM Dra A is considered as the active star
(see Fig. 5); it would be slightly higher (4.4×1042 erg) in the
case of CM Dra B. This energy may be compared to the lu-
minosity of CM Dra of 1.06×10−2L⊙ (Kozhevnikova et al.
2004), which corresponds to a release of radiant energy of
2.4× 1040 erg over the same span of P3 = 18.5 years. With
the energy required for the period change being two orders
Fig. 5. Energy required to vary the internal rotation of CM
Dra A in order to reproduce the observed period change
with Applegate’s model, for all possible values of CM Dra
A’s shell mass. The lowest amount of energy required is
3.8× 1042 erg at a shell-mass of 0.016M⊙
.
of magnitude larger than the radiant energy, Applegate’s
mechanism can definitively be discarded as a source of the
period variations.
6. Conclusions
The O-C timing shows a clear indication of a non-linear
trend. After a review of potential causes (previous section),
the remaining explanations are given by the presence of
a third body. The nearly equal statistical weight of the
parabolic and the sinusoidal fits currently prevents setting
a clear preference for the one or the other model. For the
period of the third body there exist two distinct possibili-
ties: A Jupiter-type planet with M sin i of 1-2 Mjup with a
period of 18.5± 4.5 yr, or an object such as a giant planet
or heavier, with a period of hundreds to thousands of years.
Intermediate-length periods of about 25 - 100 years are less
likely due to poor compatibility with either the sinusoidal or
the polynomial fits. Regarding shorter periodic bodies, the
power-spectrum shown in Section 5.3 excludes O-C modu-
lations with amplitudes of larger than ≈ 3.5 seconds with
periods of <∼10 years. The sensitivity of O-C timing de-
tections against orbiting third bodies decreases with their
period, and hence Jupiter-mass objects on such shorter pe-
riods cannot be excluded. A low-significance candidate for
such an object with a period of about 900 days was pre-
sented in DDK00. That candidate was based on a single
peak in a power-spectrum with an amplitude of 3 seconds,
whereas the newer data show several peaks of amplitudes
up to 3.5 seconds. The newer data therefore cannot refute
that candidate, however it has become most likely to have
been the result of a fortuitous combination of O-C timing
values.
For long-period bodies at a quasi-constant distance and
position during the observed time-span, Eq. 31 allows us
to set a maximum lateral separation from CM Dra for any
given third-body mass. We also assume that any nearby
body larger than about ≈ 0.1M⊙ would have become ap-
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parent in existing images of the CM Dra field, for which a
large collection of CCD images exist from the TEP project
(Deeg et al. 1998; Doyle et al. 2000), or in 2Mass images in
the IR. A maximum lateral distance of 6 arcsec, or 95AU
may therefore be set for the presence of an as yet undiscov-
ered third body of <∼ 0.1M⊙. The corresponding maximum
distances for undiscovered brown dwarfs or planets that
could explain CM Dra’s O-C timing behavior are 5 and 2
arcsec, respectively. While the setting of third-body mini-
mum masses (and implied brightnesses) for a given lateral
distance aids in the definition and interpretation of observ-
ing projects, we note however that the observed acceler-
ation term may be caused by relatively small third-body
masses. If we take 100 years as the shortest circular period
that may mimic the quasi-stationary case, such an object’s
orbital distance would be 16.4 AU. If it is aligned such
that |r| ≈ r‖ (e.g. i close to 90 deg), then solving Eq. 27
indicates a mass of about 1.5Mjup. This mass may be con-
sidered the absolute minimum mass for a third body at a
quasi-stationary distance, with objects at larger distances
requiring larger masses.
In conclusion, two possibilities for the source of CM
Dra’s timing variations remain valid: A mass of a few
Jupiters on a two decade-long orbit, or an object on a
century-to-millenium long orbit, with masses between 1.5
Jupiters and that of a very low mass star. Continued obser-
vations of the timing of CM Dra’s eclipses over the next 5 -
10 years should, however, be decisive regarding the contin-
ued viability of the sinusoidal-fit model, and hence, about
the validity of a jovian-type planet in a circumbinary orbit
around the CM Dra system.
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