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ABSTRACT
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS
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Doctor of Philosophy
by Pedro Barbosa
This thesis explores the deployment of Wireless Sensor Networks (WSNs) on localised
maritime events. In particular, it will focus on the deployment of a WSN at sea and
estimating what challenges derive from the environment and how they aect commu-
nication. This research addresses these challenges through simulation and modelling of
communication and environment, evaluating the implications of hardware selection and
custom algorithm development.
The rst part of this thesis consists of the analysis of aspects related to the Medium
Access Control layer of the network stack in large-scale networks. These details are
commonly hidden from upper layers, thus resulting in misconceptions of real deployment
characteristics. Results show that simple solutions have greater advantages when the
number of nodes withing a cluster increases.
The second part considers routing techniques, with focus on energy management and
packet delivery. It is shown that, under certain conditions, relaying data can increase
energy savings, while at the same time allows a more even distribution of its usage
between nodes.
The third part describes the development of a custom-made network simulator. It starts
by considering realistic radio, channel and interference models to allow a trustworthy
simulation of the deployment environment. The MAC and Routing techniques developed
thus far are adapted to the simulator in a cross-layer manner.
The fourth part consists of adapting the WSN behaviour to the variable weather and
topology found in the chosen application scenario. By analysing the algorithms pre-
sented in this work, it is possible to nd and use the best alternative under any set of
environmental conditions. This mechanism, the environment-aware engine, uses both
network and sensing data to optimise performance through a set of rules that involve
message delivery and distance between origin and cluster head.Contents
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Introduction
Continuous monitoring of environmental aspects and tracking of phenomena has been
made possible through developments in electronics and computing. Wireless Sensor Net-
works (WSNs) is where a number of small and inexpensive devices operate together to
allow distributed sensing and tracking. Each device is tted with sensing, processing,
communication and power supply hardware [1]. Combined, these devices form a collab-
orative network structure that senses the environment, processes that data locally and
shares the resulting information with surrounding devices and other networks.
Wireless Sensor Networks often envision circumstances where devices are rapidly de-
ployed in remote or nearly inaccessible locations [2]. Typical application examples
include: battleeld monitoring [1], using devices with a few cubic millimetres in size
are thrown o aeroplanes to collect information about the environment or track enemy
troops; industrial environment sensing and actuation [3], with devices strategically posi-
tioned in factories to identify when unexpected events can become potentially dangerous;
environmental monitoring [4, 5], with devices deployed in natural habitats to study geo-
physical events or assess the impacts of changing environment; and healthcare, where
the physiological activities of patients are continuously monitored with sensors, either
preventively or during recovery [6]. In most of the examples, application constraints or
logistic drawbacks do not allow the installation of cabled networks [7, 8]. In such cases,
WSNs are the only option to successfully monitor the areas of interest.
1.1 Wireless sensor networks
The WSN concept is accomplished due to the development of three dierent areas of elec-
tronics: wireless communication, sensing devices, and low power hardware. WSNs are
composed of small devices called nodes that are distributed over a region and expected
to operate autonomously. The original vision aimed at creating tiny, inexpensive nodes
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to be deployed in a very large scale, creating networks with thousands or even millions
of devices. However, technological limitations resulted in greater node sizes and smaller
deployments. Furthermore, new applications and their demand for faster prototypes led
to more powerful nodes running complete operating systems. As such, technological and
application-related aspects resulted in the design of two dierent solutions [9]: simple
and inexpensive on one hand, and more powerful and exible on the other.
There are several aspects inherent to the node design:
Node size. If a node needs to be carried by someone (a patient, for example) its size is
of signicant impact to the usability. On the other hand, static nodes in environ-
mental monitoring have fewer size limitations. Instead, the application demands
robustness to withstand any interference or physical damage.
Energy. To allow greater independence and exibility, there are no wires connecting
nodes to external power supplies. Instead, each node relies on its own power supply
which must last long enough for a successful data collection, commonly translated
into months or years.
Processing demands. Nodes have a limited number of tasks, according to the net-
work purpose. As such, 8-bit and 16-bit microcontrollers with limited processing,
memory and low power consumption are commonly found in nodes. On the other
hand, the demands of particular and more complex tasks can require more than a
microcontroller. For such cases, there are nodes based on 32-bit microprocessors,
with similar features to those of embedded PCs.
Communication. When a node transmits its data across, it assumes that the channel
is reliable enough to guarantee the correct reception. Using a radio that is suited
to the deployment conditions is the rst step to ensure a correct operation. It
implies using adequate frequency, transmission power and coding scheme, among
others.
Packaging and robustness. Nodes designed for domestic deployment do not need to
be as robust as those designed for industrial applications. Same considerations
apply to nodes designed to be used either indoors or outdoors. Sensing, pack-
aging and communication will face dierent challenges and demands in dierent
environments.
Decision autonomy. Nodes are expected to work without external supervision and
maintenance during extended periods of time. To do so, they must have a decision
scheme that allows exibility to deal with unexpected situations and proceed with
normal operation.Chapter 1 Introduction 3
All these challenges are closely related. Nodes are embedded platforms which demand
a trade-o between minimum and optimal requirements to better suit a particular de-
ployment. Therefore, the application scenario is one of the integral and fundamental
aspects of the WSN development. A correct description details the foundations for a
successful network. It can be summarised in terms of deployment method, coverage
area, sensing and actuation, potential obstacles, mobility, and possible local resources
that the nodes can use for their benet. Without this description, it is not possible to say
which parameters are the most important and what is the degree of inuence between
them. As such, there is no general solution for WSNs. The combination of architectural
and application factors presents a unique set of challenges that must be overcome for
a successful deployment and operation. These factors will be used to select hardware,
network protocols and how to congure the network in detail. Evaluation metrics are
also derived from the requirements and used to evaluate how the WSN performs under
the deployment conditions. This general approach to the WSN design is shown in gure
1.1.
Application 
scenario
Deployment method
Location
Sensing 
Obstacles
Mobility
Local resources
Distributed
WSN
Hardware selection
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metrics
Figure 1.1: General diagram of sensor network development.
A WSN purpose is therefore to use distributed nodes working cooperatively to achieve a
degree of success that would not be possible if they worked individually. Independently of
particular decisions, sensor networks are expected to correspond to general requirements:
Network lifetime. Although it is not always possible to estimate accurately the ex-
pected lifetime during operation, a worst-case scenario estimation assures a min-
imum operational time. Furthermore, optimisation through cooperation explores
the best solution to this problem and aims at maximising sensor and network
lifetime.
Coverage area. The size of the area to be monitored aects sensing accuracy and com-
munication between nodes. This will impact on power consumption and network
connectivity graphs.
Network density. Empirically, the more nodes there are in a particular region, the
greater the competition is for the same wireless spectrum, thus the higher the col-
lision rate. Local topology management can assist with a correct decision regarding
how to structure the network and improve communication between nodes.4 Chapter 1 Introduction
Adaptability. Nodes must form a network, independently of their number, physical
characteristics or deployment location. Each node is expected to be in range of at
least another node (ideally more than two), and must guarantee that data will be
sent to any destination with the lowest impact on overall performance.
Cooperative work. To take full advantage of the network abilities and overcome in-
dividual limitations, sensor networks work cooperatively to nd the best t and
minimise individual errors. Cooperation improves sensing accuracy, network ro-
bustness and overall lifetime.
Communication robustness. The communication link between two nodes can be in-
terrupted at any time by external factors. Nodes must therefore include mech-
anisms that guarantee minimal data loss by identifying when the connectivity is
low or inexistent and nding alternative routes whenever possible.
Redundancy. By deploying more nodes than required, data accuracy and reliability are
improved. On the other hand, network redundancy results in increased bandwidth
usage, thus higher contention and collision rates.
Latency. Data delivery rate will depend on network size and channel availability. La-
tency (or end-to-end delivery time) grows with the number of nodes and their
impact on bandwidth. The greater this delay is, the higher the number of packets
waiting to be transmitted is and the less usable the network becomes.
Mobility. In mobile networks, nodes will change neighbours at some point in time.
Establishing new routes and keeping its vicinity list constantly updated presents
a challenge in terms of bandwidth usage and routing table size.
Network expansion. New nodes can be added into a WSN at any time, integrating
and cooperating with existing ones. Data forwarding, aggregation and load sharing
are three possible alternatives for cooperation between nodes.
Sensing coverage. Node sensing is done in a single point and dependent on location.
More nodes are needed to expand coverage or increase precision. For example,
Siuli Roy and Bandyopadhyay [10] used 300 nodes across 26.7 ha for precision
agriculture, while Mainwaring et al. [11] used 32 nodes to monitor a 95.9 ha region
for habitat monitoring.
Security. An operating network must accept new nodes, as long as they prove trust-
worthy. Intruders, on the other hand, must be quickly identied, denied access
to content and stopped from both broadcasting irregular content or taking over
the available bandwidth. Threats were identied by Avancha et al. [12], and they
are mainly due to hardware simplicity. Nevertheless, current communication stan-
dards already include encryption and other security features.Chapter 1 Introduction 5
Considering all the aspects inherent to node and cooperative network design, a clearly
described case scenario is essential to a successful WSN deployment. The scenario de-
scription must encompass the network purpose and expected challenges. Furthermore,
it must also look into other monitoring alternatives to assess the feasibility and perfor-
mance metrics.
1.2 Case scenario
There is a high degree of uncertainty with maritime events: they are often unexpected
and can occur anywhere. Using the example of oil spills at sea, they can occur anywhere
where oil tankers navigate or where underwater pipelines and platform rigs are installed.
Given the amount of oil spilled, the potential extension of the aected area can extend
to several hundreds of square kilometres. In addition, slicks can have irregular shapes
and keep adrift for weeks.
Currently, maritime monitoring is performed mainly by satellite image processing and
airborne sensors using infrared/ultraviolet sensors, Light Detection And Ranging (LI-
DAR) [13] and synthetic aperture radars (SAR) [14, 15]. Local monitoring can be
performed recurring to Argos transmitters [16] or the Genesis alert system [17]. Each
method presents dierent advantages and limitations: satellites cannot keep continuous
monitoring over one region, airborne radars depend on the aeroplane time of ight, and
the local monitoring devices are not designed for wide area deployment with a high
number of devices.
1.2.1 WSNs for localised maritime monitoring
Having a wireless sensor network covering an area of the sea where pollutants such as
oil slicks are drifting can be seen as a complement to satellite and airborne monitoring.
The WSN can be quickly deployed over a region and nodes, once drifting, start com-
municating between each other immediately. They organise themselves into a network
that provides means of sending the sensed data (i.e. thickness or chemical composition)
across to sink nodes, responsible for aggregating and transmitting that data over to re-
mote locations for further analysis. A simplistic vision of a WSN deployment is shown
in gure 1.2, where nodes (yellow dots) are drifting at sea in a region where oil was
spilled.
WSNs allow continuous monitoring of a region under dierent weather conditions. As
such, the use of sensor networks for localised monitoring on the contaminated area
provides a distributed, exible and robust solution that can be deployed anywhere and
left to operate autonomously. Ideally, the network would monitor the complete slick.
Yet, as the slick can extend up to several hundreds of kilometres, localised monitoring6 Chapter 1 Introduction
 
Figure 1.2: Generic vision of a WSN deployment on an oil slick.
Figure 1.3: Beaufort scale, relating wind speed and wave height.
of areas up to a few square kilometres is a more realistic approach. By analysing data
from other surveillance devices, it is possible to discover locations where the deployment
of WSNs is more relevant. The accuracy of the sensor network should be comparable to
that of Synthetic Aperture Radars (SARs), which is in some cases less than 75 metres
(resulting in more than 175 nodes per square kilometre) [14]. Also, the network is
expected to drift with the slick and send the data in near real-time back to a base
station, independently of how the network moves or expands in coverage area.
The WSN deployment allows the monitoring of dierent parameters locally. Absolute
location, oil thickness, chemical substances present, slick dispersion and depth are some
of the possible aspects to be sensed. The monitoring is continuous, even during cleaning,
thus it is possible to have feedback from the procedure, maximising its eectiveness and
precision.
Oil slick monitoring presents a unique combination of challenges. The location, trajec-
tory, speed, size and shape of the slick are unpredictable. Furthermore, the weather
conditions can quickly change from calm to harsh and vice versa. These condition de-
mand resilience and adaptability from communication and sensing modules. On the two
extremes, and according to the Beaufort scale [18], the wind can go from calm, with a
speed below 1 km per hour, to hurricanes, where it reaches speeds over 100 km per hour.
Wind speed is directly related to wave height, as can be seen in gure 1.3.
1.2.2 Ocean surface waves
The greatest challenge to sensor deployment at sea comes from waves. They will inuence
the communication in two ways. First, as waves appear in the path between origin and
destination, they block the communication. The rougher the sea, the longer the blockingChapter 1 Introduction 7
time. Second, as antennas are traditionally directed in the horizontal plane, excessive
node swing will result in lower transmitting power towards the destination.
Surface waves are generated mainly by friction, with the wind dragging the water surface
[19]. The basic approach considers waves as being ideal sinusoidal curves, as can be seen
in gure 1.4. Nevertheless, there is no direct relation between wave height H (or the
distance between trough and crest) and wave length  (or the distance between two
crests).
d
Figure 1.4: Ideal waves and related terms.
Ocean waves are divided into several groups, as described by Pond and Pickard [20].
Ripples, wind waves and swells are due to the wind eect on water. Ripples and wind
waves are generated locally and dier from each other in wave length and frequency,
wind waves being bigger and less frequent than ripples. Swells are generated elsewhere
and their direction is more regular.
There are two distinct regions for waves: shallow water and deep water. In deep water,
where the depth  is at least twice the wave length, the relationship between wave speed
C and wave length  is C = = , where   is the wave period. In shallow water the
wave speed is proportional to the wave depth, C =
p
, where  is the acceleration due
to gravity. The wave height H is independent of wave speed, wave length or period, yet
it is limited by breaking (the point where the base can no longer support the top of the
wave, making it collapse).
Understanding waves is therefore of major importance, as their shape, speed and fre-
quency will have direct eect on communication, to the extent of making the network
inoperative. Nevertheless, it is possible to use this information to understand and max-
imise the operating conditions.8 Chapter 1 Introduction
1.2.3 Deployment of sensor networks at sea
Sensor Networks were previously deployed at sea to support dierent tasks. The SECOAS
project [21, 22] used xed sensors distributed through a wind farm to study the sedi-
mentation and wave process and its eect on wind turbines. The network consisted of
6 xed sensor nodes equipped with 173.25 MHz radios. Despite variable weather condi-
tions, from very calm to heavy rain, strong winds and 3 metres high waves, the radios
successfully sent their messages to a base station located 3 km away. Another project
using WSNs at sea was developed by Nittel et al. [23]. The objective of the project was
to deploy sensor nodes on the ocean surface to track and monitor ocean currents. The
nodes would allow ne grained and near real-time scale. As a preliminary study, it did
not give any signicant results from the deployment trials. The global drifter program
[24] aims at deploying drifters in large-scale, with the goal of mapping ocean's surface
circulation. The drifters provide near real-time information about speed, temperature
and sea level pressure. A total of 658 drifters were deployed around the world between
2003 and 2004, sampling data every 90s and sending it through satellite. The sensor
density is lower to what is envisioned for oil slick monitoring, as the main goal is to
maintain 5 degrees coverage.
Rajasegarar et al. [25] installed a sensor network on the great barrier reef, in Aus-
tralia. The authors aimed at developing an adaptive solution that could provide reliable
communication independently of weather changes, based on wave dynamics and node
trajectory which, despite being xed to the sea oor, were capable of drifting within a
delimited region, causing loss of communication. The OceanSense project [26] consisted
of 18 nodes deployed o the coast of China for 6 months, on an area of approximately
100m300m, monitoring temperature, light and RSSI. Cella et al. [27] deployed a 10
node network to monitor the coastline in Queensland, Australia. Although the network
used wireless radios, the authors argued that underwater communication could solve
some issues that occurred during its deployment.
1.3 Research contribution
Wireless sensor networks is a technology that demands a detailed description of the
deployment scenario. The tight restrictions inherent to the concept mean that, in order
to achieve the best compromise between requirements, specic decisions are needed for
the set of characteristics to be found. In the particular case of a maritime deployment,
there is a high variability of weather conditions, aecting mainly communication between
nodes. In addition, there is a degree of uncertainty about the network size, as it can
vary signicantly between deployments to cover the aected region. Therefore, the
contributions of this thesis depart from the application scenario to design communicationChapter 1 Introduction 9
strategies, resulting in an holistic decision process that leads to the development of novel
algorithms and solutions.
1.3.1 Justication and motivation
Directives 2005/35/EC from the European Parliament and Council [28] and Council
Framework decision 2005/667/JHA [29] introduced penalties to infringements of ship-
sourced pollution across the European Union. The sinking of Erika and Prestige oil
tankers, as well as the high number of deliberate spills detected (due to tank cleaning
and waste oil disposal, for example) led to the need for better monitoring of sea water.
Although the largest spills are those causing the highest mediatic impact, smaller ones
are more frequent in number. As an example, in 2001 there were 390 oil slicks detected
in the Baltic Sea and 596 in the North Sea [30]. Entities such as the European Maritime
Safety Agency [31] contribute to the monitoring of the seas, mainly through satellite
sensing. Localised, distributed sensing mechanisms can be used to expand and com-
plement these surveillance methods once the spill has been detected, providing further
information about its content, size and trajectory.
Simulation environments are frequently used to test the feasibility of the theoretical
solutions found [32]. Alternatives to simulation use numerical modeling or real deploy-
ments, with sensors thrown at sea, providing real feedback about operating conditions
and performance of algorithms. The deployments can be done in smaller scale or lakes,
for simplicity and ease of access. Nevertheless, this option would impose restrictions to
the full development, mainly due to the time and cost that it represents to achieve the
same set of results. In addition, any modication and optimisation of algorithms would
rely on collection, programming and re-deployment of nodes.
There are two key issues in application-specic WSN development: sensing and com-
munication. They have direct or indirect impact on the design decisions and ultimately
determine the concept's feasibility. Considering the dynamics inherent to waves and
network topology, communication is believed to be of primary interest to the concept.
Furthermore, the decisions and ndings regarding data exchange will also reect on node
displacement, network size and sensor selection. A key issue in communication and data
exchange comes from the network algorithms and protocols.
Several alternatives can be used for network algorithms. They serve either for general-
purpose applications or target specic and well-dened cases. To the best of the author's
knowledge, existing solutions do not envision the challenges found in large-scale, oshore
maritime monitoring scenarios in a single work and comprising dierent layers of the
network stack as described in this thesis. Weather conditions can change dramatically,
even in the period of one day, which will impact on the communication between nodes.
WSN development often considers a limited operation scope and uses it for algorithm10 Chapter 1 Introduction
development. In a maritime monitoring scenario it is obligatory to consider a broad set
of conditions, otherwise the performance can be compromised to the extent of making
the network unusable. On the other hand, to achieve a resolution comparable to that of
satellite imaging, this research must also identify the best method to connect a network
that can extend up to several thousands of nodes.
The combination of both weather and displacement challenges creates a unique set of
conditions, hence requiring novel solutions. In addition, the resource limitations of
nodes demand for approaches that can cope with application constraints while keeping
an acceptable performance.
1.3.2 Aims
The main aim of this research is to create a sensor network that operates under variable
environmental conditions at sea. It is expected that weather and node displacement
vary considerably during network operation, thus the WSN must adapt its behaviour to
achieve the best compromise at any time. Maritime monitoring is used as the application
scenario. The displacement variations correspond to network size, node location, covered
area and transmission range, while the weather changes compromise path loss due to
moisture or rain and attenuation from waves.
This thesis comprises a bottom-up design of a WSN. The dierent parts are analysed
rst separately, then combined. From an individual analysis of parts, it is possible to
nd the best compromise, which will then be combined to form a complete architecture.
Starting from the application scenario described above, networking algorithms are chosen
and compared. They are divided into two dierent network stack layers, and their
initial development is done separately. After deciding which options t the application
best, a complete simulator with realistic weather models is built and the algorithms are
matched and implemented together. Finally, with the complete set of results from the
simulator, an adaptive model is designed to adjust the network according to the current
environmental conditions found.
This thesis is divided into the following themes:
Medium Access Control for large-scale networks. The development of the lower
layers of the network stack must concur with the remaining stack. Therefore,
MAC algorithms are as important as their routing counterparts. This involves
understanding the factors aecting the layer's operation, such as collisions and
hidden nodes, and minimising their impact under the existing constraints.
Routing algorithms. Each application has its particularities that demand purposely
designed routing algorithms. The design takes into account the network charac-
teristics, such as size and node displacement, and provides the best alternative forChapter 1 Introduction 11
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Figure 1.5: Challenges for localised maritime monitoring.
an optimal operation. One of the crucial aspects to routing is to understand the
advantages and disadvantages between individual and collaborative decisions,
Adaptive, environment-aware communications. When conditions change, nodes
may need to adjust their behaviour accordingly. Knowing how the change occurs
and how it aects the network parameters is key to achieving the best performance.
Adaptive network behaviour. Changes in weather and network topology lead to dif-
ferent outputs from the chosen algorithms. If the network adapts its behaviour
according to a gure of merit, it can achieve optimal scores under any given situ-
ation. Considering a combined output score for each algorithm, a gure of merit
is derived to allow a direct comparison between them.
1.3.3 Scope and challenges
Adapting the network to work optimally under a variable environment requires an un-
derstanding and adjustment to weather in the deployment area, the hardware in use
and the network characteristics. These features and challenges can be divided into two
categories, physical and technological, each of them describing the range of specic pa-
rameters. These parameters are further related to evaluation metrics, as shown in gure
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There are two main challenges from WSN deployment at sea: oil slick dispersion and
waves. Murray [33] showed that the oil slick dispersion follows known regimes, therefore
its inuence in the deployment can be estimated. Surface waves, on the other hand,
are random. They can interfere with the deployment in two ways: block the line of
sight between two sensors, causing shadowing; and tilt the sensor node, making nodes
transmit towards the water or the sky. Smaller waves can be avoided by placing antennas
higher. However, as higher antennas increase tilting, the maximum height is limited.
Furthermore, and deriving from hardware, algorithms and environmental constraints,
connectivity graphs, message delivery, latency, collision rate, and energy consumption
are some of the parameters aected by the network set-up.
The Beaufort scale leads to an empirical estimation of the operation range of a WSN
at sea. On the left side of the graph of gure 1.3, it is empirically expected that
the WSN works with minimal weather interference, thus the challenge is to optimise
secondary parameters with the lowest impact on the main ones. On the other extreme, as
weather interferes severely with the communication channel, the main aim is to guarantee
message delivery at any cost. Between extremes, a balanced solution is possible.
On the sensor node side, due to the intricate interactions between hardware and rmware,
energy saving is a basic premise to keep the energy consumption low and allow the net-
work to run for months or even years. To do so, sensing, processing and communication
frequency are reduced, and low power hardware is chosen. This results in limitations
that aect the node's performance.
In addition to the single sensor, there are the network-wide challenges that inuence
the individual node's behaviour. There is a need to balance between aggressive energy
savings and collaborative resource usage. Where one node's greediness can result in a
less-than-optimal network behaviour, a trade-o between self and global interest can
improve overall performance.
Complementing single-node and network-wide perspectives, a deep understanding of the
interaction between the network and the environment is the nal input to the design
and development of a WSN. It denes the constraints, challenges and limitations that
will inuence both hardware and rmware decisions. As such, only a holistic approach
that combines all the related areas lead to the correct decisions for individual component
selection. Ultimately, these decisions will impact on the data collection and information
sharing between the network and the end user.
1.3.4 Contributions
The research presented in this thesis is based on networking aspects of WSNs. Starting
from the application scenario, this thesis proceeds with the hardware selection and the
design of network algorithms. This results in the following contributions:Chapter 1 Introduction 13
Variable size and topology networks: Being a completely distributed system with
limited resources, WSNs require novel approaches and solutions to cope with the
network dynamics. Considering the application scenario, the selection of network
algorithms must take into consideration the eects of variable network topology
and size to minimise their impact on the communication process.
Medium access mechanisms: Ecient medium access control is fundamental to save
energy, improve packet delivery and bandwidth usage. The problems aecting this
layer are normally hidden from the above ones. By using dierent access schemes
it is possible to compare how they aect the network performance.
Energy distribution: There are trade-os between simple and complex network algo-
rithms, aecting energy consumption in nodes directly. Furthermore, limitations
in hardware resources and the deployment constraints demand simplicity and e-
ciency.
Environment-aware communication. The focal point of this research is the under-
standing of how environment inuences network behaviour. By combining data
to generate performance metrics and using them to modify routing algorithms
accordingly, it is expected to improve communication between devices when envi-
ronmental conditions change.
1.4 Thesis structure
This work presents the results of a study of a WSN designed for weather-aware mar-
itime monitoring. Figure 1.6 outlines the thesis structure and the relation between the
addressed themes.
The second chapter will focus on a WSN survey, introducing related concept in more
detail. Due to the scope of this research, a greater focus is given to concepts associated
with low-power, distributed wireless network hardware, algorithms and protocols.
The third chapter presents a study concerning Medium Access Control performance. It
compares dierent types of access methods, with and without contention, and provides
the results in terms of packet delivery, collision probability and energy usage.
The fourth chapter gives an insight into energy usage and consequent node lifetime in
a cluster. Routing algorithms based on two-hop relay for intra-cluster communication
are described in this chapter. They rely on a weight function to decide the best routing
alternative inside a cluster. Results and comparison with other routing protocols are
also shown.
Chapter 5 details the realistic channel, interference and weather models. These were
implemented in the custom-built simulator used to test the algorithms of chapters 314 Chapter 1 Introduction
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Figure 1.6: Structure of the thesis, relating the main themes with the chapters where
they are mentioned.
and 4. Chapter 5 also describes the environment-aware engine and the decision rules to
assess the network performance.
Chapter 6 presents the results obtained from the full-scale simulation. This chapter also
provides an analysis and results of the environment-aware decision process and resulting
algorithm selection.
Chapter 7 presents the thesis summary and future research directions.
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Wireless Sensor Networks
This chapter will focus on the general overview of WSNs. The main aim of this thesis
involves the networking aspects of WSNs, therefore the network hardware, standards
and routing protocols will be covered more in depth.
2.1 Overview of sensor networks
WSNs are formed by nodes that can monitor physical aspects such as temperature,
humidity, sound or light. The nodes encompass sensing, processing, communication and
an energy source, and can be as small as a few cubic millimetres, such as the Smartdust
nodes [34]. By sensing the environment unnoticed, Smartdust approaches the concepts
of dust networks and ubiquitous computing [35]. Combining these visions, sensors can
be deployed anywhere to collect data without disturbing users unless it becomes strictly
necessary. Traditional hardware cannot be used, as size restricts battery capacity, thus
device and network lifetime. Instead, WSNs rely on ultra-low power hardware with
limited resources to acquire information from the environment and transmit it across
the network to an end-user [1].
Due to the restrictions in individual node cost, potential number of devices in use and
hardware capabilities, processing and optimising data before a transmission can re-
duce message size, hence networking requirements and overall energy cost [8]. Indeed,
this viewpoint is reinforced by the application-aware and data-centric natures of sensor
networks [36]: in WSNs, information retrieval and availability is an essential premise,
independently of the application. Data collection and communication strategies will be
directly dependent on the scenario demands, inuencing the other aspects thereon. For
these reasons, research and development starts from specic application demands, and
only once these are clear it is possible to identify hardware and protocols.
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Three types of devices can be used to form a sensor network: sensing nodes, sink nodes
and gateways. Sensing Nodes, or simply nodes, are responsible for sensing the envi-
ronment, gathering and transmitting the resulting data, either with or without local
processing. They can also act as intermediates between neighbouring nodes. Sink Nodes
are structural nodes that can also have network management duties. Sinks gather sensed
data and can also manage resources and data ow from sensing nodes, receiving and
storing sensed data for further processing. The outcome can then be sent across the
network (possibly through other sinks) to other special-purpose nodes called Gateways.
Gateways may serve both as sinks and external interfaces for the sensor network. Due to
their nature, gateways have increased processing power, and often include more than one
network protocol and hardware for external interface. WSNs may also include screens
for local display of gathered data. According to application, tasks and characteristics
of devices used, the requirements for the WSN can change signicantly, reecting on
the network device's topology and protocols used. The outcome of these decisions will
imply whether or not to use sinks and gateways along with the sensing nodes, as well as
the type of interface | if any | to be established with other networks.
Node's hardware basic components and their interaction were described by Akyildiz et al.
[1] as shown in gure 2.1. This basic architecture applies to all devices in the network,
including structural nodes. There are four basic and three optional components present
in each node:
Figure 2.1: Components in a WSN node. Adapted from Akyildiz et al. [1].
Sensing unit. The basic input for any node. Sensing hardware is used to measure
temperature, humidity, sound, vibration, acceleration, light, or any other phys-
ical aspect, as long as it can comply with node's constrains. Sensed values are
converted using Analog-to-Digital Converters (ADC), stored, processed and ag-
gregated locally.
Processing unit. The simplest processors found in WSNs are limited to receive values
from ADCs and forward them to other nodes upon minimal processing or aggre-
gation. More advanced processors include complex power management schemes,Chapter 2 Wireless Sensor Networks 19
message encryption, or even complete embedded operating systems. With better
processing units, increased memory is particularly helpful for local data storage,
resulting in a greater aggregation and reduction of the number of messages for the
same amount of collected data.
Transceiver. Responsible for wireless communication between devices, whether optical
or Radio Frequency (RF). Part of the network protocol stack is located here.
It receives data from the processor and transmits it in standard packets to any
nodes in the network. It also receives incoming transmissions, sending the packet
message to the processor. Transceivers also deal with the particularities of the
communication channel, such as collision and contention.
Power unit. Indispensable in every node, it provides energy to all components. Typ-
ically, it comprises a battery and hardware for voltage adjustment. WSN devel-
opment commonly aims at energy management, more specically extreme energy
savings.
Power generation. Energy harvesting is used to increase node's lifetime. Ideally, they
generate enough energy to keep the node running continuously and indenitely.
More realistically, they recharge the power supply to improve network's usability
by allowing more samples and transmissions to be carried out without depleting
the energy reserves during normal operation.
Location nding system. Although not part of essential hardware in most cases,
some applications demand location awareness, hence making this a requirement.
Location can either be relative to other nodes or absolute.
Mobiliser. Responsible for physically moving sensors to carry out specic tasks or to
maintain a consistent sensing and communication coverage. It is not a common
asset due to the power required to operate it.
2.1.1 Application-driven development
WSN's characteristics lead to new application areas and opportunities [8]. WSNs can
be used in situations where wired sensing devices could not be used, either due to
inaccessible location for cable installation or to the large number of devices required.
Implementation speed is another problem of cabled networks that is overcome through
wireless communication. For example, deploying a cabled sensor network in a factory
requires layout planning and may cause disruption while deploying, whereas a wireless
would eliminate these stages. However, the use of wireless communication in small
devices leads to concerns over communication robustness and data security [37, 38].
Furthermore, network lifetime is an important issue since nodes rely on their internal
power supplies [2].20 Chapter 2 Wireless Sensor Networks
There are two possible approaches for WSN development, as argued by Raman and
Chebrolu [39]: (1) algorithms or protocols and (2) application-centric design. The rst
approach is abstract, where algorithms are usually considered in isolation from a possible
deployment and other node components. The second considers the operation constraints
during the development stages. The authors also claim that the bridge between the rst
and second development approaches are minimal, hence the abstract algorithms are not
implemented in real deployments and commercial solutions. As such, deployments are
likely to be using simple, non-optimised solutions.
Application-driven development considers both algorithms and application at the same
time. Careful balance of parameter's relative importance is a crucial factor for applied
WSN development. That is only possible through clear description of the application,
such as number of nodes, coverage area, deployment method and obstacles. Starting
from this knowledge, algorithms are chosen and implemented, either through simulation
or in real nodes, and further optimisation processes can be deducted thereon. The
importance of an in-depth description that leads to the best design choices and protocol
ne tuning is fundamental to achieve the best solution.
2.2 Network
One of the basic characteristics of WSN is transmitting data reliably between nodes and
making it available to external networks and end-users. The limitations described above,
such as size and battery lifetime, demand the use of alternatives to proven yet power de-
manding wireless modules. As such, network hardware plays a fundamental role towards
the success of WSN. The the right selection is a trade-o between dierent parameters,
ultimately leading to the balance between power usage and communication robustness.
It is also essential that nodes can communicate with each other, independently of the
underlying hardware. To guarantee all these requirements, specic ultra-low power net-
work protocols and standards are being introduced.
The most common wireless communication method used in sensor networks is RF. Nev-
ertheless, other types of wireless communication have also been used. Smartdust, for
example, used infrared (IR) communication [34]. Infrared hardware requires less power
and space than RF transceivers, as the circuitry is simpler. The greatest drawback
comes from the fact that infrared is a directed light beam, which demands transmit-
ter and receiver to be in line of sight of each other, making its use impossible through
walls and in dusty environments. Ultra Wideband (UWB) impulse radio for WSNs has
also been considered before [40, 41]. Comparing with narrowband or spread spectrum
RF networks, UWB presents advantages due to lower transmitter complexity (although
the receiver is more complex), higher data rate, coexistence with other networks andChapter 2 Wireless Sensor Networks 21
improved locationing abilities. However, the delays in the standards and the short com-
munication range expected for commercial hardware (theoretically, it has a maximum
range of 10 metres) limit its application for WSNs.
RF tasks are essentially to convert a sequence of bits from a micro-controller into radio
waves and vice versa. For convenience and practicality purposes, these two tasks are done
using one single device, the transceiver. To perform the conversions, the transceiver has
dierent hardware components, such as modulator, demodulator, amplier and lters.
Depending on the protocols, it must be able to select, among others, the communication
channel, data coding and transmitting power.
Data transmission can be divided into three dierent categories [42]: time-driven (or
periodic), event-driven and query-driven. Time-driven communication requires nodes to
send the gathered information on a timely basis, independently of whether the sensed
data is relevant or not. Event-driven transmissions only occur when nodes detect mea-
surements beyond threshold limits, hence sending only valuable data. In query-driven
communication, nodes transmit data only upon request from other devices in the net-
work.
To simplify the design, these tasks are divided and assigned into dierent parts of the
network, organised into layers. This process makes the development simpler, as layers
can be developed independently and later combined together through interfaces. Due to
trade-os between cost, size and energy available, transceivers are also simplied. This
reects in the protocol stack being simpler than in other wireless devices, exemplied
by the reduced number of layers, as can be seen in gure 2.2.
Figure 2.2: Comparison of dierent protocol stacks (OSI, TCP/IP, WSN generic
model).
2.2.1 Energy
Wireless communication is the main cause of battery depletion, either while receiving
or transmitting data. A typical ultra-low power transceivers require approximately 20
mA to transmit or receive data. Processing tasks requires a fraction of that: as an
example, the Telos mote [43], which combines Chipcon CC2420 (standard ultra-low
power transceiver) and the Texas Instruments MSP430 microcontroller unit (MCU) (a
25 MHz, 16 bit unit), requires 1.8 mA when processing data with the transceiver switched22 Chapter 2 Wireless Sensor Networks
o. Sensing could also be costly, as shown by Anastasi et al. [44], yet the very low duty
cycles (1% or less are common values) reduce the overall power demand.
There are dierent parts and challenges to communication that will ultimately result in
energy consumption variations [45, 46]. Firstly, nodes use a common wireless medium,
hence there is channel contention which can result in collision between packets. Fur-
thermore, in case of collisions, nodes may be requested to re-transmit their messages,
increasing the energy used per successful delivered packet. At the same time, retrans-
missions aggravate contention due to the extra packets being sent, particularly in dense
networks. To avoid contention and collision, communication schemes create and dissem-
inate schedules to keep the network synchronised. On the other hand, strict schedules
only allow limited clock drifting to reduce idle listening and even overhearing messages
addressed to other nodes. Therefore, cooperative work is one of the main challenge
for energy savings, since nodes rely on a strict sleep and wake-up schedules to avoid
information loss due to hardware limitations [47, 48].
Routing protocols and data aggregation mechanisms have been developed to optimise
energy savings and communication by transmitting messages through specic routes.
These routes are chosen according to pre-dened rules and metrics, such as remaining
energy or number of intermediate nodes [49]. Metrics take into consideration the size,
displacement, density and communication resources in the network, hence balancing
between individual and cooperative interests.
Considering the global energy budget of a network with potentially thousands of sensors,
using an ultra-low power device is the best option to achieve reasonable operational
costs. As an example, an industrial estate where 100 factories are using a WSN with
1500 nodes each for machine and environment monitoring, making a total of 150,000
nodes. For the sake of argument, only the communication module will be considered.
Sensing, processing and dierent communication modules require a minimum power to
operate, yet as most of these components are common to any platform, they will be
ignored for the time being. If nodes use standard IEEE 802.11b/g transceivers working
continuously, each node will require 100 mW of power while transmitting (a conservative
value, since some modules can use over 500 mW), the total energy expenditure for the
industrial estate will be 15 kW for the transceivers alone (over 75 kW when considering
more powerful alternatives). In contrast, if the transceivers used are ultra-low power,
the transmission power is 1 mW, making a total of 150 W (or 750 W) across the estate.Chapter 2 Wireless Sensor Networks 23
2.2.2 Energy depletion rate
Energy depletion rate reects on the useful network lifetime. Due to network displace-
ment and routing strategies, energy consumption will vary between nodes. As a compar-
ison, gure 2.3 shows the depletion rate between two networks using single-hop commu-
nication and what would be the ideal protocol. When nodes are uniformly distributed
and communicate directly with a sink node placed in the geographic centre. In single-
hop, peripheral nodes will use more energy for each message transmitted than central
ones, when considering that power increases with the square of distance. In the ideal
case, the communication load is distributed uniformly across the network, resulting in
all nodes becoming depleted simultaneously.
Figure 2.3: Number of nodes alive using simple single-hop routing and the ideal
protocol.
Standard WSN transceivers require approximately the same amount of power to transmit
and receive data, as can be seen in table 2.1, where the current and voltage required by
each module is shown. In fact, some transceivers require more power when receiving than
when transmitting. Extended range transceivers, on the other hand, have a transmission
power output that can go up to 100 mW. These transmitters allow dierent operation
scenarios and demand dierent communication strategies to optimise energy usage at
network-wide scale.
Manufacturer Model Voltage Tx Current Rx Current
Microchip MRF24J40 2.4V { 3.6V 22mA 18mA
Ember EM250 SoC 2.1V { 3.6V 35.5mA 35.5mA
TI/Chipcon CC2431 2.0V { 3.6V 27mA 27mA
Freescale MC13201 2.0V { 3.4V 30mA 37mA
RFM LP2400ER 3.3V { 5.5V 150 mA @ 18dBm 30mA
Table 2.1: voltage and current consumption by standard WSN transceivers [50{54].24 Chapter 2 Wireless Sensor Networks
Operation Cycle time Current Energy
MCU active 10 ms 1.8 mA 32 J
MCU idle 9.7 ms 54.5 A 1.59 J
MCU sleep 963 ms 5.1 A 14.7 J
Tx (0 dB) 10 ms 19.5 mA 585 J
Rx 10 ms 21.8 mA 654 J
MCU wake-up 6 s 1.8 mA 32.4 nJ
Radio wake-up 580 s 20 mA 34.8 J
Table 2.2: Energy usage for Telos mote using 1% duty cycle, with 3 V supply voltage.
Each node requires at least 4.1 ms to transmit its data when using standard transceiver
and maximum packet size (250 kbps and 128 bytes, respectively). In this example, a
10 ms transmission period is used. Table 2.2 provides the energy consumption for the
Telos mote [43] when using a 1% duty cycle. The energy breakdown for one period is
shown in gure 2.4. The idle time in this example is 1% of the sleep time and the node
sends one packet every second.
Figure 2.4: Energy break for Telos mote.
As shown in table 2.2, the total energy used in one second is approximately 1.32 mJ. If
the node is powered by batteries with 20 kJ of stored energy, then a node is operational
for 175 days. If the transceiver used is the RFM, the lifetime is reduced to less than
80 days. Should the nodes have their transceivers switched on continuously, the power
supply would drain out in less than 11 days with the standard node and approximately
4.5 days using the RFM amplied transceiver.Chapter 2 Wireless Sensor Networks 25
2.2.3 Connectivity
When a network is deployed it is assumed that it will work correctly, independently of
its size or density. Yet, there is a trade-o between set-up parameters: small number of
nodes cannot guarantee connectivity in a wide area, while a a densely packed region will
be aected by communication interferences, hence reducing connectivity. There are three
dierent types of connecting strategies, as divided by Xue and Kumar [55]: distance-
based, number-of-neighbour-based and sector-based. In the distance-based strategy,
the nodes transmit using constant power and initially connect to all the nodes within
range. The number-of-neighbour-based strategy uses incremental transmission power
until connecting to a specic number of nodes. In the sector-based strategy, each node
increments its transmission power until it can reach nodes in every sector with angle .
Whatever the case is, there is the need to optimise connectivity by dening a number
of connected nodes from the vicinity, which Xue and Kumar [56] dened as the magic
number. This number changed, ranging from three to eight nodes. On the sector-based
strategy, the magic number is replaced by , which was initially  = 2=3, and later
became  = 5=6 [55]. These results were based in a uniform distribution where it is
guaranteed that there is more than one node in the vicinity.
2.2.4 Latency
Latency can be described as the time between when an event occurs and when it is
received by the destination [57]. When origin and destination communicate directly,
latency is minimal, as it depends only on channel availability and transmission set-up.
When the communication requires intermediates, latency will increase linearly with the
number of hops, even for the lightest load [45]. One message can be relayed through
several nodes or, in the extreme situation, through every node in the network. In a
network with N nodes arranged sequentially (such as in gure 2.5), where each node is
able to transmit once every period T, a message generated by node N will need at least
N :T time to travel to the destination.
Latency will also depend on the message generation and transmission rates. The more
messages are generated, the less time it will have to forward incoming ones. As all
nodes are expected to acquire data from the environment and send it across towards the
sink, the delay can grow exponentially. Ultimately, a relay node will not be capable of
sending all the messages buered before another sensing and transmission cycle begins.
As such, buers will get full and messages will be dropped. Therefore, latency depends
on the number of nodes, number of hops allowed in the network, transmission cycles and
message generation frequency.
Together with energy, latency is one of the most important parameters related to appli-
cations and deployment, as stressed by Ruzzelli et al. [58]. Indeed, the two parameters26 Chapter 2 Wireless Sensor Networks
Figure 2.5: Nodes arranged in sequence, where each one communicates only with its
close neighbours.
are closely related: energy saving techniques such as ecient routing and low duty cycles
will increase latency, while latency reduction methods for near real-time retransmission
require the nodes to be listening more frequently, increasing energy consumption.
2.2.5 Cross-layer optimisation
Dierent technologies have dierent challenges. In the case of WSNs, the best solu-
tion to overcome hardware limitations is achieved by optimising individual components
and their inter-dependencies simultaneously, as argued by Goldsmith and Wicker [59].
Nodes and network development should be considered in a holistic manner, leading to
three main improvements: (1) reduce assumptions of related areas during individual
layer development; (2) better combination and balance between individual (node) and
distributed (network) aims; and (3) more realistic modelling and simulation during the
development stages. Furthermore, Zhang and Cheng [60] outlined four dierent targets
to cross-layer optimisation: improve power eciency, improve system throughput, full
QoS requirements and improve resource eciency.
2.2.6 IEEE 802.15.4
IEEE 802.15.4 is a standard that species the Physical (PHY) and Medium Access
Control (MAC) layers for Low-Rate Wireless Personal Area Networks (LR-WPANs)
[61]. The standard describes the two lower layers of the protocol stack in terms of
data rate, network topology, network address, and power consumption, among other
characteristics. It is based on the OSI model and targets low power, low cost, embedded
devices without xed infrastructure. There are two types of devices that can be used:
Reduced Function Devices (RFD) and Full Function Device (FFD). FFDs can perform
network management tasks such as routing, coordination and network formation, while
RFDs are limited to communicate directly with FFDs only.
In terms of topology, 802.15.4 can either operate in star or mesh/peer-to-peer, as shown
in gure 2.6. While using a peer-to-peer topology, the network can still form a hybrid
topology, since RFDs can only communicate with FFDs, thus creating local, star-like
networks. Some of its main features are: packet size is 128 bytes out of which 103 are
payload, 64 bit MAC address with provision of 16 bit short addresses and support forChapter 2 Wireless Sensor Networks 27
Advanced Encryption Standard (AES) block cipher. The data rates may vary between
20 kbps and 250 kbps and the typical range is 100 metres in open space.
Figure 2.6: 802.15.4 star and peer-to-peer topology. Reproduced from [61].
2.2.7 ZigBee
ZigBee protocol [62] is a complement to IEEE 802.15.4 for low power networks. It
was created to replace the IP protocol stack over 802.X (WLAN), as this is not aimed
at devices with simplied radio. The complete protocol stack is shown in gure 2.7.
Like 802.15.4, ZigBee also describes FFDs and RFDs. It supports star, tree and mesh
topologies, coordinated by one single FFD. The network can also be extended by using
other FFDs as routers. Furthermore, star topologies are the only ones allowing both
RFD devices and synchronising beacons. Coordinators are expected to use extended
power supply, thus they must either be connected to the mains or have larger power
supplies, possibly coupled with energy harvesting hardware.
To make ZigBee as general-purpose as possible, the standard was designed with a pro-
ler. Proles dene the operation environment of the network and allow the creation of
interoperable products. Each prole denes the environment of the application, type of
devices and cluster used to communicate. The environments dened in proles can be
industrial, domestic, or any other, and they can be either public or private.
A new feature set called ZigBee Pro has been announced in 2007 [63], aimed at larger
network sizes with autonomous self-conguration and exible security. It also allows
reports to a single central point, message fragmentation and group addressing.
2.2.8 6LowPAN
6LowPAN provides an IP (Internet Protocol) overlay to WSNs that may be used instead
of ZigBee [64{66]. It focuses on creating a compact framework for sensor networks that28 Chapter 2 Wireless Sensor Networks
Figure 2.7: ZigBee stack over 802.15.4 protocol. Reproduced from [62]
.
can provide compatibility with other IP-based networks in a transparent manner. This
is achieved by creating an adaptation layer between the IP layer and the 802.15.4 stack.
Since the packet size of 802.15.4 is 127 octets (of which 102 are available for payload)
and the IPv6 header is 40 octets, a single 802.15.4 packet can encapsulate a full IPv6
packet as a payload and include sensed or any other local data within.
The advantages of using 6LowPAN come from TCP/IP integration, a fully established
protocol with a multitude of devices and clearly dened security measures. Comparing
with IPv4, IPv6 allows higher node density and may add location-aware addressing tech-
niques. Furthermore, address translation is not necessary, which reduces implementation
costs.
2.2.9 Bluetooth Low Energy
Bluetooth Low Energy [67] standard is an ultra-low power variation of Bluetooth stan-
dard developed by Nokia and was formerly known as Wibree. The standard is integrated
in the Bluetooth stack, and is essentially its variation with fewer options. The main idea
behind the low energy solution is to provide Bluetooth with support for devices with
limited resources. As such, it targets ultra-low power devices in proximity of a resource-
rich device. Due to the common radio, Bluetooth low energy can be implemented in
either sigle mode or dual mode, in combination with standard Bluetooth.
Comparing with standard Bluetooth, the low energy version is limited to one power
mode, lower data rate (1MB/s), unlimited slaves, 3 frequencies (instead of 32), star-
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with ZigBee and 6LowPAN, Bluetooth low energy is targeted at small scale networks
(although the standard allows unlimited slaves) in a star conguration. The proles are
therefore dierent and aimed primarily at consumer devices, such as watches, mobile
phones and sport equipment. Nevertheless, the addition of encryption provides a basis
for more general commercial and industrial development.
2.3 Medium Access Control
MAC layer is the rst intermediate with node's hardware (PHY layer), hence it has full
awareness of the network's communication aspects. Combining this awareness with one
of WSN's main development aim (optimise energy usage) steers MAC's specic devel-
opment towards the reduction of sources of energy waste [68]: overhearing, collisions,
overhead and idle listening. Ideally, nodes wake up to listen to directed packets, with no
interferences or collisions, and go to sleep immediately after the transmission nished.
Furthermore, the transmission is correctly arranged so that there is no need to exchange
control packets between origin and destination, thus reducing overhead. However, this
vision is not realistic, and the dierent issues must be accounted for so that they can
be avoided. The proximity with the PHY layer also makes MAC protocols vulnerable
to issues with the wireless channel [69]: slow and fast fading, path loss, attenuation,
interference, thermal and white noises.
There is a signicant number of MAC algorithms developed for WSNs, beyond the stan-
dards IEEE 802.15.4, 6LowPAN and Bluetooth previously described. These evolved
from three basic access methods [70]: random, slotted and frame based. Balancing net-
work availability with extreme energy savings and simplied hardware creates challenges
similar to those found in other wireless networks. Two of the main issues aecting MAC
layer are hidden and exposed terminal problems [71]. The example of gure 2.8 describes
the hidden terminal problem, where node A is transmitting and node B is receiving. At
the same time, node C (unaware of any ongoing communication) also starts transmit-
ting, causing a collision in B. Figure 2.9 exemplies the exposed terminal problem: node
B is transmitting to A, and at the same time C wishes to transmit to D. A is out or
reach of C and D is out or reach of B, therefore both A and D can receive packets si-
multaneously from B and C, respectively. However, since C listened to the channel and
detected an ongoing transmission, it decided not to send anything. Both hidden and
exposed terminal problems result in less-than-optimal resource usage. Hidden terminal
results in collision, hence packets lost and energy waste. On the other hand, exposed
terminal leads to channel underuse.30 Chapter 2 Wireless Sensor Networks
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Figure 2.8: Hidden terminal problem.
A B C A B C D
Figure 2.9: Exposed terminal problem.
2.3.1 Random assignment protocols
Random access protocols operate in a distributed manner. Each node decides au-
tonomously when to transmit and does so by following general channel access rules es-
tablished by the dierent protocols. This provides exibility to handle dierent network
sizes, since there is no need to decide management strategies prior to the deployment.
ALOHA and slotted ALOHA [72, 73] are two of the rst random access protocols devel-
oped. With ALOHA nodes transmit new packets immediately. With slotted ALOHA a
discrete time slot was introduced, where a node can only send at the beginning of a new
time slot. These time slots were globally synchronised and nodes would transmit without
knowing if the channel was free or if they risked collision with other transmissions.
Carrier Sense Multiple Access (CSMA) protocols minimise collisions in random access
networks by scanning the channel before each transmission for any ongoing communica-
tion [74]. Due to the nature of the wireless channel, collision avoidance mechanisms is the
most common alternative, as collision detection would demand at least two transceivers
(one transmitting and one listening for collisions) operating simultaneously in each node
and it is not guaranteed that they can operate correctly. If a collision is sensed, nodes
will trigger a back-o algorithm, commonly associated with a delay to the transmission.
CSMA eliminates contention between nodes within range of each other, however it does
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Figure 2.10: Basic RTS/CTS mechanism, where a Short Inter-Frame Space (SIFS)
represents the time it takes for nodes to receive, process and transmit frames.
the introduction of handshaking, a mechanism where the origin sends a Request-to-
Send packet (RTS) and waits for a Clear-to-Send (CTS) prior to the data transmission.
Furthermore, a nal Acknowledgement (ACK) message can be sent by the receiver to
conrm the correct packet delivery. This procedure is exemplied in gure 2.10, where
node A wishes to transmit something to node B. Nevertheless, two new sources of colli-
sions arise from RTS/CTS handshake and lead to message collision [68]: when the origin
is out or reach of any ongoing transmission and the destination does not detect the RTS
request between two other nodes; and the origin sends its RTS at the same time as
another node within range of the destination. These two problems are exemplied in
gure 2.11. Another problem with RTS/CTS is the extra overhead caused by the two
(or three, with ACK) control packets, since total session time Tsession is
Tsession = 3  SIFS + RTS + CTS + DATA + ACK: (2.1)
In networks exchanging large packets of data, the overhead is negligible. However, when
small packets are exchanged the overhead may become unbearable due to energy and
bandwidth usage. This mechanism was initially developed for a single channel and was
later improved to on-demand multi-channel [75].
Sensor-MAC (S-MAC) is a general-purpose, energy ecient MAC protocol developed
specically for WSNs [76]. S-MAC reduces the waste of energy by minimising idle
listening, overhearing and collisions. To save energy, idle listening is reduced through
transceiver duty cycle, trading between energy saving and latency. This creates an extra
problem with timing. To overcome this, nodes wake up periodically and scan for any
synchronisation (SYNC) packet from other nodes. Being a random distributed protocol
using low-cost transceivers, clock drift is expected. As such, nodes receive dierent
synchronisation packets from dierent sources and decide which neighbourhood to join.
S-MAC relies on RTS/CTS scheme to assure that collisions are minimised. To reduce
overhead, the RTS/CTS handshake is done once before the rst data transmission (when32 Chapter 2 Wireless Sensor Networks
Figure 2.11: Two problems in RTS/CTS handshake [68].
a series of consecutive packets is sent between the same origin and destination), however
an ACK is still required after each data packet. The RTS/CTS and ACK mechanism also
acts as an indicator to all nodes within range the overall duration of the activity. Upon
receiving the RTS, nodes set their Network Allocation Vector (NAV) timers according to
the time required for the set of frames to be received and correctly acknowledge. NAV
can be further extended if a packet is incorrectly sent and repeated afterwards. The
complexity of tasks performed by S-MAC make it more than a simple link protocol, and
its functionalities extend to network operation and management.
Berkeley-MAC (B-MAC) [77] protocol is the default protocol used in TinyOS, an oper-
ating system developed specically for WSNs [78]. B-MAC was designed to be simple,
hence its relies on a small core of functionalities and it doesn't extend beyond link tasks.
B-MAC uses Clear Channel Assessment (CCA) for collision avoidance, where each nodes
tunes its receiver to assess if the channel is busy or free based on signal strength samples.
Nodes wishing to transmit use a CSMA strategy before sending a long preamble. The
receiving node wakes up, senses the channel and, if a long preamble is detected, waits
for the packet to be transmitted. Furthermore, this scheme does not require synchro-
nisation. The downside of B-MAC comes from using long preambles, resulting in lower
channel capacity.
WiseMAC, proposed as part of the WiseNET framework [79], uses non-persistent CSMA
with an adaptive preamble preceding the message to overcome clock drift. The nodes
have a periodic sleep/wake-up schedule, yet there is no handshaking or ACK to guarantee
that the receiver will be ready to receive the packet by the end of the preamble, causing
over-emission energy waste. DMAC [80] departs from the observation that networks
frequently use unidirectional paths to send the information to sink nodes and create an
improved version of slotted ALOHA algorithm. Its main objective is to reduce latency
by using a data gathering tree that assigns subsequent slots to nodes in successive
data transmission paths. The biggest drawbacks of DMAC are the non-existing collision
avoidance method and the extra overhead resulting from the formation of data gathering
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2.3.2 Fixed assignment protocols
Fixed assignment divide the resources in a long term manner, where each node has a pre-
allocated section for its transmissions [68]. Sections can either be time slots (TDMA),
frequency bands (FDMA), coding schemes (CDMA), or a combination of these. To
accommodate changes in topology, control packets are exchanged periodically, so the
network manager re-distributes the resources. This procedure eliminates collisions. How-
ever, their complexity demands resource-rich hardware, making them more suitable for
WSN scenarios where at least the network coordinator has more computational power
and energy to correctly manage the network. In IEEE 802.15.4 [61], for example, the
expected deployments assign a xed coordinator to manage this task.
The Trac-Adaptive Medium Access protocol (TRAMA) uses Time Division Multiple
Access (TDMA) for energy eciency [81]. The slot distribution is performed for all
nodes within a two-hop range. There are three potential types of access: predicted,
random and scheduled. By using TDMA the contention and collision by hidden terminal
problems are signicantly reduced, resulting in improved energy savings. However, the
transmission slots used are seven times longer than the random access period, and the
delays are higher than those in contention-based protocols. For these reasons, xed
assignment protocols are more suitable for smaller networks with a steady amount of
generated data.
2.3.3 On-demand assignment protocols
In this class of protocols there is a pre-allocation of resources prior to data transmis-
sion, on a short term basis [68]. This allocation procedure can be either centralised or
distributed. In WSNs this procedure can be found in LEACH, where after each coor-
dinator's rotation there is an immediate re-distribution of the wireless channel between
nodes, coordinated by the newly elected CHs [82].
2.4 Routing algorithms and protocols
Sensor networks are usually spread across an area or a region which can vary in size,
topology and obstacles. Depending on the topology and deployment characteristics,
it may be impossible for all nodes to communicate directly with any destination. As
such, the origin needs to nd intermediate nodes that can relay its messages towards
the destination, independently of their location. This leads to the selection or creation
of routing algorithms that allow nodes to select the best path under a given set of
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WSNs dier from other networks, namely Mobile Ad-hoc Networks (MANETs), mostly
because of potential number of devices, lack of infrastructure, limited resources, and
displacement [83]. In addition, the data-centric and application-awareness of WSNs
dierentiate them from traditional wired and wireless networks. These factors will reect
directly on routing protocol selection and optimisation.
2.4.1 Protocols division
Due to the increasing number of protocols in WSNs, these were divided according to
network structure, operation mode and route discovery [84, 85], as is shown in gure 2.12.
To evaluate routing protocols, and independently of that division, there are networking
concepts that were either created or adapted to the particular case of WSNs:
Figure 2.12: Routing protocols division.
Single-hop. With single-hop messages are transmitted directly from origin to destina-
tion without any intermediate device. This scheme has two main limitations: (1)
the increased transmission power required for long distance communication, and
(2) the network coverage is limited by the maximum transmission power.
Multi-hop. In multi-hop communication the origin can use intermediate nodes to for-
ward messages to the destination. This scheme can be used to overcome obstacles,
increase range or save transmitter's energy. The drawbacks of multi-hop are, as
discussed by Zhao and Govindan [86], the increased complexity and collisions, as
well as the reduction in packet performance when the network size increases.
Dynamic topologies. Mobility, obstacles, battery depletion and addition of new nodes
are a challenge to network protocols. They will inuence routing decisions and,
ultimately, packet delivery. Dynamic adjustments of network routing and topology
are used to minimise the eects of the dierent obstacles.
Convergence time. The convergence time can be dened as the time it takes for the
network to proceed or resume its normal operation. When nodes are deployed on
a region a structured network is formed to forward messages between origin and
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search for alternative routes. In these two cases dierent events trigger recovery
mechanisms that eventually result in convergence time.
Event-driven and data-centric. WSNs dier from other networks in their commu-
nication focus. Sensing and transmitting data is the most relevant aspect of the
concept, therefore addresses can be used solely to identify nodes and manage net-
works. However, there are cases where bidirectional communication is demanded
(sensing and actuation, for example), hence network addressing is required to cor-
rectly identify the destination and exchange control messages.
Data aggregation and compression. Once a packet has been received by an inter-
mediate node, and before being forwarded to its destination, it can be processed
and combined with the relay's own data, reducing the packet size and number
of messages to be transmitted. Moreover, this data can be compressed before
transmission to reduce packet size.
Fault tolerance. If a sensor fails to transmit or gets blocked by any type of interference,
it should not aect the network tasks. To that extent, the routing protocol and
MAC layer should quickly adjust the transmission power, select dierent routes or
execute any other type of procedure to overcome the failure [84].
Quality of Service (QoS). QoS is commonly related either to communication, energy
conservation or both [87]. Furthermore, dierent applications and requirements
lead to dierent denitions and metrics for QoS.
2.4.2 Flat protocols
The most relevant feature of at routing is that all nodes have the same role in the
network, independently of any hardware dierence. Any node can sense, transmit,
receive or forward data, depending on location and routing strategies.
The most basic at routing protocol for WSNs is Flooding. It consists of nodes broad-
casting once for every new message received. Theoretically, this procedure guarantees
that all messages reach their destination, independently of topology, location and obsta-
cles. However, ooding can show a complex behaviour that will reect on performance,
particularly for large size networks. The broadcast storms caused by each event trig-
ger back-o mechanisms and increase the probability of packet collisions [88, 89], thus
increasing delays and reducing the number of correct packets being delivered. Further-
more, the redundancy caused by each node transmitting every message received results
in low energy savings. Nevertheless, ooding is still a basic technique in ad-hoc proto-
cols, since it allows quick neighbour discovery and convergence time. Another issue with
ooding is the complexity at scale that the algorithm shows [90]. Although theoretically
the message propagation is epidemic, it is not guaranteed that all nodes will receive it.36 Chapter 2 Wireless Sensor Networks
(a) Interest propagation (b) Initial gradient set-up (c) Data delivery along reinforced
path
Figure 2.13: Simplied schematic for directed diusion. Reproduced from [94].
Connectivity radius, link asymmetry and hidden nodes are the main issues aecting the
complexity of networks and lead to incomplete broadcasts.
The ineciency of ooding led to its evolution into Gossipping, where each node decides
whether to transmit or not a message to one or more randomly selected neighbours.
Haas et al. [91] described a gossip algorithm that started by a node broadcasting every
new message to all nodes in the vicinity. After that, nodes used a probability function
inversely proportional to the hop count. To avoid premature death, the rst hops will
transmit the message with a probability of 1. This strategy resembles the percolation
theory [92], which describes the behaviour of nodes in random graphs.
Another evolution of ooding is Rumor Routing [93]. It is a compromise between ooding
queries and event notications, where query agents cross the network in search for paths
to events, while ooding agents are generated at the event. The paths are created
either when the agents reach the destination nodes or cross each other's path. The
authors assume two main premises for the development: no geographical information is
present and there are no collisions or interferences between transmissions. There is also
a compromise between the number of queries, event agents, and their time to live during
the set-up phase, where a ne adjustment is needed to provide the best energy saving.
Directed Diusion, as described by Intanagonwiwat et al. [94], uses data named with
an (attribute, value) pair to disseminate interests across the network. The interest is
rst injected into the network by a sink node (gure 2.13(a)), broadcasted hop by hop
and renewed periodically. Each node receiving the interest sets up a gradient towards
the transmitter (gure 2.13(b)), forming a path from the source back to the sink (gure
2.13(c)). Essentially, a gradient is a reply link characterised by a set of type of data,
data rate, duration and interval (or data expiration). Whenever possible, and to save
energy, in-network data aggregation is performed by nodes. After the gradient is set, it
is possible to repair paths to overcome possible failures and loops.
Sensor Protocols for Information via Negotiation (SPIN) is a family of protocols pre-
sented by Heinzelman et al. [95]. Unlike directed diusion, SPIN relies on the principle
that every node is a potential sink. As such, nodes negotiate data by advertising itChapter 2 Wireless Sensor Networks 37
(a) Node B receives data advertise-
ment
(b) Node B responds by requesting
data
(c) Node B receives data
(d) Node B advertises data to its
neighbours
(e) Neighbours request data (f) Node B transmits data
Figure 2.14: The SPIN protocol, reproduced from [95].
through high level descriptors, which are constituted by meta-data associated with the
location or the type of sensors. The advertisement is the rst of three stages, being the
other two the request of data by other nodes receiving the advertisement and the data
transmission itself. Figures 2.14(a) to 2.14(f) show a simplied example of the SPIN
protocol evolution. Comparing with ooding, SPIN allows energy savings by halving
the redundant data, yet it cannot guarantee data delivery to the destination node.
Ad-hoc On-demand Distance Vector (AODV) is a reactive protocol that establishes a
route between source and destination upon request and keeps it stored in a routing table
[96, 97]. It is based on Destination Sequenced Distance Vector (DSDV, which in turn,
is based on the Bellman-Ford algorithm) [98], a proactive protocol that, unlike AODV,
requires regular updates of node's routing tables. Each node has a routing table with
entries to each destination. Although sequence numbers are assigned to each message
to avoid loops and improve hop count, they can create problems when establishing
new routes due to the risk of message drop for very old sequence numbers. Also, and
particularly when nodes are mobile, intermediate nodes may suddenly disappear, causing
a disruption in the message route.
Dynamic Source Routing (DSR), like AODV, forms routing on-demand [99]. Unlike
AODV, it does not rely on intermediate node's routing table to decide the next hop.
Instead, the complete route is decided by the source and attached to the message. This
requires each node to store the complete routing path to each destination in its table,
making it unsuitable for low memory nodes on large networks. As the protocol is not
exible and routes are not easily updated, it also faces diculties when the nodes are
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Being created for MANETs, AODV, SPIN and DSR implementations require adjust-
ments so they can operate in WSNs. Firstly, to keep routing tables up to date, more
control packets (thus overhead) are needed. On the other hand, if no tables are used all
routes have to be set-up on-demand, leading to increased latency. Furthermore, both
routing tables and buered messages require nodes to have sucient memory to store
data.
2.4.3 Hierarchical protocols
Hierarchical routing is used in both wired and wireless networks to improve performance
by using point to point communication to the next hierarchical level. Essentially, it
consists of dividing the network into layers and attributing dierent tasks to dierent
nodes and devices, creating a physical and logical hierarchy where nodes in the upper
layers coordinate those in the layers below. This coordination can be performed in
terms of communication with upper layers, network access mechanisms, energy usage or
messages priorities. In addition, addressing becomes simplied and message aggregation
can be more aggressive, saving bandwidth and energy [100]. Two other characteristics of
hierarchical protocols are described by Al-Karaki and Kamal [84]: rst, more nodes can
be used as the network is fragmented and addresses can be repeated in dierent locations
(nodes with the same address will be part of dierent branches); second, higher-energy
nodes can be used to receive, process, fuse and transmit data received from nodes in
lower hierarchies before communicating with upper levels, improving battery lifetime
and optimising processing.
The two types of hierarchical protocols commonly found are based on Aggregation Tree
(or Spanning Tree) and Clustering. Spanning tree algorithms create a structured hi-
erarchical tree between nodes (as can be seen in gure 2.15), where one node is the
coordinator of the networks and all the others are members. There is at least one global
coordinator for each tree, making it the logical root. Its main task is to assign global
and local communication schedules optimised to maximise a specic metric (usually the
network lifetime). Nodes are identied as being either child nodes or parent nodes, de-
pending on their relative location in the tree. Nodes always have one parent node (their
next intermediate towards the coordinator) and can have one or more child nodes (to
which they act as the rst intermediates). If a node has no child nodes, it can also be
called leaf node. Parent nodes can also process messages locally and aggregate their
content to reduce the number of transmissions.
Modications were made to aggregation tree algorithms to bring them closer to WSNs
challenges. Energy-Aware Distributed Aggregation Tree (EADAT) was introduced by
Ding et al. [101]. It uses a greedy probability based on the remaining energy for nodes
to start forming an aggregation tree. By calculating how much energy is left, a node v
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Figure 2.15: Example of spanning tree where one coordinator (black node) controls
the connectivity and links between members (grey).
time the node receives an advertisement from a neighbour. Once it reaches zero, the
node will broadcast its status. The broadcast message has two purposes: rst, allow the
vicinity to record v as a potential parent, according to the advertised remaining energy;
second, to inform v's parent node about the status change and let the parent change
its status to non-leaf node. Although the spanning trees do not need unique global
IDs, it is not possible to have two nodes with the same ID within range of each other.
Message aggregation mechanisms are used for the network to achieve the best results,
especially since the overhead can make structured networks costlier than non-structured
ones. Despite the authors' claim that EADAT performs better when the network density
increases, simulations do not show results with networks larger than 200 nodes.
More recent approaches, such as the one proposed by Ji et al. [102], aim at balancing the
network and nding alternative routes to improve robustness. The authors presented two
proposals, both based on the selection of the two parent nodes with lowest weight. In the
rst algorithm, the node communicates alternately with each parent to improve message
delivery. The second algorithm decides by one of the two paths with lowest weight. The
weight w(i;j) of transmission a message between nodes i and j is calculated as shown
in equation 2.2, based on distance and remaining energy. D(Vi;Vj) is the distance
between the two nodes, Er(Vi) and Er(Vj) are the remaining energy of nodes i and j,
respectively, and k is the system parameter. As this function only takes into account
the remaining energy of the current and next step instead of the complete path, it may
result in excessive greediness of each node when choosing the next hop.
w(i;j) =
D(Vi;Vj)k
Er(Vi):Er(Vj)
; (2.2)
Clustering is seen as the mechanism that can achieve the best scalability [103]. Local
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clusters (hence the name). Nodes wishing to join a network interact with the local
CH, receiving control messages to schedule their transmissions. CHs also form an upper
level (or tier) network with other CHs to exchange data and ultimately send it to one or
more base stations (BSs) or sink nodes. BS nodes act as gateway between the WSN and
external networks or devices. An example of a three-tier cluster network can be seen in
gure 2.16.
Figure 2.16: Example of a three-tier cluster, where the CH of each layer communicates
the gathered data across to other CHs and ultimately to the sink node.
Comparing clustering with spanning trees, the fundamental dierence has to do with
network management. Where spanning trees are managed by one central node, clusters
divide the management between CHs, where each one is responsible for maintaining its
cluster operational. This strategy assures independence between clusters and decen-
tralises scheduling. As such, each CH acts as an independent agent that receives data
from nodes in the cluster, aggregates it and sends it across the network to a sink. The
CH also improves the bandwidth usage by aggregating messages and removing local
overhead.
Low Energy Adaptive Clustering Hierarchy (LEACH), introduced by Heinzelman et al.
[82], was the rst clustering algorithm developed specically for WSNs. The algorithm
selects the CHs randomly between all the nodes in the network, acting as local base
stations for closer nodes to transmit their data. Considering that the CH is a simple
node assigned with additional tasks, it is predictable that its lifetime is reduced, when
compared to sensing nodes. For that reason, CH rotation is a fundamental requirement
to extend the network lifetime. When a rotation occurs, the new CH will self-elect based
on its remaining energy level. Once the CHs are chosen, they will advertise themselves
to nodes within their range, allowing them to decide which cluster to join, based on the
minimum communication energy. The nodes reply back to the selected CH, which in turn
will assign an independent time slot for each one to communicate, in a TDMA manner.
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while not in use, thus minimising the energy consumption. The energy model used by
LEACH to transmit k bits of data over a distance d is:
ETx(k;d) = Eelec  k + amp  kd2 (2.3a)
ERx(k;d) = Eelec  k (2.3b)
where Eelec is the amount of energy needed by the radio electronics and amp is the
energy needed by the amplier to transmit each bit. The amplied signal increases with
the square of distance is assumed to represent path loss in free space. The values used in
the simulation were Eelec = 50nJ=bit for both Tx and Rx, and amp = 100pJ=bit=m2. It
is a relevant fact that, considering a 2000 bit message, these values mean the electronics
uses more energy than the amplier for low values of d2. When d2 = 500 (approximately
22.4 metres), Eelec = amp, representing the minimum distance when transmission uses
at least twice the energy of reception. Assumptions were made when developing LEACH,
which led to challenges and problems:
 At least two dierent MAC protocols are implemented in every sensor. This implies
extra computational power and program memory from all the sensor nodes.
 All nodes are within reach of the BS, limiting network size.
 Packet reception is not considered, neither is the set-up overhead that occurs every
time a new CH is elected. If these values are too large, the scores achieved are not
realistic and the conclusions may not stand true.
 Every node has data to send, and that data can always be correlated to the one
gathered from sensor's vicinity.
 There is no topology control when it comes to selecting the next CH. This means
that it is possible that the new CHs are not evenly distributed across the network.
 Frequent CH rotation generates large overhead and network disruption, yet it is
necessary to avoid premature depletion of elected CHs.
 When an event occurs in one region, there is a broadcast storm that can result in
increased energy consumption and packet loss.
To solve the problems of LEACH, further evolutions were proposed. Power Ecient
GAthering in Sensor Information System (PEGASIS) [104] optimises network lifetime
by allowing nodes to communicate with closer neighbours instead of directly with the
CH. This avoids the cost of long distance transmissions at the cost of receiving messages
in intermediate nodes. PEGASIS showed more than a twofold increase in lifetime over42 Chapter 2 Wireless Sensor Networks
LEACH, and over 8 times the lifetime achieved with directed diusion. However, PE-
GASIS assumed that in order to select the next hop node, nodes must have complete
knowledge of both network topology and node's physical location.
Other extensions to clustering were introduced with Threshold-Sensitive Energy E-
cient Protocols (TEEN) [105] and Adaptive Periodic TEEN (APTEEN) [106]. Both
algorithms work reactively after the initial clustering set-up. Each node senses the en-
vironment continuously and transmits the information to the CH if two criteria are
fullled: the sensed value is at the same time above a hard threshold limit and diers
from the last sent value by an amount equal or greater than a soft threshold. Both hard
and soft thresholds are advertised by the CH, which means that in TEEN if the adver-
tisement message is not received by the node, it cannot send any data. In APTEEN,
the advertisements are periodic, and it is compulsory for each node to send at least one
message during a period of time, even if the hard threshold value was not reached. Also,
by establishing a TDMA schedule, broadcast storm issues are dramatically reduced.
Hierarchical TEEN (H-TEEN) [107] introduces a 4-tier cluster hierarchy to TEEN in
order to improve coverage area for small size networks.
A dierent approach was conducted by Chen et al. [108] with Span. The proactive
algorithm rotates CHs by electing new ones based on a back-o delay D in each node i
calculated using a function Di(Ni;Ti;Ci;R), composed by the number of neighbours Ni,
round-trip delay Ti, number of potential nodes to be connected if i becomes a coordinator
Ci, and a random number R. Span tries to guarantee a minimum path when two existing
CHs cannot communicate directly or via one or two nodes. As such, the algorithm allows
i to become CH in two ways: rst, when there is no CH in its vicinity and a random
timer reaches zero; second, when i provides a quicker path between two existing CHs.
In addition to the CH election mechanism, the decision of not being CH is based on a
calculation including the number of neighbours and the round trip mean time.
Further clustering algorithms were developed, as described by Al-Karaki and Kamal [84],
Abbasi and Younis [103] and Younis et al. [109]. The increasing number of techniques
developed for clustering led to an also increasing number of attributes and nomenclature.
Figure 2.17 shows a taxonomy of the dierent attributes used in clustering of WSNs.
2.4.4 Geographic routing
When nodes have location-enabled hardware, routing algorithms can use it to improve
their performance. Locationing can be relative or absolute. Relative locationing is ob-
tained by exchanging information between neighbour nodes and estimating the distance
through Time of Flight [110] or Received Signal Strength Indication (RSSI) [111]. Abso-
lute locationing requires Global Positioning System (GPS) hardware [112] or any otherChapter 2 Wireless Sensor Networks 43
Figure 2.17: Cluster taxonomy and attributes, as divided by Abbasi and Younis [103].
that uses xed reference points. These two methods are part of the range-based locali-
sation schemes. They use point-to-point information to estimate the distance or angle
between nodes.
Geographical Adaptive Fidelity (GAF), proposed by Xu et al. [112], does not work en-
tirely as a routing protocol. Instead, it uses the geographical awareness to exploit node
redundancy to conserve energy while maintaining network support and delity. When a
node discovers another one that can maintain the route, they both negotiate which one
will handle routing while the other goes into sleep mode. To distribute load balance,
nodes are ranked according to their remaining energy levels. After these decisions are
made, GAF allows at routing protocols to run on the network, such as AODV or DSR.
Geographic and Energy Aware Routing (GEAR), on the other hand, is an algorithm
that uses geographic and energy information to optimise its routing [113]. Nevertheless,
if some conditions are noticed, pure geographic routing is chosen to improve message
delivery.
There are also the range-free localisation schemes, which estimate the distance empir-
ically by understanding single-hop broadcasts and maintaining hop counts to the sur-
rounding nodes. One example of a range-free localisation is APIT, proposed by He et al.
[114]. In APIT, a network is formed by heterogeneous devices, some of them equipped
with GPS or any other absolute location mechanism. These devices, also called anchors,
send beacons to the remaining nodes which, combined with the diameter of the area
where the node is, perform an estimation on its location.
2.5 Network modelling and simulation
WSN development is intricate with the system parameters, dened through the envi-
sioned application scenario. The development can then be done by using one of three
dierent methods: analysis techniques, real deployment and simulation. Analysis tech-
niques have had a slow progress untill now [115, 116].44 Chapter 2 Wireless Sensor Networks
Real deployments have been carried out mainly in environmental monitoring, such as
habitat [11], agriculture [10, 117], glaciers [5, 118], volcanos [4], or ood detection [119,
120]. These deployments provide a real testbed for protocols and algorithms. However,
the costs involved with deployment and maintenance, the complexity associated with
network optimisation and parameter adjustment, and the specicity of each deployment
limit the test and analysis of dierent options.
Simulation is the most widely used method for WSN development. It allows quick
development of algorithms and protocol, comparison with dierent alternatives, analy-
sis, ne tuning and optimisation of complex networks and interactions between nodes.
Mathematical formulae based on real deployments or numerical analyses can be used to
simulate node's internal processes, as well interactions between devices and environment.
2.5.1 Simulators for WSNs
Network simulation allows quick network set-up, parameter change and network opti-
misation. It is widely used in wired networks, providing reliable results that mimic
protocol's real implementation with high accuracy. The implementations of radio chan-
nel and energy models for Mobile Ad-hoc Networks (MANETs) are already accurate
enough to provide trustworthy results. With WSNs the low power, low cost, simplied
radio hardware used make it more prone to interferences. Furthermore, the accuracy
of the simulation is dependent on the level of detail in the implemented models, as dis-
cussed by Heidemann et al. [121]. Given the intricacy of algorithm development and
energy saving goals, Handy and Timmermann [122] further argue that taking into ac-
count battery models with non-linear eects (such as recovery rate and capacity) leads
to better optimisation of protocols and algorithms for maximum battery lifetime.
WSN simulators can be grouped in three dierent categories: custom-built, general-
purpose and OS-specic. Custom-built simulators are solutions purposely designed for
a particular set of algorithms. They are detailed in the main areas of interest to the
particular development and simplied on the other areas. Their advantages are on
the detail level of the models essential to the simulations to run. However, the over-
simplication of non-essential areas and the highly customised interface and output make
it dicult to realistically compare with algorithms developed in other platforms.
General-purpose simulators are exible and support dierent algorithms, protocols and
environments. Their objective is to provide standard inbuilt models of existing protocols
that can be easily customised to t the demands. The most widely adopted simulator is
NS-2 [123], an object-oriented, discrete event simulator originally built for xed TCP/IP
networks. Mobile nodes and wireless network modules were later included, namely IEEE
802.11 and IEEE 802.15.4. NS-2 is built on a free, open-source platform that allows users
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them with the community. Its acceptance as a tool for WSN development means that
it is possible to nd complete implementation of routing algorithms, such as LEACH.
The biggest drawbacks arise due to the simplied energy model, overly complex nodes,
limited scalability and the potentially distorted results due to the number of modied
modules. NS-2 is being replaced with NS-3 [124], however during the writing of this work
the latest version did not include WSN extensions. OMNeT++ [125] is a component-
based, modular simulator built for wired networks and later incremented with wireless
extensions. Like NS-2, OMNeT++ is an open-source, general-purpose simulator with
contributions from the community. One of the extensions to OMNeT++ is Castalia
[126], specically built to test WSN algorithms with realistic channel and radio models.
OPNET simulator [127] was originally developed for military purposes. It is currently
a commercial software, making it less attractive.
TOSSIM [128] is an OS-specic simulator and emulator. It is part of the TinyOS suite
and it simulates algorithm implementation over the OS. It replicates the behaviour of
a real deployment by replacing the radio and wireless channel by components. The
compatibility between TOSSIM and TinyOS means that simulated algorithms can be
directly downloaded to sensor nodes supported by TinyOS. COOJA, like TOSSIM, is
also an OS-specic simulator, part of the Contiki platform [129]. Other simulators
like GloMoSim [130], JSIM [131] Sense [132], or Prowler [133] were also introduced for
WSN development. However, the lack of recent versions and the number of publications
referencing development with these simulators is minimal.
2.6 Summary
This chapter provides an overview of Wireless Sensor Network state of the art and
research trends. Concepts, assumptions and limitations have been introduced and de-
scribed. WSN's main purpose is to collect and disseminate data, and the paradigm relies
strongly on minimising energy consumption while keeping an acceptable performance
level. This level is established for each particular case and the unique set of constraints
can be derived thereon. The application scenario description and detailed requirements
are fundamental to consider and optimise trade-os between limitations imposed by cost,
performance, energy budget, and geographic characteristics of the deployment. More-
over, the set of features is unique to WSNs, qualifying it as an independent research
area.
Communication and energy are two fundamental aspects of WSNs. Robust and exible
network protocols where nodes are required to operate correctly during a minimum
amount of time for a project to be considered feasible. Furthermore, there are restrictions
inherited from the use of simplied hardware that can cause a series of problems and
challenges, such as bandwidth availability, message collision and latency.46 Chapter 2 Wireless Sensor Networks
There are numerous examples of network algorithms and protocols in the literature,
some developed targeting a particular application or set of assumptions. In this chapter,
an overview of MAC and Routing layers, along with their algorithms and protocols are
presented. Routing algorithms dier from each other in network structure, operation and
route discovery, while MAC protocols can be divided according to their access mechanism
into random, xed and on-demand. To evaluate these dierent options, as well as their
impact on communication and energy usage, simulators provide an environment where
all the algorithms can be tested and their parameters optimised. Although analytical
methods and real deployments are also used, the speed and exibility of simulation
environments make it a more exible approach.Chapter 3
Medium access in large scale
clusters
Chapter 2 provided a description of MAC and routing algorithms, emphasising the need
for application-aware design decisions. Considering the maritime monitoring example,
the chosen solution must be able to cope with varying network size.
This chapter overviews dierent MAC options that can be used and discusses what
inuence they bring to the overall performance in terms of bandwidth usage, energy
consumption and latency. Two options are proposed and analysed, following decisions
and assumptions based on the application scenario.
3.1 Introduction
As the maritime monitoring example described in section 1.2 suggests, the main aim of
the network is to sense and transmit data from nodes to an external entity. To that
extent, the network relies on one or more sink nodes capable of gathering the sensed
data and communicating with devices outside the WSN. The aected area size can vary
signicantly. As such, one essential part of the deployment is the capacity of the network
to operate independently of size or density. Furthermore, the network must also be able
to handle a dynamic topology.
Hierarchical protocols provide methods of dividing the network into dierent layers with
distributed coordination. Moreover, they allow a simplied address management and
more aggressive data aggregation. For these reasons, they are the best solutions for
variable size networks. Amongst the two hierarchical algorithms described in section
2.4, clustering has the advantage of distributing management tasks across the network
through the CHs. As such, it is more exible to variable topologies. Moreover, as the
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sea conditions can change dramatically, distributed and localised network management
can improve connectivity, which can range from near ideal to very low and irregular.
As previously described, MAC protocols are divided into three main groups: random,
xed and on-demand. Fixed and on-demand have better resource distribution in small
scale networks, however managing a large number of nodes in highly dynamic environ-
ments leads to increased overhead and causes poorer resource management. Random
assignment protocols, on the other hand, are more prone to collisions due to hidden or
exposed terminals. Nevertheless, random protocols give nodes a greater autonomy, thus
aiding scalability. For these reasons, this chapter will focus on the feasibility of random
MAC algorithms in large networks. It is also assumed throughout that, even if clock
drift can occur (as it is common in low power, low cost devices), it is not large enough
to impact network performance.
In a randomly deployed clustered network, MAC algorithms must be capable of deal-
ing with cluster particularities. There is a degree of freedom in CH deployment, and
overlapping between CH ranges is inevitable and necessary, since it guarantees com-
plete coverage. Nodes located in regions overlapping two or more clusters must decide
which has the best connectivity and use it alone, while trying to minimise collisions or
hidden/exposed terminal issues with non-subscribed clusters.
The aim of this chapter is to provide an insight into the MAC schemes for clustered
networks, while addressing the issues and challenges related with maritime deployment.
By analysing the performance of dierent MAC algorithms, conclusions can be drawn
about their performance and feasibility. The dierences will reect not only on the
number of delivered messages, but also in bandwidth usage, energy needed to deliver
those messages and the number of collisions in the network. Ultimately, there is a
trade-o between the energy per bit needed to deliver each message and the number
of messages that are correctly delivered. Furthermore, as the decision will inuence {
and be inuenced by { the upper network layers, these must be taken into consideration
while designing and deciding the best alternative.
3.1.1 Objectives
This chapter provides a study on the behaviour of large scale clusters and discusses the
best alternatives for nodes to transmit the sensed information across the network to a
sink node. The main purposes of this chapter are:
 To assess the probability of collision in the cluster and, more specically, of each
node.
 To study the need for contention in large scale clusters.Chapter 3 Medium access in large scale clusters 49
 To study the problem of hidden nodes in a large scale network, how much it will
aect communications and whether there is a real need to eliminate it.
 To provide a comparison between the energy consumed by contention-based and
contention-free access methods.
3.1.2 Related work
Cluster formation in WSNs has been greatly discussed before. LEACH [82] uses a ran-
dom rotation process where nodes can self-elect as new CHs. The remaining nodes
connect to the closest CH, creating Voronoi cells with the clusters. Bandyopadhyay and
Coyle [136] created multiple tier clusters, observing that the energy consumption and
convergence time are reduced with the number of layers used. The problem of gate-
way placement was considered by Aoun and Boutaba [137]. The authors argued that
using recursive algorithms that considered latency and energy consumption, along with
fewer gateways, did not inuence network performance. Conversely, iterative algorithms
showed worst and inconsistent performance with variable number of CHs. The Max-
Min D-Cluster Algorithm [138] was designed to overcome problems with unbalanced CH
distribution and random mobility patterns. It creates sets of clusters where nodes are
always a maximum of d hops away from a CH, otherwise they will promote themselves to
CHs. However, it does not deal with CH re-election, number of CHs in sparse networks
and periodic triggering for CH advertisement/subscription. Wu et al. [139] investigated
the construction of a k-Connected m-Dominating Set (kmCDS) using centralised and
distributed algorithms. It creates a virtual backbone infrastructure with k connectivity,
creating fault tolerance and redundancy. The authors claimed that, although the cen-
tralised option achieves a smaller kmCDS, the distributed option is more feasible for a
real implementation.
Methley et al. [134] discussed some of the myths about mesh networking. The rst
myth is that real deployments work as expected in the literature, and even the addition
of a new node does not bring additional capacity to the network. In the worst case
scenario, new nodes may not even join the existing network. The real advantages of using
mesh networks come from the extended coverage and the ability to hop messages when
obstacles are compromising connectivity. Nevertheless, as the conclusions refer to at
networks, there is a need to investigate further into these claims regarding hierarchical
networks.
Node distribution in algorithm development simulations is commonly assumed to be
completely uniform, sometimes with nodes placed in a square grid and with uniform
trac [89, 135]. Real deployments demand nodes to be placed in strategic positions
(e.g. on machines, in the case of industrial environments) or by randomly deploying
them on a region. In both these cases, the displacement will not be completely uniform
and the load sharing will not be evenly distributed.50 Chapter 3 Medium access in large scale clusters
CLUBS algorithm [140] forms overlapping clusters with three basic requirements: (1)
all nodes belong to some group, (2) all groups have the same diameter, and (3) nodes
within a group can talk to each other. Each cluster has a 2-hop diameter and relies on
broadcasting mechanisms to exchange control messages to advertise and manage each
cluster. Overlapping also allows peripheral nodes to subscribe dierent CHs. CLUBS
cannot handle adjacent CHs within range of each other. If that occurs, both clusters
collapse and the process is restarted. GS3, on the other hand, uses a predictable cellular
hexagonal structure where CHs are selected according to location [141]. It builds a
network starting from a big node (a permanent CH), which elects adjacent small nodes
to become CH. The selection process is based on distance between CHs, and ideally
these are separated by
p
3:R from each other, where R is the maximum transmission
range.
Fast Local Clustering service (FLOC) algorithm aims at reducing both overlapping and
inter-cluster collisions [142]. The node procedure sequence is illustrated in gure 3.1.
Each node starts in idle mode and joins a cluster as part of its inner (i band) or outer
band (o band) once it receives an advertisement from a CH (transitions 1 and 5). If
no advertisement to join a cluster is received before a timeout, it becomes a candidate
(transition 2), broadcasting its interest. If at least one of its neighbours is part of
a cluster, the node drops its advertisement and joins the cluster as an o band node
to avoid conicts (transition 3). If no conict is found, the node becomes a CH and
advertises its status (transition 4). A node in o band can join an i band if a more
suitable CH is found (transition 6). The reduced number of clusters lowers the collisions
inside each cluster at the cost of unreliable communication from o band nodes. The
reduced number of clusters also reduces the convergence time. The algorithm does not
state how inter-cluster communication is performed.
1
5
2
6
3
4
Figure 3.1: FLOC state transition. Reproduced from [142].
Unlike the previously mentioned proposals, Algorithm for Cluster Establishment (ACE)
[143] uses emergent algorithms to improve clustering distribution. Emergent algorithms
are localised solutions without global network properties encoded, yet it can emerge
through iterative optimisation steps where CHs receive feedback from neighbours to
decide which is the best alternative. Due to the iterative process, ACE is robust against
node failure and mobility. However, the complexity of ACE makes its implementation
and analysis dicult.Chapter 3 Medium access in large scale clusters 51
3.2 Scalability in wireless sensor networks
Arpacioglu and Haas [144] described scalability of an ad-hoc network as a relationship
between parameters change and eciency. More specically, scalability refers to the
capacity of a network to manage variation in the number of nodes, while keeping the total
throughput proportional to that variation. The network performance and scalability
constraints is aected by application-specic requirements, as well as the deployment
environment. There are two main types of scalability: absolute and weak. The rst
is an asymptotic result and the second is a result within a nite range. Gupta and
Kumar [145] argued that the maximum throughput per node decays as the number of
nodes in the network increases. Despite the fact that the types of scalability described
by the authors were created for wired networks, there is some parallelism with wireless
networks, including WSNs.
Wireless channel has limited bandwidth that must be shared by all users, limiting the
maximum number of nodes. As with other wireless networks, it is possible to reuse the
bandwidth and channels to improve network usage. On the other hand, the demand
for low power and low cost hardware results in limited functionality, reecting on sim-
pler channel coding and modulation schemes [46, 146]. Aggregation and compression
schemes, on the other hand, can help improving bandwidth usage by summarising and
reducing data size.
3.2.1 Scalability of other systems and networks
The concept of scalability has been discussed and reviewed before for distributed and
parallel computing. Semaphores, Test and Set Locks and other mechanisms are used
in computers to avoid sharing regions of memory during critical operations. In multi-
processor systems, the denition of scalability is employed in two manners, as cited by
Bondi [147]: the ability of a system to work according to requirements, despite changes
in size or performance; and the ability to function as well as take full advantage when
the system is re-scaled.
Scalability was further divided into four types by Bondi [147]: load scalability, space
scalability, space-time scalability and structural scalability. Load scalability refers to
scheduling and exploitation of parallelism with dierent loads (e.g. number of nodes
or transmitting frequency), making the best use of dierent resources independently of
the complexity of assigned tasks. Space scalability takes into account shared resources,
such as memory requirements, using methods that avoid system requirements to grow
faster than the number of tasks to \intolerable" levels. Space and load scalability are
intricate concepts, due to the increased load of available resources when optimising space.
Space-time scalability considers the number of objects, applications and data structure's
size, regarding their variation to keep a stable and fast operation. It relates to space52 Chapter 3 Medium access in large scale clusters
scalability due to increased storage demands when the number of items increases, as
to avoid memory management problems and reduce search times. Structural scalability
refers to the implementation or standards and whether it limits or not the number of
objects that can be addressed by the system. Apart from load scalability, which can
improve its operation by exploiting parallelism and scheduling, scalability concepts are
intricate with system design characteristics and standards that can limit changes and
expansion. As such, the design stage must consider scalability issues to avoid system-
wide limitations.
3.3 Scalability of Clustering Algorithms
Clustering algorithms are theoretically more scalable than at or other hierarchical ap-
proaches. Clusters are physically divided from each other and have independent sched-
ules and management policies, controlled by CHs. As such, the network has a better
wireless medium distribution (space scalability) between dierent clusters. Furthermore,
CHs can reduce bandwidth demands though data aggregation and compression when
transmitting to the sink node. The CH coordination of subscribed nodes also reduces,
distributes and parallelises tasks, when compared with the single coordinator alternative
(load scalability). Varying the number of CHs with the number of sensing nodes im-
proves space-time scalability, while correct hardware and protocol selection (along with
cross-layer optimisation), and the possibility of node address re-use, improves structural
scalability. Clustering also provides higher energy savings. Theoretically, and when
compared to non-clustered networks, address distribution and route negotiation can be
further simplied, reducing overhead. In practice, the decisions taken while setting up
the network will be fundamental to assist this statement.
Having independent tiers and hierarchies allows dierent routing algorithms in each one.
A central issue with clustering is the ratio between CHs and sensing nodes. Increasing
the number of clusters reduces the load management in the lower tier, transferring it to
upper tiers. Fewer, larger clusters, on the other hand, reduce the network management
and overhead in upper tiers, at the cost of increasing contention and collision inside each
cluster [148{150].
Cluster management complexity increases with the number of nodes, thus when clusters
grow larger end-to-end performance is gradually aected to the point where the network
becomes unusable [144]. Network algorithms provide means of improving usability and
performance through careful design and adaptation to the application requirements.
Considering this, the following assumptions will be used in this chapter:Chapter 3 Medium access in large scale clusters 53
 An amplied transceiver will be used, extending the node's transmission range and
the cluster size. The calculations will assume the same amplied transceiver de-
scribed in section 2.2.1, with PTx = 100mW and theoretical 1000 metres maximum
estimated range.
 The transmission power increases with the square of the transmission range d, i.e.
PTx / d2.
Considering the two assumptions, it is possible to derive the power needed to transmit
at range d using 100 mW (0.1 W) transmitter is
PTx(d)[W] = 0:1

d
1000
2
: (3.1)
3.3.1 Cluster formation
There are dierent challenges to the formation of a clustered network, mainly due to
deployment and application particularities. First, the existence of one or more sink
nodes can inuence the CH assignment, whether completely random or epidemic starting
from sinks. Second, in heterogeneous networks the CHs can be physically dierent
from sensing nodes (with improved processor and power supply, for example) and be
permanently assigned to manage clusters, while in homogeneous networks CH rotation
is frequently used to balance energy usage. Third, there is the application itself, which
leads to decisions regarding number of nodes, network range, node mobility or maximum
number of hops between nodes, CHs and sinks.
The ideal cluster formation would have an uniform CH distribution and transmission
range, allowing the creation of a cell-like CH displacement. Figure 3.2 shows an exam-
ple of an ideal cluster division, where CHs (black circles) are located in such manner
that no sensing node (gray dots) is left uncovered. All CHs have the same distance to
adjacent CHs and the nodes within one hexagon will subscribe the CH of that region.
However, the maritime monitoring scenario predicts nodes and CHs to be thrown from
an aeroplane, hence they are not expected to be perfectly located.
Unlike in the algorithms described in 3.1.2, the maritime monitoring solution considers
permanent CHs with distinctive hardware. Nevertheless, the same cluster formation
process can be applied, indicating where the CHs should be deployed. Combining this
decision with an expected margin of error improves CH displacement and overall clus-
ter coverage while minimising overlapping, thus reducing collision and overhearing in
intersection areas.54 Chapter 3 Medium access in large scale clusters
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Figure 3.2: Ideal cluster division and CH placement.
3.3.2 Large scale clusters
In this chapter it is assumed that the PHY and MAC layers used in IEEE 802.15.4 based
amplied transceivers, hence inheriting its characteristics, such as network topologies or
packet structure. Increasing cluster size causes MAC challenges: large network per-
formance is aected by increased channel usage, therefore it aggravates the traditional
problems found at MAC level. Moreover, large scale clusters limit the protocol selection.
Fixed assignment protocols rely on an arbitrator that indicates which node is going to
transmit and when it will do so. This can be done either by polling (only nodes receiving
control messages are allowed to transmit) or by dividing the channel into dierent time
slots and nominating nodes for each one. This is done on the set-up phase, during
which the CH gets to know the nodes in its range and dene specic slots for each
one. Both options cause large overhead to maintain the transmission schedule updated
and all nodes synchronised. Furthermore, as the network size grows, the complexity of
maintaining more nodes and optimising transmission grows also. In contrast, when using
random-based protocols nodes can avoid collision by either dividing the channel access
into virtual time slots (in a slotted ALOHA manner), listen before transmitting (e.g.
CSMA/CA), or using a handshaking procedure (RTS/CTS handshake). With RTS/CTS
the decision whether to transmit or not is taken solely by the origin. If contention is
detected or the RTS is not succeeded by a CTS, the message origin can either postpone or
refrain from transmitting, according to pre-dened rules. If the decision is to postpone,
a back-o mechanism is executed and a posterior time decided. Still, handshaking is
not awless, as argued by Xu et al. [151], especially due to large interference range.
There are further important aspects to consider when selecting the channel access mech-
anism with a limited transmission period [45, 152]:Chapter 3 Medium access in large scale clusters 55
Energy. Network set-up and overhead increase energy demands. As the overhead grows
with the number of nodes, protocols must be designed to minimise this expense
and extend operation.
Collision. Transmission and reception are mutually exclusive tasks in a transceiver.
As such, nodes can only limit collisions through algorithms design. Additionally,
obstacles, multipath, channel asymmetry and noise are problems from the PHY
layer that may result in collisions, aecting MAC performance.
Retransmission. When deciding for a later time to retry sending a packet, nodes may
be faced with the same problem of contention and collision. This is particularly
relevant if the CH demands packets to be transmitted within a maximum time
frame, which may cause increased contention at the end of that time.
Redundancy. More nodes mean more complete and accurate coverage. Even if some
messages are dropped at times, neighbours can compensate that loss. On the
downside, more nodes mean greater chances of contention and collisions.
Overhearing and over-emitting. Ideally, each node only listens to messages destined
to it, switching on and o the transceiver for the time it takes to transmit the
packet. Over-emitting is caused when a nodes starts transmitting a message before
the receiver is ready. Both cases represent energy waste.
Adaptability to changes. Mobility, new nodes within range, and nodes suddenly dis-
appearing will require that the network adapts quickly and eectively to the
changes. The adaptability will be reected in latency, throughput and bandwidth
usage.
A trade-o between the above aspects represents a balance between communication re-
liability, bandwidth and energy usage to better suit each application requirements. In
large scale networks, for example, minimising communication overhead has added im-
portance, hence simple protocols gain extra relevance. The aim therefore is to minimise
overhead while keeping the data loss low.
3.3.3 Hardware selection and cluster set-up
Using the scenario described in chapter 1, the network can have as many as one sensor
every 100  100 metres area to achieve a resolution comparable to that of SARs. If the
size of the area to be sensed is 5000  5000 metres, the network needs 5000 uniformly
distributed nodes. Standard IEEE 802.15.4 have a theoretical outdoor transmission
range RTx of 100 metres with PTx = 1mW. If such transceivers are used by nodes
and CHs, there would be a high number of clusters where each CH would theoretically
control 4 sensor nodes in the described conditions. As a consequence, the network would56 Chapter 3 Medium access in large scale clusters
need a large number of clusters, increasing the complexity of upper tier management.
In addition, there is an expected location error from the ideal uniform distribution due
to deployment strategy. Figures 3.3(a) and 3.3(b) show two networks where CHs (black
dots) with a range RTx = 100m are deployed to form a cell-like topology. The maximum
location errors  are  = 100 and  = 300m, respectively. The CH transmission range
is marked with a light red circle and overlapping regions have a darker shade. Both
examples show coverage gaps, larger in gure 3.3(b), since  = 3  RTx. If, on the
other hand, a long range transmitter is used (with a theoretical RTx = 1000m for
PTx = 100mW), the ratio between RTx and  will be less penalising. Figure 3.3(c)
shows the CH coverage with the same conditions as above (5000 5000 metre area and
 = 300m), where CHs use transmitters with PTx = 100mW transceivers. The number
of CHs used is 15, and the coverage is visibly more complete for the same .
Figure 3.4 shows an example of a random network deployment. It uses the
p
3:RTx ideal
distance between CHs from a perfect hexagonal cluster, with a maximum deployment
error of 150 metres around the ideal location. The deployment consists of 2500 nodes
with 1000 metres communication range, randomly deployed in a square area with 7000
7000 metres. The number of sensor nodes used in the gure serves only as example for
visibility purposes, where a real deployment is expected to have a denser deployment.
CHs are represented by large black dots and their coverage area by red circles. Node
(small dots) to CH connectivity is shown with a blue line. To keep overlapping as small as
possible, some nodes remained out of reach from any CH. Nevertheless, this can be easily
corrected by a routing algorithm that allows outer cluster communication, such as FLOC.
Inter-cluster communication is beyond the scope of this research, however if required it
can be done either through overlapping nodes or by adding dierent transceivers to CHs.
3.3.4 Intra-cluster communication
Using transceivers with extended range makes clusters with over 1000 subscribing nodes
a possibility. In those conditions, centralised xed assignment algorithms are unusable
or dicult to maintain, at best. Considering the dierences described above and the
potential nodes within a cluster, this chapter addresses the study of random assignment
protocols for large scale cluster communication. As previously mentioned, contention-
based mechanisms are prone to collisions due to the decentralised schedule. However,
due to their simplicity and lowest impact in bandwidth usage, this work will focus on
the analysis and to wich extend collisions and hidden nodes are an issue in large-size
clusters, with up to 1000 nodes.Chapter 3 Medium access in large scale clusters 57
(a) RTx = 100m,  = 300m (b) RTx = 100m,  = 100m
(c) RTx = 1000m,  = 300m
Figure 3.3: Examples of cluster deployment in a 5000  5000 metre area.58 Chapter 3 Medium access in large scale clusters
Figure 3.4: Deployment example with 2500 sensing nodes in a 5000  5000 metre
area, RTx = 1000m,  = 300m.
3.4 Collisions and hidden nodes
There is a direct relation between the number of nodes, transmission period and the
probability of collisions in a cluster. For that reason, the probability of collision between
nodes should be investigated rst.
Consider a network of N nodes where N = fn1;n2;:::;nkg, being k a number between 1
and 1000. Each node requires tTx = 10ms to send each message (corresponding to more
than twice the required to send a 128kB packet at 250kbps). The period of time T that a
node has to transmit data varies between 30 and 300 seconds (an empirical value of what
the update frequency can be in a real situation), and it is repeated indenitely. The
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is 3,000 and 30,000 for T = 30s and T = 300s, respectively. Each one is able to select
its transmission starting time independently (through a random function, for example).
It is possible to estimate the probability p(n) of any two or more nodes sending their
packets simultaneously, based on the birthday problem [153]. A simplied version of the
equation is
p(n) = 1   e 
N(N 1)
2 (3.2)
where  is the maximum number of consecutive messages that can be sent without
collision, i.e.  = T=tTx. The probabilities of having at least one collision for T = 30s,
T = 120s and T = 300s are as shown in gure 3.5.
Figure 3.5: Probability of any two nodes in the network selecting the same transmis-
sion time.
Equation 3.2 shows the probability of collision occurrence between at least two nodes
at any time. However, it is not yet clear if a particular node will collide with any other.
For a given node ni, equation 3.3 gives the probability q(ni) of any other node in the
network choosing the same time as ni, for dierent network sizes.
q(ni) = 1  

   1

N
(3.3)
The resulting graph is shown is gure 3.6. The parameters used were the same as in
gure 3.5. The number of collisions is proportional to T and N. In a random deployment
scenario, cluster size can only be estimated, whereas T is controlled by the CH. As such,
adjusting T according to network size is a feasible and realistic solution.60 Chapter 3 Medium access in large scale clusters
Figure 3.6: Probability of any other node selecting the same time slot as ni.
Medium access mechanisms and collision avoidance schemes are also inuential in col-
lision estimation: if collisions can be avoided (for example, by listening to the channel
before transmitting), the probability of collision qr(ni) is limited to nodes out of trans-
mission range (3.4), where cov is the fraction of nodes within reach. Nevertheless, when
a handshake process is used, t increases according to eq. 2.1.
qr(ni) = q(ni)cov (3.4)
It becomes clear that the transmission period must increase exponentially with the
number of nodes to keep the same qr across the network. However, the probability of
one single packet colliding increases linearly with the number of nodes for the given
network sizes. Hence, it can be said that for a given qr (i.e. by varying T to achieve the
same p(n)), individual nodes in a larger network will experience fewer packet losses due
to collision.
Case 1: Collision between two or more nodes
Equations 3.2 and 3.3 show the probability of two nodes colliding, given a specic number
of time slots. However, it does not show what happens through the entire time. If  as
the probability of a node selecting a particular time slot, 1  is the inverse probability.
Therefore, in a cluster with N nodes, (ni) is the probability of a given node ni selecting
a specic time (eq. 3.5). The resulting graph for dierent values of  and N is shown in
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using the same time slot if there is a collision avoidance mechanism being used. In this
case, nodes briey listed to the channel before transmitting to avoid collisions.
(ni) = (1   )(N 1) (3.5)
Figure 3.7: Probability of collision between two given nodes without collision avoid-
ance.
Case 2: Nodes in the time domain
By having an estimation of the probability of collision and transmission without con-
tention in a network, it is possible to estimate how large clusters behave throughout
time. It can be said that if a node ni transmits successfully at a time slot tj, it is
because it didn't succeed in the previous tj   1 time slots. Using a geometric distribu-
tion, it is possible to estimate how many time slots are needed before node ni transmits
successfully. As before,  is the probability of a node transmitting in a given time slot
and 1    is the probability of not transmitting in that time slot. As such, for a given
time slot tj, (1   )tj 1 is the probability of ni not transmitting in the previous tj   1
time slots. Equation 3.6 gives the probability of each node ni transmitting in tj. As
part of a network with N nodes, (tj) should not be considered as an unique event since
all nodes face the same probability. The complete independent events at each time slot
can be quantied with 3.7.
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Figure 3.8: Probability of collision between two given nodes with collision avoidane.
(N;tj) = (1   )(tj 1)N (3.7)
For nodes to transmit their data they must rst receive a packet from the CH, advertising
how long they have to send something. Then each node chooses individually which time
slot to use, waiting accordingly. Finally, they follow the implemented MAC procedure
to scan for collisions and, if necessary, avoid them. The collision detection is based on
the intersection between two circles, where only nodes within the overlapping region
and using the same time slot go into contention or collide. If ACH is the cluster area
of the CH and An is the range of a node ni, then the probability of detecting any
ongoing transmission is given by equation 3.8. Having the intersection of two areas
and considering nodes to be uniformly distributed across the network, the probability
of other nodes out of range trying to communicate at the same time as ni is estimated
through equation 3.3, where N is a fraction equivalent to the non-overlapping region.
r(tj) = :(1   )(t 1)

ACH \ An
ACH
N
(3.8)
3.5 Medium access strategies
When a node decides to transmit its data, it may reduce possible collisions by listening
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is minimal, this advantage might not be relevant enough to justify the extra energy used.
To analyse this, a comparison between dierent medium access mechanisms is presented
in this section. Four basic methods of medium access are implemented and compared:
Single try without any channel listening. The simplest MAC strategy where nodes
transmit regardless of channel status. This method leads to both maximum num-
ber of collisions and highest energy saving (one message sent every time period,
without any channel listening), and it provides the basic metrics for collision esti-
mation under the conditions described above.
Single try with channel listening. Using a slotted access with collision avoidance,
each node listens to the channel before transmitting. If the channel is being used
while listening, the node does not transmit anything during that period of time.
The purpose of this method is to have an idea of how much energy can be saved
by avoiding collisions with other nodes within range.
Single retransmission mechanism. When detecting a potential collision, nodes post-
pone their transmission to another time interval and re-select a new transmission
time slot. The transmission period is divided in two parts: the rst part is used for
the initial transmission, while the second is reserved for retransmissions only. With
this procedure, retransmitting nodes avoid colliding with regular nodes, while it
provides indication of the improvements achievable by using one single retransmis-
sion.
Multiple retransmissions. When nodes detect a potential collision, they select a later
time within the period. Three dierent curves will be used to distribute the slot
selection probability. This method increases the number of tentatives for each
node to send its data at the cost of extra energy consumption.
The simple retransmission mechanism divides the period T in two main sections, T1 and
T2, as shown in gure 3.9. All nodes try to communicate by randomly choosing a time
slot from T1. If a given node detects any ongoing transmission, it will run a back-o
mechanism to choose another time slot from T2. The distribution of time between T1
and T2 can be modied to achieve the best result. In this case, the expected probability
of success relies on the success of each time period, where the number of nodes using
T2 will depend solely on a fraction of nodes. If (T1) and p(T2) are the probabilities of
collision avoidance for each period, then (T2) will depend on the transmission success
and collision rates of (T1), as the nodes remaining to transmit during T2 is N (N(T1)).
This probability is also dependent on the transmission range and location of each node
and the amount of nodes they can reach from those that communicate with the same CH.
Algorithm 1 describes a simplied procedure, where the node resets currTime whenever
it receives a new advertisement from the CH. tTx is the random time slot chosen by the
node to send its data The ratio between T1 and T2 is xed. t1 is the percentage of T64 Chapter 3 Medium access in large scale clusters
assigned to T1. After calculating the T1 and T2, the node chooses a random time slot
tTx of T1 to send its data, and will wait until that time slot arrives. If it detects any
ongoing transmission, the node will wait another random tTx that will let it transmit
during T2.
~
~
Figure 3.9: Single retransmission mechanism based on the division of T into two
periods.
Algorithm 1 Time slot division for single retry mechanism.
1: receive T from CH
2: reset(currTime)
3: T1   t1T
4: T2   T   T1
5: tTx   rand()%T1
6: wait(tTx)
7: if channelStatus = free then
8: transmitData()
9: else
10: if currTime < T1 then
11: tTx   (T1   ttx) + rand()%T2
12: wait(tTx)
13: end if
14: end if
The unlimited retransmission process removes any previous restriction the number of
retries allowed in one period, so nodes maximise the remaining time for that period. To
assist the time slot selection, a curve tting model similar to a bell-shaped distribution
is carried out by each node. The main objective is to skew time slot selection, making
transmissions more frequent on a specic time, while leaving the rest to retransmissions.
Figure 3.10 shows a simplied curve tting model decision. In this model, each node
chooses a time based on a probability  for each slot. If the selection is made when
the period T starts, all times slots are available. If a node decided to use slot t1 and a
collision avoidance mechanism was triggered, it will randomly choose another slot from
that moment onwards, adjusting the curve to the remaining time T   t1. To distribute
 more evenly, when a collision is avoided when t1  T=2, the curve is mirrored to
reduce slot congestion. This method is described in algorithm 2. In this algorithm,
the node will select transmission time according to the curve model, through another
function curve(currTime;T). In the function, a random number is generated and its
value weighed according to the curve in use. The objective is to increase retransmis-
sions and packet delivery through concentration of slot selection. The bias towards one
particular area of the transmission period results in a greater number of free time slots
towards the end of the period. Although energy usage is expected to increase, the retryChapter 3 Medium access in large scale clusters 65
mechanism is also expected to provide better packet delivery rate than obtainable with
a at distribution.
Figure 3.10: Multiple retransmission mechanism with skewed curves.
Algorithm 2 Skewed time slot selection with multiple retransmissions.
1: receive T from CH
2: reset(currTime)
3: transmitted   FALSE
4: while currTime  T and transmitted = FALSE do
5: t1   curve(currTime;T)
6: wait(t1)
7: if channelStatus = free then
8: transmitData()
9: transmitted   TRUE
10: end if
11: end while
Three dierent distributions were used for the curve tting, representing dierent prob-
abilities of slot selection:
 The rst distribution is completely at, and in practise it is a simple multiple
back-o and retry scheme with limited transmission period.
 The second distribution is highly skewed with the maximum at T=4 of the remain-
ing time for the rst half period (T=2), from where the curve becomes mirrored
and skewed with maximum at 3=4T remaining time. A representation of the dis-
tribution can be seen in gure 3.11(a), where the horizontal axis represents the
percentage or remaining time (in percentage) and the vertical axis represents the
weight that a specic region has on the overall selection.
 The third distribution works similarly to the second, with the highest point at T=4
and mirrored from T=2 afterwards. The main dierence is that the probability of
slot selection is atter, as shown gure 3.11(b).
The algorithms are based in two dierent variations. The rst variation uses nodes
transmitting at maximum power, independently of their distance to the CH. In the sec-
ond, each node transmits using the minimum power for a message to correctly reach the66 Chapter 3 Medium access in large scale clusters
(a) Curve 1
(b) Curve 2
Figure 3.11: Curves used for the probability distribution across the period.
CH. Although in a real deployment the minimum power varies with channel conditions
(such as path loss), a transmission power solely based on distance will be used in this
chapter.
3.6 Simulations and results
Simulations were conducted to compare the behaviour between dierent access meth-
ods within a cluster. The dierent proposals implemented represent the adaptation of
generic algorithms (such as slotted ALOHA and CSMA/CA) to this limitation, using
dierent back-o and retry mechanisms. On the other hand, the unrestricted retrans-
mission methods were implemented with dierent curve tting models to assist time slot
selection, in an attempt to improve message delivery. The slot selection process is done
using a random number generator. To analyse the energy consumption, the values for
each event are based on the RFM LP2400ER transceiver datasheet [54], as described in
table 3.1. Furthermore, the propagation time is considered to be instantaneous. Trans-
mission delay is approximately 3.3 s between two nodes located 1000 metres apart
(considering c = 3  108m=s), resulting is less than 2% of the Tx/Rx switching time.Chapter 3 Medium access in large scale clusters 67
Parameter Value Units
Number of nodes 1000
Number of runs 20
Advertised Tx time 30 s
Packet size 1024 bits
Transmission time 10 ms
Listening time 300  s
Switching Tx/Rx time 192  s
ITx, IRx, Isw 150, 30, 30 mA
Table 3.1: Simulation parameters.
The main objective is to understand how messages collide for a xed transmission pe-
riod. Given the expected network density and transceiver range, each cluster can be
composed of hundreds of sensor nodes. If, for example, a network has nodes at least ev-
ery 100 metres (a good approach to SAR resolution), the total number of sensing nodes
subscribing a single CH is 314. The simulation considers clusters with 1000 nodes, a
conservative value that is expected to generate a greater number of collisions across
the network. Moreover, the packet size is xed at 1024 bits, the maximum with IEEE
802.15.4.
Transmissions start once the CH broadcasts an advertisement packet. In this packet,
the CH includes the period length for nodes to send data back. In the simulation runs,
the transmission time advertised is 30 seconds. The CH then waits a further 10 seconds
before a new advertisement broadcast, to allow any eventual transmission of delayed
packets. The listening time before transmitting must be longer than the switching time
to avoid nodes missing a transmission while another node is switching the transceiver
between Rx and Tx. At the same time it is already longer than the maximum expected
clock drift, assumed to be negligible and not aecting channel usage. Nodes are also
expected to be able to estimate their distance to the CH. This information is used to
vary the transmitting power PTx to minimise energy usage. At the same time, and
because a lower transmitting power results in shorter range, it is possible to understand
which eect this option has in collision avoidance.
The results compare successful packet delivery for each strategy, as well as energy e-
ciency, i.e. the average energy usage per delivered bit. The simulation is divided into two
stages. During the rst stage three dierent approaches are studied: transmission with-
out previous listening, transmission with collision avoidance and no back-o mechanism,
and the single retransmission mode.
Figure 3.12 shows the dierent results when each node transmits once and no retry
strategy is implemented. Just by listening to the channel before transmitting it is
possible to improve message delivery by 8%. It is also relevant to notice that there is68 Chapter 3 Medium access in large scale clusters
a dierence between minimum range and maximum transmission range, with the latter
delivering nearly 4% more packets. The variation in transmission range aects central
nodes within the cluster more signicantly, as their PTx varies from nearly complete
cluster coverage to the smallest amongst all nodes, given their distance to the CH. This
decision not only improves overall message delivery, but also helps improving energy
eciency: nodes not transmitting will use less energy, and those without transmitting
where collisions were avoided will have their packets reaching the destination correctly.
Using the values of table 3.1, gure 3.13 provides an estimation of energy usage with the
dierent approaches. As expected, there is an increase in energy from channel listening;
however, given the short listening time used, the increase is marginal.
Collision rate estimation is another important aspect of communications. With no chan-
nel listening, nodes transmit independently of channel occupation, resulting in 28.5%
collision rate. Channel listening reduces this value to 20% and 11.3% for minimum and
maximum PTx, respectively. This means that 1% and 4.5% of nodes did not transmit
and they can do it a later times, should a back-o and retry mechanism be implemented.
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Figure 3.13: Energy usage estimation for one period using single transmission access
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On the other hand, if energy eciency is considered, there are signicant improvements
to be achieved with channel listening. Figure 3.14 shows that with channel listening in-
creases energy eciency by approximately 10%. More signicantly, the use of maximum
PTx shows greater eciency, due to both the lower number of collisions and greater
awareness of any ongoing transmission.
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Figure 3.14: Energy eciency for one period using single transmission access methods.
Observing that nearly 80% of the nodes transmit successfully when listening to the
channel to avoid collisions, the simple retransmission algorithm periods were divided
as T1 = 80% of total time, leaving the remaining 20% for T2. One relevant aspect of
this solution is the variation in collision rate due to the change in transmission period,
as discussed in section 3.4. If on one hand having independent time frames reduces
collisions from retries, it can also increase network congestion during T1. Figure 3.15
shows the success rate of the algorithm using minimum and maximum PTx. The time
division shows an improvement of 6% for maximum PTx and 1.4% when PTx is the
minimum when compared to the delivery rates achieved with collision avoidance, no
retry options.
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Figure 3.15: Packet delivery (blue) and collision (red) for single retransmission mech-
anism through period division.
The two period option increases overall energy usage, albeit marginally. Nevertheless,
there is a signicant improvement in energy eciency (i.e. the energy used to correctly70 Chapter 3 Medium access in large scale clusters
deliver a single bit) derived from the increase in packet delivery, as visible in gure 3.16.
With maximum PTx the energy usage drops to 5.7 J/bit, 7.6% lower than the singe
try option.
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Figure 3.16: Energy eciency for retransmission mechanism through period division.
The curve tting model aim is to bias the slot selection to specic times, increasing
contention, back-o and retries at the cost of lower energy eciency. The table in gure
3.17 provides the results of the multiple retransmission with two dierent curves (dis-
played in gure 3.11). Results show that atter curves increase delivery rate, opposing
the initial expectations. The smaller concentration of transmissions in one area reduces
the probability of collisions. With maximum PTx the collision rate lowers from 17% with
the highly skewed alternative, down to 14% with at distribution. Moreover, the num-
ber of nodes retransmitting is smaller when using a at distribution. Out of the three
alternatives, the at distribution is the only one achieving better delivery rate than the
single retransmission scheme, by 0.4%. This increase is mainly due to nodes retrying
successive retries until the channel is free. Like the other MAC options, multiple retry
also shows a higher energy eciency when PTx is maximum, as visible in gure 3.18,
being over 10% for a at slot selection scheme.
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Figure 3.17: Packet delivery (blue) and collision (red) for multiple retry with curve
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Figure 3.18: Energy eciency for multiple retry with curve tting.
3.7 Discussion
This chapter presented collision estimation in large-scale clusters. Between the dierent
options implemented, even simple contention mechanisms without any retransmission
can be very successful. The simplest schemes showed over 70% packet delivery rate,
while keeping the energy usage lower. Choosing random over xed assignment protocols
allows higher collisions from hidden nodes. Moreover, the lack of coordination leads
to a greater bandwidth waste. On the other hand, the network gains exibility which,
considering the potential number of nodes, is an advantage.
Comparing the theoretical estimations with the results obtained, the network behaviour
is predictable, as are the number of collisions. In theory, a network with 1000 nodes using
30 seconds for transmissions each node has 30% probability of collision. The simulations
showed that, under the same conditions, a transmission without collision avoidance has
28.5% collision rate between packets, increasing to 29% if the standard deviation is
considered. The period selection was kept constant for comparison purposes. As the
collision rate was close to the theoretical estimation, the greatest variation is expected to
come from displacement changes, and it will be tested with a full cluster implementation.
Channel listening improves energy eciency over the simple transmission strategies for
two reasons. First, if nodes do not transmit, their only expense is channel listening.
Second, by avoiding collisions, the number of delivered packets increases. Multiple
retry schemes show the greatest energy consumption between the proposed alternatives.
Moreover, the cost of delivering each bit is the lowest with simple channel listening.
From the simulations it also becomes clear that the use of maximum PTx achieves the
best delivery rate, compared to minimum PTx. The energy eciency is also improved,
despite the greater transmitting power. This dierence aects mainly nodes closer to the
CH, since the shorter transmission range increases the number of hidden nodes, hence
collisions.72 Chapter 3 Medium access in large scale clusters
Among the most successful algorithms, the two-period retransmission with maximum
PTx represents the best trade-o between packet delivery and energy eciency. On the
other hand, multiple retransmission scheme allows greater delivery which, despite the
lower eciency, is still an advantage when successful packet delivery is the ultimate goal.
3.8 Summary
Wireless communication is associated with the highest energy usage by sensor nodes and
ultimately by the whole network. Medium Access Control is part of the network stack,
hence part of the optimisation challenge. The issues related to packet delivery are often
hidden from the upper layers. Retransmissions, if occurring, are handled by the MAC
layer and only the nal result is sent upwards. As result, and in order to achieve the
best compromise, the rst challenge to protocol development is the optimisation of PHY
and MAC layers.
This chapter focused on the medium access problem in large-scale clusters, how it inu-
ences the energy consumption and the message delivery rate. The use of clearly outlined
transmission periods (in a slotted CSMA manner) represents a realistic approach to en-
vironments where mobility and periodic obstacles limit the time nodes are allowed to
transmit packets successfully.Chapter 4
Cluster routing
One common assumption concerning communication and node lifetime is that multi-
hop routing proposals are better than single-hop schemes, as short range communication
reduces energy usage and improves channel eciency. Chapter 3 describes the challenges
that MAC layer algorithms face in large scale clusters. The results were obtained by
using single-hop routing inside the cluster. Considering the claims found in literature
that multi-hop allows greater energy savings (as described in chapter 2), this chapter
provides an analysis of whether relaying messages is an alternative to single-hop. Results
will focus on energy usage, message delivery and latency.
4.1 Introduction
One of the main research aims in WSNs is to improve energy eciency by optimizing
hardware and communication between nodes [2, 59]. Due to the application-aware and
data centric nature of WSNs, energy conservation is important to guarantee an extended
network lifetime. At the same time, it must also achieve a minimum overall performance,
as specied by the upper network layers [36].
The development of new routing algorithms and protocols is frequently based on the
assumption that by avoiding long range single-hop transmissions it is possible to re-
duce energy usage, even when origin and destination nodes are within range of each
other. Routing algorithms provide mechanisms and rules to relay messages through
other nodes between them, in a multi-hop manner. To support this assumption, the
inverse square law states that transmission power increases with the square of distance
in open space communication, therefore relaying one message through at least one node
in between origin and destination should allow energy saving. However, the ultra-low
power transceivers require approximately the same amount of power to transmit with
maximum strength and receive packets. As such, multi-hop may lose its advantage over
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single-hop due to the additional transmissions and receptions required to complete the
relaying.
In this chapter, single-hop and two-hop routing schemes are studied and compared.
Two-hop routing is the simplest multi-hop scheme, hence it can demonstrate if energy
savings can be achieved, when compared to transmitting directly the destination. Fur-
thermore, location is evaluated to understand how energy usage is distributed between
origin and intermediate nodes. The theoretical ndings lead to the development of two-
hop algorithms that take advantage of network displacement to save energy. They also
use the knowledge of remaining energy and distance to the receiver in order to identify
which route is the most advantageous. The rst approach concentrates entirely on the
least costly route, while the second one balances the load through dierent routes to
avoid overloading one of them. This chapter is a progression towards ecient multi-
hop schemes. Due to the assumed simplicity and limited processing abilities of the
nodes, the developed algorithms must also be simple enough to guarantee a successful
implementation. A simulation was then created to evaluate and compare the theoretical
ndings.
4.1.1 Objectives
There are three main objectives to this chapter:
 Estimate energy consumption using single-hop and two-hop communication.
 Analyse the regions where energy savings are possible and how nodes can use and
take advantage of this information.
 Evaluate the implications of multi-hop in packet delivery rate and latency.
4.1.2 Assumptions
The following constraints and assumptions will be used throughout the rest of the chap-
ter:
 All nodes are displaced within transmission range of the CH, even if they relay
messages through intermediates.
 In a typical node operation, communication is responsible for over 90% of the
energy consumption in the node, thus the energy needed by the other components
present in the node will be neglected.Chapter 4 Cluster routing 75
 The main focus of this chapter is to understand the Routing layer-related aspects.
MAC and PHY layers are assumed to be working optimally, thus the issues asso-
ciated with their implementation are not considered.
 Clusters are independent from each other and with no interference from any ex-
ternal source.
 No aggregation or compression schemes are used. As such, each node must trans-
mit once for every received or generated message. Although this decision aects
the energy consumption and message delay of the transmitting node, it also allows
the transmitting node to use all the message payload for its own collected data.
 The network is composed of a large number of nodes randomly deployed and its
lifetime is described as the operating time in which at least 90% of the initial nodes
is still operating.
 Nodes have locationing hardware (such as GPS), therefore they can estimate their
relative position to other nodes in the cluster.
4.1.3 Related work
Routing is a recurrent subject in WSN research, as mentioned by Al-Karaki and Kamal
[84]. Surveys on clustering were presented by Abbasi and Younis [103] and Younis
et al. [109], where this approach is considered the most popular for large-scale networks.
Clustering was compared to non-clustered networks by Vlajic and Xia [148], with the
authors suggesting that, despite common belief, clusters only present advantages over
other types of networks when they are formed by nodes with highly correlated data, and
where all nodes are within two hops of a CH. Nevertheless, the assumptions are based
on highly exible networks with no xed cluster head.
Among clustering protocols, a two-hop strategy was used by Liu and Liu [154], show-
ing improvements over chain based and energy-aware protocols. In their approach, the
authors used local meshes where one node (assigned by the base station) sends the col-
lected data across to other meshes. This mesh head (or CH) rotates frequently to avoid
early depletion of its power supply. Nodes inside a pre-determined range communicate
directly, while nodes outside that range use the closest relay available. This algorithm
raises three concerns: (1) the mesh head rotation causes excessive overhead, especially
if it is distant to the base station and intermediates are needed; (2) peripheral nodes
in each mesh will act on self-interest, increasing the number of hops, delays and energy
usage for each message; and (3) each mesh does not provide means of distributing en-
ergy consumption across, while the base station bases its decisions solely on remaining
energy, therefore it becomes dicult to expect a uniform energy consumption across the
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Bjornemo et al. [155] argued that even two-hops are worse than single-hop with regards
to energy consumption. The comparison is done using a single relay to transmit data
from a determined number of nodes with no aggregation. Furthermore, the authors
argue that the overall impact of message aggregation is marginal, and even the impact
of greater transmission power for single-hop { and its interference { does not aect the
results signicantly. The authors also claim that hierarchical network structures with
single-hop strategy can be benecial. These results were obtained with transceivers that
have the same receiving and transmitting power, limiting their scope.
Conserving energy is one of the main objectives of clustering. In this case, node distri-
bution and trac routing schemes can provide not only overall energy usage reduction,
but also more uniform consumption. Adaptation of the Bellman-Ford algorithm can be
found in Chang and Tassiulas [156], Kansal and Srivastava [157] and Karp and Kung
[158]. These algorithms compute directed graphs which attribute weights (usually energy
or distance) to dierent paths. If a path is used more often than another, its weight will
increase, thus the intermediate node will have less energy. The sender will then choose a
lighter path, distributing messages more evenly. Nevertheless, this solution does not take
into account the distance between sender and receiver, hence a solution that combines
remaining energy with transmission distance can potentially provide better results.
4.2 Energy usage in WSNs
There are two major advantages of using multi-hop routing in WSNs: increase coverage
and improve energy savings. In this section, energy usage and savings are investigated.
To that extent, two dierent generic options for the transceivers are considered: the rst
option uses a transceiver that requires the same amount of power to transmit and receive
data, while the second uses a long-range transceiver, where the transmitting power is ve
times greater than the receiving power. This decision is justied since some applications
(such as large-scale maritime monitoring) can benet from longer transmission ranges to
increase cluster size and reduce complexity in upper tiers. Given the theoretical power
required to transmit and receive messages, the energy usage is analysed on both single
node and complete route level. Furthermore, in the case of relaying, the ideal location
of the relay node is estimated, as well as the areas where there is a potential benet
from using it.
4.2.1 Single-hop vs. Multi-hop
To improve energy distribution inside a cluster, it is rst necessary to understand if
multi-hop routing has real advantage over single-hop. To do so, a node displacement
such as the one in gure 4.1 is considered. In the gure, node X is within the maximumChapter 4 Cluster routing 77
Figure 4.1: Distance between three nodes.
transmission range of the CH, and must use maximum PTx to send its messages correctly.
Node Y is between X and CH, and it can be freely moved to adjust distances a and b
between nodes. Node X has two possibilities of sending a message to CH directly or
through Y (two-hop). For the sake of argument, it is considered that Tx and Rx are the
only two tasks consuming energy in the node. Moreover, it is assumed that the nodes
are using isotropic antennas, and that the path loss is given by equation 4.1, where d is
the distance between sender and receiver, f is the frequency, c is the speed of light in
vacuum, and  is the path loss exponent, with values typically between 2 (free-space)
and 4 (relatively lossy environment). It is also assumed that the maximum PTx is the
same as the receiving power PRx, and that the CH is a resource-rich node that can
operate continuously during the network lifetime. If dn is the maximum transmission
distance of a node n, then PTx / d

n. As 4fc 1 is a constant due to system losses,
the transmission loss will depend on  and d. In this example, it is considered that the
transmission is performed in free space, hence the path loss is constant. As such, the
transmission power can be simplied to PTx = d2
n.
Lp =

4df
c

(4.1)
Case 1: PTx = PRx
When using standard IEEE 802.15.4 low-power transceivers, the receiver usually re-
quires approximately the same power as the transmitter. Considering as an example
the topology of gure 4.1, the distance between X and the CH is e = a + b, and total
transmission power needed to send a message from each node to the CH in single-hop
(Psh) is
Psh = PX + PY
= e2 + b2 :
(4.2)
On the other hand, if the messages are sent in multi-hop manner where node X relays
its messages through Y, then Y will receive one message and send two to the CH, as
no message aggregation scheme is being used. As the power needed by Y to receive a78 Chapter 4 Cluster routing
message is the same as PTxmax, then it can be said that PRx = e2. As such, the total
power needed for multi-hop Pmh is
Pmh = PXY + 2:PY + PRx
= a2 + 2:b2 + e2 :
(4.3)
In order to be an alternative to single-hop, multi-hop must use less power overall. This
means that Psh must be greater than Pmh. As such, equations 4.2 and 4.3 can be
compared, resulting in
Psh > Pmh
e2 + b2 > a2 + 2:b2 + e2 :
(4.4)
There is no solution to this equation for any position of Y between X and CH (considering
b < e, Pmh will always be greater than Psh).
Case 2: PTx > PRx
Although ultra-low power transceivers are common in WSNs due to energy savings,
they are not the only alternative. Their limited range may not be sucient for some
applications, making long range transceivers with improved Signal-to-Noise Ratio (SNR)
a better option. The main dierence between standard and long-range transceivers is
the ratio between PTx and PRx, where transmission requires a greater amount of power
than reception. For that reason, PTx = gPRx will be considered, where g is the ratio
between transmitting and receiving power. By changing eq. 4.3 and still assuming that
PTx = d2, it becomes
Pmh = PXY + 2PY + PRx
= a2 + 2b2 +
e2
g
:
(4.5)
As such, eq. 4.4 can also be modied to obtain g:
Psh > Pmh
e2 + b2 > a2 + 2:b2 +
e2
g
g >  
e2
2ab
:
(4.6)Chapter 4 Cluster routing 79
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Figure 4.2: Total power required by nodes to send one message each to CH using
single-hop and multi-hop with dierent transceiver gains, where 1 corresponds to the
power required for a single transmission.
Dierentiating eq. 4.6 with respect to b (e is a constant), the ideal location for node Y
in respect to X and CH can be estimated for the lowest total powers:
d
db
 e2
2b(b   e)
= 0
 e2 (4b   2e)
(2b(b   e))2 = 0
e = 2b:
(4.7)
As eq. 4.7 shows, when the relay node is precisely halfway between the origin and the
CH (i.e. when a = b), the sum of powers used to send that message is the smallest
possible. If nodes X and Y are placed in these locations, multi-hop is an energy saving
alternative for any g > 2. Figure 4.2 shows the power needed to transmit two messages
(one from each node) to the CH using dierent values for g (PRx = PTx=g). Single-hop
total power is used for comparison, when moving node Y between C and CH. Multi-hop
will allow energy savings in areas below the single-hop line. From the gure, it is visible
that if g = 1 there is no improvement from using relays, and even when g = 2 there
is only one location where the powers are similar. On the other hand, signicant saving
can be achieved if g > 2, although only when the relay node is within specic regions.
Depending on the dierence between maximum PTx and PRx, the ideal position of Y will
change and dierent energy savings can be achieved. In addition, when deploying nodes
randomly, the probability of having a node exactly in the middle of the path between80 Chapter 4 Cluster routing
Figure 4.3: Energy saving ratio between multi-hop and single-hop for dierent Y
location and g values when =eta = 2.
X and CH is low. For that reason, gure 4.3 shows the region where multi-hop allows
energy savings over single-hop, and how much energy can be saved.
Having  = 2 is an optimal condition. In real deployments, the path loss exponent
can be greater than 3. Figures 4.4 and 4.5 show the energy saving when  is 3 and 4,
respectively. It is noticeable that while the point of maximum energy saving remains
the same, single-hop is still a better alternative when PTx  PRx. However, the value
of g where single-hop and multi-hop use the same power for the dierent values of 
changes, becoming g = 1:3(3) and g = 1:14 for  = 3 and  = 4, respectively.
Figure 4.4: Energy saving ratio between multi-hop and single-hop for dierent Y
location and g values when =eta = 3.Chapter 4 Cluster routing 81
Figure 4.5: Energy saving ratio between multi-hop and single-hop for dierent Y
location and g values when =eta = 4.
4.2.2 Energy distribution
As previously described, multi-hop routing can reduce energy consumption across the
route as a whole. However, it is not yet clear how the energy consumption is distributed
between intervening nodes. Depending on the location of Y, the transmission power
distribution will also change. If node Y is closer to X than it is to the CH, it will
transmit twice the messages at a longer range, therefore it is expected to use more
energy than X during each cycle. If, on the other hand, Y moves closer to the CH, X
will continuously increase its transmitting power. At some point, the total energy used
by X will be greater than that of Y.
Ideally, all nodes in the network should consume the same amount of energy, so that
they have a similar depletion rate. This is only possible with multi-hop, by balancing
message relaying, whereas single-hop does not allow any balancing scheme. If EX is the
energy used by X during a transmission period, and EY is the energy used by Y during
the same time, it is possible to derive the ideal node location for EX = EY . Assuming
tTx = tRx, EX and EY become:
EX = EY
PTxx = PRxy + 2PTxy
a2 =
e2
g
+ 2b2
b =
 2g + 2
p
 g + 2g2
2g
e
(4.8)82 Chapter 4 Cluster routing
Figure 4.6: Node Y's ideal location with dierent values for g, when e = 10.
As e is a constant, the ideal location of Y will depend on g. Figure 4.6 shows at which
distance of b the relay node Y and the peripheral node X use the same energy per period,
when X is located at a xed position e = 10. From the graph, it is noticeable that Y
must always be closer to the CH than to X to balance the cost of transmitting twice.
4.3 Cluster communication
Inside the cluster, nodes remain listening for control messages from the CH to dene
their schedules. The CH can also broadcast periodic synchronisation beacons to reduce
clock drift between nodes, leading to bandwidth optimisation [45]. By adding further
information to the synchronisation beacon, the CH uses that same control messages to
request information from the network. After the sensing and communication schedules
have been established, nodes will respond to requests according to the routing algorithms
implemented. Furthermore, nodes can also switch o transceiver and processing unit to
save energy.
To nd the best route to the CH, three dierent algorithms are introduced in this section,
based on the theoretical ndings described above: Half-Distance, Single Relay Decision
and Multiple Relay Decision. Their objective is to optimise the communication inside
the cluster by routing messages through other nodes, with a maximum of two hops
between origin and destination.
4.3.1 Cluster formation
A new cluster formation starts from a region where N nodes are randomly deployed
around the CH, a resource-rich node that manages how subscribing nodes perform their
sensing and communication. All nodes are expected to be within range of at least oneChapter 4 Cluster routing 83
CH. Considering the assumption that the distance between a relay and the origin is
always at least the same as the distance between relay and CH, each cluster region is
divided in two areas, as shown in gure 4.7: the area inside R region, and the area outside
R. To measure distances, nodes are expected to have locationing hardware (e.g. GPS).
If nodes are inside region R, they can relay information from nodes outside R. This hard
limit clearly denes which nodes can and cannot route messages, simplifying decisions
and reducing collisions from unnecessary and excessive relay requests. The advertisement
is made periodically following each request from the CH. Nodes outside R will decide
whether to communicate directly or through a relay, upon receiving advertising messages
from closer nodes. An example of this displacement can be found in gure 4.7, where
nodes X and Y are inside and outside R, respectively. Considering the displacement,
node Y can advertise itself to node X, while X decides whether to relay messages through
Y or not.
Figure 4.7: Displacement of nodes around CH.
The advertisement messages from potential relay nodes include a route weight informa-
tion. This weight calculation is based on communication distance and energy left in the
battery:
WXY =

1  
Erem
Emax

Dist

XY ; (4.9)
where WXY is the advertised weight between any two nodes X and Y, Erem and Emax
are the remaining and known maximum energy values in the receiver, respectively and
DistXY is the estimated distance between X and Y. When the CH sends an adver-
tisement, the receiving node calculates its distance between them, estimates its own
remaining energy and calculates the direct communication weight to the CH, WDir.
WDir is calculated with 4.9, where DistXY becomes the distance to CH. When adver-
tising, the node sends WDir as part of the message. Any node receiving this packet and
located outside region R can estimate the weight of using the advertised route through
the eq. 4.9, where DistXY is the distance to the advertising node. To reduce self-interest84 Chapter 4 Cluster routing
Figure 4.8: Example of potential routing paths.
and improve overall energy distribution, only total route weights are considered, hence
the relaying weight becomes
WRel = WAdv + WXY ; (4.10)
where WAdv is the WDir received from the advertising relay, and WXY is the estimated
weight of using that same relay node. Equation 4.9 was derived empirically and does not
represent an optimized form. It is used to show the performance of the algorithms with
a method that combines energy and distance in routing decisions. Path loss exponent
typically varies between 2 and 4 for outdoor and indoor environments, respectively. The
remaining energy is complex to model as it depends on the chemistry of the power supply
being used. A linear model can be used instead, as it is relatively close to the operating
behaviour of some batteries.
Considering the displacement of gure 4.7, once X receives advertisements from CH
and Y, it updates direct communication weight and calculates the overall weight if
transmitting through A, being WX the direct weight and WXY +WY the two-hop weight,
should it use A as relay. The routing algorithm will then select the best alternative
between the available ones. When more routes are advertised, the node follows the same
procedure of calculating individual weights for each route. Figure 4.8 shows an example
where node O receives advertisements WA, WB and WC from A, B and C, respectively.
It then calculates, for each alternative, the partial route weights WOA, WOB and WOC,
and adds to the received values.
4.3.2 Half Distance Relay
The rst proposed algorithm, Half Distance Relay (HDR) is based on the calculations
made in section 4.2, where the best scheme to reduce energy consumption across a
routing path relies on selecting the node closer to the central point between origin and
destination, regardless of remaining energy levels. As it is unrealistic to expect that at
least one node is exactly in the ideal position Pi between the origin and the CH, any
potential candidate must be within an area with radius Rmax from Pi. If there are moreChapter 4 Cluster routing 85
Figure 4.9: HDR ideal position and selection region.
than one node inside Rmax, the origin will select the closest to Pi. Figure 4.9 shows
a diagram of the position Pi between node X and CH, including the region dened by
Rmax.
4.3.3 Single Relay Decision
Single Relay Decision (SRD) uses the knowledge of total route weight to decide the
best alternative between direct and each advertised options. The origin, upon receiving
advertisement messages, compares them and selects the best route through
Best weight = Min (WCur ; WAdv) (4.11)
where WCur and WAdv are the current and advertised route weights, respectively. This
calculation is done for each received message. The path selected will be valid until one
of the two following conditions occurs: (1) the CH sends a new advertisement beacon,
forcing nodes to route messages directly, (or WCur = WDir); or (2) the relay node
energy source becomes depleted, hence the origin becomes obliged to send its messages
directly to the CH. When the CH sends a beacon, the receiver clears its routing table
and transmits directly until a better route is found. When the relay becomes depleted,
it uses the little remaining energy to advertise a shutdown process.
4.3.4 Multiple Relay Decision
Multiple Relay Decision (MRD) protocol is similar to SRD. The main dierence is
the use of multiple routes for each message to compensate the probability of failure
of a single relay in protocols or scenarios where packet delivery cannot be guaranteed.
MRD distributes the transmission through routes that present better weights than direct
transmission to the CH. It uses the total route weight estimation to distribute messages
more evenly through dierent routes. This distribution resembles the El Farol Bar
Problem [159], a game theory problem where the inhabitants of a town decide whether
they should go to El Farol Bar on a Thursday night. Since the bar is small, the population
will only enjoy the bar if less than 60% of them go. It is not possible for everyone to86 Chapter 4 Cluster routing
use the same deterministic approach to the problem, as they would decide in the same
manner. Furthermore, the whole population must decide at the same time, so there is
no possibility of knowing if the bar is going to be full or not.
Following the same principle, a simple inductive reasoning method based on path weight
was implemented. If a node has a low weight route, it is very likely that more nodes will
select it as their relay, whereas another node with weightier path will not be selected
at all at least until the next advertisement. Knowing the route weights for a message
to reach the CH, a local decision is made in order to balance communication across
dierent nodes.
Each node outside R resets its route table when receiving advertisements from CH and
waits for nodes within R to advertise their route weight. After receiving the adver-
tisements, nodes will select the best three indirect routes and add them to the routing
table. To balance message load, each node chooses the next intermediate based on a
proportionality rule. For example, if the weight of route a is half the one of route b,
the probability of being selected is twice as high. An inherent aspect of this approach is
that the load distribution between nodes can reduce the latency, particularly in nodes
with lower weight. Figure 4.8 shows a network example where node O can choose be-
tween relaying messages to the CH through one of three nodes (A, B and C) and direct
communication. Route weights are also shown in the gure, being WA = a1 + a2,
WB = b1 + b2, WC = c1 + c2 and WDir = d. If WT is the sum of all weights, the
inverse weight of each path Ci is
Ci =
WT
Wi
; (4.12)
where Wi represents the weight of each route. Calculating the probability of using path
i will be
Pi =
Ci
CT
; (4.13)
where CT is the sum of relative weights. For example, if WA = 11, WB = 10, WC = 18
and WDir = 20 (as can be seen in gure 4.10), the probabilities of each route being
selected are PA = 0:305, PB = 0:335, PC = 0:192 and PDir = 0:168. This means that
path B will have approximately twice the probability of being selected than PDir.Chapter 4 Cluster routing 87
Figure 4.10: Example of weights in dierent paths.
4.4 Simulation
By routing more trac through lighter routes, nodes are expected to achieve best overall
energy distribution whilst saving energy. To demonstrate this, a simulator was devel-
oped where 50 and 100 stationary nodes are randomly deployed around the CH. Using
fewer nodes than what was previously described as the potential cluster size reduces the
relaying options, yet it provides an understanding of the worst-case scenario where fewer
nodes are closer to the ideal location. For this simulation, the following assumptions
were used:
 All nodes are within communication range of one CH.
 All nodes start with the same energy level and the transmission power is variable.
 A long-range transmitter is used, with maximum PTx = 5:PRx.
 All nodes are capable of adjusting their transmission power and PTx / d, with
 = 2
 The simulation clock is discrete, and each task takes one simulation beat (sim-
Beat) to be completed. The simBeat can be compared to a complete period in a
scheduler.
In order to compare the results achieved with the proposed algorithms, single-hop (SH)
and greedy (GR, based on GPSR [158]) strategies are also implemented. In GPRS the
transmitter selects, between all the nodes in the network, the one that is at the same time
the closest to the transmitter and in a closer range to the CH. During the simulations,
the node displacement is kept for the ve dierent routing algorithms simulated. The
parameters and values used are as displayed in table 4.4.
Each node operates as a completely independent entity. CHs and sensing nodes have
dierent tasks assigned, hence the types of messages they send are also dierent. The
list of messages required for the simulation is described in table 4.4. Nodes generate and
send one message for each CH request. The CH has two types of messages: ADV CH
and CH QUERY. ADV CH is an advertisement message with CH identication that88 Chapter 4 Cluster routing
Table 4.1: Simulation parameters.
Parameter Value
Number of nodes in a cluster 50, 100
Initial energy 200 J
Maximum Tx Energy 40 mJ
Rx Energy 8 mJ
Max. node distance to CH 1 km
Path loss exponent  2
Advertisement range (R) 0.6 km
New message generation frequency Every 10 sim beats
Number of runs 20
works as a network set-up message. It allows nodes to decide whether to use this CH as
a sink or maintain the current one, should they be dierent. Furthermore, when a node
receives an advertisement from the current CH, and if its distance to the CH is smaller
than R (as the example of gure 4.7), it will advertise itself to other nodes. CH QUERY
message requests that all assigned nodes, upon receiving it, reply back to the CH with
sensed values and within a time limit (also included in the message). A owchart with
the decision process in nodes is displayed in gure 4.11.
Table 4.2: Messages used by cluster head and nodes during the simulation.
Node type Message type Description
CH ADV CH CH advertisement message
CH QUERY CH request for sensed data from nodes connected to it
Node ADV NODE Node advertisement to other nodes
TO CH Message with data from the node to the CH
ADV SHUTDOWN Broadcast message sent by a node with depleted power supply
Nodes, upon receiving an ADV CH message, will verify if they are within R range. If so,
they will broadcast an ADV NODE message. In the case of SRD and MRD this message
also includes the route weight value WDir. Nodes outside R listen to the ADV NODE
messages and store the best alternative in their routing tables. The value of R chosen
is 60% of the maximum communication distance. To send data back to the CH, nodes
transmit a TO CH message, indicating the intermediate destination (if any). The last
message type implemented is ADV SHUTDOWN. In multi-hop algorithms the purpose
of this message is to inform the network about transmitter's depletion and shutdown
process, so that other nodes using it search for alternative routes.Chapter 4 Cluster routing 89
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Figure 4.11: Routing decision owchart.
4.5 Simulation results
Simulations were conducted using the three algorithms presented and described in sec-
tion 4.3, as well as single-hop and Greedy algorithms. The results obtained from simu-
lating these options are presented, and their performance evaluated in terms of energy
usage, mean distance to CH and the sum of buered messages. The simulation ran 20
times, with dierent network displacements between runs.
4.5.1 Algorithm evolution
Figures 4.12, to 4.16 show a representation of the ve algorithms implemented, single-
hop and greedy, with 100 nodes randomly deployed around the CH. At early stages, the
network is fully connected, with multi-hop algorithms nding the best intermediates.
As the simulation progresses and nodes become depleted, there are visible dierences
between routing algorithms. With single-hop and as expected, peripheral nodes are the
rst to cease their transmissions, while with Greedy the central nodes become depleted
faster. Two-hop HDR only takes into consideration the halfway distance to the CH, thus
there is a faster battery depletion from nodes located in the middle range of the cluster.
Both SRD and MRD displayed a more uniform node depletion, with SRD having greater
number of nodes alive at later simulation stages. The three two-hop proposals provide
a more uniform depletion rate between nodes, improving coverage when compared to
single-hop and greedy routing.90 Chapter 4 Cluster routing
(a) 4000 sim beats (b) 12000 sim beats
(c) 16000 sim beats (d) 20000 sim beats
Figure 4.12: Example of a network evolution using a single-hop algorithm.
4.5.2 Performance evaluation
To evaluate and compare the ve algorithms performance, three metrics were used:
Network lifetime. When nodes become depleted, the network loses resolution. Al-
though a higher number of nodes than strictly necessary can be deployed, there
is no guarantee that the depletion will be uniform (as seen above, depletion rate
is visibly dierent with dierent algorithms). As such, keeping the nodes alive for
longer guarantees a correct network operation.
Mean distance to the CH. Unbalanced depletion rates can result in dierent mean
cluster ranges. Variations in the mean distance is an indication of the algorithmChapter 4 Cluster routing 91
(a) 4000 sim beats (b) 12000 sim beats
(c) 16000 sim beats (d) 20000 sim beats
Figure 4.13: Example of a network evolution using a greedy algorithm.
behaviour which, combined with the number of nodes not transmitting, leads to a
better understanding of whether the node loss is regional or global.
Sum of buered messages. To avoid loss of data, nodes must transmit all buered
data before the next data acquisition and transmission cycle. This procedure
is particularly important in intermediate nodes, as buers can ll up, leading to
packet losses. A balanced algorithm should be capable of keeping the node's buers
clear before the next ADV CH.
Data aggregation strategies were not implemented. Although they can reduce network
usage and consequently improve battery lifetime, they rely on nodes in a region having
similar values [148]. Therefore, not using aggregation is a straightforward option that
provides reliable results. Future work can consider its use and what advantages it brings.92 Chapter 4 Cluster routing
(a) 4000 sim beats (b) 12000 sim beats
(c) 16000 sim beats (d) 20000 sim beats
Figure 4.14: Example of a network evolution using the HDR algorithm.
4.5.3 Network lifetime
As previously mentioned, all nodes must be working correctly for the network to be
operational. Nevertheless, due to the possibility of redundant nodes being deployed, it
is assumed that the network is operational as long as 90% of them remain operating.
The charts in gure 4.17 show the mean number of nodes alive throughout time for the
ve algorithms.
With single-hop (SH), there is a constant decrease in number of nodes alive, with sim-
ilar results for dierent network sizes. It approaches the expected ideal depletion rate
described in section 2.2.1. The node lifetime depends on communication frequency and
distance to CH, since nodes operate independently from each other. With a Greedy
(GR) approach, there is a decrease of network lifetime for larger networks, due to theChapter 4 Cluster routing 93
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Figure 4.15: Example of a network evolution using the SRD algorithm.
additional cost of relaying more messages. As a result, less than 90% of the initial
number of nodes become depleted in less than half the time of that achieved with SH.
The use of HDR also resulted in a lower network lifetime than that of SH, despite its
improvement with 100 nodes. Both SRD and MRD achieved longer lifetimes than SH.
SRD benets from the increase in number of nodes, leading to a 50% longer network
lifetime when the cluster is composed of 100 sensing nodes (the improvement with a 50
node cluster is 43%). MRD, on the other hand, has better performance with smaller
networks, yet it never reaches the same lifetime as SRD. This dierence is due to the use
of higher weight routes while running MRD, whereas with SRD the origin nodes keep
transmitting through the lowest weight relays only.94 Chapter 4 Cluster routing
(a) 4000 sim beats (b) 12000 sim beats
(c) 16000 sim beats (d) 20000 sim beats
Figure 4.16: Example of a network evolution using the MRD algorithm.
4.5.4 Mean communication distance
The knowledge of how the mean communication distance evolves is a complement to
the depletion rate of nodes across the network. The direct eect of depleted node
distribution during operation time is small since 90% of nodes are alive during that
time. Nevertheless, the mean distance provides knowledge of how the algorithms evolve
and what dierences exist between them.
Figure 4.18 shows how the mean communication distance between nodes and CH evolves
through time. As expected, the mean range of SH has a similar curve to that of the
depletion rate. This means that nodes start dying from the periphery towards the centre
of the cluster. GR shows the opposite eect of SH, with central nodes becoming depleted
faster, essentially due to the additional communication of central nodes. ComparingChapter 4 Cluster routing 95
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Figure 4.17: Number of nodes alive in the cluster.
gures 4.17 and 4.18, it is visible that nodes closer to the CH are the rst ones to become
depleted, hence the cluster quickly loses its coverage uniformity. HDR shows a constant
mean distance (the maximum dierence between highest and lowest range is less than
2.6% and 15% of the maximum cluster range for the operation and complete simulation
time, respectively), despite the relatively fast node depletion rate, when compared with
SH. Peripheral nodes outside R are unaware of energy budget in relays. As such, they
request the same node until it stops communicating. By combining distance and energy,
both SRD and MRD achieve better load sharing across the cluster than HDR or GR,
hence the at mean range during the operation time (the SRD mean range dierence
during operation is always less than 4%, whereas the MRD dierence is less than 2.5%).
4.5.5 Sum of queued messages
Another important aspect of routing protocols is latency. Using multi-hop schemes to
route messages between origin and CH causes delays due to successive transmissions,
retries, queuing, processing and prioritisation. Higher number of nodes also leads to a96 Chapter 4 Cluster routing
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Figure 4.18: Mean communication distance in a cluster.
higher hop count between origin and destination, thus increasing latency. There are two
indirect outcomes of latency: (1) the number of queued messages in a node increases,
therefore the buer will eventually overow, leading to message loss; and (2) the relaying
process is not uniform across the cluster, leading to uneven relaying between nodes and
faster energy depletion. For these reasons, having a routing algorithm that balances
message relaying across the cluster leads to improved delivery through lower latency
and message loss.
In the simulation, latency is measured from the moment the origin prepares a new
message until the moment the CH receives it correctly (lost messages are not accounted).
Figure 4.19 shows the sum of queued messages in all nodes across a cluster. A new
message is generated by each node every 10 simulation cycles, leaving the remaining
time to handle and forward received data. SH was not included since it has no queued
messages at Routing level. GR, as an extreme case of multi-hop routing, shows a constant
and exponential increase in queued messages, where the curve drops are due to nodes
becoming depleted. To achieve a stable number of queued messages, the number ofChapter 4 Cluster routing 97
simulation cycles between new message generation has to be larger than 10. Nevertheless,
this number must increase proportionally with the number of nodes in the cluster, as
visible by the dierence between the 50 and 100 cluster nodes' charts.
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Figure 4.19: Number of messages accumulated across the network.
While balancing communication weight, SRD and MRD also distribute the messages
more evenly across the network. As such, the number of buered messages is very
low and it never reaches 100 messages accumulated throughout the cluster. The main
dierence between SRD and MRD (visible during the simulation runs) was that SRD
accumulates a higher number of messages in few, well-located relays. Message queuing
was low with MRD routing, as its load sharing was the most uniform among the 5
alternatives.
4.6 Discussion
This chapter evaluates single-hop and two-hop routing and its eect on energy usage in
a cluster. It was shown that if nodes can communicate directly with the CH, relaying a98 Chapter 4 Cluster routing
message with two-hop routing only allows energy savings if PTx > 2:PRx and the relay
node is within a specic area between origin and the CH. Moreover, and depending
on relay node location, two-hop can also improve energy usage distribution across the
network when compared with single-hop.
Topology management with two-hop routing requires a degree of complexity superior to
that of single-hop. Although the relaying process and decision has a set of rules that
needs to be detailed and optimised to provide better results, the hardware and soft-
ware requirements are minimal: three dierent types of messages and two-entry routing
tables (or four for MRD). This accounts in an increase in communication overhead,
compensated by the overall energy saving and load sharing.
HDR provides an insight of how a pure distance-based approach behaves in a cluster-
wide scale, helping to further understand the complexity at scale of the two-hop routing
strategies. The HDR algorithm showed a worse mean lifetime than single-hop during
the useful network operation. The route selection overloaded intermediate nodes, which
led to their early energy depletion. Nevertheless, the biggest drawback of HDR is the
high latency, due to the number of messages buered in intermediate nodes, further
aggravated by premature depletion and resulting in increased delay and buer overrun.
As such, it becomes clear that although a single peripheral node aims at sharing energy
consumption between origin and relay to prolong network lifetime, this procedure can
result in a greedy usage of the relay resources when considering a cluster-wide point of
view. If only one origin selects a certain relay node due to its ideal position, the energy
usage and battery depletion is as expected. Yet, when more than one origin choose the
same relay, its depletion rate accelerates. Considering the cluster-wide perspective, once
a relay node becomes depleted, the origins using it will search for alternatives. These
origin nodes eventually end up selecting intermediates which are already re-transmitting
messages from other sources, further accelerating their energy usage.
The two weight-based strategies were developed to minimise the eect of multiple origins
per relay node. The use of static network displacement increases the importance of
understanding and integrating a process that balances communication between nodes
according to the remaining energy. Of the two weight-based proposals, SRD achieves a
longer lifetime than any other algorithm (over 50% longer than single-hop). However,
it did not distribute the load as evenly as MRD, which avoided the bottleneck eect in
relay nodes. Considering network lifetime alone, SRD is the best alternative. However, if
near-real-time message delivery is combined with improvements in lifetime and latency,
MRD diplays better results. Both MRD and SRD proved to be more ecient than
Greedy, while having better coverage and energy distribution than single-hop. SRD
showed an overall node depletion rate that approaches the ideal case where all nodes die
at the same time.Chapter 4 Cluster routing 99
There are no signicant dierences between a cluster that is formed of 50 or 100 nodes
while using single-hop routing, as there is no interaction between sensing nodes. On the
other hand, all multi-hop algorithms are aected in dierent ways:
 Greedy algorithm aects both lifetime and message buering. When the number of
nodes doubles, the lifetime is reduced (although not signicantly) and the number
of messages accumulated in buers increases to more than double.
 The use of HDR has little eect on the lifetime (less than 5% dierence between
50 and 100 nodes), as the decision of forwarding messages based solely on distance
is highly inexible. Nevertheless, there is an increase in buered messages when
the number of nodes doubles.
 SRD shows improvements in energy distribution and lifetime (approximately 5%)
when the network size increases, therefore it benets from having a larger num-
ber of nodes. Moreover, the latency is not severely aected by any of the cases,
although there are nodes that at times can accumulate more messages than they
can transmit.
 MRD's lifetime was reduced by approximately 5% with the increase in number of
nodes. Although it shows a longer lifetime than single-hop, it never reaches the
lifetime of SRD, mainly due to the use of higher energy routes. Nevertheless, the
latency is always low across the network and there are no bottlenecks.
There are trade-os between the algorithms presented. While single-hop is a simple and
straightforward algorithm that shows little delay in message delivery and a predictable
network lifetime, its use relies on nodes being constantly within communication distance
of a CH. Greedy uses the closest route to send messages, resulting in higher energy usage
and latency. Nevertheless, it can prove to be solid strategy in smaller networks where
only a limited number of nodes is within direct reach of a CH. The two-hop strategies
are a balance between both: they balance energy usage with latency and, if necessary
they can be adapted to extend the cluster range.
4.7 Summary
Energy usage is one of the basic metrics in WSN development. It is an underlying reason
of limitations in nodes' hardware and software. Understanding and minimising energy
usage is therefore part of the challenge in the development and adaption of routing
algorithms for sensor networks.
The comparison between single-hop and multi-hop techniques gives an insight on how
the energy is used by not only one node, but also by a cluster and the whole network100 Chapter 4 Cluster routing
while working cooperatively. It becomes clear that nodes must rely on each other and
work cooperatively for a cluster to extend its operating time.
Two-hop schemes are the simplest of multi-hop schemes. In this chapter it was shown
that they guarantee extended lifetime when compared to single-hop, as well as better
energy distribution, at the cost of a predictable increase in latency. There are dierent
approaches to two-hop routing algorithms, and the ones presented proved that even
simple decisions can aect the nal performance signicantly. Furthermore, it was shown
that, to achieve the best results, nodes must be aware of not only their status, but also
of the status of possible relays. This way, it is possible to reduce self-interest and
improve overall cooperation. The results showed that a combination between energy
and distance result in a metric that improves the network lifetime, approaching the
ideal solution where all nodes become depleted simultaneously.Chapter 5
WSN simulation and
environment-aware
communication
Simulation environments provide a rst and quick way of testing new solutions before
implementation, reducing development cost and time. In this chapter, a new simulator is
presented. Its objective is to provide a framework to test and optimise communication
strategies between nodes deployed at sea, based on the realistic environment models.
In addition, a new environment-aware adaptive engine is presented and its operation
described. The engine uses data gathered from both the environment and network
status to adjust node's behaviour and improve performance.
5.1 Sensor network simulation
To fully understand the network behaviour and performance, the WSN must be deployed
in its operating environment. By doing this, all the foreseen obstacles and challenges
addressed during the development stage | as well as any unexpected issues or details
| can be correctly assessed so nodes are modied accordingly. In the particular case
of WSNs at sea, the deployment would help understanding how weather changes inu-
ence the network performance. However, this is an unfeasible option for the length of
this research. Nodes would have to be designed to comply with regulations of maritime
organisations, and the deployment would have to be done using boats, aeroplanes or heli-
copters. Furthermore, it would be necessary to test the network under dierent weather
conditions, from clear sky and at sea, to strong winds and rough sea. Other solutions,
such as small scale deployment or setting up a network in alternative environments (i.e.
tanks, lakes or rivers) may provide a dierent feedback to that of large-scale maritime
deployment and consequently induce in detail errors.
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The alternative to a complete deployment is to study the weather and how it interferes
with communications between nodes through simulation. It allows quick changes and
adjustments in the conguration to simulate dierent scenarios and achieve the best
performance trade-o under the expected deployment conditions.
Understanding how the weather inuences the route set-up and communication between
nodes is fundamental for the simulation development and consequent results and deci-
sions. As described in section 2.5, there are dierent o-the-shelf simulators for WSNs,
each one with advantages and drawbacks. In any case, no simulator provides the com-
plete framework as it is required for this work. There are two options for the simulation
development: (1) re-do a signicant part of one of the existing simulators or (2) to
design a new simulator based on the most realistic models and assumptions found in
literature. This work is based on the second option, due to the exibility of designing
and integrating the components from start. Moreover, it is faster and more reliable to
tune a specically developed simulator once results are obtained from a real deployment,
as all the code is know and specically tailored.
In this section, the cross-layer WSN simulator development is described. The commu-
nication between nodes is of particular importance, since the level of detail of both
environment and channel models are essential to provide realistic results. The Medium
Access Control and Routing layers are based on the models described in chapters 3 and
4, which are adapted to t the full simulation structure and requirements.
5.1.1 Challenges
The main aim of this thesis is to create a sensor network that operates under variable
environmental conditions. To this extent, the accuracy of simulation models is inuential
to the development of new algorithms and protocols. Their correctness will inuence
the design decisions. As previously highlighted by Raman and Chebrolu [39], the best
way to develop a WSN is by understanding its deployment scenario. Only a complete
development that includes thorough understanding of the application, hardware selection
and software development can provide the best compromise for the targeted application.
To that extent, two areas will be addressed and cross-examined: deep understanding of
the case scenario and the development of networking algorithms according to the ndings
and assumptions described before.
5.1.2 Assumptions and denitions
The simulation focus on the communication aspect of the network. Nevertheless, as-
sumptions are needed to address all other aspects inherent to WSNs. To provide a more
accurate description of node's characteristics, the assumptions must reect a realist point
of view:Chapter 5 WSN simulation and environment-aware communication 103
 The positions of the nodes are random and the nodes are static during the course
of the simulation. Although a real deployment can show a relative movement
between nodes, it is expected to be slow and predictable, hence it is not sudden
change on network topology is expected.
 A single network can theoretically extend to several thousands of nodes. Us-
ing a clustering algorithm provides independence between nodes, where only the
CHs manage subscribing nodes. In real deployments there are some interferences
between clusters, are expected to aect frontier nodes. Nevertheless, in the simu-
lation it is assumed that each cluster can work with no interference from adjacent
clusters.
 Sensing and locationing mechanisms are assumed to be present, and the data
acquired by these is promptly available to the application layer. The simulation
will be conned to networking issues only.
 Clock drift is not considered. Although in some practical cases this drift can be
large enough to aect synchronism between nodes, it is not expected to be large
enough to aect node's operation during simulation.
 The path loss exponent is kept constant throughout each simulation run.
 There is no interference or attenuation from rainfall. As recommended by the
International Telecommunication Union [160], the rain only aects communication
beyond 10 GHz. Nevertheless, this can be
 The transceiver switching time between Rx and Tx operations is instantaneous. As
such, there is no collision caused by transmissions that start during transceiver's
transitions.
 When a route between two nodes is established, it is valid for at least the duration
of the communication process. However, there is a time limit applied to back-os.
5.2 Modelling wireless communication
The communication model is an essential part of a simulation: depending on its detail,
it can provide a correct understanding of how the packets are sent across the network. In
this thesis, a realistic scenario is the basis of the research, thus the simulation. The model
used must reect what can happen when nodes are deployed at sea. In the proposed
simulation, the aim is to understand how nodes interact with each other | how hidden
and exposed terminal problems occur, and what are the rates of packet collision and
loss | for a given set of network and weather conditions. These conditions demand a
realistic model where nodes suer the eects of being deployed with a variable number
of neighbours and unpredictable conditions.104 Chapter 5 WSN simulation and environment-aware communication
In a network every node is a potential receiver, as long as the received signal is strong
enough to be decoded correctly. This calculation is done at bit level: when decoding
the signal, a node estimates the Bit Error Rate (BER) probability and, if below a
pre-dened sensitivity, it discards the message as being too prone to have errors. The
complete transmission, reception and error estimation process is shown in gure 5.1.
Transmitter GT
Tx
power LP
Transmitter1 GT
Tx
power LP
Transmitter2 GT
Tx
power LP
TransmitterN GT
Tx
power LP
:
:
GR
GR
GR
Thermal
noise
Receiver 
noise
+
+ SINR BER
Noise
Signal
I
n
t
e
r
f
e
r
e
n
c
e
Binary 
decider
Figure 5.1: Communication diagram for correct transmission decision.
Common models are divided into Fading and Path Loss. Fading represents the signal
distortion over the propagation media [69]. Obstacles, for example, can cause the loss
of the line of sight between sender and receiver, giving shadowing or slow fading. Fast
fading, on the other hand, results from interferences caused by moving objects that
reect the signal frequencies. Frequencies above 1 GHz are particularly sensitive to this
aspect. Flat fading results in all components of the signal to react in the same manner.
Fading can be frequency selective.
Path loss represents the attenuation of a signal travelling through space. It is aected
by everything between transmitter and receiver, such as terrain contour, air moisture,
vegetation, distance between sender and receiver, and the height and location of anten-
nas. Multipath of the signal can either increase or decrease the received signal strength.
Rayleigh fading assumes that the amplitude of a signal passing through a medium varies
randomly. This is specic to cases where there is no line of sight. When there is a line
of sight, Rician fading is more adequate, as it models the line of sight along with the
reected signals. Along with path loss and fading, there is still noise due to transmission
or circuitry to consider.
The received power is determined by equation 5.1, where PT [dBm] is the transmitting
power, PR [dBm] is the receiving power respectively, GT [dBi] is the transmitter antenna
gain, and GR [dBi] is the receiver antenna gain. All these factors are known beforehand.
LP [dB] is the path loss. Equation 5.2 shows the calculation of path loss, where  is theChapter 5 WSN simulation and environment-aware communication 105
path loss exponent and X the gaussian zero-mean random variable (RV) with standard
deviation  (equation 5.3). This is an adapted model from Zuniga and Krishnamachari
[161], Seada et al. [162], and the IEEE 802.15.4 standard [61], which in its turn is
an approximation of the log-normal shadowing channel model, also used in the Castalia
simulator [126]. The use of the Gaussian zero-mean RV to the 802.15.4 model introduces
a randomness that is meant to reproduce transmission irregularities.
PR [dBm] = PT + GT   LP + GR (5.1)
LP [dBm] =
(
40:2 + 20log10d + X ;d  8
58:5 + 10log10d + X ;d  8
(5.2)
X  N(0;); where 2:8    6:4 (5.3)
The transmission is aected by waves, as mentioned in chapter 1. If a drifting node
tries to communicate, it will do so immediately (on at or nearly at conditions) or
when it reaches the crest (if waves are higher than the antenna). The receiver must also
be close to the crest to receive the message. Assuming that the transmitting node can
detect when it is close to the crest, the probability of another node receiving the packet
is calculated using equation 5.4, where h is the antenna height (above water level) and
H is the wave height. Alomainy et al. [163] evaluated antenna performance of 2.4 GHz
transmissions in a wireless Body Area Network. The measurements were done at chest
level, and showed an attenuation of  60   70 dB. Considering that the human body is
mainly water and the chest depth is  25   30 cm, the attenuation can be as high as
280 dB/m. As such, and to simplify the wave interference calculations, it is considered
that if a wave blocks the line of sight between sender and receiver, the attenuation will
cause the transmission to be completely lost.
pRx =
h
H
(5.4)
On the receiver side, if there is no interference from any other source, the received
signal is only aected by noise. The Signal-to-Noise Ratio (SNR) will be calculated
using equation 5.5 [68], where N0 is the noise power. If, on the other hand, N nodes are
transmitting at the same time, then equation 5.6 will be used, where Ii is the interference
power of a given node i. N0 is calculated using equation 5.7, where k is the Boltzmann
constant (1:381  10 23J=K),  is the temperature, and B is the bandwidth.
SNR[dB] = 10log10
PRx
N0
(5.5)106 Chapter 5 WSN simulation and environment-aware communication
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Figure 5.2: Geometric representation of BER according to changes in SINR.
SINR[dB] = 10log10
PRx
N0 +
PN
i=1 Ii
(5.6)
N0 = kBGR (5.7)
The BER is calculated with respect to the SINR, by using equation 5.8 [164]. This is
an approximation to the 802.15.4 model for BER. This simplication is used due to the
complexity of the original calculation.
BER =
(
 1:7SINR + 0:5 ;SINR < 0:19
0:9e 8SINR ;SINR  0:19
(5.8)
The BER works as a binary decider: if it is above a pre-dened value (typically 10 5),
then the message is considered as not having any error; otherwise, the probability of
error is high and the message discarded. Although the BER limit is xed, the log-
normal shadowing channel model with Gaussian zero-mean RV already introduces the
randomness necessary to make this estimation realistic. The graph in gure 5.2 shows
the outcome of BER calculation as in equation 5.8.
5.3 Simulator architecture
The simulation is based on a modular approach, where every module represents a dif-
ferent component of the network: nodes, CH and communication channel. In addition,
other modules are required to support the simulation environment: a Real-Time Clock
(RTC) and packet handler. A simplied diagram showing these modules and how they
interact is shown in gure 5.3.Chapter 5 WSN simulation and environment-aware communication 107
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Figure 5.3: Simulation modules and their interaction.
5.3.1 Nodes and CH tables and status
In a cluster network, the nodes and CH have dierent purposes and operation. In the
particular case of this work, the CH is also physically dierent from the sensing nodes.
As such, the CH is a dierent module that shares the underlying network stack layers
(PHY and MAC), but has dierences in Routing and Application layers.
Each node decides its schedule autonomously. To keep a global track of time, the RTC
is used to identify the absolute simulation time and alarms, triggering the start of new
events to each node individually. It is then up to nodes to decide its following task and
status individually, stored using a triplet < time;node;nextStatus >, where time is the
absolute starting time of an event, node is where that event will be directed to, and
nextStatus identies the type of event, whether reply, transmission, or relay.
The unpredictable network size and weather conditions make reactive algorithms and
on-demand route establishment more attractive. Each route is only valid for one trans-
mission, as waves can randomly appear and block the path. The nodes and CH have
specic types of packets that they can transmit, as listed in table 5.1. This procedure
also eliminates the need for routing tables. The cost is an increased overhead and la-
tency to establish a new route when a new transmission is required. Proactive routing,
on the other hand, would have required constant updates from nodes, discovering new
relays and maintaining a reliable routing table, which would have also led to increased
overhead, hence energy usage and collisions, although latency directly related to route
establishment is reduced.
The diagram of gure 5.4 shows the sequence steps of a successful transmission. Each
transmission starts with the CH broadcasting an ADV CH message, advertising its sta-
tus and transmission time window tadv. Nodes select a random transmission time ttx
between current time tcurr and tcurr + tadv to transmit their data. Once ttx arrives, the
transmitting node broadcasts a REQ ROUTE packet to search for a suitable relay. The
receiving nodes will then follow a delayed reply strategy, where the delay time treply
is calculated according to the routing algorithm in use. Once treply delay has timed108 Chapter 5 WSN simulation and environment-aware communication
Packet type Description
ADV CH CH advertisement (exclusive to CH)
REQ ROUTE Route request from a node wishing to send data
ADV NODE Reply from CH or any potential relay node to a route request
TX Data packet
Table 5.1: Packet types used in the simulation.
out, the node transmits an ADV NODE packet back to the origin node, so that the
origin decides (based on the routing algorithm) if to transmit through that node. This
procedure is dierent from that used in chapter 4. This change is due to the need of con-
rming the route just before transmitting, in case of harsh weather and waves blocking
the line of sight between nodes. The maximum duration of an established route (before
re-calculating if a new obstruction occurred) is 1 second.
CH Node 1
ADV_CH
tadv
REQ_ROUTE
ADV_NODE
Tx
ttx
Figure 5.4: Transmission sequence diagram.
Internally, the nodes and CH have a network stack divided into four layers: Application,
Routing, MAC and PHY, as shown in gure 5.5. The application layer is responsible
for the interaction between sensing, energy and communication. The routing layer de-
cides when and how nodes transmit the sensed data, as well as messages received from
neighbours. This layer is dierent for nodes and CH.
Each node must individually decide whether and where to relay their messages, with
relay nodes making no dierentiation between self-generated or received ones. The new
message generation starts in the application layer, while relaying process starts when
receiving a new data packet (physical layer) and entails decisions that involve processes
at MAC and Routing levels. Figure 5.6 illustrates the relaying of one message generated
in node A, which is subsequently relayed by node B and nally received by the CH.Chapter 5 WSN simulation and environment-aware communication 109
Figure 5.5: Node communication stack.
Each layer has dierent methods to forward messages to the adjacent layers, as shown
in gure 5.7. Due to the specic tasks of each layer, messages are led to follow the
structure orderly.
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Figure 5.6: Message relaying process.
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Figure 5.7: Message creation and routing decision sequence in nodes.
The sensing and communication processes start in the application layer. It manages
node's schedule, data acquisition and aggregation, monitors energy usage, and decides110 Chapter 5 WSN simulation and environment-aware communication
which data will be transmitted. In the simulation, only energy and communication
modules were implemented. CH and nodes have dierent implementations: nodes must
be aware of energy usage, sensing and data generation timings, whereas the CH is not
expected to have these limitations; instead, it will gather all data from the network,
process and store it at least until an eventual transmission out of the cluster.
5.3.2 Energy
The energy usage and management is a fundamental issue in any WSN development. In
the particular case of a localised deployment at sea the network is not expected to run
for more than four weeks in normal conditions. However, it is still important to make
sure that the power supply lasts long enough to guarantee a stable network operation
and recovery procedure.
Considering the energy distribution mentioned in section 2.2.1 and the fact that wireless
transmission is the prevailing factor for battery depletion, only energy consumption from
the communication hardware is considered. The values can be based on those found in
datasheets or measured through deployments. As nodes may not need to transmit at
full power every time, an approximation with the inverse square law is used for shorter
transmission ranges.
5.3.3 Simulation clock and runtime
The simulation uses a discrete, pseudo-RTC, where events are executed sequentially once
the clock reaches its starting time. To simulate collisions, contention and other network
issues, events are concurrent. If two or more transmissions occur simultaneously or one
starts while the other is ongoing (e.g. hidden terminal problem), the interaction and
overlapping between both is measured and each node aected will decide individually
which action to take.
The RTC does not interfere with operations performed by nodes. The information about
node's next status and operations is stored and decided internally through the triplet
< time;node;nextStatus > in each node's task queue. Its function is solely to trigger
an alarm in each node so that they start the event handler.
5.3.4 Packet and channel handling
Whenever the CH or any other node decide to transmit, they must generate a new
packet. For resource-saving purposes, all packets are store in a common packet handler.
Each packet has a unique identifying pair < packetID;packet > for correct access and
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its transmission to the channel handler. For each transmission, the channel handler
identies relative network locations and nodes within range of the transmitter through
the equations described in section 5.2. Because of the number of nodes and coverage
region size, each link is calculated independently. All nodes within range and with no
interference from waves receive, along with the message, the calculated receiving power
gure, so that they can estimate interference and BER.
Although it is possible that weather conditions and interferences across the monitored
region change signicantly, there are known limits to maximum and minimum values,
therefore it is assumed that the combination of results using dierent parameters is
sucient to understand the overall network performance. For that reason, path loss and
wave height are pre-dened and there is no variation throughout a run, yet they are
changed between dierent runs.
5.4 Network algorithms
The two top layers of the network stack are responsible for the way that nodes access
the communication channel and in which conditions they do so. The Routing layer
decides where to send the information, whether and how to answer any incoming request.
The MAC layer denes the underlying access methods, detects if the channel is free to
transmit, if incoming packets were correctly received and are destined to that node, and
if the hardware can be switched o to save energy. In WSNs it is benecial to have a
holistic view of network layers and algorithms, as resources are limited and cross-layer
optimisation can improve network eciency.
5.4.1 Routing
Nodes follow simple routing procedures and rules, and they are triggered by two events:
new transmission and incoming packets. A new transmission occurs upon a CH request
and tTx timeout. The message is then sent to the lower layers to be transmitted. When
nodes receive packets, either an advertisement or data packet, they identify if it is their
task to forward it to the next relay, or ultimately the CH.
Packet relaying process depends on the routing algorithm being used. The algorithm
decides if the node should reply or not to the received request. The direct application of
the routing protocols from chapter 4 is not feasible. When implementing the simulator,
it was found that the overhead caused by all the answers from relay candidates stalled
the network. The solution implemented consists of a delayed reply mechanism. The
delay is calculated with equation 5.9, where dxy the distance between receiver and an
ideal location, and  is a constant. The ideal location depends on the routing algorithm
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geographically closest to the packet's destination" [158]. On the other hand, for SRD
and MRD, the ideal position is the closest to the geographic centre between origin and
CH.
treply = dxy (5.9)
5.4.2 Medium Access Control
The MAC layer switches between three states: transmitting, listening and sleeping.
Transmission depends on packets received from the Routing layer, while the transition
between listening and sleeping states is controlled at Application level. Nevertheless, it
is up to the MAC algorithm the nal decision of whether it executes the instructions
received from the upper layer. The MAC layer follows the principles discussed in chapter
3. It decides if it is possible for a node to transmit (i.e. no potential collision is detected)
or not, and which procedure to follow. Three options were implemented: no back-o, one
time back-o and multiple back-os. The full simulation shows how large the dierences
between them are and what inuence they bring to the overall network performance.
RTS/CTS scheme was not implemented, as it is replaced by a handshaking process at
Routing level.
5.4.2.1 Physical layer
The physical layer is based on the models described in section 5.2, and it is responsible
for all the interactions with the channel handler. It transmits and receives packets,
calculating SINR and BER. Collision estimation is an important issue to consider: how
receiving nodes decide which is the strongest signal and if it is strong enough to be
decoded correctly. The choice is to use the rst signal that is strong enough to be decoded
correctly, and all subsequent transmissions will cause collisions and packet losses. If one
or more transmissions overlap while a node is receiving a packet, the interference level
will be calculated based on the maximum sum of received signal level at any instant.
5.5 Opportunistic routing in blind nodes
The opportunistic use of surrounding nodes to forward messages in dense networks
is an addition to networks with signicant disruption in communication [165]. The
simulation uses reactive routing strategies. As described, this option is more suitable for
larger networks. Nevertheless, when nodes cannot receive the ADV CH message, they
have no means of transmitting their data. This decision can aect the network when
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aimed at minimising this eect, by allowing nodes to search for a relay with a known
route towards the destination. It can also allow an extended coverage and increased
message delivery by expanding the original two-hop and greedy algorithms.
Opportunistic routing consists of making blind nodes aware of any ongoing transmission
towards the CH and use the sender as a relay for their data. Due to REQ ROUTE and
ADV NODE negotiation, visible nodes only transmit data once another node advertises
itself. In the case of a reply from the CH, nodes are guaranteed to transmit directly,
being hidden nodes the only obstacle. Blind nodes can use any transmitting node as
relay, independently of location, making the process epidemic and undirected. Figure
5.8 shows the dierence between visible communication (left), where only nodes within
transmission range (inside the dashed area) can send data to the CH; and with oppor-
tunistic blind nodes (right) that will transmit using any possible relay (represented by
red lines) independently of range or location. In addition, the algorithm can also work
recursively, where opportunistic nodes become relays for each other.
Figure 5.8: Diagrams where only visible nodes transmit (left) and with added com-
munication from opportunistic blind nodes right.
Nodes that do not know which CH is within range have two options to nd a suitable re-
lay. The rst consists of a proactive route discovery, where a node queries its neighbours
for possible routes towards the CH. If the potential relay has a dened route to the CH it
replies to the request. All other nodes use the same proactive technique to discover their
own routes. The end result is a reverse tree build as shown in the diagrams of gure 5.9.
The second option consists in building reactive routes when a transmission is detected.
Since all routing techniques work reactively in the rst place, with REQ ROUTE and
ADV NODE messages being sent to create temporary routes, blind nodes only transmit
once a TX message is sent across, to certify that the transmitting node has an estab-
lished route towards the CH. Consequently, all nodes that detect a transmission being
sent | independently of whether it comes from blind nodes or not | use the origin
as relay for their messages, without sending the REQ ROUTE message, as a route is
already established and communication is assumed to be symmetric. Blind nodes start114 Chapter 5 WSN simulation and environment-aware communication
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Figure 5.9: Proactive tree building in blind nodes.
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Figure 5.10: Reactive tree building in blind nodes.
building opportunistic trees, also making the process epidemic. Figure 5.10 describes
the development of this solution, where nodes gradually build trees around the CH once
they detect any transmission.
Between proactive and reactive blind node routing, reactive was chosen and imple-
mented. A proactive approach would result in constant ood from nodes without
a known CH, further aggravated when the number of nodes increases and weather-
related interferences become more frequent. Moreover, as proactive routing requires
REQ ROUTE and ADV NODE to create routes (once again multiplied by the num-
ber of hops), the route set-up time is unknown and once nished, its validity is not
guaranteed.Chapter 5 WSN simulation and environment-aware communication 115
5.6 Environment-aware communication
As previously mentioned, WSNs are sensitive to environmental conditions. The per-
formance of both sensors and radio transceivers rely on the environment and existence
of external sources of interference, such as other networks, obstacles, or other sources
of electromagnetic radiation. In the particular case of maritime monitoring, there is
also a degree of unpredictability regarding the location, weather conditions and de-
ployment size. The urgency involved in monitoring localised events (such as oil slicks)
limits the time to set-up, re-program and optimise nodes to an expected set of con-
straints. Furthermore, the weather unpredictability can lead to inoperative networks,
should conditions change more than initially predicted. As such, this section describes
a novel environmental-aware adaptive framework that selects network algorithms and
adjusts its parameters to better suit the deployment characteristics.
There are two options to the adoption of a WSN to variable environmental conditions:
use a general-purpose protocol that can operate in all foreseen scenarios; or continuously
adapting the network operation to suit whichever variations may occur. The rst option
is expected to result in less than optimal operation, as it requires compromises to allow
the network to run in both ideal and extreme scenarios. The second alternative can min-
imise the adverse eects of environment changes by adjusting hardware and/or software
parameters. Nevertheless, it requires more complex algorithms, demanding dierent
hardware requirements. Also, as dierent nodes in a region can use dierent settings,
it is possible that the network starts fragmenting, aecting performance. Eventually,
should the weather conditions deteriorate to the extent of making the network unusable,
the nodes can simply turn themselves o until the conditions improve.
Adapting the network behaviour relies on a set of pre-dened inputs. It can be seen as
a closed loop control system, as shown in gure 5.11. The feedback loop allows further
improvements over open loop [166]: disturbance rejection, removal of uncertainties,
process stability, reduced sensitivity and improved reference tracking performance. The
network parameters are dened according to both network performance metrics and can
be matched with known conditions, hence closing the loop with feedback from current
settings. Furthermore, sensed data (both from surrounding nodes and from the node
itself) can be used to assist the decision process. The adaptive control is designed to be
implemented in the CH to minimise hardware requirements in sensing nodes. Moreover,
this procedure reduces the autonomy of sensing nodes, hence limiting fragmentation.
5.6.1 Related work
Adaptive mechanisms for WSNs have been explored before to cope with changes. Dunkels
et al. [167] proposed a communication architecture that provides an adaptive service to116 Chapter 5 WSN simulation and environment-aware communication
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Figure 5.11: Simplied control diagram for adaptive WSN behaviour.
support dierent underlying routing protocols. Their objective was to simplify imple-
mentation of protocols by allowing dierent architectures to work together. Figueiredo
et al. [168] applied a hybrid adaptive model that monitors the network conditions and
reacts accordingly to save energy. During a monitoring period, if more than one routing
discoveries are requested by nodes whilst in reactive mode, the CH/sink will change
the routing strategy to proactive and a tree will be built between nodes. The network
will return to reactive mode if the CH/sink stops requesting updates to the tree. Sha
and Shi [169] proposed a framework and consistency models to manage data quality
in WSNs. Their purpose was to maintain data quality while saving energy whenever
possible. A similar approach was proposed by Sun [170] and Sun and Cardell-Oliver
[171], with a framework based on link quality to adapt or change the routing algorithm.
They also enforced a neighbour selection (storing link quality values in a table) at the
message origin. The framework ran on a testbed with 10 nodes, hence the link quality
table size is small. The authors also mention a monitor module, used to measure current
conditions (battery level, temperature, link quality and solar power). Padhy et al. [172]
used adaptive sampling and adapt communication rate according to the sensing rate.
The communication stack is not aected by sensing, and route decision is solely based
on remaining energy.
5.6.2 The environment engine
The environment engine is an independent framework that integrates techniques to adapt
routing protocols according to the deployment conditions. The engine runs parallel with
the remaining node software and it is a complementary addition to network devices. It
gathers information from sensors and communication channel and uses it to decide the
best solution to both foreseeable and unexpected circumstances. Any modication to
the routing protocol is sent to the network stack, as a set of parameters or, if necessary,
as structural modications to the algorithms. The weather engine framework is shown
in gure 5.12.
There are two main modules supporting the environment engine operation:
Environment manager. The manager collects data from sensors and from the dier-
ent network layers, namely humidity, acceleration, location, number of neighbours,
packet reception, error estimation and collisions. This information is used to assessChapter 5 WSN simulation and environment-aware communication 117
Figure 5.12: Environment engine framework and its positioning in a WSN node's
architecture.
both network and weather conditions. The estimation is done through a deduc-
tion of metrics and gures of merit based on the information gathered, which are
exchanged with the environment database. The outcome of the database is then
used to adjust the communication stack with the best parameters.
Environment database. The summary from the environment manager is received and
compared with stored values to decide the best solution for data transmission
across the network. The decision can be based on a known best option from
previous set-ups, or by applying dynamic strategies such as analytical models.
Due to the impact that changing parameters may have, parameter changes through
the environment engine are performed by the CH and broadcasted to sensing nodes
in its surroundings. By doing so, the network maintains routing consistency, with the
possibility of a failsafe option for nodes outside transmission range. Nodes will listen
to the channel constantly for any eventual CH broadcast. The implications of this
option are reected on the trade-o between current and possible future cluster size and
density. Nodes are not able to use the number of neighbour estimation to improve its
communication autonomously and proactively. Instead, they rely on the CH to inform
them about which strategy to adapt. On the other hand, as complexity of adaptive
algorithms can grow beyond microcontroller's performance (thus requiring faster and
more expensive hardware), having a single node running the environment engine reduces
the network cost.
5.6.3 Adapting network behaviour
When communication environment changes, either due to network or weather variations,
the WSN must adapt to work at its optimum. Adaptive behaviour, as dened by118 Chapter 5 WSN simulation and environment-aware communication
Figure 5.13: Adaptive model for environment manager.
Figueiredo et al. [168], \(...) refers to the network ability to react to some perceived
situation". The adaptive model used by the environment manager is outlined in gure
5.13. It receives inputs from both network and sensors (e.g. cluster size, estimated range
between message origin and CH, humidity and acceleration), which are combined in the
Monitoring stage into usable values. These usable values are sent to the Evaluation
module to use models that generate specic metrics to be exchanged with the Database.
The Database returns a set of parameters, based on either pre-dened or analytical
models. These parameters are then sent to the Decision module, which matches them
with the Current status and determines whether and how to apply the modications.
The output is then sent to the network stack, divided according to aected layers.
By sending the modications to the network stack and receiving the status information
and updates regarding communication, the manager works in a closed loop with the
network stack, measuring the response to the modications, verifying if the network
performance improved and compensating with additional changes, if necessary.
5.6.4 Routing selection rules
The routing strategy for every dierent situation is decided by attributing scores to
experimental results. The previous chapters focused on MAC and Routing layers, thus
the adaptive rules will select the algorithms, while considering the full simulation de-
scribed in this chapter. Other algorithms can also be added, requiring an expansion to
the database to dene the conditions where new ones outperform those already imple-
mented.
Two dierent techniques are used to assess the performance of each algorithm. The rst
solution consists of adding two ratios of packet delivery and average distance between
origin and the CH. This is done using equation 5.10. Both message delivery and origin
distance ratios are compared to the maximum score amongst the tested algorithms, for
each specic (N;H;PL) set. wf is a constant weight factor between the two parameters.
The second solution (table 5.2) uses a ranking system that gives points to the three bestChapter 5 WSN simulation and environment-aware communication 119
performing algorithms, both for packet delivery and origin distance. Once again, it is
possible to dierentiate packet delivery and range with wf, should one of the parameters
be considered more important than the other.
score(N;H;PL) = wf
delivered(N;H;PL)
maxDelivered(N;H;PL)
+
dist(N;H;PL)
maxDist(N;H;PL)
(5.10)
Rank Packet delivery Range
1 0.5 wf 0.5
2 0.3 wf 0.3
3 0.2 wf 0.2
Table 5.2: Algorithm's scores for packet delivery and range.
5.6.5 Adaptive routing decision
Using the simulation results, an adaptive solution for routing is formulated. By com-
bining the results of the dierent algorithms described in this thesis, it is possible to
achieve a trade-o that optimises the network performance to better suit both network
and weather conditions. Considering the application scenario of localised maritime mon-
itoring, message delivery is the main objective. To that extent network size, packet
delivery and distance between origin and CH are essential metrics. The rst value gives
an indication of how severe contention and collision between nodes can aect perfor-
mance. The second shows the amount of information eectively received by the CH.
The third provides an insight into cluster coverage area, existence of blind regions and
signal degradation. Furthermore, the association between dierent metrics can be used
to give additional insight into operation. For example, if the number of nodes in the
cluster increases while the message delivery rate and the mean distance between origin
and CH are constant, then the network may have reached the maximum throughput.
Data delivery assumes an even greater priority due to the limitations imposed by unsta-
ble conditions. Latency and energy usage are two other important development factors,
although their relevance is lower when weather conditions deteriorate. Therefore, their
implications on algorithm selection are not considered.
5.7 Summary
Simulations are used to test the performance of algorithms under the expected deploy-
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rely upon, realistic weather and channel models are fundamental to achieve the trust-
worthy and signicant results. This is of particular interest to the maritime monitoring
scenario, where although it is possible to foresee the weather conditions to be found in
a random deployment, it is not possible to predict how the network will work unless
simulations are performed to try out dierent algorithms under variable weather.
This chapter described the design of a simulator based on realistic channel and weather
models. Additive interferences between nodes and log-normal shadowing channel model
are seen in the literature as those providing the most and trustworthy realistic results,
hence their adoption during the development stage. Furthermore, the simulator also
describes the interfaces between network layers in nodes, providing a framework for
the development and implementation of algorithms in sensor nodes. The layers were
developed in a structured and modular manner, working closely together to allow cross-
layer optimisation of algorithms.
The environment-aware communication engine is a novel framework that combines sens-
ing and communication metrics to optimise the network behaviour under dierent weather
conditions. The engine is based on the assumption that no single algorithm provides
optimal results when the level of interference changes. Adjusting parameters (or, ulti-
mately, changing the algorithm itself) improves network performance when compared to
a single algorithm alternative. Moreover, as communication works both as an input and
output to the framework, it can be seen as a closed loop mesh, where any modication
will feed back into the engine, allowing further compensations when needed.Chapter 6
Simulation results
In this chapter, the performance of cross-layer algorithms will be analysed and discussed,
with particular focus on the message delivery, network coverage, collision and latency.
The results were obtained by using the custom-built simulator and are based on the
assumptions derived in chapters 1, 3 and 4. These results are then used to assess the
optimal operation of the environment engine, thus feeding its database.
6.1 Simulation parameters, methodology and assumptions
The application scenario outlines the challenges to be solved, thus providing the pa-
rameters and constraints to build a framework. While no previous work provides the
same set of challenges that could allow a straightforward comparison, dierent authors
describe solutions that can be combined to support the development of a WSN for mar-
itime monitoring. The OceanSense project [26] used a similar architecture for nodes to
the one described in this work, where 18 static nodes are tted with antennas located
1 m above water level and a 802.15.4 compliant node. As a base station, the authors
proposed the use of a resource-rich node. It showed that 2.4 GHz radios can be used at
sea, and they measured a lifetime of 1 week with no energy savings and standard AA
batteries, which could have been easily improved. Conversely to this thesis, the authors
used a standard transceiver with 1 mW transmitting power.
In another maritime project, Cella et al. [27] also used 2.4 GHz radios on a maritime
monitoring application, where nodes transmitted at 50 mW (17 dBm), a power similar
to that adopted in this work. Two other important aspects of their network is the use of
a dipole antenna in nodes, limiting the ground plane and reducing any eventual reection
from water (which, as previously discussed, should be minimal or even inexistent), and
the placement of the antenna 30 cm above water level.
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Parameter Value
Simulation time 3600 s
Deployment radius 1000 m
Tx time 10 ms
GT, GR 2.15 dBi
Receiver sensitivity @ 10 5 BER -95 dBm
N0 -111 dB
 4.6 (2.8 { 6.4) [161]
Antenna height h 0.4 m
 1=3000
Time until next wave estimation 1 s
Table 6.1: General simulation parameters.
Rajasegarar et al. [25] argued that wave dynamics is an inuential factor on commu-
nication between nodes. Waves cause misalignment, tilting the antenna, and suggest
overcoming this problem through a \time window of opportunity". This measures waves
(through accelerometers, for example) helping estimating the best moment to transmit
data. This is similar to what is perceived in this thesis as transmitting with the node
oating on the wave crest to improve pRx.
Table 6.1 shows a summary of the general parameters for the simulation runs, and table
6.2 presents the dierent network and weather scenarios being tested with the proposed
algorithms. The simulation ran for the equivalent of 1 hour, with transmission windows
of 30 seconds and an additional 10 seconds before the CH broadcasting a new ADV CH
packet. As such, each node has a theoretical maximum of 90 updates during runtime.
The simulation ran seven times with each set of parameters, with dierent node positions
between runs. Communication between nodes is dependent on three stochastic processes:
node location, path loss and obstruction from waves. Path loss uses a Gaussian zero-
mean RV with a pre-dened standard deviation, while the obstruction from waves was
made completely random and variable during the simulation run. The displacement was
the same for the dierent algorithms used in each run.
The parameters used were based on a medium size cluster deployed on a relatively large
area. A 300 node cluster with nodes distributed across a circular area with 1000 m
radius has a density comparable to that of satellite imagery. Smaller network sizes give
a worst-case indication of what to expect if nodes start dispersing.
Based on the description from section 5.2, the Physical layer parameters are based on
the RFM 2400ER [54] tted with standard dipole antennas. The transmitter signal
is amplied to 18 dBm, with a further gain of 2.15 dBi from the antenna for both
transmission and reception [68]. The receiver has a sensitivity of -95 dBm.
Considering the assumptions, there is the need to further detail and adapt the MAC
and Routing algorithms previously described. As such, the Routing algorithms wereChapter 6 Simulation results 123
Parameter Range
Nodes 50, 100, 150, 200, 250 and 300
Wave height 0.2, 0.6, 1 and 2 m
Path loss exponent  2, 3, 4 and 5
Table 6.2: Environment-specic parameters.
re-designed in a cross-layer manner, based on the modules implemented in the simulator
framework.
The simulation uses a global discrete, pseudo-real-time clock. Clock drift was not im-
plemented, nor variable data rate. Conservative values were used for data rate. Each
packet takes 10 ms to be transmitted, corresponding to over twice the period that a
128 bytes long packet (the largest packet size achievable with IEEE 802.15.4) need to
be transmitted. As previously argued, the ratio between the packet time and the total
transmission time (as advertised by the CH) is more important than the actual packet
size in regards to contention.
One important addition to the communication process is the handshake mechanism.
Before transmitting data, nodes and CH exchange RTS/CTS-like messages to guarantee
that there is line-of-sight between them and that the received signal is strong enough to
decode the message correctly. By doing this, there is at least a three-fold increase in the
number of sent packets. The handshake process is done at Routing level to allow the
use of distance and remaining energy based metrics previously described.
Single-hop routing is used as a basis for performance comparison between algorithms.
SH is a simple and straightforward algorithm that can be used since nodes are expected
to be within direct communication range of the destination. Furthermore, its simplicity
results in minimal latency, and the low use of bandwidth minimises collision and hid-
den node problems. However, this is the case of an expected network operating under
clear weather, and as conditions get worse SH's performance is expected to deteriorate.
Greedy routing represents the other extreme, where nodes choose the closest interme-
diate to relay messages. This allows transmitting nodes to deliver each packet with the
highest SINR, thus reducing errors and interferences. SH and GR algorithms represent
extreme opposites, whereas two-hop algorithms represent balanced alternatives.
Four parameters are used to measure algorithm's performance: sum of packets correctly
delivered to the CH, collision count, latency and distance between origin and CH. They
represent message delivery rate, their delay, and the real cluster range under dierent
weather conditions and network set-ups.
The results are divided in three main sections: single-hop, multi-hop and opportunistic
routing. Single-hop provides the grounds to evaluate how the simulator performs versus
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to assess if and under which conditions they deliver better results. The addition of
opportunistic routing from blind nodes is also expected to improve multi-hop results,
when comparing with SH. Therefore, the third result section will compare opportunistic
results with those achieved by SH.
The detailed tables with results are provided in appendix 2.
6.1.1 Output metrics
The basic aim of WSNs is data gathering and information retrieval for further analysis.
The more information is available, the more accurate the results become. As such, packet
delivery is a fundamental metric to assess network performance. In addition, other
outputs contribute to a deeper understanding and comparison of network performance
using dierent algorithms and tuning options, particularly if packet delivery is lower
than expected:
Packets generated. The total number of packets generated across the network. It
includes route requests and advertisements. This metric provides an insight into
bandwidth usage and contention estimation.
Data packets generated. This variable counts solely the number of data packets gen-
erated by nodes. This leads to data and overhead packet ratios with dierent
algorithms and a distinction between set-ups.
Data packets delivered. The number of data packets delivered can be related to the
number of packets generated (both data and overhead) to provide an estimation
of lost packets, thus algorithm performance.
Data packets relayed and received by the CH. Knowing the number of interme-
diate hops between origin and CH provides a better understanding of how often
multi-hop algorithms use alternative routes with dierent weather conditions.
Collision count. The number of packets colliding, independently of being data or over-
head packets, leads to an analysis of the network capacity.
Mean packet latency. The time it takes for a packet to be sent across, from the in-
stant the origin starts transmitting it, until the time the CH receives it correctly.
Combined with the number of data packet received by the CH, it allows an under-
standing of back-o mechanism performance.
Mean distance between origin and CH. Knowing the distance between origin and
CH gives an understanding of the network coverage achieved when the weather
conditions change, and what inuence the algorithm selection has on the network
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Mean remaining energy. The energy remaining between all nodes in the network is
the basis for estimating the network lifetime.
The combination of the above outputs gives additional information regarding the per-
formance of network and algorithms. In addition, the understanding of a specic issues
may not be straightforward from single outputs. One example is packet delivery, which
can be conditioned by network size, weather, collisions, number of hops, or a combi-
nation of these. Ultimately, evaluating the performance of an algorithm demands a
combination of all the above outputs, by establishing an order of relevance to those that
are considered more important during the scenario description.
The simulator also demands specic and application-related assumptions to produce the
most realistic results. These are derived from the description in chapter 1:
Network deployment and displacement. The nodes are thrown randomly from aero-
planes, helicopters or nearby vessels. Although a completely uniform distribution
is desirable, it is unlikely to occur. As such, a completely random network dis-
placement is considered. Nevertheless, CHs are in smaller number and expected to
fully cover the region to be sensed, therefore they can be deployed with a degree
of accuracy. Considering this, the simulations use a single cluster with the CH in
the centre and the sensing nodes randomly displaced around it in a circular area.
Network size. To maintain a resolution comparable to that of radars in satellites,
nodes must be placed less than 100 metres apart. As such, it is possible to nd
over 200 nodes per cluster when the transmission range is 1000 metres in optimal
conditions.
Weather. The weather conditions can change signicantly during the operation, aect-
ing communications. Moreover, reprogramming nodes is unlikely to occur before
each deployment. Although there are thresholds in which the network is realisti-
cally usable, there is a degree of freedom to which protocols respond best. The
inuence of weather on the communication between nodes is the sole focus of this
thesis, while any considerations regarding weather eects on sensing are beyond
its scope.
Mobility. Despite the constant movement of water, nodes are expected to drift in sym-
pathy with each other. As mentioned in chapter 1, spills expand in a predictable
pattern, therefore nodes are also expected to slowly drift apart, with little relative
movement between them. For these reasons, the network is considered to be static
during the simulation runs.
Medium Access Control. Node's communication is reactive, requiring an initial query
from the CH to start transmitting. The random node selection and retransmis-
sion scheme with multiple retries is used due to the performance improvement and126 Chapter 6 Simulation results
overall simplicity. Time selection with multiple retransmission is random and with
no skewness.
Routing. To promote a detailed comparison, the four schemes (single-hop, Greedy,
SRD and MRD) presented in chapter 4 are implemented.
Communication channel. Nodes always transmit using the maximum PTx. This de-
cision is motivated by the results obtained in chapter 3. Although a variable trans-
mission power could save energy and minimise exposed terminal problems when
using multi-hop, the use of maximum PTx can help reducing losses and collisions
between nodes.
Duty cycle and sleep schedules. When nodes use single-hop, it is possible to put
them to sleep once they receive advertisements from the CH and have a selected
transmission slot. However, since it is not always possible to maintain static routes
in multi-hop due to irregularities and connectivity loss, nodes must listen to any
incoming request, reducing battery lifetime and increasing overhead.
Simulation running time. Being reactive and controlled by CHs, the network be-
haves consistently throughout time and its performance is dependent on environ-
mental parameters. Results from a xed period of time are considered valid for
the whole lifetime.
Energy. Details regarding energy storage devices, discharge rate or recharging methods
are beyond the scope of this research. A general-purpose discharge model is used,
and the total energy drained by the network during each run is measured.
6.2 Single-hop results
Single-hop is the simplest and most straightforward routing strategy inside a cluster. It
provides an insight into how transmissions are inuenced by weather changes. With clear
weather and at sea the Tx range is maximum and there are no blind spots caused by
waves, therefore this scheme is expected to provide the best results out of any algorithm,
as long as the nodes are within range of at least one CH. As the conditions get worse,
single-hop will show how changes in path loss exponent (PL) and number of blind spots
due to wave height aect communication.
Dierent metrics are used to quantify the performance. Packet delivery is an absolute
value of the number of packets correctly received by the CH. Estimating the theoretical
maximum and combining it with simulation scores leads to conclusions regarding the
expected and achieved delivery rate. To improve the understanding of transmission rate,
node visibility and packet loss, the observed collision rate is measured and analysed.
The mean distance between the packet origin and CH shows how path loss exponentChapter 6 Simulation results 127
and waves attenuate transmission and how it relates to distance between sender and
receiver.
6.2.1 Packet delivery and range
Figure 6.1 shows the packet delivery variation with dierent PL, H and network sizes.
For visibility purposes, the results were divided according to the path loss exponents,
and each chart contains the results achieved with a single PL and dierent H values
(described in the legend). There is an almost linear increase in delivery rate with the
number of nodes for a given set of weather conditions. On the other hand, the successful
packet delivery decreases as the weather gets worse, as visible through the sequence
between charts 6.1(a) and 6.1(d). The increase in PL reects a decrease in range, hence
number of nodes directly visible to the CH, which results in less than 20% of correctly
delivered packets for PL=5, when compared with PL=2. Concurrently, the increase in
wave height also reduces packet delivery. Wave height does not relate to the distance
between origin and CH (as described in chapter 1); instead, it relies on the height of
receiving node to achieve it.
The successive reduction in packet delivery with the worsening of weather conditions
is related to the decisions while setting up the network algorithms. To allow a reli-
able comparison between algorithms and the eects of weather conditions, algorithms
are reactive and only after a ADV CH packet has been received nodes prepare a new
message to be sent. As the transmissions originating from the CH are as vulnerable
to interferences as those of nodes, ADV CH packets have the same guarantee of being
correctly received by nodes. As such, the probability of the CH receiving correctly a
message from a node becomes p2
Rx for h > H, due to the two reception stages involved.
It was shown in chapter 3 that channel listening and retry provide correct delivery of
over 85% of packets in a cluster with 1000 nodes, when considering optimal weather
conditions. The smaller cluster sizes simulated lead to a lower collision rate due to
hidden and exposed terminals, thus the number of delivered messages approaches even
further the theoretical maximum. An insight into packet collision rate with dierent
weather conditions (shown in the charts of gure 6.2) reects how this measure changes
for the dierent simulation parameters, and how the two variables (PL and H) inuence
the performance. When H = 0:2m and PL=2, the collision rate follows what was
described in section 3.4. As H increases, the collision rate increases with it, since
waves stop nodes from listening to ongoing transmissions. Nevertheless, as wave height
keeps increasing, the number of nodes receiving the ADV CH message decreases, hence
lowering the collision rate. Conversely, the number of collisions decreases while PL
get higher, essentially due to the SINR variations and number of nodes within range.
Overall, the combination of PL and H result in relatively constant evolution of collisions128 Chapter 6 Simulation results
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Figure 6.1: Packet delivery for SH routing with PL between 2 and 5, and H between
0.2 m and 2 m.
with the increase of nodes in the network, and the highest variation is due to bad weather
combined with small network size, leading to a lower collision rate.
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Figure 6.2: Collision rate for SH routing.
The drop in packets delivered when the weather changes is expected. It can be calculated
using equation 6.1, derived from equations 5.2 and 5.4. The ratio between estimated
and simulated delivery is shown in gure 6.3. Simulation results are, for most of the
conditions, within 90% of the theoretical values. With PL = 2, the simulation rates
are higher than estimated, due to randomness of the network displacement and the
increased collision avoidance not accounted in the model | although the sensitivity isChapter 6 Simulation results 129
-95 dBm for a 10 5 error rate, nodes can detect a transmission at lower sensitivity and
avoid collisions. The lack of collision estimation in the theoretical calculation is mainly
visible with PL = 2 and H = 0:2, where the collision rate increases with the network size,
leading to a constant decrease of the simulation results. When the PL exponent increases
(gures 6.3(b) to 6.3(d)), the dierence between maximum and minimum achieved over
estimated delivery rate is smaller and less dependent on the number of nodes, where
variations are commonly below 10%. The largest dierence in these values occurs when
the H < h, since it is estimated that a higher number of nodes are within transmission
range of the CH, whereas in simulation it was the most aected by hidden terminal
problems.
X
Delivered 
0:4
H
80
5:88
 N
Tsim
TCH
(6.1)
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Figure 6.3: Simulated packet delivery as a fraction of theoretically estimated rate.
6.2.2 Mean distance between origin and CH
One of the issues raised from the results is the network coverage and how the dier-
ent parameters aect packet delivery for nodes at dierent distances to a CH. Figure
6.4 shows the mean distance between message origins and CH, for correctly received
messages. As expected, the mean distance decreases with the increase in path loss expo-
nent. In the worst case of PL = 5 the range is below 70 metres, even when considering
standard deviation.On the other hand, attenuation due to waves does not inuence the
mean distance: all nodes are aected equally, independent of their location, since the
attenuation through water is always too high to allow a correct reception.130 Chapter 6 Simulation results
By combining the mean distance scores with packet delivery and collision estimation,
it becomes visible that collisions and blind nodes also aect the network evenly. While
variables change, the range between maximum and minimum distances is always below
12%.
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Figure 6.4: Mean distance between origin and CH, in metres.
6.2.3 Energy
When nodes receive advertisements from the CH, they decide autonomously when to
send their data. In the message, the CH includes information regarding the node's
minimum and maximum reply time until the next broadcast. Since nodes are only
expected to transmit once during that period T, they can turn o the transceiver for
the remaining time to save power, only switching it on to send out their collected data.
When a node does not receive any advertisement, its receiver remains constantly on,
awaiting any ADV CH. Although the node would be in idle listening for most of the
time (which in practice represents a lower power usage, when compared with receiving
power), the simulation uses a Pidle = PRx.
Figure 6.5 summarises energy usage per node for the dierent simulated conditions.
When PL = 2 the range of energy consumption for the dierent wave heights is high
(between 19.8J and 323.9J for a network of 50 nodes), whilst it becomes smaller (between
347.9J and 384.3J for 50 nodes) when PL = 5. This is a consequence of either an
increase in number of nodes or weather deterioration. On one hand, as the number of
nodes increases, so does the number of back-os and retries. On the other hand, as the
weather gets worse, fewer nodes receive the CH broadcast message. In both cases, they
will listen to the channel for longer, until they send data or receive an advertisement,
respectively. In the extreme case a node does not receive any advertisement during theChapter 6 Simulation results 131
entire simulation, thus it remains constantly listening. In such case, the total energy
used is 392.04 J per hour. In such conditions, a standard set of batteries with 20 kJ of
stored energy would last for 51.2 hours until the node stops working. Channel listening
before transmission is a quick process that in the overall energy budget represents a small
fraction of it. One transmission demands 4.4 mJ, while channel listening requires 0.11
mJ. One interesting aspect to research further is the use of duty-cycles and energy-aware
MAC layer to reduce energy consumption for the worst-case situation.
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Figure 6.5: Energy usage for SH routing.
6.2.4 Discussion
Using single-hop routing provides the basis of comparison for the implemented algo-
rithms. The simulations show that its packet delivery performance approaches the ideal
maximum when the weather is at. This proves that SH routing is a solution for clear
weather, when sensing nodes are within range of at least one CH. There is a steep de-
crease in packet delivery with the degradation of weather conditions. In such conditions,
nodes lose line of sight towards the CH, therefore multi-hop is expected to outperform
SH. One possible solution to the problem is the use of periodic broadcasting (possibly
resorting to ooding or gossipping for proactive multi-hop routing) to increase packet
delivery when nodes are not subscribed to any CH.
The losses due to collisions with optimal conditions are as expected, considering the
number of packets being exchanged in each cluster. When the weather gets worse,
packet collision also increases. Energy consumption per node with clear weather is also
the smallest achievable, as sleep states can last longer and relaying is non-existent. The
variations in collision rate lead to the conclusion that there are factors involved (beyond
the number of nodes) in its estimation. Location, PL and random obstruction from132 Chapter 6 Simulation results
waves aect line of sight between nodes, reducing network connectivity. Latency was not
included in SH analysis, as direct communication delays are always the smallest of any
algorithm. In ideal cases, latency depends solely on the propagation and transmission
time.
The mean energy used by nodes is proportional to the increase in path loss exponent.
The algorithm used only allows nodes to go into sleep mode once they have a known
transmission time. If, on the other hand, nodes do not receive the ADV CH message,
they remain listening to the channel. Although transceivers require less current while in
idle listening, the values used are the same to predict a worst-case situation where the
network lifetime is the smallest.
6.3 Multi-hop results
Single-hop routing serves as a static rule for algorithm comparison. It is the simplest
alternative that can be used inside a cluster, providing reliable and comparable scores.
As previously shown, SH's limitations become more evident when weather conditions
get worse. Multi-hop routing algorithms aim mainly at reducing these limitations by
using intermediate nodes. Therefore, a comparison between SH and multi-hop serves as
a mean to assess the advantages and to what extent increasing complexity is benecial
to network's success.
6.3.1 Greedy routing
Greedy (GR) algorithm uses the knowledge of node's location to nd the most suitable
relay, solely based on self-interest. The premise to this is that transmission costs more
that listening and reception, especially when origin and destination are far from each
other. This same principle can be used for communication: shorter distances improve
SINR, hence the packet decoding success rate is higher, despite any simultaneous but
more distinct transmission. On the other hand, the increase in overhead caused by nd-
ing the best route needs to be compensated, particularly in central nodes, as previously
shown.
Comparing with single-hop delivery rate, Greedy consistently achieves lower scores over-
all, as shown in gure 6.6. The results compare GR and SH with back-o and multiple
retry MAC layers. As expected, the relative success rate decreases as the number of
nodes in the cluster increases. The higher number of nodes results in a higher number
of replies to route requests. Despite the eorts to minimise unnecessary replies, the
number of potential relay candidates is dependent on weather conditions and visibility
between them. Each candidate stores all REQ ROUTE messages (if it is in a position
to relay messages), and discards them if another node replies before. The reply processChapter 6 Simulation results 133
must be quick enough to ensure that no wave appears in the meantime, while still leav-
ing enough time for the origin to send data. It was decided that the complete process
(from REQ ROUTE to the end of the data transmission) should last less than 100 ms,
otherwise the transmission is dropped. This can cause additional collisions during the
ADV NODE stage due to the potential number of replies from potential relays in large
networks.
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Figure 6.6: GR packet delivery as a fraction of SH.
The extreme paradigm of the implemented GR algorithm leads to the worst case scenario
of transmitted packets. The number of hops for each message is the highest, as the
algorithm searches for the shortest transmitting distance between nodes towards the
CH. The outcome is an increased overhead, further aggravated by missed reply packets.
The added overhead impact and missed replies and additional REQ ROUTE can be
estimated through latency, as shown in gure 6.7. The signicant increase in latency
when H increases results from the multi-hop strategy adopted: intermediate nodes only
drop packets when they either transmit them or receive a new ADV CH. Combining this
with the low route availability leads to delays that can reach over 80 seconds. Although
it would be simple to implement a mechanism to drop old messages and advertisements,
they were left intentionally. Another alternative would be to implement a priority queue,
where messages were forwarded according to importance or timeliness, combined with a
packet dropping mechanism.
Collision rate is high, as shown in the charts of gure 6.8, due to the high number of
packets exchanged between nodes. Despite this, there is a reduction in collisions due
to the shorter range between sender and receiver when conditions deteriorate. The
improved SINR between closer nodes, along with a lower overall transmission count and
the algorithm's exibility, leads to a smaller collision rate than that achieved with SH.134 Chapter 6 Simulation results
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Figure 6.7: Network latency with GR routing.
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Figure 6.8: Collision rate as a fraction of correctly received messages by the CH, for
GR routing.
The performance of GR is also assessed through the distance between message origin
and CH. Due to the number of intermediate relays, messages generated in peripheral
nodes have a higher probability of loss due to collision. However, as each message from
peripheral nodes is sent to a close neighbour instead of the more distant CH, the higher
SINR can somewhat compensate for the packet loss probability. As shown in the charts
of gure 6.9, the mean distance between message origin and CH actually increases, when
compared with that of SH. The successive forwarding of each message result in a lower
collision rate on a per-hop basis. This is true for low PL values (PL=2 and PL=3) andChapter 6 Simulation results 135
H > h. For higher values of PL, the results become similar to those of SH, since relaying
decreases.
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Figure 6.9: Mean distance between origin and CH for each received message as a
fraction of SH.
6.3.2 Two-hop results
Two-hop strategies aim at balancing the packet delivery while keeping a similar perfor-
mance to that of SH. By limiting the maximum number of relaying nodes the results
should approach those of SH with clear weather, while achieving better scores when
conditions deteriorate. Furthermore, it is important to analyse the dierences when us-
ing single and multiple relays, and its impact of redundancy in the overall performance.
The use of multiple relays also demands a dierent approach towards relay candidate
reply strategy. With SRD, nodes delete the REQ ROUTE message immediately once
another candidate replies. If MRD is being used, nodes cannot delete it until they lis-
ten to at least three replies. Although this process is straightforward for clear weather
and medium to large size networks, it can cause unexpected results when the number
of potential relays is less than 3. The number of relays was left constant during this
simulation to analyse its impact.
As the number of hops is limited to a maximum of two, overhead, packet losses and
consequently latency are also lower than those of GR. Packet delivery, as can be seen
in the tables of gures 6.10 and 6.11 (for SRD and MRD, respectively) is comparable
to that of SH for clear weather. Nevertheless, delivery deteriorates quickly with any
obstruction or increase in PL. With higher PL exponents both SRD and MRD achieve
similar results: MRD does not manage to nd multiple routes with the same frequency
as it does with clear weather, making it similar to SRD.136 Chapter 6 Simulation results
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Figure 6.10: SRD packet delivery as a fraction of SH.
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Figure 6.11: MRD packet delivery as a fraction of SH.
Contrary to packet delivery, the use of two hops in peripheral nodes has positive impact
on the mean distance between message origin and CH, as visible in gures 6.12 and 6.13.
Both algorithms show a consistent increase in mean distance ratio (when compared with
SH), with an advantage for MRD algorithm when PL< 4. For higher values of PL, the
mean distance is similar between SH, SRD and MRD. The two-hop areas (as displayed
in gure 4.7) were kept constant, independently of dierences in weather. For higher
PL values, where the maximum transmission range is lower than the inner area, the
two-hop algorithms eectively behave as single-hop. The lower packet deliveries seen
in both algorithms when the waves are higher than the antenna are due to a specicChapter 6 Simulation results 137
implementation decision: like it was decided for GR, nodes cannot drop packets until
they either receive a new ADV CH or transmit what they were requested to forward.
As with GR, it would be simple to improve performance and make it similar to SH,
through periodic buer reset or using priority queueing.
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Figure 6.12: Mean distance between origin and CH with SRD routing as a fraction
of SH.
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Figure 6.13: Mean distance between origin and CH with MRD routing as a fraction
of SH.
By limiting transmission to two-hops, collisions are also limited. In theory, the relaying
process in an uniformly distributed network with a xed relaying area has a predictable
maximum number of exchanged packets. As such the collision rate is also estimated.
As can be seen in gures 6.14 and 6.15, there is a higher collision rate than with SH for138 Chapter 6 Simulation results
low PL exponents. Collision rates are also higher than those with GR routing under the
same conditions. Relay requests and multiple ADV NODE for each ROUTE REQ are
responsible for the higher number of packets when compared with SH. With higher PL
exponents, as there is no relaying, the collision rate reduces signicantly to values below
1%. This is due to the combination of two-hop eectively becoming single-hop routing
and the low number of packets in contention.
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Figure 6.14: Collision rate for SRD routing.
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Figure 6.15: Collision rate for MRD routing.
Another important limiting aspect of multi-hop routing is latency. When using GR the
latency increases exponentially with the number of nodes. Using two hops results in
a latency comparable to that of SH, as visible in gures 6.16 and 6.17. The values,Chapter 6 Simulation results 139
despite being a mean of seven runs, can be highly variable when the number of nodes
changes, particularly for SRD. When waves block the transmission, intermediate nodes
must back-o and retry sending the messages at later times. For that reason, latency
increases with wave height, also becoming more random. Nevertheless, the mean latency
is always below 1 second for any given set of conditions, a highly acceptable value for
the application scenario described.
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Figure 6.16: Network latency with SRD routing.
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Figure 6.17: Network latency with MRD routing.140 Chapter 6 Simulation results
6.3.3 Discussion
Greedy routing is the extreme opposite of SH. Its primary objective is to minimise
communication distances while saving energy. However, the implemented algorithm did
not minimise PTx and the transceivers was working continuously. Every transmission
was done with maximum PTx (following the results of chapter 3) to reduce collisions.
One collateral eect of this decision is the improved SINR in receiving nodes, resulting
in a lower BER and higher probability of receiving the packet correctly. However, as
the number of exchanged packets increases with the number of hops, the probability of
collisions is still high, hence the delivery is always lower than that achieved with SH.
Latency also increases with the number of hops. Higher latency, along with the number
of hops, increase buered messages. As the algorithm re-sends a REQ ROUTE message
until a candidate replies, latency increases with wave height and frequency. Higher and
more frequent waves limit the number of visible neighbours which, combined with the
limitations in PL, reduce the number of nodes to the point where no possible relay (or
even the CH) receives the request.
Greedy shows that multi-hop can oer advantages over single-hop, despite the increased
overhead and lower general performance resulting from the extreme nature of the imple-
mented solution. A more balanced outcome was expected from the two-hop alternatives.
Restricting the number of hops provides better and more consistent results than GR for
a wider cluster size, while allowing more exibility than SH. During the simulation runs,
the algorithms kept the same set-up regarding the relay area and number of relays with
MRD. Although this generated non-optimal results, it provided a reliable comparison.
Packet delivery with both SRD and MRD is similar to that of SH when the waves are
lower than the antenna. As the weather deteriorates, the delivery rate also decreases.
On the other hand, MRD shows improvements over SH in mean distance between origin
and CH. These two scores, delivery rate and mean distance, lead to the conclusion that
peripheral nodes become more successful with this scheme. Latency is another factor
where two-hop routing shows its advantage. Although always higher than that of SH,
the maximum latency is a fraction of what was achieved with GR and does not increase
signicantly with the number of nodes. One side eect of low latency is the smaller
buer requirement.
Overall, packet delivery with multi-hop is lower than that of SH for most conditions.
Nevertheless, results are promising due to the mean distance between origin nodes and
CH, and in the case of two-hop, the eects in collision rate and latency are controlled.Chapter 6 Simulation results 141
6.4 Opportunistic routing results
The inclusion of opportunistic routing allows nodes to transmit to the CH when they
do not receive an ADV CH message. This is one of the alternatives to improve packet
delivery across the network when the weather aects its operation. The opportunistic
routing (described in chapter 5) approach was introduced in GR and MRD algorithms,
and the performance of algorithms is compared to that of SH. As previously mentioned,
the decision went on implementing a reactive opportunistic strategy, which relies on
intermediate nodes already having a known route. Although this option is expected to
generate a unicast storm from opportunistic nodes, these can only transmit once the
node connected to the CH nishes its transmission, hence generating minimal impact
on the original algorithms. To limit any performance degradation, three additional rules
are implemented. The rst is a maximum transmission time for blind nodes to try and
send their data, limiting overhead and the impact of opportunistic routes. Once the
timeout occurs, nodes cannot use that specic relay and must nd another alternative.
The second strategy is a timer that, once an opportunistic node transmits its data,
stops it from sending a new message for a period of time. The third is the removal of
handshaking in opportunistic communications, to reduce overhead.
This section will focus on two main metrics: packet deliveryand mean distance between
message origin and CH. While latency and collision are also important factors in WSNs,
its increase is solely due to the added opportunistic strategy, and it is not considered
essential to assess the performance of blind node routing.
6.4.1 Greedy results
The addition of opportunistic routing in GR results in an increase of message delivery
when PL exponent increases and wave height is low, as visible in gure 6.18. For PL> 2,
opportunistic GR improves the results of SH when the sea is at and the cluster size is
small. At points, the improvements are in excess of 20%. With h > H there is a steep
decrease in delivery, compared to SH. The combination of multi-hop and opportunistic
strategies increase overhead when the number of blind spots increases.
There is an overall increase in mean distance between origin and CH, as can be seen in
gure 6.19. The distance improves signicantly for higher PL exponents and lower wave
height, reaching over 50% improvements under some conditions. With higher waves,
CH advertisements do not reach all nodes within theoretical range. Therefore, some
of the nodes at closer distance to the CH also become opportunistic to overcome the
obstructed direct line of sight.142 Chapter 6 Simulation results
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Figure 6.18: Packet delivery for GR opportunistic routing as a fraction of SH.
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Figure 6.19: Mean distance between origin and CH for each received message as a
fraction of SH.
6.4.2 Two-hop results
The results achieved with MRD are consistently better than those of SRD with lower
PL exponents, and similar when PL is 4 and 5. As such, only MRD results will be
analysed in this section. The two-hop scheme already provided delivery rates closer
to those of SH for clear weather and smaller network sizes. With the introduction of
opportunistic routing, the results get closer to the theoretical maximum for dierent
weather conditions, as visible in the charts of gure 6.20. The delivery rate (when
compared with SH) keeps closer to the maximum in smaller clusters. For larger networkChapter 6 Simulation results 143
sizes, the delivery rate decreases mainly due to network congestion caused by bandwidth
limitations.
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Figure 6.20: Packet delivery for MRD with opportunistic routing as a fraction of SH.
As with GR, the mean distance to the CH also improved over both standard MRD and
SH, as shown in the charts of gure 6.21. The mean distance is consistently higher,
and in some cases the improvement is greater than 50% compared to SH, and greater
than 40% when compared to MRD without blind nodes. With lower PL, the results are
consistently higher, except for the ideal case of PL = 2, H = 0:2m, as it is coincident
with the near-optimal delivery. With higher PL, the improvements in distance are
mainly noticeable with larger network sizes | these provide additional alternatives for
opportunistic nodes to send their data.
6.4.3 Discussion
Using opportunistic routing gives blind nodes another alternative to send their data to
the CH. The implemented solution is based on a reactive strategy, where blind nodes
use any transmitting node to relay their packets. This is based on the assumption
that if a node is transmitting data, it is because it has found a route towards the CH.
Nevertheless, there are two other sources of interference: other blind nodes and reduced
transmission time. The rst does not allow a node to know all its neighbours, therefore
it will not know if its message is colliding. To save time, the handshake process was
skipped when using an opportunistic route.
The overall packet delivery and mean distance to the CH for GR is improved in small
networks and if PL > 2. At times, the delivery rate is over 20% higher than that of144 Chapter 6 Simulation results
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Figure 6.21: Mean distance between origin and CH with MRD routing as a fraction
of SH.
SH. The mean distance is also higher for some of the simulation parameters, managing
improvements higher than 50%.
Message delivery with MRD improved, when compared with SH. For smaller networks, it
scored close to the theoretical maximum. Furthermore, the distance between origin and
CH also improved, showing that opportunistic routing combined with two-hop routing
is a better alternative for some cases. As with GR, this improvement occurs for smaller
networks. Despite the reduced number of nodes within direct line of sight when H >
0:6m, the number of blind nodes competing for a known route increased.
6.5 Environment engine results
From the above results, it is possible to conclude that each algorithm provides distinc-
tive scores for each set of simulation parameters. Yet, none of them is the ideal solution
for the complete range of inputs tested. The environment engine aims at combining the
results achieved, creating a metric that denes the best option for a given set of envi-
ronmental conditions. Furthermore, as it can use both internal parameters and external
data to manage these rules, a feedback loop is formed for the network adjustments. The
outcome is a variable system that improves delivery and range to any set of inputs and
interfering factors.
The results above were achieved for clearly dened network parameters. Although these
represent generic ranges, the values inbetween those (e.g. PL =2.5) can be geometrically
estimated and the environment manager decides upon that. The values beyond theChapter 6 Simulation results 145
Figure 6.22: Geometric representation of routing decision.
simulated parameters (e.g. PL < 2 or PL> 5) will keep the same algorithm selection
from the closest known set of parameters.
6.5.1 Routing decision
Equation 5.10 is used for PL=2 and PL=3. The scores are close, therefore this option
provides a better relative score between algorithms. A wf of 1.5 emphasises the impor-
tance of packet delivery. Range has lower relevance as the deciding factor for these PL
values since it its variation is mainly due to node's distribution.
Table 5.2 is used when PL=4 and PL=5. The values are too distant to consider using
ratios. A wf = 1 is used, since it was considered that both packet delivery and range have
the same importance in the choice of a successful solution with this set of parameters.
Unlike for lower values of PL, the dierent algorithms may increase network range when
compared with SH, especially in the case of opportunistic routing.
Not all the scores use the best solution: there is a compromise where the second best
option can still be used for the sake of simplicity and consistency. Routing adaptation
has advantages, yet frequent strategy changes may not be received and acknowledged
by all nodes in range. The nal decision is shown in gure 6.22, where the two main
axes represent network size (in number of nodes) and wave height (the Beaufort number
is used in correspondence). Path loss is divided into two axes for visibility purposes,
where values from 2 to 5 are represented in four dierent axes. The thick lines con-
tour the algorithm's range, representing the region of parameters where the algorithm
provided the best results between those tested in the simulation. Multi-hop algorithms
use opportunistic routing, as it provides higher delivery rate and greater mean distance
between origin and CH than the non-opportunistic counterparts.146 Chapter 6 Simulation results
6.6 Discussion
The environment-aware engine allows the combination of more than one protocol into
a WSN. In the current implementation, the CH chooses the best routing strategy for
any given set of conditions, based on previous simulation results. As such, the network
does not rely anymore on one single solution to provide the best output. Instead, it can
modify its operation dynamically according to the set of inputs.
The current approach and scores are based on the algorithms and protocols presented
in this thesis, as well as two generic alternatives. Other protocols were not considered
as they needed to be adapted to the requirements of the deployment scenario, simulated
and compared with the current implementations. Nevertheless, the results presented
in this chapter show that it is important to understand the deployment and its main
parameters before deciding which ones should be used and what should be their relative
impact. By acknowledging these inuences, it is then possible to modify the network
behaviour accordingly, so that it always achieves the best performance.
6.7 General discussion
While designing and building a cross-layer routing algorithm, it was found that the simu-
lation required a more detailed set of parameters and assumptions than those previously
used while testing independent layers. In addition, the algorithms also required further
decisions regarding their development and integration:
 The results were based on channel listening with multiple retries. As discussed in
chapter 3, this solution can cause a latency increase towards the end of the period.
To reduce the impact of unlimited retries and delays, nodes reset their buers once
they receive a new advertisement from the CH.
 Transmission period was kept constant to evaluate the implications of overhead in
a large-scale, contention-based, reactive network. Packet delivery would increase in
two-hop and multi-hop communication, should the advertised transmission period
increase, as previously argued. Nevertheless, it would need to increase in a multiple
of the network size (or exponential in the case of greedy algorithms) to maintain
a constant delivery rate.
 Reactive routing is more suited to reduce overhead, especially considering the con-
stant need to update paths in a dynamic network. Perhaps a proactive approach
would be better suited when the weather conditions are close to optimal. Never-
theless, in such cases, SH proves to be a robust and reliable solution.Chapter 6 Simulation results 147
 MRD used all three alternatives to route messages from peripheral nodes, as op-
posed to a single alternative used in chapter 4. This is a trade-o between redun-
dancy (thus increased packet delivery) and bandwidth usage to improve message
delivery.
This work avoids route loss due to random obstacles through the use of reactive routing.
This makes the algorithms self-healing and fault-tolerant towards random obstacles. The
same principle is used in AODV [96] to reduce the risk of packet loss in intermediate
nodes when these suddenly disappear. During the development, it was considered that
proactive routing would impose a high increase in bandwidth usage, yet it would be
relevant to discuss and test this in future work.
The proposed two-hop solutions are in some aspects similar to the LOCI algorithm [173].
With LOCI, the cluster is divided in two regions, the rst is formed by nodes within direct
range R of the CH, while the second is formed by nodes within 2R away. With SRD and
MRD, all nodes must be within range of the CH, and the second hop is determined with R
smaller than the maximum transmission range under optimal conditions. Furthermore,
LOCI also repeats advertisements periodically, making it fault-tolerant. Yet, unlike
LOCI, the CH is pre-determined and resource-rich, and nodes outside any CH range
become opportunistic.
The algorithm adaptation implementation uses a xed transmission power, indepen-
dently of distance between nodes. This solution was also proposed in GEAR [113],
where besides xed transmitting power, the algorithm provides energy and geographic
awareness. Also, as in GEAR, the proposed implementation does not use any routing
or location database, and the nodes are in xed locations. Unlike the algorithms pre-
sented in this thesis, and since GEAR uses xed location, route update is random. This,
combined with multi-hop and unawareness of full route cost, does not guarantee the
minimum cost route from origin to destination. The two-hop strategies selected routes
based on overall weight from origin to destination.
As the receivers were left operating continuously to minimise latency, the dierences in
energy consumption between nodes were minimal, thus remaining energy was left out
of the route weight estimation. Energy saving can be added in future work through
the implementation dierent MAC algorithms specically designed to cope with sleep
states, such as S-MAC.
Another important aspect that was considered during the design stage was scalability.
Clustering is seen as the most scalable protocol [103], yet it is dependent on cluster size
and intra-cluster communication. As claimed by Bjornemo et al. [155], multi-hop routing
has fewer advantages than single-hop, particularly if origin and destination are within
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is advantageous under a limited set of conditions, such as small cluster size and when
waves are higher than the antenna, causing obstruction.
In a network where all nodes are within range of a CH, the advantage of using multi-hop
comes from the avoidance of random interferences. With Greedy, when a node decides
to transmit, it requests the closest node towards the CH. Only nodes receiving the ad-
vertisement while being closer the CH can reply. This increases the chances of packet
relay due to communication symmetry. Nevertheless, packet loss and overhead increases
exponentially with the number of hops, despite the improved SINR due to short-range
transmissions. This is more noticeable in large networks, where the number of trans-
missions limits packet reception, especially from peripheral nodes. Further investigation
could analyse the ideal number of hops under dierent set of conditions. This alterna-
tive, combined with the switching between proactive and reactive, can trade between
packet delivery, network coverage, bandwidth usage and latency.
The set of parameters measured in this chapter was dierent from those of chapter 4.
As the network is expected to run for a few weeks (as described by the application
scenario), lifetime is not a primary issue. Despite that, energy savings should be con-
sidered for future work. On the other hand, the combination between delivery rate and
mean distance between origin and CH are essential to characterise the performance of
algorithms.
When the weather is clear and there are no waves interfering, single-hop performs better
than any other alternative. Packet delivery is close to the theoretical maximum and
nodes can save energy through sleep states and low duty cycles. Single-hop also shows
better results when the network size increases and more nodes become within range,
mainly due to the smaller number of packets generated, when compared to multi-hop
strategies. Therefore, network size is the rst aspect to inuence protocol's behaviour:
smaller networks can cope with more complex protocols and benet from their use,
since the overhead they generate does not compromise a correct operation; however,
as the network size grows, complex protocols slowly become irresponsive, while simpler
solutions become more attractive. On the other hand, as nodes lose connectivity due to
weather, multi-hop protocols become more suitable than single-hop.
By allowing blind nodes to discover opportunistic routes, the delivery rate and mean
distance between origin and CH increase. Still, as these transmissions only start once
the original packet was sent, the correct reception by the next hop (or CH) is guaran-
teed. The blind node strategy was based on a reactive approach without handshaking
between nodes, despite potential collision and packet loss. This decision was taken for
two reasons: (1) the relay node will have a known route to the CH; and (2) the inuence
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Developing an algorithm is always limited to a particular application or set of conditions.
Understanding those conditions and their operating range in terms of network size, dis-
placement and obstacles is important to the design of application-specic WSNs. The
results shown in this chapter lead to the conclusion that there is no single solution to a
deployment where conditions can change signicantly and aect performance. Adding
the possibility of changing the protocols locally and during network operation makes
WSNs adapt their behaviour to both predictable and unforeseen conditions. As de-
scribed in the literature and argued in this thesis, each routing protocol is designed for
a specic set-up range and does not perform optimally on a broader set of conditions
and parameters. Both network set-up and environmental issues aect the network per-
formance to the extent of making it unusable. Although a single protocol solution can
minimise this eect overall, it does not represent an optimal solution for every condition.
As such, changing the protocol parameters | or eventually changing the whole protocol
| is an approach to WSN design that results in using the best options at all times.
The decision process in the environment engine was based in two rules, both relying
on information about packet delivery and message origin mean distance. While energy
usage and latency are also important factors to consider, they become secondary when
a high packet delivery (above 80% of generated packets) is not achievable. In such
conditions, the primary focus was to guarantee that messages were delivered and the
distance between origin and CH increased. GR and MRD outperformed SH by increas-
ing the mean distance while maintaining a similar packet delivery. Latency was not
considered (SH will always have the shortest delivery delay) and energy usage was left
out intentionally, since the multi-hop algorithms kept nodes continuously awake.
The weather engine rules adopted in this work were straightforward. Further inputs from
dierent sensors lead to additional ne graining and optimisation. The use of clustered
networks allowed the centralisation of protocol selection rules in the CH. One alternative
to consider in future research is the benet of distributing the decision process through
nodes. This option must consider a general failsafe rule and the implications of local
decisions in the global cluster performance context.
The environment engine represents an important advance in understanding not only
the limitations of the presented solutions, but also the general limitations of WSNs.
Implementing dierent alternatives and clearly dening the decision rules allows the
network to adapt to external factors, minimising their impact on node's communication.
By doing so, the environment engine becomes the corollary of the inuences of weather
in network's behaviour and performance presented in this thesis.150 Chapter 6 Simulation results
6.8 Summary
In this chapter, the simulator developed was tested with dierent algorithms and under
dierent sets of parameters. Maintaining the maritime monitoring scenario, the param-
eters and assumptions were evaluated according to the conditions expected to be found
in an oshore network deployment. The results show that weather inuences signi-
cantly the network performance, and that although one algorithm may work well under
one set of environmental conditions, that is not necessarily the case for the full range of
parameters.
Single-hop routing performance is nearly optimal with clear weather, yet it leaves mar-
gin for improvements when the weather becomes harsher. Packet delivery is the most
important measure to estimate the network performance, although other parameters are
needed to understand where the algorithms show deciencies. By using mean distance
between origin and CH, as well as collision rate estimation and latency, it was possible
to identify under which conditions and solutions could be alternatives to SH.
The introduction of opportunistic routing showed improvements over non-opportunistic
multi-hop strategies. Mean distance between origin and CH and packet delivery were
improved, achieving better scores than the versions without it. Nevertheless, this strat-
egy was not always advantageous, as larger networks can cause increased collisions and
packet loss, particularly with Greedy. Therefore, a careful decision of which algorithm to
use must be made, given the set of expected environmental conditions on the deployment
area.
The combination of dierent parameters with the ability to change algorithms dynami-
cally led to the introduction of the environment-aware engine. Its objective is to use each
routing algorithm when it achieves the best results. By using a feedback mechanism, the
engine can measure the implications of each modication on the network performance
and, if necessary, run further adjustments.Chapter 7
Conclusions
7.1 Summary
Wireless Sensor Networks allow sensing and monitoring in novel environments and con-
texts. To achieve this, WSNs must cope with the constraints found in the dierent lo-
cations. Hardware is another limitation of the concept: it relies on trade-os to achieve
the best compromise between cost, sensing, processing, communication and energy. To
achieve the best results, application-aware development is fundamental. The applica-
tion scenario is therefore essential to WSN development. It denes the characteristics,
limitations and obstacles that the network will encounter when deployed. The combina-
tion of this set of challenges is very often unique to each case and requires the network
development stage to take it into consideration so that the best solution can be found
and implemented.
This thesis addresses solutions that allows a WSN to work under variable environmental
conditions. In the scenario detailed in chapter 1, weather and network topology can vary
during the monitoring operation, demanding specic design strategies to comply with
the challenges. The objective was to develop network algorithms for MAC and Routing
layers, integrate them into a custom-built simulator and assess their performance. The
results led to the development of an adaptive communication model that adjusts the
network behaviour according to ever-changing environmental conditions.
7.1.1 Medium Access Control
Medium access control strategies become increasingly more relevant as the network grows
in size. The wireless bandwidth is limited, therefore the success of the network depends
on MAC's performance. Moreover, MAC is also closely related to energy usage: to
save energy, simpler protocols without any channel listening or negotiation provide the
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extreme case of energy savings, at the cost of lower packet delivery rate. More complex
solutions, on the other hand, trade energy for higher packet delivery. It was shown that
the trade-o is linear and it depends on a ratio between number of nodes, transmission
period, frequency and bandwidth. Ultimately, the most ecient techniques are needed
to improve message delivery and bandwidth usage while keeping energy consumption
low.
Using extended range transmitters was one of the decisions aecting mainly the MAC
layer. The number of nodes within transmission range increases exponentially with a
linear increase in transmission range, for a given uniform distribution. Nodes compete
for the same limited channel, increasing the probability of collision, hence contention
and retransmission. On the other hand, long-range communication results in smaller
number of clusters and lower complexity in upper layers.
In chapter 3, it was shown that even with protocols that require less control messages
it is still possible to keep a very high message delivery (above 85%) while reducing the
overhead to a minimum. The biggest concern was related to hidden nodes and the
amount of collisions that they can cause. Listening to the channel before transmitting
is a simple practice that reduces the probability of collision between nodes without
aecting bandwidth usage. The energy cost of such procedure is also relatively small
when compared with the overall improvement in message delivery. As such, it represents
a solid alternative to more complex mechanisms under the described scenario.
7.1.2 Two-hop routing
The comparison between single-hop and multi-hop techniques has given an insight into
how the energy is used not only by one node, but by the network as a whole. Nodes
must cooperate between them to achieve the best results while prolonging the network
operation. The results in this thesis showed that, under certain conditions, two-hop
routing can extend the network lifetime while keeping a low latency and collision rate.
Two-hop schemes are the simplest multi-hop strategies and, as shown in chapter 4, they
can guarantee an increase in network lifetime. When compared with single-hop and
Greedy, two-hop balance energy depletion between long and short range transmissions
at the cost of small yet predictable increase in latency. Three dierent approaches to two-
hop routing algorithms were implemented. As demonstrated, even simple decisions and
small modications in routing strategies can signicantly aect the overall performance.
Furthermore, the results led to the conclusion that, to achieve the best results, nodes
need to be aware of not only their status but also of the status of their neighbours. This
way, self-interest is minimised and global awareness improved. A combination between
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when compared with single-hop, approaching the ideal solution where all nodes become
depleted at the same instant.
7.1.3 Environment-aware simulation and results
Building a network simulator demands an understanding of node behaviour, network
interactions and external factors that can inuence its operation. To that extent, the
use of realistic models for both communication and weather is fundamental to achieve
trustworthy results in an environmental-aware simulation. This leads to the design and
tuning of communication algorithms and protocols to better t the proposed scenario.
The simulation development described in chapter 5 was centred on realistic network
environments and on the dynamic behaviour of variable size networks. The network was
partitioned into clusters, thus allowing logical and physical division between regions.
This also allows the simulation of one single cluster, whose results are replicated across
the network. Despite the realistic approach, assumptions and simplications were re-
quired where the full extent of alternatives was only possible under real deployment
conditions. The routing algorithms used in the simulator were based on the proposals
presented in chapters 3 and 4. These were modied due to cross-layer requirements to
include both application and physical layers. The algorithms were tested with dierent
parameters to simulate weather and network characteristics. The results in chapter 6
have shown that each algorithm reacts dierently to modications in parameters. Fur-
thermore, there are dierent scores for each set of parameters: one algorithm can score
better in one metric, yet prove worse in the others. This proved that one algorithm
can be the best solution to a particular problem or set of rules but only after consid-
ering which metrics and scores are important to the specic deployment, and if their
combination still provides the highest value amongst the alternatives.
In a direct comparison, each algorithm shows dierent advantages and drawbacks. Most
importantly, their performance depends on the network size and displacement, as well
as weather conditions. Considering the most important metrics | packet delivery and
mean distance between origin and CH |, SH approaches the ideal message delivery
rate when the weather is clear and sea is at. Greedy is best for small size networks
and harsh weather, while MRD outperforms SH and Greedy either when the network is
small and weather is clear, or when the network is larger and attenuation is high.
7.1.4 Environment-aware engine
Considering the application scenario of this thesis, weather changes (hence parameter
changes) can be frequent. To cope with this, chapter 5 introduced the environment-
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modify and adapt the routing algorithms according to sensed values and communication-
derived statistics. The use of a feedback loop mechanism also helps to further improve
the network performance by using a metric based on external and internal metrics, and
their inuence on the network behaviour upon any modication.
The engine uses two dierent rules according to the estimated value of path loss. Packet
delivery rate and mean distance between origin and the CH are used for that purpose.
The dierence is in the gure of merit attributed by each rule. This approach emphasises
the need to understand the particularities of each deployment and application to adapt
the network accordingly. Moreover, by having full awareness of the inuence of both
network behaviour and weather conditions, it is possible to continually monitor and
modify the network protocols and improve the results. The engine is the evidence that an
adaptive sensor network provides the best solution in dynamic deployment environments.
The engine was developed for maritime monitoring, yet it can be expanded and adapted
to suit other applications with a variable set of conditions and where more than one
protocol can be used to improve performance.
7.2 Contributions
This thesis successfully contributed to the understanding of WSNs in the areas outlined
in chapter 1:
Variable size and topology networks. Dividing the network into clusters provided
the basic procedure to reduce collisions when the network size varies. Intra-cluster
communication has a fundamental role in the network performance. Making a
hardware selection based on both envisioned deployment strategy and expected
network size worked as the basis for the solution found.
Medium access mechanisms. Chapter 3 analysed collision and hidden nodes from a
theoretical perspective, proved through simulation. It was shown that the ratio
between transmission period and number of nodes is an important measure to
estimate packet delivery in contention-based medium access, minimising hidden
and exposed terminal problems, and consequently improving energy eciency.
Energy distribution. As shown in chapter 4, multi-hop can improve energy usage
under specic circumstances, when compared to single-hop. In addition, it was
shown that the location of nodes is also of extreme importance when balancing
energy between origin and intermediate nodes. Furthermore, nodes must have a
global knowledge of the neighbour's status to avoid greedy and unbalanced battery
depletion across the network. This work shows that simple two-hop solutions can
improve energy consumption with minimal impact on metrics.Chapter 7 Conclusions 155
Environment-aware communication. The combination between hardware, rmware
and environment-aware decisions is an essential aspect of WSN development.
The environment engine was designed to adapt network algorithms according to
weather changes, adjusting performance under variable conditions. The engine
is a framework that works in parallel with the network stack. It combines sens-
ing and network performance data into a metric used to improve communication.
Therefore it can work with dierent environments, sets of rules and algorithms.
When taken together, this thesis made a signicant contribution towards the under-
standing of the interactions and implications between WSN development and deploy-
ment environment. Still, much remains to be investigated.
7.3 Future work
The research conducted for this thesis has successfully met the research objectives and
aims proposed in section 1.3. Nonetheless, research in routing and networking is con-
stantly evolving and novel algorithms and models can be added to expand this research.
This section outlines the areas that can be addressed by future work.
7.3.1 Two-hop routing and cross-layer development
To improve the routing algorithms presented in this thesis, further research is needed on
how to dynamically adjust the two-hop range distribution. As it was found, the static
rule has limitations mainly due to the xed relay range. Using a dynamic relaying area
that depends on communication and environmental factors will improve the decisions
of whether a node should act as intermediate or not. MRD can also be modied to
adapt the number of relays according to weather conditions and network size. When
the network grows, more nodes will be within communication range, hence the number
of usable relays. On the other hand, as weather gets harsher, fewer nodes are within
range, thus the number of relays is smaller. Research can be conducted to balance
communication range, number of nodes in the vicinity and variability of weather with
the delivery rate and bandwidth usage.
Reactive opportunistic routing was described and used in this thesis. The proactive ap-
proach is expected to generate greater overhead, particularly in larger andhighly mobile
networks. Nevertheless, it can still be an alternative for particular weather conditions,
should it prove to outperform the reactive solution. Another aspect that can lead to fur-
ther research is the use of asymmetric transmission ranges. This can be either through
tting the sink/CH with a transceiver with higher transmitting power than that of sens-
ing nodes, or by 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select the most appropriate option for each case, either by appointment of the CH or
through internal algorithm (and environment engine) decisions.
7.3.2 General-purpose adaptive network routing
The adaptive engine concept was shown and proven to work with simple decision rules.
Future work can include a distributed fuzzy logic management scheme to decide rout-
ing in nodes, or the use of Articial Neural Networks to control a larger number of
variables, creating rankings and weigh inputs to optimise network performance. Ulti-
mately, the wireless sensors can use any of the protocols and decision rules that lead
to a general-purpose, self-healing and self-optimising WSN. Another option to adapt
network algorithms' external changes is through the use of game theory to assist with
local strategy decision, particularly in the case of implementing the engine in sensing
nodes. This would help to solve regional issues, whereas the CH only has a centralised
point of view of the network.
Aiding protocol adaptation through minor modications, wireless communication can
be used to re-program the network where the current parameter adjustment and routing
scheme selection is insucient. When the network is controlled by a sink/CH, this device
becomes the ideal candidate to broadcast the modications required. The performance
changes are assessed by the environment engine, leading to further ne-tuning when
needed.
7.3.3 WSN deployment at sea
The simulator was developed using realistic channel models. However, the parameters
were solely based on expected path loss exponent and wave height values. By deploying
a WSN at sea, it is possible to understand the dierences between the simulated and the
real values, thus ne-tuning the models to replicate the exact conditions found. Another
important aspect that can only be assessed through deployment is the inuence of ocean
wave length into long distance transmissions. The literature does not relate wave height
with length, and its full impact must be measured on-site and with dierent weather
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