Abstract. In this note we examine the gauging of the Z/2Z permutation action on the tensor square of a modular tensor category C. When C has no non-trivial invertible objects we provide formulas for the fusion rules of the gauged category, which require the modular data of C. We discuss several examples related to quantum groups at roots of unity.
Introduction
Gauging is an important concept in physics, which promotes global symmetries to local symmetries [BBCW14] . In the world of fusion categories it is a procedure for taking a modular tensor category equipped with an action of a finite G by braided automorphisms (where G is describing global symmetry) and producing a new modular tensor category canonically containing a copy of Rep(G) (where G is describing local symmetry) [CGPW16] . This process at the level of the category is important in the study of topological phases of matter as well as conformal field theory. From the mathematical point of view, gauging is interesting since it can produce new modular tensor categories from old ones. Furthermore, this procedure preserves Witt equivalence classes so there is a potential to discover new relations in the Witt group of non-degenerate braided fusion categories [DMNO13] .
Gauging is a two-step process. The first step is to apply the G-crossed braided extension theory of braided fusion categories by following the general recipe of Etingof, Nikshych, and Ostrik developed in [ENO10] . One begins by finding explicit invertible modules associated to braided auto-equivalences, and then finding appropriate module functors between their relative tensor products. One computes two obstructions associated to these choices which may or may not vanish. If they vanish, then one can construct a G-graded extension of C which, while not braided, is G-crossed braided [DGNO10] . In particular this extension carries a categorical action of G. For the second step we equivariantize by this G-action, to obtain a new modular tensor category.
There are some key difficulties in carrying out the gauging process. Simply determining whether or not an extension exists can be hard. Often one can establish the existence of an extension abstractly using cohomological arguments but in this situation understanding basic properties of the resulting extension(s), such as the fusion rules and the categorical G-action, can be a daunting task. Furthermore, in order to compute the fusion rules of the equivariantization it is necessary to understand the tensorators of the G-action, and not just how it acts on objects. This information can be hard to determine without explicit structure functors and maps in hand.
A large class of obvious braided actions on modular tensor categories are the so-called permutation actions. Given a modular category C, the category C n is also modular, and the symmetric group S n acts on C n via braided automorphisms by permuting the tensor factors. Restricting this action to any subgroup of S n is called a permutation action.
Since these actions always exist, one might expect to be able to say something about gauging them in general. In particular, can one always succeed in finding the G-extension for permutation actions? Can we determine fusion rules (or more generally the modular data) of the resulting gauged category?
This questions are related to rational conformal field theory. Given a conformal field theory A (axiomatized by either a rational conformal net [KLM01] or a C 2 -cofinite vertex operator algebra [Hua05] ), its category of symmetries Rep(A) is always a modular tensor category and Gannon conjectures that all modular tensor categories arise in this way. Given an action of G by automorphisms on A, one can construct the orbifold theory A G . In particular, taking the tensor product theory A ⊗n one always has an action by permutation automorphisms. The resulting orbifold is called the permutation orbifold theory. In the conformal net axiomatization, Müger has shown that Rep(A G ) is always a gauging of Rep(A) by the induced action of G [Müg05] . Thus the representation category of a permutation orbifold is a permutation gauging of the original category.
There has been some progress on these questions. In [BS11] , the authors give a topological construction of the permutation extensions which are a-priori weak fusion categories. For the Z/2Z case, the authors explicitly work out the associator and directly show that one obtains a fusion category. In [GS09] , the authors show the obstructions vanish for permutation actions of arbitrary non-degenerate braided fusion categories. In both these cases it very difficult to make any general statements about the structure of the resulting equivariantization. In this paper we study the case of Z/2Z permutation actions on C C. In the case where C has no invertible objects, we give formulas for the fusion rules of the equivariantizations in Theorem 5.3. We then apply this formula to several examples. Surprisingly our arguments for the structure of the extension, and formula for the fusion rules of the gauging rely in a nontrivial way on the spherical structure of the initial category C. In other words, although permutation gauging makes sense for non-degenerate braided fusion categories, most of our formulas (particularly the formula for the fusion rules of the final gauging) only make sense if C is equipped with a spherical structure. Our formulas agree with the formulas in [BHS98] , [Ban98] , [Ban03] and [KLX05] obtained in the setting of conformal field theory.
The structure of the paper is as follows. In section 2 we review the basics of G-crossed braided extension theory for braided fusion categories. In section 3 we focus on the case of Z/2Z permutation actions of C C and give an explicit invertible module which corresponds to the swap action. In section 4 we describe the fusion rules for the extension and also the Z/2Z-categorical action. In section 5 we apply the formulas of [BN13] to determine the fusion rules for the subsequent equivariantization. Finally, in section 6 we present some examples and conjecture on the result of permutation gauging for certain quantum group categories.
Preliminaries
A fusion category is a finite semisimple C-linear rigid monoidal category with simple unit [ENO05] . There are many examples that arise throughout physics and mathematics (see [EGNO] , [Wan10] for overviews). Of particular interest are braided fusion categories [DGNO10] which possess natural isomorphisms br V,W : V ⊗W → W ⊗V satisfying certain coherence conditions.
The Müger center of a braided fusion category is the full subcategory generated by objects V with br W,V • br V,W = id V ⊗W for all W ∈ C. A braided fusion category is called non-degenerate if the Müger center is trivial, i.e. equivalent to Vec as a braided fusion category.
A non-degenerate braided fusion category C which in addition is equipped with a spherical structure (see [EGNO, Definition 4.7 .14]) is called modular [Müg13] . In this case, there are remarkable numerical invariants associated to the category, namely the S and T matrices, which have fascinating number theoretic properties and deep relationships to topological field theories [BK01] . Modular categories also naturally appear in applications to conformal field theory since often in physics unitary assumptions are fundamental, which automatically imply the existence of spherical structures. It is an open question whether every fusion category admits a spherical structure and in particular whether every non-degenerate braided fusion category is modular.
We wish to point out an unfortunate disconnect in the literature. The extension theory developed in [ENO10] makes references to neither spherical structures (or more fundamentally, pivotal structures), nor unitary structures. Thus starting with a spherical or unitary fusion category and applying the extension theory, there is no guarantee that the result will have a spherical structure or unitary structure respectively. This is widely believed to simply be a matter of no one having yet worked through the details. In particular, adding the word unitary in the appropriate places in the arguments of [ENO10] fixes the problem, while for spherical structures the question is a bit more subtle. Thus starting from a modular category and applying gauging, as we will do in the sequel, we produce an a-priori non-degenerate braided fusion category, not necessarily a modular one. However if we assume our modular category is unitary (as a braided fusion category) and our braided auto-equivalences are * -functors, then as in [CGPW16] , we will again obtain a unitary modular category.
The Picard group, G-crossed braided extensions, and gauging. We briefly recall notions related to the G-crossed braided extension theory of braided fusion categories [ENO10] .
Let C be a braided fusion category. Given a C-module M, we can equip it with the structure of a C-bimodule using the braiding as in [DN13, Section 2.8]. We say a module category is invertible if it is invertible as a C-bimodule [ENO10, Section 3].
The Picard tri-category Pic(C) of C is the tri-category with morphisms
• 0-morphism: The braided fusion category C, • 1-morphisms: Invertible C-modules, • 2-morphisms: Module equivalences, • 3-morphisms: Module natural isomorphisms.
Composition of 1-morphisms is given by the relative tensor product of bimodules C , while the other compositions are the standard ones (see, for example [Gre10] for a detailed exposition). This tri-category can be truncated at the top level to form the monoidal category Pic(C). The monoidal category Pic(C) can itself be then truncated to give a group Pic(C), called the Picard group of C. An important application of Pic(C) and its associated truncations is in the classification of G-crossed braided extensions of C.
A G-crossed braided extension of C is a G-graded fusion category D = g∈G C g with C e = C, equipped with a categorical G-action such that g(C h ) ⊆ C ghg −1 . We also have a G-braiding, which is a family of natural isomorphisms
It is shown in [ENO10, Theorem 7.12] that for a given group G, the G-crossed braided extensions of C are classified by tri-functors G → Pic(C). Such functors are described by triples (C, M, A), where
satisfying the pentagon equation. Extension theory [ENO10] is the process of finding such 3-dimensional data by starting from lower dimensional data and attempting to lift it to higher dimensional data. At each stage there is an obstruction to lifting, given by a certain group cohomology class. We briefly explain this process starting from the bottom up.
Suppose we have a homomorphism C : G → Pic(C), there is an obstruction to lifting this to a monoidal functor G → Pic(C), representented by a cohomology class o 3 (C) ∈ H 3 (G, Inv(C)). To compute o 3 (C), one first chooses any collection of C-module equiva- (53)], which measures how far the choices M f,g are from satisfying
, which only depends on C. There exists a lifting of C if and only if o 3 (C) is trivial. Furthermore, if the obstruction vanishes, equivalence classes of liftings form a torsor over H 2 (G, Inv(C)). Similarly, given a monoidal functor (C, M ) : G → P ic(C), there is an obstrustion to lifting this to a tri-functor G → Pic(C). For any choice of C-module functor natural isomorphisms (53) and (58) The process of starting with a modular category C, constructing a G-crossed braided extension, and then equivariantizating to obtain a new modular category is known as gauging. Gauging has been studied from the physics point of view in [BBCW14] and from the mathematical point of view in [CGPW16] .
We define EqBr(C) to be the monoidal category whose objects are braided autoequivalences of C, and whose morphisms are monoidal natural isomorphisms. It is shown in [ENO10, Theorem 5.2] that for non-degenerate category C , there is a monoidal equivalence Pic(C) → EqBr(C).
We briefly discuss one part of this equivalence which will be useful for us, namely how to construct a braided auto-equivalence of C from an invertible module.
Remark 2.1. When working in the 2-category of categories, functors, and natural transformations, we use the • notation to denote the horizontal composition of natural transformations (compatible with • for composition of functors), while · denotes ordinary vertical composition of natural transformations.
Given a braided fusion category C and an invertible module M, we can construct two monoidal functors α
However, the module functor structure maps differ for α + (X) and α − (X). They are, respectively, given by
m are the module structure natural isomorphisms for M. We use the module natural isomorphisms as the tensorators for both α + and α
When C is non-degenerate, these monoidal functors are both equivalences, and the equivalence α
Vanishing obstructions for permutation actions. Recall that G is the monoidal category whose objects are elements of G and morphisms are identities.
Definition 2.2. A braided categorical action is a monoidal functor G → EqBr(C)
When C is non-degenerate, composing a braided categorical action with the equivalence EqBr(C) → Pic(C) gives a monoidal functor G → Pic(C). This gives invertible C-modules {C g } g∈G . The tensorator of this functor provides explicit choices of module equivalences M f,g : C f C C g → C f g , and the condition that this functor is monoidal implies that
A large class of braided categorical actions are given by permutation actions, defined as follows: Definition 2.3. Let C be a braided fusion category and G a subgroup of a permutation group S n . The associated permutation action is the braided categorical action of G on the Deligne tensor power C n , where G acts by permuting the tensor factors, and the tensorators are identities.
Given a permutation action G on C, it is natural to try construct a corresponding G-crossed braided extension of C. While the above discussion shows that we can make coherent choices of C and M , it is not clear if we can make a coherent choice of A to give a G-crossed braided category. Furthermore it is not clear how many different coherent choices of M and A give rise to distinct G-crossed braided extensions of C corresponding to the permutation action. Due to results in the conformal field theory literature, it is expected that for any permutation action, one can make a coherent choice of A giving rise to a G-crossed braided extension. However, the conformal field theory results so far give no suggestion of how many G-crossed braided extensions we should expect. In a partial answer to these questions we present the following Lemma. Proof. As the permutation action of Z/N Z on C N is categorical, we have that there exists some collection of module equivalences M such that the first obstruction to constructing a Z/N Z-crossed braided extension vanishes. As this obstruction vanishes, there exists some collection of module natural isomorphisms A. As the group H 4 (Z/N Z, C × ) is trivial, we can rescale the collection A f,g,h so that the second obstruction to constructing a Z/N Zcrossed braided extension vanishes too. Hence, there exists a Z/N Z-crossed braided extension of C N corresponding to the cyclic permutation action. In general from [ENO10, Section 8] we know that equivalence classes of collections M such that the obstruction T (C, M ) vanish form a torsor over H 2 (G, Inv(C)). In our cyclic permutation case the relevant group is H 2 (Z/N Z, Inv(C) N ), where Z/N Z acts on Inv(C) N by cyclicly permuting the factors. It is well-known from the theory of group cohomology that
N is of the form D(X, 1, . . . , 1). Thus H 2 (Z/N Z, Inv(C) N ) = {e}. This implies that there is a unique collection of module equivalences M f,g giving rise to a Z/N Z-crossed braided extension.
It is a well known fact that H 3 (Z/N Z, C × ) = Z/N Z. Thus there are N different collections of module natural isomorphisms A giving rise to Z/N Z-crossed braided extensions.
While the above categories are distinct as G-crossed braided extensions of C they may be equivalent as monoidal categories (see [EM17] for details).
While the above Lemma shows the abstract existence of these Z/N Z-crossed braided extensions, the proof is very much non-constructive. For the remainder of this paper we will restrict our attention to the Z/2Z-case and give an explicit construction of the Z/2Z-crossed braided extension. Furthermore, we compute the fusion rules for the equivariantization by the Z/2Z-action to complete the gauging process. While most of our proofs only hold in the case that our initial category has no non-trivial invertible objects, we conjecture that they are still valid the general case.
3. The invertible module coming from the swap action of C C Let C be a modular tensor category. We will explicitly describe the invertible module category of C C associated to the swap auto-equivalence. This module category was constructed and studied in [BFRS10] , but we use a slightly different (but equivalent) version.
Remark 3.1. We will write σ for the swap auto-equivalence of C C.
We define C := C as a linear category and we equip it with the structure of a left module category over C C as follows.
The action is given by X Y M := X ⊗ M ⊗ Y , with module structure morphisms
which we draw graphically as
Lemma 3.2. The image of C under the equivalence Pic(C C) → EqBr(C C) is σ. 
Proof. The statement of this Lemma is equivalent to showing that the equivalences α
Graphically, we draw these structure maps as:
To complete our proof we have to give a monoidal natural isomorphism η : α
•σ. For each X Y ∈ C C, the component η X Y will be a module natural isomorphism α
For each M ∈ C we define the components of the module natural isomorphism η X Y as follows:
It is a straightforward braid isotopy to show that the following diagram commutes:
Thus η X Y is a module natural isomorphism α
. Finally, we have to show that η (whose components are the natural isomorphisms η X Y 's) is a monoidal natural isomorphism from α
• σ. That is we have to show the following diagram commutes:
This equation is an equality of natural isomorphisms. Thus we have to show that each component is equal. Let
Again this is a straightforward isotopy.
• σ is a monoidal natural isomorphism, which proves the statement of the Lemma.
Z/2Z-crossed braided extension of C C by C and gauging
By Lemma 2.4 we know there exist precisely two Z/2Z-crossed braided extension of C C corresponding to the swap action. Since these two extensions are related by a 3-cocycle twist, they have the same fusion rules. We have just shown in Lemma 3.2 that the non-trivial graded piece of both of these extensions is C (as a module category). We now aim to determine these fusion rules and the Z/2Z-action on the extensions (C C) ⊕ C. Fortunately, one of the extensions was explicitly constructed in [BS11, Section 4], and they compute the fusion rules. We give here a short argument which only applies to the case when C has no invertible objects. We adopt the notation C(X, Y ) to denote the space of morphisms in C from X to Y . Also, we sometimes just use juxtaposition to denote the tensor product of objects in C.
Proof of Proposition 4.1, assuming C has no non-trivial invertible objects. Taking left (or right) duals of D gives a monoidal functor D → D mop , which since C C itself is pivotal restricts to a C C-module equivalence L * : C → C op . It is straightforward to see that the pivotal structure on C allows us to extend the functor L * ( X) := X * : C → C op to a C C-module equivalence. As C is an invertible module, the equivalence classes of C Cbimodule equivalences from C to C op are a torsor over the set of invertible objects in C. By hypothesis there are no non-trivial invertible elements of C, thus L * : C → C op is the unique C C-module equivalence. This implies L * ∼ = L * as C C-module functors, and in particular
where in the last step we have used the braiding in C.
We already know the fusion rules of the subcategory C C (the trivial component of the grading) and the C C-action on C gives us the rules to tensoring objects of C C with objects of C. Then, Propositon 4.1 completes the description of the fusion rules for the Z/2Z-crossed braided extension corresponding to the swap action on C C. This argument is a major shortcut, which takes advantage of the general nature of the extension theory.
We also would like to know how the non-trivial element of Z/2Z acts on this extension, since this would allow us to work out the fusion rules for the equivariantization. As the Z/2Z-crossed braided extension C C ⊕ C was constructed from the swap auto-equivalence of C C, it follows that the action on the trivial piece of the extension is just the swap auto-equivalence. The action on the non-trivial piece C is more difficult to compute. While we aren't able to describe the full tensorator for the non-trivial auto-equivalence, we can compute a small part of it in the case there are no invertible objects. We will see in the next section that this small part is enough to compute the fusion rules for the equivariantization with respect to this action. We also note that in [BS11] , they give a formula for the briading, but there seems to be a certain morphism σ M [BS11, Formula 107] which appears in their construction with no formula in terms of C. Naive interpreations as square roots of twist in C seem to be inconsistent. Proposition 4.2. Let C be a modular category with no non-trivial invertible objects, and (C C) ⊕ C either of the Z/2Z-crossed braided extension constructed in Lemma 2.4. Let Φ be the non-trivial auto-equivalence of this Z/2Z-crossed braided extension. Then Φ| C is isomorphic to Id C as a functor. A subset of the full tensorator for Φ is given by:
Furthermore, a monoidal natural isomorphism η from Φ 2 to the identity is given by:
Proof. From results of [EM17, Section 5], Φ| C has the structure of a σ-twisted module autoequivalence of C (as defined in Definition 5.1 of the same paper). It is straightforward to verify that the functor Id C , with structure morphisms
is a σ-twisted module auto-equivalence of C. Furthermore, as σ-twisted module autoequivalences of C form a torsor over the invertible elements of C, we must have that the functor given in the statement is the only such one. Thus Φ| C has to be the described functor.
Let τ | C be the restriction of the tensorator of Φ to C. While we do not compute τ | C directly, we note that as
Then, we can rescale τ | C by any non-zero complex number, without changing the isomorphism class of τ . Details on why we can preform this rescaling can be found in the proof of [EM17, Lemma 8.2].
As the monoidal auto-equivalence Φ came from a Z/2Z-categorical action, we know there exists a monoidal natural isomorphism η : Φ 2 → Id C C⊕ C . It is straightforward to verify that η X Y = id X Y satisfies the conditions to be a monoidal natural isomorphism σ • σ → Id C C .
We can restrict η to C to get a module functor natural isomorphism:
The isomorphisms α X : Φ 2 | C → Id C , for α ∈ C × , have the structure of module functor natural isomorphisms Φ 2 | C → Id C . As module functor natural isomorphisms Φ 2 | C → Id C form a torsor over C × , we must have that η| C = α X for some (still undetermined) scalar α.
To extend the module functor natural isomorphism α X to a monoidal natural isomorphism Φ 2 → Id, we need the following diagram to commute:
As we know the monoidal natural isomorphism η exists, there exists some non-zero α making the above diagram commute. We can then rescale τ | C by α to arrange that
Equivariatization
In this section, we will use the information on the fusion rules of the extension and the Z/2Z-action established in the previous section to establish the fusion rules for the equivariantization. At a critical juncture we will need to use the braid-to-rotation trick presented in [BJT16] , which allows us to find certain multiplicities of the fusion rules in terms of multiplicities of eigenvalues of generalized rotation operators. This information can be read off from the modular data of C. First we briefly some generalities on equivariantization from [BN13] .
Suppose we have a categorical action of G on a tensor category C. For each g ∈ G, we will denote the corresponding monoidal functor F g , with tensorator isomorphisms
Definition 5.1. A G-equivariant object is a pair (X, u), where X ∈ C and u = {u g } g∈G , where u g : F g (X) → X is a natural isomorphism satisfying u gh · ρ g,h = u g · F g (u h ). The category C G of G-equivariant objects and G-equivariant morphisms is a tensor category,
. This category is called the G-equivariantization of C.
Lemma 5.2. [BN13, Corollary 2.14] The simple objects in C G are given by pairs (Γ, π), where Γ is an orbit of the induced action of G on Irr(C) and π is an irreducible projective representation of the isotropy group of a simple object in the orbit (note all isotropy groups are isomorphic). The actual object underlying (Γ, π) is, as an object, isomorphic to S Γ,π := π ⊗ X∈Γ X , that is, the direct sum of the simple objects in the orbit, with multiplicity the dimension of the projective representation.
If C is a fusion category, its equivariantization C G is again a fusion category. Let (X, u) ∈ C G and Y ∈ Irr(C). The subgroup
. Then for each g ∈ G Y , we can pick some c g :
Then α Y is a 2-cocycle on the group G Y , and another choice of isomorphisms c g produces a cohomologically equivalent 2-cocycle (see [BN13] Section 2.3). Furthermore we define a map π on the space C(Y, X) by
g , and it is straightforward to verify that π is an α-projective representation of G, that is, this map satisfies
To determine the fusion rules in the equivariantization we will use the fact that for any simple object (Γ, δ) ∈ C G , the dimension of the space C G ((Γ, δ), (X, u)) is the same as the multiplicity of δ in the projective representation of G Y on the space C(Y, X) as described above for any simple object Y ∈ Γ. Thus to determine fusion rules it is necessary to first identify the cocycle class of C(Y, X), and then decompose into irreducible to determine the multiplicity with which δ occurs.
Since X id X X . The first class has trivial isotropy group, while the second two has full isotropy groups. Using commutativity and Frobenius reciprocity combined with the fact that (X, Y ) * = (X * , Y * ), (X, X) * ± = (X * , X * ) ± , and ( X ± ) * = X * ± , it turns out that to determine the full set of fusion rules in D Z/2Z , we only need to know 3 general cases, which we present in the following theorem. In the following, we adopt the convention that if ∈ {±}, then could refer to a subscript of an object (as in X ± ) or the numerical value ±1 depending on context. (
where G :
Proof. The first item follows immediately from the fact that the isotropy group associated to the orbit [X, Y ] is trivial. For the second item recall from Proposition 4.2 that Z/2Z acts strictly (i.e. F g • F g = id = F 1 and the tensorator ρ g,g = id) on the component C C ⊆ D. Using the identity on X X for c g , the projective representation of
is naturally a honest representation. If Y Z = 1, we obtain the ordinary swap representation on the tensor product vector space C(X, Y ⊗ Z) ⊗ C C(X, Y ⊗ Z) while if Y Z = −1, we obtain this representation tensored with the sign representation. Thus using standard dimension formulas for Sym and Alt, a case by case analysis yields the desired result.
For the third item we conveniently choose c g = θ 1 2 . Then, using the tensorator for the Z/2Z-action from Proposition 4.2, the associated (a-priori projective) representation on the space
We see that our convenient choice of c g has made this representation honest. Now we have an isomorphism Ψ :
Equipping Z * ⊗ W with the half-braiding by using the braidng on Z * (represented graphically by an over-braiding) and the inverse brading on W (represented graphically by an under-braiding), we can view Z * ⊗W as the simple object Z * X ∈ C C rev ∼ = Z(C) [Müg13] . We consider the generalized rotation operator R : C ( X . By Proposition 4.2 of [BJT16] , the result follows. For the reader unfamiliar with this result, it follows from application of Ng and Schauenburg's generalized Frobenius-Schur indicator formulas [NS10] (see [Che] for a detailed exposition), combined with a finite Fourier transform.
Examples of permutation gauging
To end this paper we explicitly compute the fusion rules for the Z/2Z permutation gauging for several examples of modular categories. As the rank of the resulting modular categories grows quadratically, we restrict our attention to low rank categories. As the full fusion rules of these categories are too big to include in this paper, we only include the fusion graph for the distinguished object 1 + . Recall the fusion graph of a category and distinguished object has vertices the simple objects, and edges represent tensoring by the distinguished object. Attached to the arXiv submission of this paper are plain text files containing the full fusion ring for the third example, G 2 at level 3. We also attach a Mathematica notebook with general code to compute the fusion rules for a Z/2Z permutation gauging.
The core of sl(2) 8 . Consider the category of dyslectic modules sl(2) 8 . This can also be realized as the even part of the D 6 subfactor standard invariant. The fusion graph for the object 1 + in the permutation gauging of this example is as follows:
This category has the same fusion rules as the category of dyslectic modules of so(8) 4 with respect to one of the Rep(Z/2Z) subcategories. We notice similar behaviour with the core of sl(2) 12 , which leads us to make the following conjecture. It is interesting to note that while the initial modular category is not prime (it decomposes as Fib Fib), the category constructed by the Z/2Z permutation gauging is prime.
The adjoint subcategory of sl(2) 5 . Consider the adjoint subcategory of sl(2) 5 . This category can also be realized as the even part of the A 6 subfactor standard invariant. The fusion graph for the object 1 + in the permutation gauging this example is as follows:
This modular tensor category has the same fusion rules as so(5) at level 4. We notice similar behaviour for sl(2) 2N +1 for small N , leading us to the following conjecture.
Conjecture 6.2. Let C be the adjoint subcategory of sl(2) 2N +1 , then the Z/2Z permutation gauging of C is braided equivalent to so (2N + 1) bop
