This paper analyzes the empirical relationship between credit default swap, bond and stock markets during the period 2000-2002. Focusing on the intertemporal comovement, we examine weekly and daily lead-lag relationships in a vector autoregressive model and the adjustment between markets caused by cointegration. First, we find that stock returns lead CDS and bond spread changes. Second, CDS spread changes Granger cause bond spread changes for a higher number of firms than vice versa. Third, the CDS market is significantly more sensitive to the stock market than the bond market and the magnitude of this sensitivity increases when credit quality becomes worse. Finally, the CDS market plays a more important role for price discovery than the corporate bond market.
Introduction
In efficient markets default risk of firms should be reflected by market prices of financial claims on these firms. Theory suggests that there is a close link between market prices of different claims, for example stocks and bonds, because their value depends on the distribution of the market value of the firm's assets. Less obvious is the empirical relationship between market prices of different credit-sensitive claims for the same firm. In particular, the link between the heavily growing credit derivatives market 1 and traditional cash markets has only been explored on a limited scale so far. For this reason, we empirically analyze the comovement of single name credit default swap (CDS), bond and stock markets at the individual firm-level to investigate if and how these markets are connected and whether default-risk related information is reflected earlier in certain markets than in others.
Besides cash markets, we are particularly interested in the credit default swap market for the following reasons: First, from a theoretical perspective, CDS should reflect pure issuer default risk, and no facility or issue specific risk, making these instruments a potentially "ideal" benchmark for measuring and pricing credit risk. Second, CDS have turned out to clearly dominate other types of credit derivatives such as credit linked notes or total return swaps in terms of market volume and standardization.
On the one hand, we replicate parts of the analyses of Blanco, Brennan, and Marsh (2004) , Longstaff, Mithal, and Neis (2003) , Berndt et al. (2004), and Zhu (2004) . Analyzing weekly and daily data from an international sample of 58 firms over the period 2000-2002, we find that stock returns clearly lead both CDS and bond spread changes from the same firm. market mainly contributes to price discovery which is in line with Blanco, Brennan, and Marsh (2004) .
On the other hand, we extend related work in the following two ways. First, note that our data set is richer because it covers a larger number of firms, a longer time-period, and observations from US and non-US underlyings. Second, we investigate a couple of new issues. It turns out that the strength of lead-lag relationships statistically depends on the average credit rating of the firm but not on its size. Moreover, we find that the contribution to price discovery of the CDS market relative to the bond market is substantially stronger for US than for non-US reference entities. Finally, the result that Granger causality of the CDS market for the bond market (and not vice versa) prevails can be detected for firms with and without cointegrated credit spreads.
These findings contribute to research on market efficiency and might be useful for market participants who rely on price data from different markets for trading, monitoring, or hedging against credit risk [see, e.g., Berndt et al. (2004) who compare the implied default risk in CDS spreads and Moody's KMV's EDFs]. In addition, regulators increasingly pay attention to the evolution of markets for credit risk transfer, investigating the opportunities from an improved risk allocation in the financial system and threats from a potential increase in systemic risk.
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Moreover, for the first time, the Basel Committee on Banking Supervision (2004) has provided a proposal that explicitly recognizes the risk reducing effect of credit risk transfer instruments like CDS in a new capital adequacy framework for banks.
The remainder of the paper is organized as follows. In Section 2, we briefly review the literature on the empirical relationship between market prices of different claims for the same firm and propose a set of hypotheses. Section 3 describes the data set and presents descriptive 2 See European Central Bank (2004), Deutsche Bundesbank (2004) , and Bank for International Settlements (2003) . Since July 2003 the Reserve Bank of Australia regularly publishes CDS spreads as complementary indicators of credit risk, see Arsov and Gizycki (2003) .
statistics.
In Section 4, we analyze lead-lag relationships, the strength of the intertemporal comovement and the adjustment process between CDS and bond spreads. The paper concludes with Section 5.
Overview of related literature and hypotheses
Before turning to the analysis, we briefly review the empirical literature that relates to our following three research questions and propose a set of hypotheses: Research on question a) deals with the contemporaneous and intertemporal comovement of stock and corporate bond markets and, since recently, the CDS market. Note that earlier studies are based on portfolio performance data at a relatively low frequency [see, e.g., Blume, Keim and Patel (1991) , Cornell and Green (1991) ]. For example, Fama and French (1993) investigate which risk factors are able to explain monthly returns of stock and corporate bond portfolios in the period 1963-1991. They identify three stock-market factors (overall excess market return, firm size, and book-to-market equity ratio) and two bond-market factors (term structure spread, default risk spread) whereas the two bond-market factors establish the link between both markets. All five factors seem to explain the common contemporaneous variation in bond and stock returns and the cross-sectional average returns reasonably well.
Subsequently, academics began to analyze the bond-stock market relationship at the individual firm-level, in a lead-lag framework, and with data from a higher frequency (weekly, daily, hourly). For example, Kwan (1996) runs pooled and individual time-series regressions to explain weekly changes of corporate bond yields with changes of same-maturity treasury yields and contemporaneous, leading and lagging stock returns. Main results are that changes of treasury yields have a significant positive impact whereas contemporaneous and lagged stock returns have a significantly negative impact on bond yield changes. These results are interpreted as evidence for the hypothesis that individual bond and stock prices are driven by firm-specific information that is related to the expected value of the firm's assets rather than to the volatility of the firm's asset returns. Additionally, firm-specific-information seems to be embedded first into stock prices because lagged stock returns have significant impact on bond yield changes whereas lagged bond yield changes have neither statistical nor economic impact on current stock returns. Alexander, Edwards, and Ferri (2000) investigate the relationship between daily stock and high-yield bond returns at the individual firm-level during the period 1994-1997. Relying on different regression models, they find a significantly positive but economically weak correlation between daily high-yield bond returns and firms' stock excess returns. In addition, they look at the bond-stock return relationship around wealth transferring events. Essentially, they detect a negative comovement around these events and a positive one in other periods. This result is interpreted as one possible explanation for the low time-series correlation between stock and bond returns. Hotchkiss and Ronen (2002) analyze the informational efficiency of the high yield corporate bond market using daily and hourly price data from the year 1995. Applying a vector autoregressive (VAR) model, they do not find support for the view that stock portfolio returns lead bond portfolio returns. However, they detect a significantly positive but economically weak contemporaneous correlation between stock and bond returns which is, however, judged as non-causal. Since a comparative analysis of pricing errors indicates that market quality is not poorer for bonds, they conclude that the considered bond market sample is information-ally efficient, even relative to the stock market. However, it is not clear whether these results would hold for firms from the investment-grade level as well. Longstaff, Mithal, and Neis (2003) examine weekly lead-lag relationships between CDS spread changes, corporate bond spreads and stock returns of US firms in a VAR framework.
They find that both stock and CDS markets lead the corporate bond market which provides support for the hypothesis that information seems to flow first into stock and credit derivatives markets and then into corporate bond markets. However, in their sample there is no clear lead of the stock market with respect to the CDS market and vice versa.
Given this literature, we propose the following hypotheses concerning the intertemporal relationship between the stock, bond and CDS market:
H1: Positive stock returns are associated with negative CDS spread changes and negative bond spread changes.
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As stated by Kwan (1996) , we expect that stock and bond prices move in the same direction when new information relates to the expected firm value. If the latter rises due to unexpectedly high earnings, the stock price will go up because stockholders will benefit from improved earnings and the price (yield to maturity) of corporate debt will rise (fall) because default risk is reduced. Note that this inverse relationship between stock returns and credit spread changes is consistent with studies that have analyzed the determinants of credit spreads [see, e.g., Collin-Dufresne, Goldstein, and Martin (2001) , Aunon-Nerin et al. (2002) , Blanco, Brennan, and Marsh (2004) , Avramov, Jostova, and Philipov (2004) ].
H2: The stock market and the CDS market lead the bond market.
In an intertemporal setting, we expect the stock market to lead the bond market for the following reasons. First, there is some prior empirical evidence which suggests that information is reflected earlier in the stock than in the bond market [see Kwan (1996) , Longstaff, Mithal, and Neis (2003) ]. Second, institutional features of the stock market facilitate a continuous flow of transactions which is not the case in the bond market where short positions are more difficult to establish. Third, the number of traders, trades and the trading volume is clearly higher in the stock market than in the corporate bond market. The CDS market is also expected to lead the bond market because of the first two arguments mentioned above.
With regard to question b) which refers to the magnitude of the market comovement, we state the following hypotheses:
The link between the CDS and the stock market is stronger than the link between the bond and the stock market.
In the CDS market pure issuer credit risk is traded whereas in the bond market issue-specific credit risk and market risk are traded in a bundle. Accordingly, hypothesis H3 states that CDS spread changes should exhibit a stronger sensitivity to stock returns than bond spread changes. First empirical evidence is provided by Blanco, Brennan, and Marsh (2004) . They follow Collin-Dufresne, Goldstein, and Martin (2001) in analyzing the determinants of CDS spread changes and corporate bond spread changes and find that the impact of firm-specific stock returns is stronger on CDS spreads changes than on corporate bond spread changes.
H4: The magnitude of the relationship between CDS/bond spread changes and stock returns positively depends on a firm's creditworthiness.
CDS and bond spread changes from low-grade firms should exhibit a higher sensitivity to stock returns than those from high-grade firms. This relationship has been detected in earlier studies for bond spread changes and stock returns [see Blume, Keim, and Patel (1991) , Cornell and Green (1991) , Kwan (1996) , Collin-Dufresne, Goldstein, and Martin (2001) , and the ultimate form of credit risk because it represents the most subordinated claim in the capital structure of a firm. Hence, CDS and bond spread changes from high risk firms should be linked more strongly to stock returns than those from low risk firms.
H5: The magnitude of the relationship between CDS/bond spread changes and stock returns negatively depends on a firm's size.
CDS and bond spread changes from relatively small firms should exhibit a higher sensitivity to stock returns than those from relatively large firms if size is related to default risk.
Finally, question c), i.e. the dynamic adjustment of firm-specific credit spreads from different markets (CDS, corporate bond), has been analyzed by Blanco, Brennan, and Marsh (2004) and average creditworthiness (measured by the rating) decline over the sampling period. The first observation is due to the overall baisse in the European and North American stock markets and, additionally for US firms, partially due to the development of the US Dollar-Euro exchange rate. 8 The deterioration of the firms' ratings reflects the rise of leverage and/or earnings problems in some industries (e.g. telecommunication or automotive). Panel B presents characteristics of 58 synthetic five-year constant maturity bonds which were created by interpolating, at least, one bond with maturity below five years and another with maturity above five years (see Appendix B for disaggregated bond characteristics). As can be seen, notionals of bonds below and above five years to maturity amount to roughly 0.5 billion EUR.
Approximately 45% of the bonds are denominated in Euro and US dollar respectively and the remainder in Pound sterling.
Descriptive analysis of market data
We now shortly describe the market data, the time-series properties and analyze the contemporaneous link between markets with correlations. Table 2 exhibits five-year senior CDS spreads (CDS) and five-year constant maturity bond spreads (BSS) over swap rates and government bond yields (BSG) by year and rating.
There are several interesting aspects to be mentioned: First, looking at the rows, one can easily see that mean spreads are in line with the ordinal ranking by credit ratings. Second, looking at the columns, we find an increasing average spread per rating category over the sampling period for CDS and BSS. This observation may be due to the different population in each cell, the decline of swap rates, a deterioration of the average credit qualities within each grade, or due to a rise of the average risk premia [see Berndt et al. (2004) who find that risk premiums for a given probability of default vary considerably over time]. Third, and most important, looking at investment-grade spreads (AAA-BBB), we clearly see that CDS spreads are much closer to bond spreads above swap rates than spreads above government bond yields. The latter evidence confirms results of Houweling and Vorst (2002) , Hull, Predescu, and White (2003) and Blanco, Brennan, and Marsh (2004) . Since corporate bond spreads above swap rates are much closer to CDS spreads, we do not use corporate bond spreads above government yields for subsequent analyses.
(insert Table 2 In a next step, we examine time-series properties like stationarity and autocorrelation of the individual CDS, bond and stock time series. This is an important issue because if timeseries are non-stationary and serially correlated, the usual OLS regression approach is no longer applicable. In particular, one might find a spurious (but not an economic) relationship between two variables. Table 3 summarizes results of three different stationarity tests 9 and displays autocorrelation coefficients for weekly/daily level and change data. Panel A reveals that the null hypothesis that level time-series (stock prices, CDS and BSS) are non-stationary (stationary) is rejected for a small (large) number of firms. For example, only one firm exhibits not a non-stationary daily stock price time-series according to the Phillips-Perron test. The opposite is found for daily time-series of stock returns and spread changes. In at least 54 of 58 cases the time-series of returns and first differences are no longer considered to be nonstationary. Panel B presents mean autocorrelation coefficients for weekly and daily data.
Whereas autocorrelation of level time-series is typically high 10 , it is relatively low for weekly and daily change data except for daily bond spread changes at lag 1 (-0.19). Since these results indicate that time-series of stock prices and spread levels are non-stationary and strongly autocorrelated while stock returns and spread changes are not, we subsequently focus on the latter variables.
(insert Table 3 here)
To get a first impression of the contemporaneous comovement of the three markets, we examine pairwise rank correlation of weekly and daily time-series at the firm-level. The corresponding results are summarized in Table 4 . The mean rank correlation of weekly stock returns and CDS spread changes is -0.25 with 35 of 58 individual correlation coefficients being significantly different from zero at the 0.01-level. Interestingly, CDS spread changes exhibit a stronger negative correlation with stock returns than bond spread changes (-0.25 vs.
-0.13). The difference between the means of ρ S (R, ∆CDS) and ρ S (R, ∆BSS) is significant at the 0.01-level when using a two-sided non-parametric Wilcoxon sign rank test or a simple ttest. Differentiating by the geographic origin of a firm, we find that stock returns of US firms exhibit a slightly stronger negative correlation with CDS than European firms. Furthermore, correlations get more pronounced for firms with a relatively bad credit rating at the beginning of our sampling period. 11 Looking at industries, we detect a much stronger correlation of stock returns from telecommunication firms with CDS and bond spread changes (-0.36, -0.23) than for other firms (-0.25, -0.08). Additionally, correlation of stock returns and CDS spread changes for financials is higher than for non-financial firms. Similar results are found for the correlation of daily changes.
(insert Table 4 here)
Analysis of the intertemporal relationship between markets

Lead-lag relationships between CDS, bond and stock markets
In this section, we analyze the intertemporal comovement of CDS spread changes, bond spread changes and stock returns for each firm in the sample. More specifically, we try to explain current stock returns, CDS spreads changes and bond spread changes with a threedimensional vector autoregressive model [see, e.g., Stock and Watson (2001) , Gujarati (2003) for an overview]. We think that a VAR approach is appropriate for our purpose because it has exactly been developed to capture lead-lag relationships within and between stationary vari- Kwan (1996) estimates a single-equation model with contemporaneous bond yield changes as dependent and contemporaneous stock returns as well as its leads and lags as independent variables. We avoid including leading variables on the right-hand side of the model because their impact is difficult to interpret in terms of (Granger-) causality [see Gujarati (2003), p. 712-713] .
13 Note that our analysis differs from Longstaff, Mithal and Neis (2003) with regard to the following three aspects: i) they analyze weekly data, we examine daily and weekly data, ii) their sample is confined to US firms, our data set is an international one, iii) they calculate bond spreads above US Treasury bond yields, we consider swap rates as default-free benchmark rate. (1) with R t : stock return in t, ∆CDS t : CDS spread change in t, ∆BSS t : change of a synthetic 5-year corporate bond spread in t, p: lag order index, ε t : disturbance term in t.
Subsequently, we apply this model to weekly and daily time-series from the three markets at the individual firm-level. The analysis of weekly data is carried out to allow for comparability with related studies. In addition, we focus on daily data because different markets may respond differently to new information in the short term but they are likely to align after some days. For the above model specification, the lag structure and the maximum lag order P has to be determined given the trade off between over-parameterization (and the corresponding loss of degrees of freedom) and over-simplification. Various methods, for example, the Akaike-or Hannan-Quinn-information criteria or step-wise likelihood-ratio tests, have been developed for this issue.
14 Either one follows these criteria 15 and selects the appropriate lag order accordingly and/or one relies on theoretical reasoning and, if available, prior empirical findings about the underlying economic relationships. Since the maximum lag order should capture the overall information processing and aggregation time in each of the three markets, we think that a lag structure without gaps and a maximal lag of order 2 seems reasonable for weekly 14 The objective of these information criteria is to optimize the overall model's ability to fit the observed timeseries as accurately as possible. For this purpose, the variance of the residuals is minimized, but any additional inclusion of further lagged variables is penalized by an increase of this variance. data 16 and one of order 5 (spanning lag 1 for weekly data) should be appropriate for daily data. 18 We report the number of cases in which the coefficients are jointly different form zero [Granger-causal, see Granger (1969) Kwan (1996) , Longstaff, Mithal, and Neis (2003) who include weekly lags of order 1 and 2. 17 Stock returns and spread changes in table 5 refer to the Wednesday-Wednesday interval. To study the robustness of these results with regard to a potential day-of-the-week effect, we re-estimate the VAR model with observations from the intervals Monday-Monday, ..., and Friday-Friday. Results of each of the week-day intervals are very close to those reported in table 5. The average R 2 for the stock return equations across the five week-day intervals is 0.0507, for the ∆CDS equation 0.1011, and for the ∆BSS equation 0.1389. In addition, the number of firms that exhibit significant coefficients for lagged variables is very similar across the five week intervals.
rejected for any of the firms. Overall, this analysis of residuals indicates that OLS assumptions are respected.
(insert Table 5 here) Panel B reports the median coefficients and the number of coefficients that are significantly different from zero at the 0.01-level for the daily VAR model with lags 1 to 5. Interestingly, we obtain qualitatively similar results as for the weekly data. The number of firms whose lagged CDS and bond spread changes significantly explain contemporaneous stock returns is relatively low and median coefficients are close to zero. In contrast, lags 1-5 of stock returns Granger cause CDS spread changes from 39 of 58 firms. Note that, as found for weekly data, the relationship is negative, which is consistent with H1, and the magnitude of the median coefficient and the number of significant coefficients of lagged stock returns decreases as the lag order ascends. Bond spread changes are predictable with past CDS spread changes (lags 1-5 are jointly significant or Granger causal for 33 of 58 firms) and, for a smaller number of firms, with lagged stock returns. Again, the economic impact of the stock market on bond spreads tends to decline if the lag length increases. With regard to the intertemporal relationship between CDS and bond spread changes, Granger causality tests for a 0.01-level of significance reveal that i) ∆CDS cause ∆BSS but not vice versa at 18 firms, ii) ∆CDS cause ∆BSS and vice versa at 15 firms, iii) ∆BSS cause ∆CDS at 4 firms and iv) neither ∆CDS cause ∆BSS nor vice versa at 21 firms. While there is reciprocal Granger causality for a considerable number of firms, we find that the one-way impact of lagged ∆CDS on ∆BSS is observed more often than the opposite relationship. Similarly to weekly data, the fraction of variance explained and the number of firms with very low F-test p-values is small-est for the stock market and highest for the bond market equation. Hence, results for daily data represent support for H2 too.
Finally, as done for weekly data, we check whether the residuals from the three equations respect the underlying regression assumptions. On the one hand, applying a Ljung-Box test, we find that residuals from the stock return equation come predominantly from a white noise process whereas those from the CDS and BSS equation are not considered as white noise for a considerable number of firms. On the other hand, according to Bartlett's test, we cannot reject the hypothesis that residuals come from a white noise process for any firm. Overall, we deem the results in line with OLS assumptions.
For robustness purposes, we examine additional issues that may influence the results obtained from the VAR model in the remainder of this section. First, we investigate whether the observed lead-lag relationships are influenced by asynchronous price observations. Since previous findings suggest that the stock market leads both other markets, but stock prices do not exactly refer to the same point in time as CDS spreads and bond spreads, we repeat our analyses for stock returns that are lagged by one day to explicitly favor both other markets.
Essentially, results are very close to those obtained previously: Even stock returns lagged by one day are the least forecastable and bond spread changes remain the most forecastable variable.
Second, we include the contemporaneous change of the five-year swap rate as exogenous variable in the VAR model to control for changes in the interest rate level that may influence both stock returns and spread changes. Overall, for daily (weekly) data we find a significantly positive but economically small impact of contemporaneous swap rate changes on stock returns for 48 (35) firms and a significantly negative impact on ∆CDS for 18 (25) Table 5 . However, it is noteworthy that the leading role of the stock market in comparison to both other markets increases over time. Furthermore, the CDS market does 20 Note that the inclusion of lag 1 of the five-year swap rate change as additional exogenous variable does not alter this finding. The coefficients of lagged swap rate changes are insignificant for most of the firms. 21 Although our sample includes European, US and Asian firms, we simplify the robustness check by relying only on the VIX index which reflects the implied volatility of S&P 500 stocks. The correlation between VIX and VDAX (volatility index for the German stock market index DAX) is 0.84 during the sampling period.
not lead the bond market in the first half but it clearly does in the second half, reflecting the on-going evolution of the CDS market. Finally, the variance explained increases over time in all markets without altering the finding that stock returns are the least and bond spread changes the most forecastable variable.
Summarizing, our findings suggest that there is a negative relationship between stock returns and CDS/bond spreads changes and that the first clearly lead the latter. In addition, it turns out that CDS spread changes are more frequently able to forecast bond spread changes than vice versa in recent years. 22 The latter result is in line with findings from Longstaff, Mithal and Neis (2003) . However, in opposite to that study, we find a definite lead of the stock market relative to the CDS market. One reason for this difference may be the sample composition: while Longstaff, Mithal, and Neis (2003) exclusively analyze US firms, we examine an international sample with 35 of 58 firms coming from Europe. If the CDS market for US reference entities is more developed than for European firms, which is not implausible, results can be reconciled. This issue will be addressed in more detail in section 4.3.
The strength of the intertemporal comovement
Having investigated the existence and the direction of lead-lag relationships between markets so far, we now examine the magnitude of the previously estimated coefficients to test hypotheses H3, H4 and H5.
An analysis of the sensitivity of the CDS and bond spread changes to the lagged stock returns indicates that the CDS market is significantly more sensitive to stock returns than the bond market (weekly data: -15.62 vs. -5.93, daily data: -14.67 vs. -9.27) which represents support for H3 and is in line with findings from Blanco, Brennan, and Marsh (2004) . Applying a non-parametric Wilcoxon sign rank test to the difference of β 2, t-1 and β 3, t-1 shows that β 2, t-1 is significantly smaller (in absolute terms higher) at the 0.01-level for weekly data and at the 0.05-level for daily data. 23 The difference becomes significant at the 0.01-level for daily and weekly data if we compare the firm-specific sum of the significant lag coefficients.
Moreover, as stated in hypotheses H4 and H5, we investigate whether the magnitude of the coefficients β 2, t-p und β 3, t-p is related to a firm's creditworthiness and size. With respect to the first issue, we compare the firm-specific coefficients with the duration-weighted 17-grade rating scale. Results for all firms and daily data are plotted in Figure 2 .
(insert Figure 2) It can be seen that the estimated sensitivity of ∆CDS and ∆BSS on lagged stock returns is negatively associated with a firm's average creditworthiness. However, while this relationship is quite pronounced for the CDS market 24 , indicated by a rank correlation coefficient of -0.46 that is significant different from zero at the 0.01-level, it is not significant for the bond market at all. Note that this result also holds for the sum of significant coefficients and for the subsample of firms that exhibit coefficients that are significant at the 0.01-level. These findings provide partial evidence in favor of H4 since the hypothesized relationship has been found for the CDS but not for the bond market. Repeating the same kind of analysis for firm size, we note a positive but insignificant relationship between the magnitude of β 2, t-p und β 3, t-p and firm size (market capitalization in EUR or log market capitalization). This result leads to a rejection of H5 because the expected influence of a firm's size is not significant.
To study the impact of potential determinants of spread sensitivities in a multivariate setting, we estimate two cross-sectional regressions with β 2, t-1 and β 3, t-1 as dependent variables respectively and the duration-weighted rating, the firm size, and dummy variables that mark telecommunication firms, financial firms and region as independent variables. Essentially, results indicate a significantly negative impact of the rating, the telecommunication dummy and the US dummy variable on the dependent variable β 2, t-1 (R 2 =0.42). With regard to the sensitivity of the contemporaneous bond spread changes β 3, t-1 on lagged stock returns, we only observe a significantly negative impact of the US dummy variable (R 2 =0.24).
Adjustment process between CDS spreads and bond spreads
In the remainder, we extend our previous analysis with a test of hypothesis H6. Since two related studies have shown that CDS spreads and corporate bonds spreads from the same firm are not uncommonly cointegrated [see Blanco, Brennan, and Marsh (2004) and Zhu (2004)], we take a closer look at the intertemporal relationship between these two kinds of spreads and leave the stock market aside.
The existence of a cointegration relationship between the levels of two non-stationary variables means that a linear combination of these variables is stationary and should be explicitly taken into account in an VAR-analysis of change data [see Engle and Granger (1987) , p. 259]. Cointegrated variables move together in the long run but may deviate from each other in the short run (see Figure 1 ) which can be interpreted as a permanent adjustment process towards an economic equilibrium. A model that considers this adjustment process is called a vector error correction model (VECM) and corresponds to a vector autoregressive model that is augmented by an error correction term. The two-dimensional VECM is specified as follows:
25 25 In the remaining analysis we essentially follow Blanco, Brennan, and Marsh (2004) . Given the observation that CDS frequently exceed BSS (see Table 2 ), the coefficients λ 1 and λ 2 of the error correction term Z t-1 can be interpreted as follows. If the bond market contributes to the adjustment process, λ 1 will be significantly negative and if the CDS market contributes to the adjustment process, λ 2 will be significantly positive. In the case that both markets play a role, we expect both coefficients to be significant and signed as explained before. Subsequently, we first test whether there exists a significant cointegration relationship between CDS and BSS for each firm. Second, we estimate a VECM-model for all firms at which spreads are cointegrated and then interpret the coefficients of the error correction term.
Main results from these to two steps are summarized in Table 6: (insert Table 6 here) Zhu (2004) . Analyzing the relative importance of the CDS and bond market for price discovery, we find that mean and median λ 1 is negative and λ 2 is positive for all firms. The GonzaloGranger measure [see Gonzalo and Granger (1995) ], defined as GG = λ 2 / (λ 2 -λ 1 ) with λ 1 ≠ λ 2 , indicates which of both markets contributes more to price discovery. 27 For all firms at which cointegration between spreads exists, the mean (median) of the GG-measure amounts to 0.69 (0.79) indicating that most of the price discovery occurs in the CDS market which provides empirical evidence in favor of hypothesis H6. 28 Differentiating across regions, it turns out that the CDS market plays a more important role for price discovery than the bond market for US reference entities (mean GG=0.84) than for European firms (mean GG=0.58).
This difference is significant at the 0.05-level on the basis of a non-parametric Wilcoxon rank sum test. Note that results get more pronounced, in particular the difference between US and European firms, for the 21 firms at which cointegration is significant at the 0.01-level.
Panel B presents the number of significant coefficients and their sign for firms at which a cointegration of spreads cannot be rejected at the 0.10-level (0.01-level in brackets). Basically, these numbers confirm results of Panel A in the sense of statistical significance. We find that for 19 firms price discovery takes significantly place only in the CDS market and for additional 8 firms in the CDS and the bond market. In the case of 8 firms CDS spreads adjust to changes of the bond spreads. 29 Moreover, the exclusive contribution of the CDS market relative to the bond market is more frequently significant for US firms (10/15=67%) than for European firms (8/20=40%). In addition, we investigate whether the origin of the reference entity or the currency in which the bonds are denominated is better suited to summarize the 27 If both coefficients are significantly different from zero, correctly signed and the GG-measure is equal to 0.5, both markets contribute to price discovery at the same degree. For GG=0 only the bond market contributes and for GG=1 only the CDS market contributes to price discovery. 28 Blanco, Brennan, and Marsh (2004) find that the CDS market contributes roughly 80% of price discovery. 29 See Zhu (2004) . For a sample of 24 firms, it has been found that only the CDS market accounts for price discovery at 13 firms, only the bond market at 5 firms, and both markets at 5 firms.
adjustment behavior of spreads. We find that both variables are, as expected, highly correlated but that the origin of the firm and not the currency matters. For example, the spread adjustment process for Ericsson whose sampled bonds are denominated in USD, is more alike to other European firms than to US firms. Figure 3 displays the error correction coefficients λ 1 and λ 2 for all firms with cointegrated spreads differentiating by the geographical origin of the firm. It is visible that the bond market considerably contributes to price discovery for European firms, while for US firms the CDS market is more important for price discovery than the bond market.
(insert Figure 3 here)
In addition to these findings, it is noteworthy that the fraction of variance explained in the two-equation-VECM is higher for ∆BSS (median R 2 =0.1481) than for ∆CDS (median R 2 =0.0814). Moreover, the R 2 of the VECM-equation with ∆CDS (∆BSS) as dependent variable exhibits a significantly negative (positive) rank correlation with the GG-measure. In other words: the higher the fraction of variance explained is in the ∆BSS-equation, the closer the GG-measure is to one, indicating the leading role of the CDS market. However, although we have explicitly taken into account the cointegration of spreads, the model's ability to explain spread changes does not increase very much in comparison to the simpler VAR approach from Section 4.1.
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Finally, testing for Granger causality in the VECM leads to the following results for firms at which cointegration of spreads has been detected: i) ∆CDS cause ∆BSS (and not vice 30 For comparison purposes, we also re-estimate a modified version of the three-dimensional VAR model from Section 4.1 that additionally includes the error correction term Z t-1 in each of the three equations. Again, stock returns remain the least forecastable variable (median R 2 =0.0388) and bond spread change the most forecastable variable (median R 2 =0.1719). For the CDS equation we obtain a median R 2 of 0.1146. Testing the residuals for white noise produces similar results as for the VAR model from Section 4.1. versa) for 10 firms, ii) ∆BSS cause ∆CDS (and not vice versa) for only 3 firms, iii) ∆CDS cause ∆BSS and vice versa for 11 firms and iv) neither ∆CDS cause ∆BSS nor vice versa for 12 firms. Applying the same tests to firms at which no significant cointegration of spreads has been found yield: i) ∆CDS cause ∆BSS (and not vice versa) for 8 firms, ii) ∆BSS cause ∆CDS (and not vice versa) at only 1 firm, iii) ∆CDS cause ∆BSS and vice versa at 4 firms and iv) neither ∆CDS cause ∆BSS nor vice versa at 9 firms. Obviously, there are no significant differences in Granger causality for firms with and without cointegrated spreads which indicate that results from Section 4.1 are robust.
Conclusion
In this paper, we investigate the empirical relationship between the heavily growing credit default swap (CDS), the corporate bond and the stock market at the firm-level for an international sample over the period [2000] [2001] [2002] . More specifically, we focus on the intertemporal comovement, in particular on lead-lag relationships and on the adjustment process between markets.
First, analyzing the firm-specific market comovement by means of a three-dimensional vector autoregressive model, we find that weekly and daily stock returns are negatively associated with CDS and bond spread changes. Second, stock returns are the least predictable and bond spread changes the most predictable variable which is in line with Longstaff, Mithal, and Neis (2003) . Moreover, CDS spread changes Granger-cause bond spread changes for a considerably higher number of firms than vice versa. Third, the negative intertemporal relationship between the CDS and stock market is more pronounced than the one between the bond and stock market. Fourth, the sensitivity of the CDS market to prior stock market movements is significantly related to the firm's average creditworthiness but not to firm size.
CDS spread changes from low-grade firms are more sensitive to lagged stock returns than those from firms with a relatively good rating. Interestingly, there is no such rating dependency for the sensitivity of bond spread changes to lagged stock returns. Fifth, for the majority of the sampled firms we detect cointegration of CDS and bond spreads. A vector error correction analysis reveals that the CDS market contributes more to price discovery than the bond market which is consistent with findings from Blanco, Brennan, and Marsh (2004) . Whereas the adjustment process for European firms is more dispersed between both markets, it almost entirely takes place in the bond market in the case of US firms indicating the leading role of the CDS market. Finally, a comparison of Granger causality tests for firms with and without cointegrated spreads confirms that in both groups CDS spread changes Granger cause bond spread changes for a higher number of firms than vice versa.
Although our empirical analysis is somehow limited due to data imperfections and methodological issues, we think it essentially captures the relationship between the three markets and basically confirms findings from related studies. Besides the need for a larger international data set, and if available transaction prices instead of quotes, further research should consider institutional features of the CDS market (credit events, settlement terms, currency etc.) and their influence on the relationship of CDS spreads to prices of other credit risk sensitive claims for the same firm. Moreover, a corresponding study without the stock market analysis, could be carried out for a sample of sovereign reference entities which represent the most liquid segment of the CDS market. Furthermore, as the CDS market appears to be a more flexible place for price discovery than the bond market, it would be interesting to analyze the informational efficiency of the CDS market in critical times which could be defined by pronounced increases in the implied equity volatility of a specific firm, an industry, or the general market. Finally, another promising avenue for research is to decompose CDS and bond spreads in default and non-default components and compare their dynamics across markets [for a first investigation see Longstaff, Mithal, and Neis (2004) Our VAR model consists of three-equations with the log stock return (R t ), the CDS spread change (∆CDS t ), and the bond spread change (∆BSS t ) as dependent variables respectively. Numbers represent median coefficients (columns 2, 5, and 8) and the absolute frequency of firms for which the coefficient of the explanatory variable is significantly different from zero at the 0.01-level (columns 3, 6, and 9). Columns 4, 7, 10 report the number of firms for which we can reject the null hypotheses at a 0.01-level (Wald test) that lags 1 to P have no joint explanatory power (the Wald test for p=5 corresponds to a Granger causality test). For each equation we additionally show the median R 2 , median p-value from a standard F-Test and the number of firms which exhibit a F-test p-value below 0.01. The hypothesis that the residuals come from a white-noise process is tested with a LjungBox (LB) test (weekly data: lags 1-8, daily data: lags 1-40) and Bartlett's test (B) for each equation and firm separately. Data stem from 58 firms over the period [2000] [2001] [2002] (Fig. 3b) 
