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THE NF-NUMBER OF A SIMPLICIAL COMPLEX
TAKAYUKI HIBI AND HASAN MAHMOOD
Abstract. Let ∆ be a simplicial complex on [n]. The NF -complex of ∆ is
the simplicial complex δNF(∆) on [n] for which the facet ideal of ∆ is equal to
the Stanley–Reisner ideal of δNF (∆). Furthermore, for each k = 2, 3, . . . , we
introduce kth NF-complex δ
(k)
NF (∆) which is inductively defined by δ
(k)
NF(∆) =
δNF (δ
(k−1)
NF (∆)) with setting δ
(1)
NF (∆) = δNF (∆). One can set δ
(0)
NF (∆) = ∆. The
NF -number of ∆ is the smallest integer k > 0 for which δ
(k)
NF
(∆) ≃ ∆. In the
present paper we are especially interested in the NF -number of a finite graph,
which can be regraded as a simplicial complex of dimension one. It is shown that
the NF -number of the finite graph Kn
∐
Km on [n + m], which is the disjoint
union of the complete graphs Kn on [n] and Km on [m], where n ≥ 2 and m ≥ 2
with (n,m) 6= (2, 2), is equal to n+m+2. Its corollary says that the NF -number
of the complete bipartite graph Kn,m on [n+m] is also equal to n+m+ 2.
Introduction
The Stanley–Reisner ideal of a simplicial complex was introduced in 1974 by
Stanley [4] and Reisner [3] independently. On the other hand, Faridi [1] studies the
facet ideal of a simplicial complex. Given a simplicial complex ∆, one can naturally
associate a simplicial complex δNF(∆) for which the facet ideal of ∆ coincides with
the Stanley–Reisner ideal of δNF(∆). The topic of the present paper is the sequence
of simplicial complexes
∆, δNF(∆), δNF(δNF(∆)), · · ·
arising from ∆. Fundamental materials together with our main theorem will be
presented in Section 1, while its proof will be given in Section 2.
1. Facet ideals and Stanley–Reisner complexes
A simplicial complex ∆ on the vertex set [n] = {1, . . . , n} is a collection of subsets
of [n] with the property that if F ∈ ∆ and if G ⊂ F , then G ∈ ∆. (We do not
require the property that {i} ∈ ∆ for each i ∈ [n].) Each F ∈ ∆ is called a face of
∆. A facet is a maximal face of ∆. Let F(∆) denote the set of facets of ∆. When
F(∆) = {F1, . . . , Fr}, it is clear that ∆ consists of those subsets G ⊂ [n] for which
there is 1 ≤ i ≤ n with G ⊂ Fi. One can then write ∆ = 〈F1, . . . , Fr〉. Finally, the
dimension of ∆ is dim∆ = d− 1, where d is the maximal cardinality of faces of ∆.
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Given simplicial complexes ∆ and ∆′ on [n], we say that ∆ is ismorphic to ∆′ if
there is a permutation pi on [n] with pi(∆) = ∆′, where pi(∆) = {pi(F ) : F ∈ ∆} and
where pi(F ) = {xpi(i); xi ∈ F}.
Let S = K[x1, . . . , xn] denote the polynomial ring in n variables over a field K.
• Given a simplicial complex ∆ on [n], the facet ideal of ∆ is the ideal IF(∆)
of S generated by those squarefree monomials
∏
i∈F xi with F ∈ F(∆).
• Given a squarefree monomial ideal I of S, the Stanley–Reisner complex of I
is the simplicial complex ∆N (I) on [n] consisting of those subsets F ⊂ [n]
for which
∏
i∈F xi 6∈ I.
Thus in particular if ∆ = {∅}, then IF(∆) = (0). If I = (0), then ∆N (I) = 〈[n]〉.
If ∆ = 〈[n]〉, then IF(∆) = (x1 · · ·xn). Furthermore, if I = (x1, . . . , xn), then
∆N (I) = {∅}.
Let ∆ be a simplicial complex on [n]. A subset C of [n] is said to be a vertex cover
of ∆ if C ∩F 6= ∅ for each F ∈ F(∆). A vertex cover C of ∆ is minimal if no proper
subset of C forms a vertex cover of ∆. Let MIN(∆) denote the set of minimal vertex
covers of ∆. The standard primary decomposition ([2, p. 12]) of IF (∆) is
IF (∆) =
⋂
{xi1 ,...,xis}∈MIN(∆)
(xi1 , . . . , xis).(1)
Furthermore,
F(∆N (IF (∆))) = {F ⊂ [n] : [n] \ F ∈ MIN(∆)}.(2)
Example 1.1. Let ∆ be the simplicial complex on [5] with
IF(∆) = (x1x2, x2x3x4, x2x5, x4x5).
One has
IF (∆) = (x1x2, x2x3x4, x2x5, x4) ∩ (x1x2, x2x3x4, x2x5, x5)
= (x1x2, x2x5, x4) ∩ (x1x2, x2x3x4, x5)
= (x2, x4) ∩ (x2, x5) ∩ (x1, x3, x5) ∩ (x1, x4, x5)
and
∆N (IF (∆)) = 〈{2, 3}, {2, 4}, {1, 3, 4}, {1, 3, 5}〉.
Definition 1.2. Given a simplicial complex ∆ on [n], we say that the Stanley–
Reisner complex of the facet ideal of ∆ is the NF-complex of ∆. Let δNF(∆)
denote the NF-complex of ∆. Thus
δNF(∆) = ∆N (IF(∆)).
Furthermore, for each k = 2, 3, . . . , we introduce kth NF-complex δ(k)NF(∆) which is
inductively defined by δ
(k)
NF(∆) = δNF(δ
(k−1)
NF (∆)) with setting δ
(1)
NF(∆) = δNF(∆).
One can set δ
(0)
NF(∆) = ∆.
Example 1.3. Let ∆ be the simplicial complex of Example 1.1. Then the standard
primary decomposition of IF (δNF(∆)) is
(x1, x2, x4) ∩ (x1, x2, x5) ∩ (x2, x3, x4) ∩ (x2, x3, x5) ∩ (x2, x4, x5) ∩ (x3, x4).
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Thus
δ
(2)
NF(∆) = 〈{1, 3}, {1, 4}, {1, 5}, {3, 4}, {3, 5}, {1, 2, 5}〉.
Lemma 1.4. Let ∆ be a simplicial complex on [n]. Then there exist a positive
integer q with
δ
(q)
NF(∆) = ∆.
Proof. Suppose that δ
(i)
NF(∆) 6= δ
(j)
NF(∆) for all i and j with 0 ≤ i < j. It then turns
out that the number of simplicial complexes on [n] cannot be finite. Clearly, this is
a contradiction. It follows that there exist 0 ≤ i < j with δ(i)NF(∆) = δ
(j)
NF(∆). Let
j0 denote the smallest integer for which there is 0 ≤ i < j0 with δ
(i)
NF(∆) = δ
(j0)
NF(∆).
We claim i = 0. Let i > 0. Then δNF(δ
(i−1)
NF (∆)) = δNF(δ
(j0−1)
NF (∆)).
In general, if ∆′ and ∆′′ are simplicial complexes on [n] with δNF(∆
′) = δNF(∆
′′),
then it follows from (1) and (2) that the standard primary decomposition of IF(∆′)
must coincide with that of IF (∆′′). Hence IF(∆′) = IF(∆′′) and then ∆′ = ∆′′.
Now, since δNF(δ
(i−1)
NF (∆)) = δNF(δ
(j0−1)
NF (∆)), it follows that δ
(i−1)
NF (∆) = δ
(j0−1)
NF (∆).
This contradict the choice of j0. Hence i = 0, as desired. 
Now, Lemma 1.4 guarantees the existence of the smallest integer t0 ≥ 1 for which
δ
(t0)
NF(∆) is isomorphic to ∆. The smallest integer t0 is called the NF-number of ∆.
Example 1.5. Let n = 3 and ∆ = {∅}. Then δ(1)NF(∆) = 〈[3]〉. Thus δ
(2)
NF(∆) =
〈{1, 2}, {2, 3}, {1, 3}〉 and δ(3)NF(∆) = 〈{1}, {2}, {3}〉. Hence δ
(4)
NF(∆) = ∆. Thus the
NF -number of ∆ = {∅} on [3] is 4. In general, the NF -number of ∆ = {∅} on [n]
is n + 1.
Example 1.6. Let n = 3 and ∆ = {{1}, {2, 3}}. Then
δ
(1)
NF(∆) = 〈{2}, {3}〉, δ
(2)
NF(∆) = 〈{1}〉, δ
(3)
NF(∆) = 〈{2, 3}〉,
δ
(4)
NF(∆) = 〈{1, 2}, {1, 3}〉, δ
(5)
NF(∆) = 〈{1}, {2, 3}〉.
Thus the NF -number of ∆ is 5.
Example 1.7. Let ∆ = {{1, 2}, {2, 3}, {3, 4}} be the simplicial complex on [4].
Then δ
(1)
NF(∆) = 〈{1, 3}, {1, 4}, {2, 4}〉 and δ
(2)
NF(∆) = ∆. Since δ
(1)
NF(∆) is isomor-
phic to ∆, it follows that the NF -number of ∆ is equal to 1.
Even though the NF -number can be defined for an arbitrary simplicial complex,
in the present paper we are especially interested in the NF -number for a finite
graph, which can be regarded as a simplicial complex of dimension one.
Let Pn denote the path on [n]. Thus the edges of Pn are those {i, i + 1} with
1 ≤ i < n. Let Cn denote the cycle on [n]. Thus the edges of Cn are those {i, i+ 1}
with 1 ≤ i < n together with {1, n}. Let Kn denote the complete graph on [n]. Thus
the edges of Kn are those {i, j} with 1 ≤ i < j ≤ n.
Example 1.8. (a) Let an denote the NF -number of Pn. Then
a2 = 3, a3 = 5, a4 = 1, a5 = 8, a6 = 48, a7 = 47, a8 = 552
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(b) Let bn denote the NF -number of Cn. Then
b3 = 4, b4 = 2, b5 = 2, b6 = 12, b7 = 8, b8 = 26, b9 = 139
(c) Let cn denote the NF -number of Kn. Then
cn = n + 1
Let Kn
∐
Km denote the finite graph on [n +m], which is the disjoint union of
Kn and Km. In the present paper the NF -number of Kn
∐
Km is computed.
Example 1.9. The NF -number of K2
∐
K2 is equal to 2.
We now come to the main result of this paper.
Theorem 1.10. The NF-number of the finite graph Kn
∐
Km on [n +m], where
n ≥ 2 and m ≥ 2 with (n,m) 6= (2, 2), is equal to n+m+ 2.
Let Kn,m denote the complete bipartite graph on
[n +m] = {1, . . . , n} ∪ {n+ 1, . . . , n+m}.
Corollary 1.11. The NF-number of the complete bipartite graph Kn,m on [n+m],
where n ≥ 2 and m ≥ 2 with (n,m) 6= (2, 2), is equal to n +m+ 2.
The following Section 2 is devoted to the proof of Theorem 1.10. Corollary 1.11
follows easily from the computation done in the proof of Theorem 1.10.
2. The NF-Number of Kn
∐
Km
From now on, we fix integers n ≥ 2 and m ≥ 2 with (n,m) 6= (2, 2). Instead of
[n +m], the vertex set of Kn
∐
Km is denoted by V = Vn ∪ Vm, where
Vn = {x1, . . . , xn}, Vm = {y1, . . . , ym}.
Lemma 2.1. Let ∆ = Kn
∐
Km. One has
(i) F(δ
(1)
NF(∆)) = {{xi, yj} : i ∈ [n], j ∈ [m]};
(ii) F(δ
(2)
NF(∆)) = {Vn, Vm};
(iii) F(δ
(3)
NF(∆)) = {(Vn \ {xi}) ∪ (Vm \ {yj}) : i ∈ [n], j ∈ [m]}.
Proof. Let M ∈ MIN(∆). Then |M ∩ Vn| ≥ n − 1 and |M ∩ Vm| ≥ m − 1. It then
follows that
MIN(∆) = {(Vn \ {xi}) ∪ (Vm \ {yj}) : i ∈ [n], j ∈ [m]},
which further gives (i) by equation (2), as required.
Let M ∈ MIN(δ(1)NF(∆)). If there is i ∈ [n] with xi 6∈ M . Then Vm ⊂ M . If there
is j ∈ [m] with yj 6∈ M . Then Vn ⊂ M . Since Vn and Vm belong to MIN(δ
(1)
NF(∆))
the desired (ii) follows.
It is clear that MIN(δ
(2)
NF(∆)) consists of {xi, yj} with i ∈ [n] and j ∈ [m], which
guarantees (iii) as desired. 
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Let 0 ≤ i ≤ n and 0 ≤ j ≤ m be integers. We then set
M(i,j) = {F ⊂ Vn ∪ Vm : |F ∩ Vn| = i, |F ∩ Vm| = j}.
Thus |M(i,j)| =
(
n
i
)(
m
j
)
. Furthermore, we set
Mc(i,j) = {V \ F : F ∈M(i,j)}.
In particular one has
Mc(i,j) =M(n−i,m−j).
For ∆ = Kn
∐
Km on Vn ∪ Vm, finding facets of simplicial complexes
δ
(k)
NF(∆), 4 ≤ k ≤ m+ n+ 2
is indispensable for proving Theorem 1.10.
Lemma 2.2. Let, as before, ∆ = Kn
∐
Km on Vn ∪ Vm. Suppose that n ≤ m.
(i) If 4 ≤ k ≤ n + 2, then F(δ(k)NF(∆)) is equal to
Mc(k−2,0) ∪M
c
(0,k−2)
⋃
1≤i≤n, 1≤j≤m, i+j=k−3
Mc(i,j).(3)
(ii) One has
F(δ
(n+3)
NF (∆)) =M
c
(0,n+1)
⋃
1≤i≤n, 1≤j≤m, i+j=n
Mc(i,j).(4)
(iii) If n+ 2 ≤ m and n + 4 ≤ k ≤ m+ 2, then F(δ(k)NF(∆)) is equal to
Mc(0,k−2) ∪M
c
(n,k−4−n) ∪
⋃
1≤i≤n−1, 1≤j≤m, i+j=k−3
Mc(i,j).(5)
(iv) If m+ 3 ≤ k ≤ m+ n + 2, then F(δ(k)NF(∆)) is equal to
Mc(n,k−4−n) ∪M
c
(k−4−m,m) ∪
⋃
1≤i≤n−1, 1≤j≤m−1, i+j=k−3
Mc(i,j).(6)
Proof. First, we prove (3) by using induction on k. Let k = 4. Since⋃
1≤i, 1≤j, i+j=1
Mc(i,j) = ∅,
it is required to show that
F(δ
(4)
NF(∆)) =M
c
(2,0) ∪M
c
(0,2).(7)
Lemma 2.1 (iii) says that MIN(δ
(3)
NF(∆)) coincides with
{{xi, xi′} : i 6= i
′} ∪ {{yj, yj′} : j 6= j
′}.
Thus by using (2) the desired (7) follows.
Now, suppose that the formula (3) is valid for a fixed k with 4 ≤ k < n + 2.
Then a subset F ⊂ Vn∪Vm belongs to F(δ
(k)
NF(∆)) if and only if one of the following
conditions is satisfied:
• |F ∩ Vn| = n− (k − 2) and Vm ⊂ F ;
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• Vn ⊂ F and |F ∩ Vm| = m− (k − 2);
• |F ∩ Vn| = p < n, |F ∩ Vm| = q < m and p + q = (n+m)− (k − 3).
It then follows that M ⊂ Vn ∪ Vm belongs to MIN(δ
(k)
NF(∆)) if and only if one of the
following conditions is satisfied:
• M ⊂ Vn and |M | = k − 1;
• M ⊂ Vm and |M | = k − 1;
• |M ∩ Vn| = p′ ≥ 1, |M ∩ Vm| = q′ ≥ 1 and p′ + q′ = k − 2.
In other words, one has
MIN(δ
(k)
NF(∆)) =M(k−1,0) ∪M(0,k−1)
⋃
1≤i≤n, 1≤j≤m, i+j=k−2
M(i,j),
and the desired (3) for k + 1 follows.
Let k = n+ 2 in (3). One has
F(δ
(n+2)
NF (∆)) =M
c
(n,0) ∪M
c
(0,n)
⋃
1≤i≤n, 1≤j≤m, i+j=n−1
Mc(i,j).
It then follows that
MIN(δ
(n+2)
NF (∆)) =M(0,n+1)
⋃
1≤i≤n, 1≤j≤m, i+j=n
M(i,j),
from which the desired (4) follows.
On the other hand, by using (4), one has
MIN(δ
(n+3)
NF (∆)) =M(0,n+2) ∪M(n,0)
⋃
1≤i≤n−1, 1≤j≤m, i+j=n+1
M(i,j),
from which the desired (5) for k = n + 4 follows. Now, the obvious technique for
proving (3) shows the desired (5) for n+ 5 ≤ k ≤ m+ 2.
Finally, the routine computation as done above easily finishes showing (6) as
desired. 
We are now in the position to prove Theorem 1.10 together with Corollary 1.11.
Proof of Theorem 1.10. Let n ≤ m. Since
i ∈ [n− 1], j ∈ [m− 1], i+ j = n +m+ 2
possesses no solution, it follows from (6) that
F(δ
(m+n+2)
NF (∆)) =M
c
(n,m−2) ∪M
c
(n−2,m) = F(∆).
In other words,
δ
(m+n+2)
NF (∆) = ∆.
To finish our proof, one must show that
δ
(k)
NF(∆) 6≃ ∆, 1 ≤ k < n +m+ 2.(8)
As n ≤ m, this means 3 ≤ m. Lemma 2.1 says that
dim δ
(1)
NF(∆) = 1, dim δ
(2)
NF(∆) = m− 1, dim δ
(3)
NF(∆) = n+m− 3
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Furthermore, it follows from Lemma 2.2 that
dim δ
(k)
NF(∆) =


n+m− k + 2 if 4 ≤ k ≤ n+ 2,
m− 1 if k = n+ 3,
n+m− k + 3 if n + 3 < k < n+m+ 2
In particular,
dim δ
(k)
NF(∆) > 1, 2 ≤ k < k
′ < n +m+ 2.(9)
Furthermore, since δ
(1)
NF(∆) 6≃ ∆, the desired (8) follows. 
Proof of Corollary 1.11. Let ∆ = Kn
∐
Km. Lemma 2.1 says that Kn,m = δ
(1)
NF(∆).
Thus the desired result follows from (9). 
We finish this paper with giving a reasonable question. Let ∆ and Γ be simplicial
complexes on [n]. We say that ∆ and Γ are NF-equivalent if there is k ≥ 0 with
Γ = δ
(k)
NF(∆). It follows from Lemma 1.4 that the NF -equivalence is an equivalence
relation. The equivalence class to which ∆ belongs consists of
δ
(k)
NF(∆), 0 ≤ k ≤ q,
where q is the NF -number of ∆. Let NF(n) denote the number of equivalence
classes in the set of simplicial complexes on [n]. A reasonable question is to find a
combinatorial formula to compute NF(n).
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