Abstract: This paper employs a differential quadrature scheme for solving non-linear partial differential equations. Differential quadrature method (DQM), along with modified cubic B-spline basis, has been adopted to deal with three-dimensional non-linear Brusselator system, enzyme kinetics of Michaelis-Menten type problem and Burgers' equation. The method has been tested efficiently to three-dimensional equations. Simple algorithm and minimal computational efforts are two of the major achievements of the scheme. Moreover, this methodology produces numerical solutions not only at the knot points but also at every point in the domain under consideration. Stability analysis has been done. The scheme provides convergent approximate solutions and handles different cases and is particularly beneficial to higher dimensional nonlinear PDEs with irregularities in initial data or initialboundary conditions that are discontinuous in nature, because of its capability of damping specious oscillations induced by high frequency components of solutions.
Introduction
In this work, we have extended an earlier approach [1] to obtain the numerical solutions of three-dimensional nonlinear reaction-diffusion equations and three-dimensional Burgers' equation. Reaction-diffusion models appear very *Corresponding Author: Sumita Dahiya: Indian Institute of Technology, Roorkee, India; Email: sumita.iitr@gmail.com Ramesh Chandra Mittal: Indian Institute of Technology, Roorkee, India; Email: rcmmmfma@iitr.ernet.in frequently while investigating biological and chemical phenomena and time-dependent PDEs are adopted to model them naturally i.e. reaction-diffusion equations. The non-linear reaction-diffusion system is made up of two different terms: (a) diffusion term, involving the random motion of every particular component because of turbulent nature of the governing field flow and (b) reaction term, which describes the interactions between biological and physical species that are involved [2] . Over the past decades, reaction-diffusion systems have attained enormous interest from researchers because of their complexity and behavioral dynamics such as periodicity in solution, formation of patterns, and chaos [3] [4] [5] . We have discussed some well known and reaction-diffusion models appearing very frequently: the Brusselator model [4] and the Michaelis-Menten model [6] . A number of authors have emphasized the significance of oscillations in biochemical systems, e.g. Turing [7] observed that a stable spatial arrangement can possibly be obtained by coupling the diffusion process with certain reactions leading to the idea of morphogenesis. The development and analysis of the behavior of a nonlinear oscillator related to chemical system
A in + X 1 =⇒ X 2 + D 1 , 2X 1 + X 2 =⇒ 3X 1 ,
was developed and analysed by the Brussels schools [8] .
Here A in , B in , D 1 and D 2 denote the input and output chemicals, respectively. X 1 and X 2 are intermediates. The system (1) consists of only two dependent variables and admits limit cycle oscillations. The trimolecular reaction step in (1) appears in manifold coupling between modes in laser and plasma physics [9, 10] , during enzymatic reactions, ozone formation by atomic oxygen by triple collision. The three-dimensional Brusselator system is written as
together with initial conditions (u(x, 0), v(x, 0)) = (g 1 (x), g 2 (x)), x ∈ Ω (3) and no flux conditions on boundary.
Here, u(x, t) = u(x, y, z, t) and v(x, t) = v(x, y, z, t) represents the concentrations of two reactants in the dimensionless form. A and B are constant concentrations of the two reactants, α is coefficient of diffusivity. For Brusselator system (2), if 1 − A + B 2 > 0, then solution reaches the point of equilibria (B, A/B) in steady state, given the values of coefficient of diffusivity α are kept very small. Michaelis-Menten model is one of the best models known for enzyme kinetics. It involves an enzyme binding to a substrate S that results in the formation of an enzymesubstrate complex that is reduced in a product P and enzyme. The model transforms into an equation that describes the rate of enzymatic reactions by setting a relationship between reaction rate v to the concentration of substrate S. The formula is given by
Here, Vmax represents the highest rate of the system at the highest substrate concentrations. K M , known as the Michaelis constant, gives the substrate concentration at which rate of reaction is half of Vmax [12] . Biochemical reactions that involve only one substrate are usually taken to follow kinetics of Michaelis-Menten, with no consideration to underlying assumptions of the model. The threedimensional counterpart of Michaelis-Menten type onedimensional problem discussed in [11] is given and reads as: (4) together with initial condition
and homogeneous boundary conditions. In the present scenario, reaction-diffusion systems have gained significant concern as a model for formation of patterns. The stripes, hexagons, targets, spirals, fronts and dissipative soliton patterns are seen in many types of reaction-diffusion systems despite huge differences e.g. in the local reaction term. The reaction-diffusion processes are found to be significant bases for processes correlated to morphogenesis in biology [13] . Wound healing [14] , tumor growth [15] , spread of epidemics [16] , ecological invasions [17] etc. are some of fields in which reaction-diffusion systems are applicable.
Burgers' equation has been extensively studied to portray many types of phenomena like mathematical model of turbulence [18] , traveling of shock waves in viscous fluid [19] , etc. One can take it as Navier-Stokes equation [20, 21] in a simplified version, because of the form of non-linear convective term and the appearance of the viscosity term. Therefore, study of Burgers' equation is useful in understanding the convection-diffusion phenomena. Moreover, the study relates to many problems in physics such as acoustic transmission [22] , traffic and aerofoil flow theory [23] , gravity effect on sedimentation of two types of particles in fluid suspensions [24] as well as a prerequisite to the Navier-Stokes equations [25] . The Burgers' equation in one dimension is likewise to the Navier-Stokes equations in one dimension barring the stress term. A significant amount of research has been done in the recent years to numerically solve the Burgers' equation efficiently for varying kinematic viscosity values. Many numerical approaches to solve Burgers' equation such as Galerkin finite element method [26] , finite volume method [27] , iterative methods [28] , automatic differentiation method [29] have been introduced in literature. The three-dimensional Burgers' equation is
with prescribed initial and boundary conditions.
Differential quadrature method
Differential quadrature method [30] is a numerical approach to approximate numerically the solutions of ODEs and PDEs. The derivatives of the unknown functions are approximated numerically using DQM at some predefined discrete points as a weighted sum of functional values in the complete domain. Computational inexpensiveness, accuracy and ease of application makes the technique more preferable. By employing differential quadrature method, we are capable of approximating the derivatives of functions in space at any of the given knots with the weighted linear sum of function values at all knots in the domain under consideration. To apply DQM in three dimensions, firstly we discretize the domain Ω = {(x, y, z) : 
where a (1) ir represent the the weighting coefficients to be determined to approximate the partial derivatives of order one in the direction of x. Various approaches are available in literature that can compute these weighting coefficients, e.g. Shu's approach [31] , Quan and Chang's approach [32, 33] , etc. Korkmaz and Daĝ [34, 35] used DQM based on cosine expansion and sinc DQM for many non-linear PDEs. Lagrange interpolation and sine-cosine expansion based quadrature methods has been very frequently used in literature. A differential quadrature method based on polynomials have been suggested by Mittal et al. [36] for numerical approximation of the the solutions of PDEs both linear and non-linear in nature. The idea of iterative DQM has been introduced by Tomasiello [37] [38] [39] [40] . In her work, iterative DQM and the stability of DQ solutions have been discussed. Korkmaz [41] in his work employed DQM for solution of KdV equation. Arora and Singh [42] worked on one-dimensional Burgers' equation, whereas Jiwari and Yuan [43] worked on two-dimensional Brusselator model employing DQM. Bashan et al. [44] used Quintic B-splines DQM to approximate KdVB equation, whereas Korkmaz and Daĝ [45] employed both quartic and quintic B-splines for solving advection-diffusion equations. DQM based on Hermite radial basis function has been used by Krowick [46] to deal with higher order equations and DQM based on quasi-interpolation has been employed by Barrera et al. [47] . Shukla et al. [48] [49] [50] worked extensively on DQM to solve two and three-dimensional PDEs. In the present work, weighting coefficients of DQM are determined using a methodology that employs modified cubic B-spline functions. In this work, we have used cubic B-splines as basis functions and weighting coefficients are computed accordingly.
Modified cubic B-spline functions
Computation of weighting coefficients is a key procedure which is of paramount importance. In this work, the authors have computed the weighting coefficients a (1) ir , a These functions can be written as:
Here, {φ 0 (x), φ 1 (x), ..., φ N+1 (x)} defines a basis over the computational domain [a, b] . Table 1 comprises the values of original cubic B-splines and their derivatives at the knots. The B-spline functions are modified in a particular manner in which the diagonal dominance of the resultant matrix can be preserved. Jain [51] defines the modified cubic B-spline basis functions at the knot points as:
The function ϕ l (x), l = 1, 2, ...., N again forms a basis over the interval [a, b]. 
Determination of weighting coeflcients
Korkmaz and Daĝ [52] used classic cubic B-spline functions and Korkmaz and Akmaz [53] used exponential cubic B-spline functions to compute the weighting coefficients. In their work, the resultant algebraic equation systems has (N + 2) equations in (N + 4) unknowns. Therefore, two more equations has to be added in the system. But, in the present study this is not the case. Determining the weighting coefficients a (1) ir and using modified B-spline functions ϕm(x i ), m = 1, 2, ..., N in Eq. (7), gives
To compute the weighting coefficients a (1) ir , we fix y − axis and z − axis in Eq. (7) as done in [1] . "Thomas algo-rithm" is adopted to solve the resultant tri-diagonal system and the weighting coefficients a (1) 11 , a (1) 12 , ....., a (1) 1N are computed. Similarly, the weighting coefficients for each knot i = 2, 3, ...., N can be computed. With these coefficients, we can approximate partial derivatives of order one in the direction of x − axis. The following recurrence relation is used to compute derivatives of higher order [31] .
Here a Following the same methodology, we can determine the weighting coefficients a (1) jr and a (1) kr of partial derivatives of order one in the direction of y − axis and z − axis using cubic B-spline functions in modified form. Recurrence formula can be successfully applied to calculate the derivatives of order two and higher. 
Partition and denotations
is composed of the spatial nodes (x i , y j , z k ) = (a 1 + ihx , a 2 + jhy , a 3 + khz), which are denoted by x ijk .
3 Three-dimensional reaction-diffusion systems
Brusselator system
For numerical treatment of Brusselator system rewriting Eq. (2) in the first order system, discretizing the derivatives in space using MCB-DQM, we achieve the following system of non-linear ODEs
and no flux boundary conditions.
Michaelis-Menten type reaction-diffusion equation
For numerical treatment of Michaelis-Menten system rewriting Eq. (4) in the first order system, discretizing the spatial derivatives by using MCB-DQM, we obtain the following system of non-linear ODEs
together with homogeneous Dirichlet's boundary conditions and suitable initial conditions.
Discretization of three-dimensional non-linear Burgers' equation and stability analysis
For numerical treatment of Burgers' equation rewriting Eq. (6) in the first order system, discreting the spatial derivatives using MCB-DQM, we obtain the following system of non-linear ODEs
with given initial and boundary conditions. Von Neumann stability analysis can be easily done when one is working with the classical finite difference. As with the case here, Von Neumann stability criterion can not be used with differential quadrature method discretized systems. For this purpose, matrix stability or energy stability methods have been extensively discussed in literature [38] [39] [40] . Let us consider a problem that is time-dependent along with a set of suitable initial and boundary conditions, given as
Here, l is the operator in space. Discretizing Eq. (16), we attain a system of ODEs:
where v represents unknown functional at knots except at boundaries, Dc denotes the coefficient matrix andb is the non-homogeneous part. Stability conditions of the computational method for solving the Eq. (16) are dependent on the stability of ODEs in Eq. (17) . The matrix Dc plays an inevitable part as its eigenvalues directly determine the exact solutions. Therefore, the whole scenario can be well described using the eigenvalues of the coefficient matrix. When the real part of all the eigenvalues of Dc, R(λ i ) ≤ 0, it shows the stable exact solutions as t → ∞. The matrix Dc can be determined as [
ir + a (2) jr + a For complex eigenvalues, real parts can be small enough positive numbers that lie within a prescribed tolerance limit. [54] . For linearization, we have assumed α = u ijk , α constant therefore, the eigenvalues need to be calculated for every problems. As it will induce changes in the entries of the coefficient matrix D. Eigenvalues have been calculated for different grid sizes and have been found in region of stability. 
Boundary conditions with MCB-DQM
Whenever Dirichlet's boundary conditions are given, they can be used directly at the boundary without any manipulation. In the case of Neumann or mixed type boundary conditions, they can be discretized adopting MCB-DQM. They are simplified into solutions at boundary points. Dirichlet's boundary conditions for Michaelis-Menten and Burgers' equation are given as:
Neumann boundary conditions at x = a 1 and x = b 1 can be approximated as
Rewritting the above system as: (14) and (15) can be solved using various methods. Using the optimal stability preserving Runge-Kutta method of order three and stage four [SSP-RK43] [55] , we solve the system of ODEs. It is not possible to solve this non-linear system of initial-boundary ODEs directly by SSP-RK43 scheme. So, it is dealt by first applying boundary conditions on the system, then a system of non-linear ODEs is obtained. Here, the system in Eqs. (12), (14) and (15) integrated from time t 0 to t 0 + ∆t through the following operations.
Hence, giving solution v at any specified time level. Here L(v m ) is the right hand side of resultant equation after space discretization at the initial time.
Why SSP-RK method
SSP methods [55, 56] also sometimes termed as TVD (total variation diminishing) time discretization sometimes are used for solving a system of ODEs. In [57] , a general RungeKutta method of order m is formulated as:
For the sake of consistent system 
where the spatial derivative, f (u)x is discretized using TVD finite difference with method of lines approximation results into a system of ODEs
We invariably assume that the discretization in space −L(u) posses the attribute that when it combines with forward first-order Euler time discretization,
then, for a small enough time step governed by the CFL (Courant-Friedrichs-Lewy) condition, ∆t ≤ c∆t FE , the total variation in discrete solution does not increase in time, where c = min i,k αi,k βi,k , provided β i,k L is replaced by β i,kL whenever β i,k is negative. The prime objective of multistep time discretization or high-order SSP RungeKutta is to achieve temporal accuracy of higher order and to maintain strong stability property. In short, idea behind SSP methods is to start with a method-of-lines semidiscretization, which is strongly stable in a certain norm, semi-norm, or convex functional under forward Euler time stepping, with suitably restricted time step ∆t, and then go for a higher order time discretization maintaining strong stability for the given norm, perhaps under a different time step restriction.
Test cases
In this section, the numerical approximations are obtained by implementing MCB-DQM for some examples of both reaction-diffusion system and Burgers' equation. The illustration of the solutions have been done especially for the same parametric values as taken by researchers in their studies for the sake of valid comparison. The computations are carried out with programming in DEV C++. Availability of analytical solutions aids in analyzing the accuracy and reliability of the proposed scheme. Error analysis is done by using L∞ and L 2 errors for the computed solutions defined below:
where u ijk is the approximate solution computed by the proposed scheme and U ijk is the exact solution at the corresponding mesh points (x i , y j , z k ) at time t.
Reaction-diffusion systems
The following section presents some numerical experiments for three-dimensional problems. The calculated results are compared with exact solutions available in literature or compared our result with the work done by researchers in the same field.
Problem 1. Brusselator model
The three-dimensional analogue of present one-dimensional Brusselator system [59] :
with no flux boundary conditions and following initial conditions
To compare our results with those given in [59] , the parameters are set accordingly. We have taken A = 2.0, B = 1.0, h = 0.01, k = 0.001, and µ = 0.02. Here ∆x = ∆y = ∆z = h and k is the time step. Table 2 shows that at every grid point, the value of u and v approach 2 and 0.5, respectively as t increases. The plots of approximate values of u and v at the grid point (0.5, 0.5) along z-direction vs. time t are shown in Figure 2 . It can be seen from Figure 2 that (u, v) ∈ (2.0, 0.5) along z-direction as time t increases. These observations comply with the theoretical results of [30] , which claims that whenever the parameters A and B are chosen [59] , that the solution does not converge to any fixed concentration, whenever the parameters A and B are chosen such that 1 − A + B 2 ≤ 0 Problem 2. [59] In this problem, the three-dimensional Brusselator system is studied. The exact solution is: to show spurious oscillations. This problem solved with MCB-DQM shows that this scheme has a capability of damping specious oscillations caused by high frequency components in the solution. The computations are carried out for t = 1, 2 and t = 3. Figure 4 and 5 depicts the results Table 4 gives the error estimation for varying values of R.
Conclusion
In this work, differential quadrature method based on a modification in cubic B-spline functions have been applied for the first time to non-linear three-dimensional reaction-diffusion equations and Burgers' equation. The method employed in this work elaborates an approach to numerically approximate solutions for three-dimensional equations. The method efficiently provides accurate approximations for variable sets of parametric values. The efficiency and reliability of the approach have been evaluated for test problems under consideration. Different error norms are calculated for varying times or the results present in literature are compared with the numerical solutions achieved by the used method. The approximated solutions and the corresponding error norms are presented in tables for varying time levels and for varying sets of parametric values. We also note that for large values of R, Burgers' equation behaves merely as hyperbolic partial differential equation, and the problem becomes very difficult to solve as a steep shock-like wave front is developed. The results show that error decreases with the increase in time. We see that the solutions become better with decreasing values of time step. The method gives convergent solutions and for different cases, handles the equations efficiently even for non-linear ones. The obtained approximations are satisfactory and in compliance with the results available in the literature. The strong point of the method is its ease of implementation and less complexity and calculations. The method is economically cheap and can be relied upon. Therefore, it is suggested that the method can be used as an alternative for the class of three-dimensional reaction-diffusion equation. The possibility of extending present approach may be useful to solve partial differential equations of higher order appearing in various applications of engineering and science.
