The polyhedral model is a well-known compiler optimization framework for the analysis and transformation of affine loop nests. We present a new method to solve a difficult geometric operation that is raised by this model: the integer affine transformation of parametric Z-polytopes. The result of such a transformation is given by a worst-case exponential union of Z-polytopes. We also propose a polynomial algorithm (for fixed dimension), to count points in arbitrary unions of a fixed number of parametric Z-polytopes. We implemented these algorithms and compared them to other existing algorithms, for a set of applications to loop nest analysis and optimization. 
INTRODUCTION
Many affine loop nests analyses and optimizations raise the problem of counting the number of images by an affine integer transformation of the lattice points contained in a parametric polytope: array linearization for hardware design, cache accesses computation and cache optimization, memory size computation, data distribution and locality optimization, etc. This counting problem was raised in this area a twenty years ago [Pugh 1991 [Pugh , 1994 . Since then, many solutions have been proposed, but none of them conclusively solves it. The problem of counting solutions to a parametric Presburger formula is equivalent [Gupta and Rajopadhye 2007] to counting points in the image by integer affine transformations of a union of parametric Z-polytopes. A parametric Z-polytope is the intersection between a parametric polytope (a bounded polyhedron, defined by a set of constraints depending linearly on formal parameters) and an integer lattice. Early solutions compute an approximation or an upper bound of this number of points [Creusillet and Irigoin 1996; Ancourt et al. 1997; Zhao and Malik 2000; Ramanujam et al. 2001] . Some solved the subproblem of counting the integer points in a polytope (or equivalently in a single Z-polytope), depending on one [Barvinok 1994a; De Loera et al. 2004] or many [Clauss and Loechner 1998; Verdoolaege et al. 2004; Baldoni-Silva et al. 2006] parameters. Then, some exact methods to count integer affine images of Z-polytopes were proposed for the nonparametric case [Parker and Chatterjee 2004; Boigelot and Latour 2004; Zhu et al. 2006] . Some applications to loop nest analysis and optimization were developed without solving the general-case problem, but many of them used approximations [Zhao and Malik 2000; Ramanujam et al. 2001 ], or were restricted as they did not support formal parameters [Zhu et al. 2006] . Other applications need the exact solution [Loechner et al. 2002; Turjan et al. 2005] .
Pugh [1994] first proposed an algorithm to solve the general-case problem, based on the Fourier-Motzkin variable elimination [Dantzig and Eaves 1973] . However, it seems that no implementation is available, probably due to the complexity of this method: the number of splinters which have to be built is an exponential function of the coefficients of the formula. Moreover, it is not clear whether it is able to eliminate more than one existential variable without scanning an exponentially large number of polytopes. proposed applying simple rewriting rules (removing existential variables that are unique or redundant, decomposition in independent splits) to a disjoint union of parametric sets computed using the Omega library [Pugh 1991] . If these rewriting rules fail, they solve a parametric integer linear programming problem (using the PIP library [Feautrier 1988]) , like Boulet and Redon [1998] . But the input of their algorithm, the disjoint union of sets computed from a Presburger formula, is worst-case exponential; and PIP is worst-case exponential. They also do not compute the actual integer affine image of the union of parametric Z-polytopes, but count the integer points of an equivalent set: if the application needs not only the number of points, but also the image itself, it cannot be used.
Another algorithm for computing the integer projection of a polytope was first proposed by Barvinok and Woods [2003] , and then extended to parametric case by Verdoolaege and Woods [2005] . Even if this algorithm is theoretically polynomial-time (for fixed dimension), we believe that it still remains unusable in practice, because it uses algorithmic flatness theory and iterated Boolean combinations of rational generating functions. Indeed, this algorithm has frequently been referred to as "unimplementable" [Köppe et al. 2008] . A first-ever preliminary implementation of BarvinokWoods's algorithm has been reported by Köppe et al. [2008] . But this implementation seems to be rather slow even for simple examples. The implementation itself is considered a challenge.
More recently, Lasaruk and Sturm [2007] proposed a framework consisting in a generalization of Presburger arithmetic, where the coefficients are arbitrary polynomials in nonquantified variables. The elimination of the existential variables may result in a large number of atomic formulas function of the parameters (even for small examples). Furthermore, the atomic formulas may still contain bounded quantifiers. In order to expand this result into disjunctions, the parameters have to be instantiated. Hence the final result could not be given in a symbolic form (as a function of the parameters). Table I summarizes the well-known algorithms for solving integer point counting problems, classified according to their precision and the type of the problems they solve.
In this article, we propose two new algorithms: (i) a polynomial-time algorithm to count points in the union of a fixed number of parametric Z-polytopes of fixed dimension, (ii) an algorithm to compute the integer affine image of a union of parametric [Creusillet and Irigoin 1996] , approximate yes image of a union of [Ancourt et al. 1997] , Z-polytopes [Zhao and Malik 2000] , [Ramanujam et al. 2001 ] [Barvinok 1994a ], exact one parameter one Z-polytope [De Loera et al. 2004 ] [Clauss and Loechner 1998 ], exact yes one Z-polytope [Verdoolaege et al. 2004] , [Baldoni-Silva et al. 2006 ] [Barvinok and Woods 2003] exact no image of one Z-polytope [Parker and Chatterjee 2004] , exact no image of a union of [Boigelot and Latour 2004] , Z-polytopes [Zhu et al. 2006 ] [Gupta and Rajopadhye 2007] exact yes computing the image of a union of Z-polytopes [Pugh 1994 ], exact yes image of a union of , Z-polytopes [Lasaruk and Sturm 2007] , [Köppe et al. 2008] Z-polytopes, in the form of a worst-case exponential union of parametric Z-polytopes. We also compare our implementation with other work that compute the exact result, are parametric (for many parameters) and general (integer transformation of unions of Z-polytopes), and show that it is efficient and can be used to optimize real applications.
We will provide the reader with some references on using our work in compiler design and program optimization. The class of parametric affine loop nests (programs based on affine references to arrays in affine bounded loop nests, containing unknown variables at compile time) has been tackled in the past by many researchers, since it occurs frequently and is resource-consuming, in applications like calculation-intensive scientific applications, digital audio/video, graphics, compression/decompression, radar and DSP, etc. In this context, array linearization for hardware design [Turjan et al. 2005] , cache access optimization [Ghosh et al. 1999; D'Alberto et al. 2001; Loechner et al. 2002] , memory size computation [Zhao and Malik 2000; Zhu et al. 2006] , and data distribution for NUMA-machines [Heine and Slowik 2000] , reduce to the problem of computing integer affine images of a union of parametric Z-polytopes and enumerating them.
In Seghir and Loechner [2006] , we showed, through a detailed example, an application in the field of embedded systems using our algorithms. Namely, array linearization deals with two major issues of memory/cache footprint optimization: memory compression and spatial locality enhancement. The basic idea is the transformation of a multidimensional array into a one-dimensional array in which elements are stored in the same order as they are first accessed. Thereby, only array elements that are actually used are stored in the new array, leading to memory compression. Moreover, the sizes of access strides are reduced, which leads to spatial locality enhancement.
Other applications have been reported in economics and in mathematics, in the context of combinatorics, representation theory, statistics and discrete optimization (see De Loera et al. [2004] for references).
The article is organized as follows: after presenting some basic concepts in Section 2, we describe our algorithm for computing the integer affine image of a Z-polytope in Section 3. Section 4 presents our algorithm for counting points in arbitrary unions of parametric Z-polytopes. In Section 5 we compare our approach to related work and provide some experiences and applications to loop nest optimization. Finally, the conclusions are given in Section 6. 
BASIC CONCEPTS
In this section we recall some polyhedral and lattice definitions as well as some theoretical results on counting lattice points in parametric polytopes.
with A ∈ Z m×d and c ∈ Z m . The system Ax ≥ c may contain pairs of inequalities that are equivalent to an equality (called an implicit equality, that can be computed by Polylib [Loechner 1999 ] for example). In such a case, the polyhedron is said nonfulldimensional.
A bounded rational polyhedron is commonly called a rational polytope.
The dimension of an affine hull is the dimension of its vector subspace.
Definition 2.3. The geometric dimension of a rational polyhedron P ⊂ Q d is the dimension of its affine hull. Equivalently, it is equal to d minus the number of linearly independent (implicit) equalities in the system Ax ≥ c. Definition 2.4. A rational parametric polytope P p with n parameters p is a set of rational d-dimensional vectors x defined by linear inequalities on x and p
with A ∈ Z m×d , B ∈ Z m×n and c ∈ Z m , and such that for each fixed value p 0 of p, P p 0 defines a (possibly empty) rational polytope in Q d .
Definition 2.5. An d-dimensional integer lattice is a subset of Z d defined by integer linear combinations of linearly independent integer vectors, called lattice-generating vectors (or lattice basis), plus an affine part.
where A is an integer matrix whose column vectors are the generators of the lattice and c is a constant integer vector. We also denote such a lattice by L(A, c).
Definition 2.6. A Z-polytope is the intersection between a rational polytope and an integer lattice defined in the same space. It can also be seen as a regular subset of the integer points contained in a rational polytope. Definition 2.7. A standard Z-polytope is the intersection between a rational dpolytope and the standard lattice Z d .
Definition 2.8. An integer affine transformation of a d-dimensional Z-polytope Z = P ∩ L is the transformation of its points by an integer affine function:
where A is an integer matrix and c an integer vector.
Definition 2.9. A Presburger formula is a set of linear equalities and inequalities on some integer variables, linked by the logical operators (¬, ∧, ∨), and the universal and existential quantifiers (∀, ∃). Definition 2.10. A parametric Presburger formula is a Presburger formula in which the constraints linearly depend on a vector p of symbolic integer parameters.
Ehrhart Theory
Definition 2.11. A rational n-periodic function
A periodic function can be represented by an n-dimensional lookup- The lookup-table representation of periodic functions has the advantage that it can be fully simplified, but it is worst case exponential [Verdoolaege et al. 2004 [Verdoolaege et al. , 2007 . Other representations avoid representing periodic functions with an exponential number of coefficients exist, such as integer parts, modulo and fractional representations. For instance, the lookup-table periodic function U N = 1, 
The period of a quasi-polynomial is the componentwise least common multiple (lcm) of the periods of its coefficients U i . Definition 2.13. The enumerator E(P p ) of a parametric polytope P p (or a parametric standard Z-polytope Z = P p ∩ Z d ) is a function from the set of n-dimensional integer vectors Z n to the set of natural numbers N. The function value at p 0 , denoted E(P p ; p 0 ), is the number of integer points in polytope P p :
where |.| denotes the cardinality.
We first consider a special case of parametric polytopes P p that can be written as the convex combination of a fixed set of parametric vertices, where each vertex is an affine function of the parameters:
where the columns Ehrhart [1977] showed that the enumerator of such a set can be represented as a quasi-polynomial function of p, as defined by (5).
Loechner, Wilde, and Clauss showed [Loechner and Wilde 1997; Clauss and Loechner 1998 ] that the parameter space of a general parametric polytope P p as defined by (2) can be divided into a set of chambers (also called "validity domains": a union of adjacent polytopes covering the parameter space), such that in each chamber, P p has a fixed set of parametric vertices that are affine combinations of the parameters. In each chamber, the parametric polytope can therefore be written as (6). Using this decomposition, they proved the following theorem [Clauss and Loechner 1998 ].
THEOREM 2.14. We recently proposed a polynomial algorithm (for fixed dimension) [Verdoolaege et al. 2004 [Verdoolaege et al. , 2007 that counts lattice points in general parametric polytopes. This algorithm combines Barvinok's counting method [Barvinok 1994b ] with Clauss and Loechner's chamber decomposition [Clauss and Loechner 1998 ]. We also use this algorithm to count points in integer affine transformations of parametric Z-polytopes.
INTEGER AFFINE TRANSFORMATIONS OF PARAMETRIC Z-POLYTOPES
This section presents our algorithm for computing the integer affine transformation of a parametric Z-polytope as a union of Z-polytopes. This is also called a linearly bounded lattice, or LBL [Teich and Thiele 1993] . The calculation of the number of points in such a union is described in Section 4.
It has been shown that the integer affine transformation of a Z-polytope can be written as a Presburger formula [Pugh 1994; Kreisel and Krevine 1967; Gupta and Rajopadhye 2007] :
be an integer transformation. Then the transformation of Z by T is:
which is a parametric Presburger formula. The other side of equivalence (from a Presburger formula to the transformation of a union of Z-polytopes) has been proved by Gupta and Rajopadhye [2007] .
Example 3.1. The transformation of the parametric (N ∈ Z is a parameter) standard Z-polytope
by the integer affine function T (i, j, k) = (3i + 6k, 5i + 2 j + 1) can be written by adding two variables x = 3i + 6k and y = 5i + 2 j + 1, as the Presburger formula:
The problem of calculating the integer affine transformation of a Z-polytope reduces to the elimination of the existential variables from a Presburger formula (Equation (7)). In such a formula, the conjunction of the equalities and inequalities define a non-full-dimensional standard Z-polytopeẐ in the combined space Z d +d (the cartesian product of the Z-polytope space Z d and the existential variables space Z d ). A common way to eliminate the existential variables of the Presburger formula is to project them out ofẐ. Our algorithm performs this in two steps. It starts by eliminating a first set of existential variables using equalities, as described in the next section. Then, it eliminates the remaining existential variables using inequalities ofẐ.
Non-Full-Dimensional Z-Polytope Preprocessing
When removing existential variables using a set of equalities in Z-polytopeẐ, one must ensure that there exist integer values of the variables to be eliminated for each integer value of the other variables. Without loss of generality, we consider the parameters as regular variables. Indeed, removing equalities from a parametric Z-polytope is done in the same way as for a nonparametric Z-polytope: parameters are free variables, and they are never eliminated whatever the number of equalities. We also assume that the Z-polytope is standard, since any arbitrary Z-polytope Z = P ∩ L can be transformed into a standard Z-polytope containing the same number of integer points. This is done by computing the preimage of polytope P by a matrix defining lattice L. Notice that it is possible to rewrite the final result as a function of the original variables by doing the inverse transformation, as explained in Section 4.
Consider In order to eliminate the m equalities, it suffices to solve the system of Diophantine equations E(y , y) in y as a function of y, and to substitute the result in the system of remaining constraints E(y , y). The resulting polytope Y has then to be intersected with an integer lattice defining the valid values of y. We call this lattice the validity lattice of Y . The result is Z-polytope Z = Y ∩ L. In the following, we explain how this validity lattice L is calculated.
The system of equalities E(y , y) can be rewritten as:
where A is a full row-rank (m × m) integer matrix, B is an (m × k) integer matrix and c is an integer 2 m-vector. We want to derive the valid values of y from Equation (8). In other words, we want a necessary and sufficient condition on y for an integer solution y to exist.
Property 3.2. The integer values of y for which the system of equalities (8) admits an integer solution in y , if it exists, are given by a k-dimensional integer lattice L(G, y 0 ). We call L(G, y 0 ) the validity lattice over y induced by (8).
This property is based on the lattice intersection computation [Quinton et al. 1997] . Indeed, the necessary and sufficient condition on y for the existence of an integer 8:8 R. Seghir et al. solution in y to (8) is the following:
or equivalently that there is an integer solution in (y , y, z) to the system of equalities:
where I m is the (m × m) identity matrix. The left hand-side matrix in Equation (9) is, by construction, a (2m × (2m + k)) full row-rank integer matrix. By Corollary 5.3c of Schrijver [1986] (p. 58) a feasible system of equations Ax = b has an integer solution as: x = St + s 0 . Hence, the integer solution to (9), if it exists, is given as a function of k free variables:
The condition on y for the existence of an integer solution to (10) is then:
where G is a (k × k) integer matrix and y 0 is an integer k-vector. Hence, y should be part of the k-dimensional lattice L(G, y 0 ).
Example 3.3. Consider the Presburger formula:
In order to eliminate the equalities of this formula it suffices to eliminate variables i and j (as in the rational case), and to intersect the result with the validity lattice corresponding to values of x, y, z, and N for which the system of equalities admits an integer solution for (i, j). The rational elimination of the equalities results in a full-dimensional polytope:
However, not all integer values of (x, y, z) in this set correspond to integer values of (i, j). The validity lattice of this polytope is obtained by solving the system of equalities: 
The solution of this system can be computed as: 
The final result of eliminating equalities of formula (11) is the
To continue the computation, let us call Z = Y ∩ L the resulting Z-polytope after eliminating the equalities implying existential variables in a Z-polytopeẐ. Two cases can occur.
-There are no remaining existential variables (it occurs when the number of existential variables is smaller or equal to the number of equalities that involve them, as in the example presented above). Then, Z is the solution. -There still remain existential variables to be eliminated in Z . In this case, we first reorganize the lattice so that its basis matrix becomes upper triangular. This is performed by computing its Hermite normal form. We then calculate the compression of Z-polytope Z , that is, the preimage of Y by the matrix defining lattice L. Finally, we eliminate the remaining existential variables as explained in Section 3.3. In order to preserve the original coordinates, we calculate the transformation of the resulting Z-polytopes by the submatrix obtained by removing the lines and columns corresponding to existential variables from the matrix defining L. The result is then intersected with the sublattice defined by this latter submatrix to obtain the desired transformation.
In the following, we consider without loss of generality, that our formulas do not contain equalities implying existential variables, and we focus on eliminating the remaining existential variables.
Existential Variable Elimination and Integer Projection
A classical algorithm to eliminate variables from a system of constraints is the FourierMotzkin elimination procedure [Dantzig and Eaves 1973] . It allows the elimination of a rational existential variable from a system of affine inequalities, defined on the set of rational numbers. Its main idea consists in rewriting the original system as a set of lower and upper bounds on the variable to be eliminated. Then, each pair of lower and upper bounds of the form {l(x, p) ≤ βz, αz ≤ u(x, p)} is to be replaced by αl(x, p) ≤ βu(x, p), where z is the existential variable chosen to be eliminated, l(x, p) and u(x, p) are affine functions of variables x and parameters p independent of z, and α and β are strictly positive integer constants. This procedure has been extended to integer existential variable elimination by Pugh [1991 Pugh [ , 1994 and Pugh and Wonnacott [1994] as follows: Any pair of lower and upper bounds {l(x, p) ≤ βz, αz ≤ u(x, p)} defines:
-an exact shadow, corresponding to the rational projection of the points belonging to this pair of constraints. This is given by αl(x, p) ≤ βu(x, p). -a dark shadow, corresponding to the convex part of the exact shadow in which any integer point has at least one integer preimage. This is given by αl(x, p)
Notice that if α = 1 or β = 1, the dark shadow is equal to the exact shadow.
The part of the exact shadow that does not belong to the dark shadow may contain integer points having integer preimages, and other integer points called holes having only rational preimages in P p (see Figure 1) . The Omega test [Pugh 1991 ] answers the question: "is there an integer point in the projection having at least an integer preimage?" as follows.
-If the exact shadow does not contain any integer point, the answer is no.
-If the dark shadow contains at least one integer point, the answer is yes. -Otherwise, the answer is not obvious. In this case, we have to know whether the part of the exact shadow which does not belong to the dark shadow contains an integer point having integer preimage(s) in P p .
In order to answer this latter question, Pugh and Wonnacott [1994] check whether the intersection between a certain number (function of α and β) of hyperplanes and the constraints of the original system contains an integer point (see Section 5).
Note 3.4. The integer projection of a Z-polytope results in a unique dark shadow (whatever the number of existential variables) and a union of Z-polytopes. Hence, the challenge is that of computing such a union.
Our Projection Method
In this section, we present the heart of our algorithm: the projection of a single pair of lower and upper bounds of the existential variable chosen to be eliminated. Indeed, the projection of the whole Z-polytope is obtained by intersecting the projections of all its pairs of bounds (like the well-known Fourier-Motzkin algorithm). The result is also intersected with the constraints that are independent of the eliminated variable.
Consider a pair of lower and upper bounds {l(x, p) ≤ βz, αz ≤ u(x, p)}. The projection of such a pair is given by the union of its dark shadow (αl(x, p)−βu(x, p)+(α−1)(β −1) ≤ 0) and another set of integer points which cannot be obtained by applying simple rules. The following theorem defines the hyperplanes on which the integer points lie.
LEMMA 3.5. Let x, y be two rational numbers and x , y (resp. x , y ) be their upper (resp. lower) integer parts. The following properties are equivalent: 
-the values of γ for which the hyperplane (12) contains the points we are interested in are those verifying the following inequality:
which is equivalent to:
PROOF. We recall that the exact and the dark shadows are respectively given by αl(x, p) − βu(x, p) ≤ 0 and αl(x, p) − βu(x, p) ≤ −(α − 1)(β − 1) [Pugh and Wonnacott 1994] . By definition, the part of the exact shadow containing the points outside the dark shadow, which belong to the projection (see Figure 1) , is given by
By substituting the values of l( p) ) is a linear function and (βc u − αc l − γ ) is an integer constant. A necessary and sufficient condition for this hyperplane to contain integer points is that the gcd of the coefficients in the linear function (αl l (x, p) − βl u (x, p)) divides the constant (βc u − αc l − γ ).
On the other hand, {l(x, p) ≤ βz, αz ≤ u(x, p)} is equivalent to
are rational functions. According to properties 1 and 2 of Lemma 3.5, there exists an integer z such that
if and only if:
. By simplifying (15), we obtain: Equality (12) ). Hence, inequality (13) is satisfied. Applying Lemma 3.5, we can similarly prove Inequality (14).
Note 3.7. If one of the bounds l(x, p) or u(x, p) is independent of the variables and the parameters, the elimination of the existential variable results in only one convex region, because in this case,
Example 3.8. Consider the pair of bounds {7 ≤ 4z, 3z ≤ 2x + 5 p + 1}. That is to say, l(x, p) = 7 (independent of the variables and parameters), u(x, p) = 2x + 5 p + 1, α = 3 and β = 4. The integer elimination of z results, applying inequality (15), in only one constraint:
, which is equivalent to 2x + 5 p ≥ 5.
In the following, we describe how to calculate the solutions of inequalities (13) or (14), in two different ways, depending on whether the coefficients α and β are coprime or not. (13) and (14) are respectively equivalent to (16) and (17) .
where c 1 and c 2 are integer constants such that c 1 α + c 2 β = 1 (computing these constants is straightforward from Bezout's identity theorem).
PROOF. Since α and β are coprime, there exists two integer constants c 1 and c 2 such that (Bezout's identity theorem):
Multiplying Equality (12) by c 1 , we obtain c 1 αl(x, p) − c 1 βu(x, p) + c 1 γ = 0. This is equivalent to (1 − c 2 β)l(x, p) − c 1 βu(x, p) + c 1 γ = 0 (according to (18)). Hence,
Substituting the value of l(x, p) in Inequality (13), we obtain:
This proves Equation (16). In the same way, one can prove (17), starting from Inequality (14).
Example 3.10. Consider the following Presburger formula:
where N is a positive integer parameter. This set is equivalent to the projection on x of the Z-polytope Z pictured in Figure 1 for N = 2. According to the pair of bounds {x − N + 1 ≤ 2y, 3y ≤ x + 5}, we have:
We can choose c 1 = 1 and c 2 = −1 (c 1 α + c 2 β = 1). The constraint on the dark shadow corresponding to this pair of bounds is x ≤ 3N + 5. The points of the projection that do not belong to the dark shadow are given by:
Scanning the different values of γ (ranging from 0 to the constant αβ − α − β) we find that the only one satisfying these constraints is γ = 0. The corresponding hyperplane is x = 3N + 7. Similarly, one can calculate the point x = 1 from the other pair of bounds {x + 2 ≤ 3y, 2y ≤ x + 1} generating the constraint x ≥ 3 on the dark shadow.
The integer projection of Z-polytope Z is then obtained by intersecting the projections of both pairs, that is, S = {x = 3N + 7 ∨ x ≤ 3N + 5} ∩ {x = 1 ∨ x ≥ 3}. Since N is positive, this set is equal to:
Case of Non-Coprime Coefficients.
In the previous section, we showed how we calculate the projection of a pair of bounds when the coefficients α and β are coprime. Let us now consider the case of non-coprime coefficients. In this case, the calculation of the values of γ for which the hyperplane (12) contains the points of the projection, and that are outside the dark shadow, depends not only on α and β, but also on the variables and the parameters. Let g = gcd(α, β), α = α/g , β = β/g and g be the gcd of the coefficients of the variables and parameters in the linear function α l l (x, p) − β l u (x, p), with l(x, p) = l l (x, p) + c l and u(x, p) = l u (x, p) + c u (see Theorem 3.6). One can then rewrite the equation of the hyperplane (12) as follows:
with γ ∈ Z, 0 ≤ γ ≤ αβ − α − β and g divides (β c u − α c l − γ ). Inequalities (13) and (14) can be respectively rewritten as (20) and (21):
In this case, only a sublattice of hyperplane (19) belongs to the projection since this one should also satisfy (20) or (21). These equations can be rewritten as:
In order to reduce the computation complexity, it is worth considering Equation (22) when β < α and Equation (23) otherwise: the smallest modulo will generate the less different cases. The points verifying (20) or (21) lie on a union of lattices, since they verify Equality (22) or (23) for all possible values of γ , and the solution to a modulo equality f (x, p) mod a = b is a lattice. It has the form:
where A x , A p are integer matrices, c is an integer vector, x is a vector of the variables space and p is a vector of parameters. We calculate this solution using the technique presented in Section 3.1. Indeed, f (x, p) mod a = b is equivalent to ∃z ∈ Z : f (x, p) = az + b. It then suffices to calculate the validity lattice of this latter equation by eliminating existential variable z, or in other words, all integer values of x and p for which variable z is integer. Of course, only nonempty lattices and hyperplanes are taken into account.
Example 3.11. Consider a pair of bounds for which the coefficients of the existential variable y are not coprime {x − N − 2 ≤ 2y, 4y ≤ x + 5}. We have:
The corresponding constraint on the dark shadow is 2x ≤ 4N + 15 ⇔ x ≤ 2N + 7. The points outside the dark shadow and belonging to the projection lie on the following hyperplanes:
For both values of γ , the solution to the above modulo inequality is a lattice:
Hence, points x = 2N + 9 and x = 2N + 8 (obtained by substituting the values of γ in equality x − 2N − 9 + γ = 0) belong to the projection only if x and N belong to lattice L. The whole projection of the pair of bounds is then given by:
Projecting out a first existential variable from a Z-polytope may result in a union of nonstandard Z-polytopes. Therefore, in order to project out a second variable, this union has to be projected again, and so on. The projection of each nonstandard Z-polytope of the form Z = P ∩ L is obtained as follows.
-Transform lattice L into an equivalent lattice L in which the basis (linear part) is upper triangular. -Compute polytope Q, the compression of Z, which is the preimage of P by L . -Compute the projection P of compressed polytope Q as explained before, and reduce lattice L to L (remove the first row and the first column of L ). -Compute P the image of P by L . The result of projecting Z is finally given by
The whole method of calculating the integer affine transformation of a Z-polytope is summarized in Algorithm 1 and 2.
3.3.3. Complexity Analysis. For eliminating a variable x, the maximum number of computed hyperplanes in the case of coprime coefficients is i |coe f i | 2 , where the coe f i are the coefficients of variable x appearing in the constraints, since this is the maximum number of values that all γ can take in Equation (12). In the case of non-coprime coefficients, it is multiplied by max i (|coe f i |), the maximum number of lattices in Equation (22). In each case, we compute the intersection of an equality with a polytope, of complexity nbCons (number of constraints) for fixed dimension. This procedure is re- 
In many cases however, the execution time of this algorithm is reasonable, since this is a worst case complexity and we apply early simplifications at different points of the algorithm.
The result of Algorithm 1 is given as a union of parametric Z-polytopes. In the following section, we will be interested in counting points in such unions.
COUNTING POINTS IN UNIONS OF Z-POLYTOPES
We will now discuss an algorithm that deals with unions of a fixed number of parametric Z-polytopes of the form Z = P ∩ L, with:
where P is a parametric polytope, L is a parametric integer lattice, A x , A p , B x and B p are integer matrices, a and b are integer vectors, x is a vector of the variables space and p is a vector of parameters. Let Z 1 = P 1 ∩ L 1 and Z 2 = P 2 ∩ L 2 be two Z-polytopes. The number of points of Z 1 is equal to the number of integer points contained in P 1 , where P 1 is the transformation of P 1 by the matrix B 1 defining lattice L 1 . In the same way, the number of // solutions to modulo inequalities H u = Empty; if Coprime (α, β) then (c 1 , c 2 ) = Bezout(α,β); // such that αc 1 + βc 2 = 1 by Bezout's theorem points of Z 2 is equal to the number of integer points in P 2 = B 2 P 2 . Unfortunately, the number of points in Z 1 ∪ Z 2 is obviously not equal to that in P 1 ∪ P 2 since the applied transformations preserve the number of points in Z 1 and Z 2 but do not preserve their original coordinates.
Example 4.1. Consider the two Z-polytopes pictured in Figure 2 , Z 1 = P 1 ∩ L 1 and Z 2 = P 2 ∩ L 2 , where dots belong to Z 1 , squares belong to Z 2 and diamonds belong to both Z-polytopes:
Substituting x = 2x + 1 and y = 2y + 1 in P 1 (resp. x = 3x and y = 2y + 1 in P 2 ) we obtain P 1 and P 2 in which the numbers of points are respectively 15 and 12:
One can check that the number of points in P 1 ∪ P 2 is 19, whereas that in Z 1 ∪ Z 2 is 23 as shown in Figure 2 . The previous methods [Meister 2004; Zhu et al. 2006 ] to count points in unions of Zpolytopes are lattice-union based, which is exponential in the size of lattice generators and their least common multiple. Furthermore, Zhu et al.'s method [2006] deals only with nonparametric Z-polytopes.
In contrast, our method is lattice-intersection based: its complexity is polynomial (for a fixed number of Z-polytopes), since the intersection between two lattices results in only one lattice, whatever their generators. Previous algorithms start by calculating a disjoint union of the input Z-polytopes. It is usually very hard to separate a union of Zpolytopes into a disjoint union [Zhu et al. 2006] , and its complexity may be exponential even for a fixed number of Z-polytopes.
In Algorithm 3, we start by applying the inclusion-exclusion principle to the union of Z-polytopes. We therefore process a set of signed Z-polytopes: E(Z 1 ∪ Z 2 ), the number of integer points in the union of two Z-polytopes Z 1 and Z 2 , is equal to
After applying the inclusion-exclusion principle, the number of points in each resulting Z-polytope Y i = P i ∩ L i is calculated as follows:
We first transform the matrix generating the lattice:
. Matrix M generates the same integer points as the original matrix, and the rows of M defining the lattice in the parameter space are independent of the variables. This is required to keep the variables space compressed when rewriting the transformed Z-polytope as a function of its original parameters. We calculate matrix M from the Hermite normal form [Schrijver 1986 ] of matrix ( B x B p ), with rows and columns exchanged such that parameters appear first. This is needed to obtain zeroes under B xx in M. We apply the affine transformation M b x b p to P i to get a polytope P . Then, P is rewritten as a function of the original parameters using the submatrix (B pp | b p ) and finally, we use our counting algorithm [Verdoolaege et al. 2004 [Verdoolaege et al. , 2007 to calculate the Ehrhart quasi-polynomial corresponding to the number of integer points in the resulting polytope. Note that when submatrix B pp is not equal to the identity matrix, the polytope is valid for only the parameter values generated by lattice L p whose basis is B pp and affine part is b p . In this case, the resulting Ehrhart quasipolynomial is to be multiplied by one if the parameter values are valid (i.e., if they belong to the points spanned by lattice L p ) and zero otherwise. Two lists L 1 and L 2 , each one containing one element, are combined into one list as:
The generalization of this process for many lists containing many elements is straightforward, but the result usually has to be simplified in order to reduce its size. 
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where N ∈ Z + is a parameter. The number of points in the union Z 1 ∪ Z 2 is given by:
, with
The number of integer points in Z 3 is calculated as follows. 
Before counting points in P, we need to write it as a function of the original parameter N. To do this, it suffices to calculate its transformation by matrix M = 1 0 0 0 0 1 0 0 0 0 3 3 0 0 0 1 , and we obtain:
The number of integer points in this polytope is given (using the algorithm described in [Verdoolaege et al. 2004 [Verdoolaege et al. , 2007 ) by: when N mod 6 = 1 and so on. The third row in matrix M states that N = 3N + 3, with N ∈ Z. In other words, N must be a multiple of 3 (N mod 3 = 0). Therefore the resulting polynomial is multiplied by a periodic function [1, 0, 0] N which is equal to one when N mod 3 = 0 and zero otherwise. The result is then:
The numbers of points in Z 1 and Z 2 are obtained in a similar way as: Finally, the number of points in Z 1 ∪ Z 2 is:
Complexity analysis. We will discuss the complexity of our algorithm when the dimension and the number of input Z-polytopes is fixed.
The complexity of Algorithm 3 depends on the complexity of the significant polytope and Z-polytope operations, the complexity of counting integer points in a parametric polytope and the number of the resulting Z-polytopes after applying the inclusionexclusion principle.
-The polytope operations rely on PolyLib, which is based on the dual rays and constraints representations. All the operations that we use, namely affine transformation and intersection, are polynomial for fixed dimension. The theoretical maximum complexity of the constraints to rays computation is c d 2 , where c is the number of constraints and d the dimension of the polytope.
-The only significant Z-polytope operation used in this algorithm is the intersection, which is polynomial since the intersection between two polytopes is a concatenation of their constraints, and the intersection between two lattices reduces to solving a system of linear equalities [Nookala and Risset 2000] , which is polynomial in the input size [Schrijver 1986 ]. -Counting integer points in a parametric polytope is also polynomial in the input size (for fixed dimension), as we showed in [Verdoolaege et al. 2004 [Verdoolaege et al. , 2007 . -Finally, the Z-polytopes to be enumerated are given by the inclusion-exclusion principle. When the number of input Z-polytopes is fixed, the inclusion-exclusion principle provides a polynomial number of (nonempty) Z-polytopes. The theoretical complexity of this algorithm is 2 n − 1, where n is the number of input Z-polytopes.
Hence, the whole algorithm is polynomial in the input size for fixed dimension and fixed number of input Z-polytopes, but, of course, exponential for arbitrary dimension and arbitrary number of input Z-polytopes.
EXPERIENCES, RELATED WORK, AND APPLICATIONS
In this section, we compare our work to some recent and interesting methods over a set of problems that frequently arise in code optimization techniques. All the execution times that are given were measured on a 3GHz Intel Pentium 4 with 1GB of RAM running Linux 2.6.23.
Omega Test
We first illustrate the difference between our method and Pugh et al.'s Omega test [Pugh 1991 [Pugh , 1994 Pugh and Wonnacott 1994] . The Omega test answers the question: is there an integer point in the integer projection of a polytope? as follows: it first computes the exact shadow (rational projection). If it does not contain any integer point, then the answer is "no". Then it computes the dark shadow. If it contains at least an integer point, then the answer is "yes"; else Pugh and Wonnacott [1994] propose to check whether the intersection between a certain number of hyperplanes and the constraints of the original system contains an integer point. Their solution provides new constraints with possibly extra existential variables (the splinters) which increases the complexity of further computations, such as counting the number of integer points contained in the integer projection of the Z-polytope, or projecting the result along another dimension.
Note that the splinters provided by Pugh's method are somewhat similar to our Z-polytopes (when the coefficients of the existential variable are not coprime, see Section 3.3.2). But it is not clear whether these splinters can be projected along another dimension without scanning a possibly exponentially growing number of Z-polytopes. Also, when the coefficients are coprime, Pugh's method does not propose a simple solution as we do, and no explanation is given for non-coprime coefficients nor for the parametric case.
Example 5.1. Consider the following example (introduced in Pugh and Wonnacott [1994] ):
The exact shadow defined by the elimination of y is given by 3 ≤ x ≤ 29 and the dark shadow by 5 ≤ x ≤ 27. Pugh and Wonnacott [1994] calculate the set of constraints containing the images which do not belong to the dark shadow as follows:
which has to be intersected with the difference between the exact shadow and the dark shadow in order to obtain the solution. While our rules provide these images directly as {x = 3, x = 29}.
Gupta and Rajopadhye's Z-Polyhedral Model
In 2007, Gupta and Rajopadhye presented new approaches for manipulating Zpolyhedra [Gupta and Rajopadhye 2007] . In particular, they prove closure in the Zpolyhedral model under integer affine images: the integer affine image of a union of Z-polyhedra is a finite union of Z-polyhedra, but the number of Z-polyhedra of the union may be exponential in the input size. They propose a complete algorithm to compute such an image. Basically, it consists in computing a union of subsets of a Z-polyhedron by translating it, and then to cut each Z-polyhedron of the resulting union with hyperplanes. The number of those cutting hyperplanes, each one resulting in a union of Z-polyhedra of the final computed union, may be exponential in the input size.
Let us consider Example 4 from Gupta and Rajopadhye [2007] . Let P = {(i, j) ∈ Z 2 | i ≥ 0 ∧ j ≥ 0 ∧ i + j ≤ 3} be a Z-polyhedron, and T (i, j) = i + 3 j a transformation. The computation of the image of P by T is given by their algorithm as:
while we compute directly, thanks to early simplifications (like considering the dark shadow or coprime coefficients):
The first Z-polytope that we compute here is the dark shadow.
We plan to perform a more accurate comparison of both approaches, on a wide set of test examples, as soon as their algorithm will be implemented.
Weak Quantifier Elimination
A recent and interesting work manipulating Presburger formulas is the one due to Lasaruk and Sturm [2007] . It consists in a generalization of Presburger arithmetic, where the coefficients are arbitrary polynomials in nonquantified variables. The authors use the term "weak" to refer to the fact that the result may still contain bounded quantifiers. In order to expand this result into disjunctions, the parameters have to be instantiated. In the following, we will show that, at least for a subset of problems 4 , our method also handles parameters and can do better, in particular in terms of execution time.
Let us consider an interesting issue raised by the code optimization community, which is dependency analysis for automatic parallelization. More precisely, we consider the example from Lasaruk and Sturm [2007] (Section 5.2). The goal is to check whether a data dependency occurs or not in the following loop nest:
There is a data dependency when two or more different loop iterations write different values to a same array element. For this loop nest, this condition can be expressed as the following Presburger formula:
Lasaruk and Sturm [2007] compute in 3.53s that the weak quantifier elimination over integers from the above formula results in 25441 atomic formulas, which cannot be expanded unless the parameters are substituted. They also raise the fact that it is more efficient to first plug in values for the parameters m and n, and then to perform quantifier elimination plus expansion. When they do so, they obtain "true" for m = n = 4 in 0.28s and "false" for m = 4 and n = 5 in 0.29s.
Let us now see how this problem can efficiently be solved using our method: When m = n = 4 we obtain "yes" in 0.01s, and we obtain "false" when m = 4 and n = 5 in less than 0.01s.
Better, our method has only to plug in the value of parameter n (since we do not handle polynomial constraints). In this case, we obtain: -when n = 4: "true" if m >= 4 and "false" otherwise in less than 0.01s, -when n = 5: "true" if m >= 5 and "false" otherwise in 0.01s.
Notice that the authors do not mention what could be the result in this second case.
Another information that can be given by our method is the array elements causing the data dependency and their count. This is done by replacing equality ni + j = ni + j by x = ni + j ∧ x = ni + j in the previous formula, where x is a free-quantifier variable representing accessed array elements. Again, only parameter n has to be substituted. For example, when n = 4, the number of array cells causing a dependency is given as: {4 if m = 4, 10 if m = 5, 18 if m = 6 and 5m − 7 if m ≥ 7}. Barvinok and Woods [2003] proposed an algorithm for computing the integer projection of a polytope that is theoretically polynomial-time for fixed dimension. However, no implementation of this algorithm has been reported till 2008. Because it contains complicated theory such as algorithmic flatness theory and iterated Boolean combinations of rational generating functions, this algorithm has frequently been referred to as "unimplementable." Köppe et al. [2008] rose to the challenge of proposing the first-ever implementation of Barvinok-Woods's algorithm. In their paper, the authors present the For all these examples, our method computes the result in less than 0.01s. Notice that we did not test our method on the param.pugh example, because the authors did not make it public.
Barvinok-Woods's Integer Projection

Verdoolaege's Integer Projection
In this section, we compare our implementation with the one written by Sven Verdoolaege and distributed in the Barvinok library [Verdoolaege 2006 ]. This implementation consists in applying simple rewriting rules to a set of disjoint union of parametric sets computed using the Omega library [Kelly et al. 1996] . If these rules fail, the PIP library [Feautrier et al. 2002] is used to solve a parametric integer linear programming problem, in the way of Boulet and Redon [1998] . Notice that both tools (Omega and PIP) are worst-case exponential.
The particular advantage of our method over the one of Verdoolaege is its ability to handle efficiently unions of projections. Indeed, in such a case, our algorithm computes each projection independently of the others, even if the original sets are not pairwise disjoint projections. The final result is then easily obtained by doing the union of the resulting atomic projections. The number of lattice points contained in this union is computed straightforwardly using the algorithm proposed in Section 4. Verdoolaege's method could not do so since, in contrast to our method, it does not compute the actual atomic projections but equivalent sets having the same number of lattice points. Hence, the original input sets have to be pairwise disjoint. Furthermore, the equivalent resulting sets are usually of higher dimension than the actual projections. This, usually, leads to higher lattice points counting times and results in larger Ehrhart quasipolynomials.
Example 5.2. Consider the following two loop nests accessing a one-dimensional array:
for i = 1 to n do for j = i+1 to n do A[2*i+3*j] = ... for k = 1 to n do for l = 1 to k-1 do A[k+2*l] = ...
Suppose we are interested in the number of array elements that are reached by at least one of these loop nests iterations. This is useful, for example, to compute the amount of data being accessed by this piece of program (the cache size used by this computation could also be computed). This in turn reduces to the problem of counting the solutions to the following Presburger formula:
Verdoolaege's algorithm first uses the Omega library to compute three disjoint formulas which still contain existential variables, and then applies the rewriting rules and/or the PIP library to compute their integer projections, which results in a set of disjoint polytopes. Applying the lattice points counting algorithm to this set results in 3-degree Ehrhart quasi-polynomials. The solution is given in 0.12s computation time and the size of the output file is 2475 bytes.
In contrast to this, our method computes the result in only 0.01s and the output file takes 256 bytes only. The result we obtain is: 2, 6, 11, 16, 22 when n respectively goes from 2 to 6, and 5n− 7 when n is greater or equal to 7. Notice that the size of the output file has to be as small as possible, since it contains Ehrhart quasi-polynomials that are sometimes used in optimizing code applications.
In order to measure the efficiency of our method, we also ran a simulation through a thousand of pseudo-randomly generated examples that model array accesses in perfect loop nests. The examples are constructed as follows. Consequently, the number of dimensions of the generated sets 5 varies from 3 to 14, and the number of constraints varies from 3 to 16.
In these experiments, our implementation and Verdoolaege's compute the solution in 0.01s or less for 804 examples. For 49 examples, they did not compute in the allocated time that we fixed to a couple of minutes. For the remaining examples, we get a mean acceleration of 1.64 compared to Verdoolaege's implementation. Figure 3 shows the acceleration that we obtain for each example, where 13 circled points at the top of the diagram (respectively 7 at the bottom) are the examples for which Verdoolaege's (resp. our) implementation did not finish in the allocated time.
Notice that, even if all the examples in this simulation are the image of a single polytope (we did not compute the image of a union of Z-polytopes), our method yields to better results than the one of Verdoolaege.
This simulation was undertaken with the PolyLib library version 5.23 and the Barvinok library version 0.28. In both implementations, PolyLib is used to realize polyhedral operations, and the Barvinok library to count integer points in parametric polytopes. In addition, Verdoolaege uses the PIP library [Feautrier et al. 2002 ] and the Omega library version 2.1 [Kelly et al. 1996 ] to simplify the input polytopes.
CONCLUSION
We presented a new algorithm for calculating the integer affine transformation of parametric Z-polytopes. The solution is given as a union of parametric Z-polytopes, worst-case exponential but efficient in practical cases, and less complex compared to other existing methods. A general polynomial algorithm for computing the exact solution remains a challenge. We also proposed a new polynomial algorithm to count points in arbitrary unions of a fixed number of Z-polytopes (of fixed dimension). These algorithms have been implemented 6 using the PolyLib library [Loechner 1999 ] and the Barvinok library [Verdoolaege et al. 2004 [Verdoolaege et al. , 2007 . They have many applications, particularly in compiler design (for example analyzing and optimizing loop nests), and in other domains such as economics and mathematics (for example in combinatorics, representation theory, statistics, discrete optimization).
