Abstract: We provide a general treatment of optimal soft decoding for vector quantization over noisy channels with nite memory. The main result is a recursive implementation of optimal decoding. We also consider an approach to sub-optimal decoding, of lower complexity, being based on a generalization of the Viterbi algorithm. Finally we treat the problem of combined encoder{decoder design. Simulations compare the new decoders to a decision-based approach that uses Viterbi detection plus table look-up decoding. Optimal soft decoding signi cantly outperforms the benchmark decoder. The introduced sub-optimal decoder is able to perform close to the optimal and to outperform the benchmark scheme at a comparable complexity.
I. Introduction
This paper treats vector quantization for noisy stationary channels with memory. The study of robust source coding and combined source-channel coding has become a major eld of research, partly motivated by the increasing importance of wireless communications. The eld is, however, also interesting from a more fundamental point of view: Implicit in Shannon's work 1, 2] is the fact that the source and channel coding can be separated without loss of optimality. However the positive coding theorems of Information Theory (accounted for in, e.g., 3{5]) only show such separability in the limit of in nite codeword length and, hence, in nite delay. Furthermore, there exist channels for which no separation theorem can be provided 5]. That is, for some channels the separation is not valid even in the limit of in nite delay. These facts justify the study of combined source-channel coding, for example, when delay is a limiting factor (such as in two-way communications) or when studying channels having no separation theorem.
A. Historical Survey and Related Work
Much of the existing work on combined source-channel coding has concerned vector quantization (VQ) for noisy channels 6{28]. Most previous work, such as 7{12], has concentrated on discrete memoryless channels, with an emphasis on the binary symmetric channel. Some work, for example 13, 15, 22] , has however studied robust VQ over waveform channels using soft decoding. In soft VQ decoding the operation of the decoder is not de ned by a look-up in a nite decoder codebook, instead all of the received soft information is utilized for decoding and the decoder, in e ect, has an in nite output alphabet. Such decoding was studied for the AWGN channel in 13, 15, 18, 22] , and for Rayleigh fading channels in 17, 19, 22] . Soft decoding has also been employed for combined multiuser and VQ decoding in 24] .
In the work mentioned so far, the channel under consideration was either intrinsically memoryless, or perfect interleaving was assumed. Most practical communication channels are, however, not memoryless. In communication system engineering there are a number of ways to handle the obstacles introduced by channel memory. For example, for channels with time correlated fading long interleaving is, as mentioned, applied, and for channels with intersymbol interference (ISI) channel equalization algorithms are employed (see, e.g., 29{31] and 32]). Work on combined source-channel coding for VQ over channels with memory occurs sparsely in the literature, with the exception of 21, 23] where soft decoding for VQ over Gaussian channels with ISI was studied and 25] where VQ over a discrete binary Markov channel was investigated.
B. Contributions of the Paper
This paper provides a general treatment of soft decoding for known channels with memory. We derive the optimal, minimum mean squared error (MMSE), soft decoder that utilizes all received channel data for decoding. Since it is found that the complexity of optimal decoding grows exponentially as a function of the accumulated channel data, we investigate under which assumptions the optimal decoder can be simpli ed and implemented with xed complexity. We then formulate a recursive implementation for the optimal decoder. We also introduce a Hadamard transform based interpretation/implementation of the decoder and use this to investigate the decoder structure. Furthermore, we present an approach to sub-optimal decoding where the storage and propagation of soft information provided by a generalization of the Viterbi algorithm is utilized. Finally, we give a general treatment of encoder and joint encoder{decoder design for combined source and channel coding over channels with memory.
The overall action of the presented soft decoders can be interpreted as combined channel equalization and VQ decoding. To counteract the channel memory and noise we have investigated the following tools: (i) Optimal use of soft information; (ii) utilization of residual source redundancy for error protection; (iii) delay in the decoding; (iv) joint source-channel coding; and (v) index assignment for robust labeling of the encoder regions. Other work concerning soft VQ decoding was commented on in Section I-A. The utilization of residual source redundancy has been investigated for memoryless channels in 16, 33, 34] . Whereas it is uncommon in work on VQ decoding, the use of a decoding delay is standard in work on detection for channels with memory 29{32, 35]. Other work on combined source-channel coding, especially on channel optimized VQ (COVQ) and on the index assignment (IA) problem, was listed in Section I-A.
Our intention has been to give a fairly general treatment of VQ for channels with memory. Therefore, the results are derived for abstract channels, described simply by the conditional probability density function (pdf) of the channel output given the input. We provide examples of channel models for which this general approach holds. Furthermore, we pin down the assumptions about the physical channel that have to be valid. As it turns out, the channel must; (i) be stationary; (ii) have nite memory; and (iii) have the property that given the input data the present output is independent of earlier received outputs. It is also assumed that the pdf of the channel is known. For example, for the sub-class of binary linear channels it is assumed that the impulse response of the channel and the pdf of the additive noise are known. (Since it is seldom reasonable to assume that the channel is perfectly known, the \correct" expressions used in our derivations have to be replaced by estimates in practice.) As areas for application of the introduced methods we mention mobile radio transmission, underwater communications and digital transmission over cables and over the telephone network. Especially cables and telephone network channels can be considered to be stationary over long periods of time. Consequently, for these applications it is reasonable that the necessary assumptions are valid. In mobile radio and underwater communications the presented framework is useful for slowly varying channels, when it can be assumed that the channel is stationary over frames of time and that the statistics of the channel can be estimated during these intervals 32, 36] .
The only other work on VQ for channels with memory known to the author are the mentioned conference papers 21] by Kafedziski and Morell, 23] by Skoglund and Ottosson, and the paper 25] by Phamdo, Alajaji and Farvardin. Of these, 21] and 23] are of most relevance to the present study, since they handle soft decoding. In 21] a decoder similar to our \Markov type 2" decoder (introduced in Section III) was presented. Some important di erences, however, of the work of 21] to the present study are: Here we realize that a timeaveraged distortion criterion should be used. We provide a more general framework, valid for a larger class of channels, and a decoder structure (the \Markov type 1" decoder) being closer to the optimal for sources with memory. Furthermore, we investigate under which conditions optimal decoding can be implemented with xed complexity, and we introduce a Hadamard transform based decoder implementation. We also provide an approach to sub-optimal decoding, of lower complexity. The work presented in 23] considered a (sub-optimal) decision-feedback type of decoder for binary channels.
C. Organization of the Paper
The paper is organized as follows: Section II presents the basic system model and assumptions, and the problem under consideration. Optimal decoding is investigated in Section III, and Section IV considers suboptimal decoding of lower complexity. The optimization of the encoder, for a given decoder, is handled in Section V, and Section VI presents numerical results and comparisons. Finally, Section VII contains our conclusions and summarizes the work. Appendix A introduces the basics of the Hadamard approach for VQ analysis and also lists some notation employed throughout the paper. Appendix B contains derivations and proofs.
II. Preliminaries
The system investigated is depicted in Figure 1 . The purpose of the system is to transmit source vectors, X n , to a destination by the use of VQ. The VQ data is transmitted over a noisy channel with memory. Estimates, X n , are then formed by the decoder based on the received vectors R n . This section presents the di erent parts of the system, and states the basic assumptions made.
A. The Source and the VQ Encoder
We consider a source, fX n g, assumed to be a zero-mean, stationary and ergodic d-dimensional vector process. The source is fed to the encoder of the VQ system. The encoder is a mapping, " : R d ! I N , f0; 1; : : : ; N?1g, such that "(X n ) = I n where the index I n is transmitted. The mapping is described by X n 2 S i ) I n = i where the sets fS i g N?1 i=0 , called the encoder regions, form a partition of R d . We assume that N = 2 L , where L is an integer. Let P(i) = Pr(X n 2 S i ) denote the a priori probability that index i is chosen, and de ne the encoder centroids, fc(i)g N?1 i=0 , as c(i) = E X n jI n = i].
B. The Channel Model
To introduce the class of channels investigated, consider rst a vector channel described by R n = s(I n n?M ) + W n ; (1) where R n is the vector-valued channel output, s(I n n?M ) is a known deterministic function of the M + 1 transmitted indices I n n?M (where I n n?M = (I n?M ; : : : ; I n ) T ), and fW n g is identically distributed and independent (iid) noise with known pdf, p W . Physically, for M > 0 such a model is valid for signaling over a stationary channel that introduces memory in a known fashion according to the mapping s(I n n?M ). For example, the received signal can be a linear function s(I n n?M ) = P M m=0 A m y(I n?m ) of the present and M earlier N-ary signal vectors, y(I k ) 2 fy j g N?1 j=0 , and with fW n g iid and Gaussian
1
. Another special case of (1) that will be used in our simulations, is a binary-input Gaussian channel with memory modeled using a nite impulse response linear lter. The output of this channel, at \bit-level" time m, is given by
h l b m?l + W m ; m = 1; 2; 3; : : : (2) where h l ; 0 l M b , is the (real-valued) impulse response of the channel and fW m g is AWGN of known variance 2 W . Here, the bits, b m (I n ) 2 f 1g (c.f., Appendix A), of the index at \block-level" time n, are transmitted as b m (I n ) = b (n?1)L+m ; m = 1; 2; : : : ; L. We refer to the channel described by (2) as the binary (linear lter) channel. In this model R m corresponds to whitened samples from the receiver matched lter in BPSK signaling over a linear lter channel with AWGN 32, 36] .
The conditional distribution describing the channel output in the model (1) (of which (2) is a special case), described above, is p(r n ji n ?1 ) = p W (r n ? s(i n n?M )). Regarding this pdf we note that; (i) p(r n ji n ?1 ) = p(r n ji n n?M ), and; (ii) p(r n jr n?1 1 ; i n n?K ) = p(r n ji n n?M ) for K M. Since we desire to use a channel model being as general as possible, under the assumption that the pdf of the channel is known, we now widen the class of channels studied to consist of precisely those abstract causal mappings that can be described by a pdf, p(r n ji n ?1 ), subject to (i) and (ii), and keep the special cases (1) and (2) ).
C. The Soft VQ Decoder and the Employed Distortion Measure Decoding, at time n, is based on the observation R n 1 = r n 1 . The decoder produces an estimate,X n? , of the vector X n? transmitted at time n ? , where 0 is a xed decoding delay. Since R n is the \unquantized" output of the channel, the decoder is soft in the sense that the estimates are not chosen from a nite codebook. On the contrary, the decoder output alphabet is in nite. Expressed di erently, the decoder is estimator-based rather than detection-based (c.f., 13, 15, 22] ). In work on detection for channels with memory it is common to allow for a delay (e.g. 30, 31, 35, 37, 38] ). In classical estimation theory (see, e.g., 39]) the problem of estimating the vector X n? based on the observation R n 1 = r n 1 is one of smoothing if > 0, and for = 0 it is a ltering problem. Since the channel outputs r n n? +1 contain information about the source vector X n? (because of the memory introduced by the channel and the inherent memory in the source) allowing for a decoding delay should increase the performance. However, as we will see, this gain is generally obtained at the price of an exponentially increasing decoding complexity.
Since the decoder function is permitted to be time-dependent (non-stationary), we adopt a time-averaged distortion measure. More precisely, we de ne the distortion, D, of the system as D , EjjX n? ?X n? (R n 1 )jj
and \optimal" will throughout the paper refer to the minimization of D. To avoid technical di culties we assume that the limit exists in all cases of interest. This is a reasonable assumption, as only Markov sources (see Section III) and channels with nite input memory are considered. Thus it is reasonable to assume that X n? (R n 1 ) X n? (R n n? ) for some (large) integer . Hence fX n ;X n g is asymptotically mean stationary, giving that the limit exists (c.f., 40] p. 43). (It is also fair to assume that fX n ;X n g is ergodic, since the limited memory assumptions imply that the \channel" transferring fX n g to fX n g is output mixing, and hence ergodic by Lemma 9.4.3 of 3].)
III. Optimal Decoding
In this section we study optimal soft VQ decoding, assuming that the source, the encoder and the channel are given. The main result is a recursive implementation for the optimal decoder.
From 
Thus, optimal decoding at time n involves a sum over N n terms (increasing with time!), making decoding based on (4) impractical. The vector E X n? ji n 1 ] is, in general, a function of all n integers, and thus all N n terms in the sum of (4) contribute to the result. To overcome this problem we only consider Markov and memoryless sources. In Section III-A we consider Markov sources, and in Section III-C we treat memoryless sources. Then in Section III-D we summarize the results and rede ne the decoders in a more general setting. Furthermore, section III-B gives a Hadamard transform based implementation of the decoder introduced in Section III-A.
A. Decoder Structure for Markov Sources
For sources with intervector memory we throughout the paper assume that (i) the memory can be modeled as Markov, i.e., p(x n jx n?1 1 ) = p(x n jx n?1 ). Furthermore, we assume that; (ii) the index process is also Markov, i.e., P(i n ji n?1 1 ) = P(i n ji n?1 ); and (iii) E X n? ji n 1 ] = E X n? ji n n? ?1 ]. For high resolution VQ, it can be argued that (i) su ces, since it implies (ii) and (iii). With \high resolution" we mean that the VQ is good at describing the source, so that the knowledge I n = i n is (approximately) equivalent to knowing x n . In this case, fI n g is (approximately) Markov, and E X n? ji n 1 ] E X n? ji n n? ; x n? ?1 1 ] = E X n? ji n n? ; x n? ?1 ] E X n? ji n n? ?1 ], so (i) gives (ii) and (iii). Now, taking on assumptions (i-iii), we havê X (OPT) n? (r n 1 ) = X i n 1 E X n? ji n n? ?1 ] P(i n 1 jr n 1 ) = X i n n? ?1 E X n? ji n n? ?1 ] P(i n n? ?1 jr n 1 );
expressing optimal decoding with xed complexity. We have motivated that (i) implies (ii) and (iii) only for high resolution quantization. We will however use (5) 
As can be seen, the decoder output is a weighted sum over the vectors fz(i)g, where the weights are determined by the probabilities P(i n n? ?1 jr n 1 )
. If the quality of the channel is good, in the sense that the confusion about which indices were transmitted is low, only one or a few of the probabilities will di er signi cantly from zero. Hence, the vectors fz(i)g are used as codevectors and the decoding is based on the a posteriori most probable vectors. Above we de ned the encoder centroids as c(i) = E X n jI n = i]. These are the optimal (MMSE) codevectors for decoding based on the noiseless observation I n = i (see, e.g., 41]). For sources with intervector memory, however, the knowledge I n n? ?1 = i n n? ?1 gives more information about X n? than does the knowledge I n? = i. Thus, the vectors fz(i)g form a codebook of higher resolution than fc(i)g. In analogy with the naming of fc(i)g, we call the vectors fz(i)g the multi-centroids; the vector z(i n n? ?1 ) is the centroid of fX n : I n n? ?1 = i n n? ?1 g, based on the multi-index knowledge I n n? ?1 = i n n? ?1 . A rst glance at (6) suggests that the decoding can be carried out by a straightforward evaluation of the sum over fz(i)g. This is generally not true, however, since the computation of the probabilities P(i n n? ?1 jr n 1 ) is not elementary. The following is devoted to a way of recursively computing P(i n n? ?1 jr n 
where we note that i n n? ?1 is always part of j n . The sum is over all jjj possible values for j n . We observe that a means of updating P(j n jr n 1 ) recursively would give a complete recursive algorithm for decoding. Such 3 Note that the vector z(i) does not depend on time, since the source and the encoder are stationary. an approach is available, and can be formulated in two steps: a prediction step and a ltering step. The prediction step updates P(j n?1 jr n? 1 1 ) to the predicted probability P(j n jr n? 1 1 ), and the ltering step updates P(j n jr n? 1 1 ) to P(j n jr n 1 ) based on the new data r n . (This terminology is borrowed from Kalman lter theory;
see, e.g., 39].) In Appendix B, it is shown that the prediction can be performed as P(j n jr n?1 
where K = M for M ? 1 and K = + 1 for M (that is, i n?K is the \oldest" part of j n , since j n = i n n?K ), and that the ltering step can be formulated as P(j n jr n 1 ) = P(j n jr n? 1 1 )p(r n jj n ) P jn P(j n jr n? 1 1 )p(r n jj n )
; (10) (note that p(r n jj n ) = p(r n ji n n?M ), since i n n?M is always part of j n ). Hence optimal soft decoding for Markov sources can be carried out according to: (0) As initial condition for decoding at time n, the probabilities P(j n?1 jr n? 1 1 ) are stored; (i) one new channel output, r n , is received; (ii) the predicted values, P(j n jr n? 1 1 ),
are calculated according to (9) ; (iii) the ltered probabilities, P(j n jr n 1 ), are calculated according to (10);
(iv) using P(j n jr n 1 ) decoding is performed according to (8) . Since we assume that the in nite past, i 0 ?1 , is known, the decoding algorithm can be initialized with a known value for P(j 0 jr 0 ). Similar recursions for the probabilities to the ones introduced here here have been presented before in the context of maximum a posteriori (MAP) detection for channels with ISI (see, e.g., 30, 31] ).
The operation of the decoder is illustrated in Figure 2 : One new channel output vector, r n , is received. The probabilities are updated according to (9) and (10), and the codebook, fz(i)g, is then utilized for decoding as described in (8) . The prediction step (9) requires N jjj operations for all probabilities, and the denominator of (10) is a sum over jjj terms. Consequently, the updating of all probabilities according to (9) and (10) ) operations for M . Then, additionally, the computation of (8) demands d jjj operations. Thus, since N = 2 L the complexity is exponential in the number of bits, L, times M + 2 or + 3. In the general case (for general Markov probabilities, fP(i n ji n?1 )g, and for a general channel, p(r n ji n n?M )) little can be said about the possibilities for reducing the complexity. However, for many practical sources several transitions, i n?1 ! i n , have probability zero; P(i n ji n?1 ) = 0. This implies that many of the possible values for j n have probability zero a priori, and hence also a posteriori. Consequently, not all probabilities need to be stored and updated; a fact that can give a large complexity saving. Furthermore, the structure of p(r n ji n n?M ) can be investigated and utilized for reducing the decoding complexity. For example, a decision giving the most probable i n n?M can be computed (using, e.g., Viterbi detection), and for each possible decision a table of other values for i n n?M that (with high probability) give non-negligible values of p(r n ji n n?M ) can be stored. Then operations involving p(r n ji n n?M ) need only be carried out over the saved indices (a similar approach to this was employed in 24]). By the given discussion we want to indicate that when more speci c knowledge about the source and the channel is available, it should be utilized for complexity reduction as above or according to similar (heuristic) procedures.
B. A Hadamard Transform Based Decoder Implementation
The following is devoted to an implementation of the soft decoder described in Section A based on a Hadamard transform representation of the multi-centroids. The section is ended with a discussion of the advantages of such an approach. It will be assumed that M, for simplicity.
Let z(i n n? ?1 ) = T z h(i n n? ?1 ) be the Hadamard representation for the multi-centroid z(i n n? ?1 ). As can be studied in Appendix A, the vector h(i n n? ?1 ) is formed from all possible products of the di erent bits in the binary representation of the integers in i n n? ?1 (with 0 $ +1; 1 $ ?1). Since T z is xed, the decoding problem is equivalent to estimating the vector h(i n n? ?1 ). To see this, using the expression z(i n n? ?1 ) = T z h(i n n? ?1 ) and taking conditional expectation we obtain E z(I n n? ?1 )jr n 1 ] = T zĥn (r n n (r n?1 1 ) = Fĥ n?1 (r n? 1 1 ); (13) and the ltering asĥ n (r n 1 ) = G(r n )ĥ n (r n?1 1 ) (G(r n )ĥ n (r n?1 1 )) 0 : (14) In (13) Furthermore, F is time-invariant and is completely speci ed by the a priori probabilities P(i n ji n?1 ). The matrix G(r n ) in (14) depends on the new channel data r n , and is speci ed by the pdf, p(r n ji n n?M ). (The exact de nitions are not important for the present discussion, but are given in Appendix B.) Using (13) and (14) the Hadamard-based implementation thus operates as follows: (0) At time n the vectorĥ n?1 (r n? 1 1 ) is known; (i) a new channel output r n is received; (ii) the vectorĥ n?1 (r n? 1 1 ) is updated asĥ n?1 (r n? 1 1 ) !ĥ n (r n? 1 1 ), according to (13) , and then asĥ n (r n? 1 1 ) !ĥ n (r n 1 ), according to (14) ; (iii) a new source vector estimate is produced according to (11) . A block diagram of the Hadamard based implementation is shown in Figure 3 . The computation ofĥ n (r n 1 ) can be interpreted as combined data estimation and channel equalization: It can, for example, be shown that the a posteriori probabilities for the transmitted bits can be obtained fromĥ n as Pr b m (I n? ) = +1jr n 1 ] = f(ĥ n ) N+2 m?1 ?1 + 1g=2. Hence, the overall action of the decoder can be interpreted as combined channel equalization, data estimation (or channel decoding) and source decoding, where the source decoding is performed asX n? = T zĥn (mapping channel data to source data). This interpretation is illustrated in Figure 3 .
The Hadamard transform has previously been proven to give advantages in VQ analysis: It has been used for IA optimization 20,26], for soft decoding over memoryless channels 22] and for general analysis of VQ for noisy channels 27, 28, 42] . Furthermore, the Hadamard transform is a helpful tool in nding robust low-complexity codes 20, 27, 28] . This latter work can be employed in our case as follows: The codebook, fz(i)g, can be represented as in 20] , where only some of the basis vectors of the transform are used. In this case not all of the components ofĥ n need to be propagated, since optimal decoding can be based on only the (small) part corresponding to elements employed in describing the codebook 20]. Such an approach was used in 43] for soft decoding over a memoryless channel. Another way of lowering the degrees of freedom in representing fz(i)g is to give the multi-centroids an IA that puts as much of the codebook \energy" as possible in the linear part of the Hadamard representation (the components of h(i n n? ?1 ) that depend on only one bit). How to design such IAs is described in 26]. We also emphasize that the matrices F and G(r) of (13) and (14) can be analyzed and simpli ed for many sources and channels. To intuitively motivate this statement, we remind that h(i n n? ?1 ) is built up by all possible of the di erent bits of the indices i n n? ?1 (c.f., Appendix A). This means that; (i) most elements of h(i n n? ?1 ) are formed as products of several bits, and;
(ii) many elements depend on bits that are signi cantly separated in time (assuming binary transmission). For noisy channels, (i) implies that many of the elements ofĥ n are relatively close to zero. Moreover, since
G(r) in many cases (for many channels).
The main purpose of the given discussion on Hadamard-based decoding is to describe an alternative implementation, and its advantages, and to indicate possibilities for further research. We now return to the codebook domain. Next we handle memoryless sources.
C. Decoder Structure for Memoryless Sources
Here we consider decoding for sources with no intervector memory 5 . For clarity, we treat this case separately (but brie y), even though a memoryless source is a special case of a Markov source. 
Consequently, for memoryless sources optimal decoding is based on the encoder centroids, fc(i)g N?1 i=0 , and the output is a weighted sum over these. Now note that with a slight modi cation of the de nition of j n given in (7), namely j n , i n n?M for M and j n , i n n? for M, we have that 
Consequently, modifying j n as above and noting that P(i n ji n?1 ) = P(i n ) the recursions (9) and (10) can be used also for memoryless sources. That is, the recursions for the probabilities become P(j n jr n?1 
where K = M for M and K = for M, and P(j n jr n 1 ) = P(j n jr n? 1 1 )p(r n jj n )
The sum in (16) ; ( M). Furthermore, the update of the probabilities according to (17) and (18) for memoryless sources. Note, however, that simply by substituting the marginal probability, P(i n ), by the conditional probability, P(i n ji n?1 ), in the expressions valid for the memoryless source these hold also when X
is used for a Markov source. As was discussed above, the M1 decoder is (close to) optimal for quantization of Markov sources, and the M2 decoder is optimal for memoryless sources. Furthermore,X is motivated from a conceptual point of view, one could argue that their practical use is limited. Because of this, the next section presents a sub-optimal approach, of lower complexity, to soft decoding over channels with memory.
IV. Decoder Approximation Based on the Generalized
Viterbi Algorithm
This section is devoted to sub-optimal decoding, of lower complexity, based on a generalization of the Viterbi algorithm. We have chosen here to work in the codebook domain (and not in the Hadamard domain) because we think that the introduction of a Viterbi-based algorithm becomes more straightforward in this case. We however again emphasize that the alternative of working in the Hadamard domain, as studied in Section III-B, has advantages worth investigating, especially in cases where the codebook can be represented using only parts of the transform (as described in Section III-B and in 20]). Assume that M for simplicity (the modi cations needed to handle the case < M are straightfor- 44] . The GVA was introduced in 44] for decoding of tree codes and for sequence detection. Our approach is described for the M1 decoder, only, since the modi cations for M2 decoding are obvious. We use a notation similar to that of 44], for simplicity, and refer to 44] for a more complete description of the GVA. 
and the new paths, v(n), are then classi ed according to their label;
(ii) For each s(n) the paths v(n), having label s(n), corresponding to the S largest values of p(v(n); r n 1 ) are found and stored; (iii) The last step at time n is the soft decoding, based on the approximation X (M1) n? P z(u(n))p(v(n); r n 1 ) P p(v(n); r n 1 ) ; (22) where the sums are taken over all saved probabilities and paths.
The expression (21) is derived in Appendix B. The complexity of the algorithm is dominated by the computation and comparison of new candidates in steps (i-ii). As a function of ; ; S and L, the complexity of one step of the algorithm is O(S2 +L ) operations 44]. (We remind that L = log 2 N is the encoder resolution in bits.) Thus the complexity is independent of the delay, . However, this fact is a bit misleading, since to maintain, or increase, the performance for an increased delay one generally has to increase the parameters S and . The overall conclusion is, however, that the tradeo between performance and complexity can be set by the choice of and S, and that the complexity is signi cantly lower than for optimal decoding. We comment more on the complexity of GVA-based decoding versus optimal decoding in Section VI (in connection to Figure 6 ). When the GVA is utilized for approximation of the M1 (or the M2) decoder we use the notation GVA( ,S){ M1 (or GVA( ,S){M2) for the resulting decoder. Figure 4 illustrates one step of the GVA-based decoding.
One new channel output vector r n is received. For each label, and for each stored path, new candidates are calculated. The S candidates, for each label, corresponding to the largest probabilities are found and stored.
Finally, the saved paths and probabilities are employed for decoding, and the procedure is then repeated.
V. Joint Encoder{Decoder Design
We consider two approaches to the design of a VQ encoder{decoder pair (assuming that the source and channel are given). In the rst, a VQ encoder is trained for a noiseless channel (using well-known methods as described in, e.g., 41]) and then made robust by the use of an index assignment (IA) algorithm 9{11,26]. Given the resulting encoder, one of the described decoders is then employed. We refer to this approach as robust VQ (RVQ). IA design for RVQ is treated in Section V-A. In the second approach, the encoder{decoder pair is jointly trained for the given channel, resulting in a combined source-channel code. This approach is generally referred to as channel optimized VQ (COVQ) 7,8,11{13,22], and is handled in Section V-B.
A. Index Assignment for Robust VQ
To derive an IA design criterion, we note that the total distortion, D, can be divided as D = EjjX n? ? z(I n n? ?1 )jj 2 + Ejjz(I n n? ?1 ) ?X n? jj 2 +D; (23) whereX is the employed decoder, z(i) = E X n? jI n n? ?1 = i] are the encoder multi-centroids andD , 2 E (X n? ?z(I n n? ?1 )) T (z(I n n? ?1 )?X n? )]. The rst term EjjX n? ?z(I n n? ?1 )jj 2 of (23) does not depend on the channel, and the \mixed-term" distortionD can be assumed to be (close to) zero 6 . Hence the IA should minimize the channel distortion D C , Ekz(I n n? ?1 ) ?X n? k 2 . However, using min D C directly as design criterion is troublesome, since it is hard to evaluate D C as a function of the IA. To overcome this 6 For sources with memory we have E(X n? ? z(I)) T (z(I) ?X n? ) = P i n 1 P(i n 1 ) E (X n? ? z(I)) T ji n 1 ] E (z(I) ?X n? )ji n 1 ] 0 since then E X n? ji n 1 ] z(i n n? ?1 ). For memoryless sources,D is exactly zero since then E X n? ji n 1 ] = z(i n n? ?1 ) = c(i n? ):
problem, we use a discrete model to approximate the decoder mapping. In this way an IA algorithm devised for a discrete channel can be applied.
To obtain a discrete model, we train a VQ for the process, fX n g, of decoder outputs. This VQ (the \decoder VQ") is designed to approximateX in the MMSE sense using the Generalized Lloyd algorithm 41] and the encoder of the VQ is then de ned by the Voronoi regions of the resulting codebook, say fy(j)g Ny?1 j=0 . When the decoder VQ has been designed 7 it is employed for estimating a discrete model as follows: For each r n a decoder output,X n? , is produced. The vectorX n? is quantized using the decoder VQ, giving a vector y(J n ). Letting P(jji) be the time-averaged probability that a certain vector, y(j), is produced, given that I n n? ?1 = i, the channel distortion can be approximated as . Now an algorithm for IA optimization devised for a discrete channel can be employed with respect to the minimization of this expression. In this study we have used a modi cation of the simulated annealing approach described in 11], using the transition probabilities, P(jji), and the codebooks fz(i)g and fy(j)g. Since the decoder expression depends on the encoder, and hence on the IA, we use an iterative procedure: (0) De ne an initial (random) IA; (i) estimate the decoder parameters; (ii) train a decoder VQ; (iii) nd a new IA; (iv) repeat from (i) until end of design (e.g., when two iterations give the same IA). In our implementation we used training sets to estimate the expectations involved. The use of training sets is described more closely in the next sub-section. Results are presented in Section VI.
B. Channel Optimized Vector Quantization
Here we consider the optimization of the encoder, for a given decoder, and present a design algorithm. Note that we only consider memoryless encoder functions, "(x). However the decoder,X n? (r n In Theorem 1, the condition p(i n 1 ni n? jx n? ; i n? ) p(i n 1 ni n? ji n? ) for sources with memory, says that X n? does not contain (much) more information about I n 1 n I n? than does I n? . Hence p(i n 1 n i n? jx n? ; i n? ) p(i n 1 n i n? ji n? ) is a reasonable assumption when i n represents x n closely. Expressions corresponding to 7 In our simulations, the size, Ny, of the decoder VQ was typically set to between 4 to 32 times the size, N, of the encoder.
(24) have previously been presented in various forms and generality in, e.g., 6{8, 11, 12, 14, 25] for discrete channels, and for soft decoding in 13, 15, 22] .
Letting m(i) = E X n? (R n 1 )jI n? = i], and (i) = E kX n? (R n Hence, S i R d is equal to (f0g R d ) \ 0 i where 0 i is the ith region in the Voronoi partition of R d+1 de ned by fm 0 (i)g N?1 i=0 . That is, S i is the intersection between 0 i and the hyperplane in R d+1 with rst coordinate zero. If the intersection is empty for some i, then S i = ; and the index i is never transmitted. Consequently redundancy is introduced into the encoding, and this redundancy is used by the decoder for error protection.
In practice, VQ design is often based on a training set, rather than on the explicit evaluation of integrals. In our case the training of the encoder{decoder pair can be based on training sets as follows: Assume that is the sum over allx (m) n? for those m where I n? = i. In this manner, all parameters describing the decoder for a known encoder (e.g. the probabilities, P(i n ji n?1 ) and the codebook) and all parameters describing the encoder for a known decoder (e.g., m(i) and (i)) can be estimated 8 . Now a training procedure can be formulated as follows: (0) De ne an initial encoder; (i) generate a training set; (ii) estimate the decoder parameters using fx (m) n ; i (m) n g; (iii) generate a training set; (iv) estimate the encoder parameters using fi (m) n ;x (m) n g; (v) iterate from (i) until convergence. In our simulations, we used an RVQ, designed according to Section V-A, as initial choice for the encoder in step (0). Iterative procedures of this kind have become standard tools for VQ design. The approach has it has its origin in the Generalized Lloyd algorithm 41], and similar procedures have been used for COVQ design in 7,8,12{15,22].
VI. Numerical Results and Simulations
In this section we investigate the performance for two di erent binary channels Naturally, stationary parameters, i.e. parameters that depend only on the source and on the encoder, can be estimated using only time averages. Moreover, since fXn;In;Xng can be assumed to be asymptotically mean stationary (and ergodic; c.f., Section II-C) it is often reasonable to use time-averages throughout, in order to reduce the training complexity. 9 Binary channels are used for simplicity. We emphasize, however, that the decoders of sections III and IV, and the design techniques of section V, are valid for more general channels as well. amplitude responses of the channels are shown in Figure 5 . As can be seen, both channels introduce severe ISI and make linear equalization di cult because of zeros on the unit circle 32]. We consider rst-order GaussMarkov sources with correlation a, modeled as X m = aX m?1 + U m where fU m g is iid and Gaussian. The corresponding vector source, fX n g, is obtained as X n = (X (n?1)d+1 ; : : : ; X nd ) T . Performance is measured in terms of the output signal-to-noise ratio, EjjX n jj 2 = EjjX n ?X n jj 2 (abbreviated \SNR" below), versus channel signal-to-noise ratio (CSNR). For the binary channels the employed de nition of CSNR is ?2
In all results for soft decoding it is assumed that the decoder knows the CSNR. In practice the decoder has to use (non-perfect) estimates of the CSNR computed at the receiver.
In practical situations there are a number of parameters to be determined. For example, training sets have to be found, the size, N, of the encoder and the delay, , in the decoding have to be determined, and so on. In the simulations we do not claim to have chosen parameters \optimally"; most of our choices have been ad hoc in nature. In the simulations presented in Figures 6{8 and in Table 1 , we have used a delay equal to the channel memory length ( = M). In Figure 9 we, however, also investigate the impact of di erent delays.
The simulations and encoder{decoder designs have all been based on the training set approach (c.f., Section V-B), using time-averages to approximate expectations. Relevant information regarding the simulations is presented in connection to each experiment. The benchmark to which we compare the soft decoders is de ned by soft decision Viterbi equalization (maximum likelihood sequence detection), according to 29], plus table-look up VQ decoding. This two-stage approach is referred to as the Viterbi decoder for simplicity. We use a sliding-window implementation of the Viterbi algorithm, with a large xed delay (or window size) V . The decoder codebook is de ned by the encoder centroids in the RVQ results, and by the optimal decoder vectors (see, e.g., 12]) in the COVQ results. The transition matrix of the discrete channel given by the concatenation of the channel and the Viterbi detector was estimated. Employing this transition matrix, good IAs were obtained using simulated annealing (c.f., 11]), and COVQ design was carried out according to, e.g., 12]. For simplicity, we use the notation \V? The soft decoders utilize the redundancy in the transmitted data for error protection. This redundancy can either be inherent in the source or introduced in a controlled fashion by COVQ training, or both. To be able to speak objectively about redundancy we de ne: H 1 , H(I n ) (the entropy of one index in bits); H 1 , H(I n jI n?1 ) (the entropy rate of the Markov source fI n g in bits); 1 = (L ? H 1 )=L (the redundancy, per bit, in one index; H 1 L since N = 2 L ), and; 1 = (H 1 ? H 1 )=L (the redundancy, per bit, due to interindex memory). The total redundancy content in fI n g is 1 + 1 = (L ? H 1 )=L. Note that these measures depend both on the source statistics and on the utilized encoder: The redundancy 1 depends on the marginal source distribution and can, using COVQ, be increased by the training. The redundancy 1 depends mainly on the intervector memory of the source; for memoryless sources 1 = 0.
First we compare the M1 and M2 decoders with the GVA-approximations to these and with Viterbi decoding, over channel 1, as is illustrated in Figure 6 . The source is Gauss-Markov with a = 0:9. Each point is obtained as an average over the transmission of 100000 vectors, and parameters were estimated using a set of 5 10 6 vectors. The IA of the encoder is equal in all cases and was obtained for the discrete V{40 channel at a CSNR of 5 dB. Hence, the IA is optimized for Viterbi decoding. We use the same encoder in all cases to investigate the impact on the performance from di erent decoders. As can be observed, the gain of soft decoding over Viterbi decoding is prominent. For example at an SNR of 7 dB, the gains of M1 and M2 over Viterbi decoding are 4:1 dB and 3:9 dB in CSNR, respectively. We also note that the GVA-approximations perform well compared to Viterbi decoding. The gain of soft decoding over Viterbi decoding is mainly due to two facts: (i) soft decoding gives a gain over decision-based decoding; and (ii) the soft decoders utilize knowledge of the source statistics for error protection. Note also that the gain of M1 over M2 decoding is due to the extra utilization of source redundancy (since M1 decoding is based on E(X n? ji n n? ?1 ) while M2 decoding is based on E(X n ji n )). So, intuitively, the larger the redundancy content, 1 + 1 , in the transmitted data the larger the gain of soft decoding over table-look up decoding, and the larger the gain of M1 decoding over M2 decoding. These observations can be veri ed in the simulation of Figure 6 and in the further results presented below.
We comment here, qualitatively and with reference to Figure 6 , on the relationship between the complexities of the di erent approaches (assuming M bits. The computer execution-time for curves d and e were approximately the same, whereas for curve a it was about a 100 times longer. We note that M1 decoding is much more complex than Viterbi decoding, this holds in this example and in general. Also note that by using GVA-based decoding we can obtain close-to-optimal performance (curve b) at a notably lower complexity, and good performance (curve d) at a complexity comparable to that of Viterbi decoding. Figure 7 shows the performance of RVQ for VQs of higher rate (rate 7=3) than of those employed in Figure 6 . The performance is investigated for channel 2. The plot shows the performance of RVQ with GVA(4,4){M1, GVA(4,4){M2, and Viterbi decoding. The evaluation was made over 50000 vectors. All RVQschemes use the same encoder, de ned by an RVQ with IA optimized for the V{70 channel at a CSNR of 5 dB. Also shown, for reference, is the performance of Viterbi decoding for an encoder with random IA. The encoder dependent quantities were estimated using 1:5 10 importance of a good IA. Figure 8 shows the performance of COVQ encoding with GVA(4,4){M1-M2, and Viterbi decoding. All schemes use the same encoder, being de ned by a COVQ trained for the V-70 channel at a CSNR of 7 dB. The training sets used were of the same sizes as in Figure 7 . The error protection introduced by COVQ can be observed in the smooth degradation of the performance. We also note that the gain of GVA{M1 over GVA{M2 decoding is more notable in this simulation. As discussed above, this is explained by the fact that COVQ introduces more redundancy than the RVQ approach ( 1 + 1 = 0:37 compared to 1 + 1 = 0:18). Furthermore, due to the increased redundancy, the relative gain of soft decoding over Viterbi decoding is larger in this simulation. For example at an SNR 10 dB, the gain of GVA{M1 over Viterbi decoding is about 4.6 dB in CSNR. Figure 9 illustrates the impact of di erent delays on the performance, for 100000 vectors over channel 1 (having memory length M = 1). We observe that there is a large gain in using a non-zero delay compared to no delay. Also note that the relative gain decreases as the delay is increased, and that = 2 and = 3 give almost the same performance. Hence, Figure 9 indicates that a delay equal to the memory length of the channel may su ce for making use of most of the available gain. The performance of di erent delays for combined detection and equalization for ISI channels has been studied in, e.g., 35]. Table 1 shows the performance of di erent COVQ schemes. The performance was measured at the same CSNRs as for which the COVQs were trained (perfect match). The investigated schemes use M1, M2, and Viterbi decoding for the correlated source (Gauss-Markov with correlation 0.9), and M2 and Viterbi decoding for the iid Gaussian source. The optimal M1 and M2 decoders have been used (and not the GVAapproximations; the loss of the GVA-approximation to the optimal was investigated in Figure 6 above). The encoder{decoder pairs were trained according to Section V-B. Training sets of size 500000 vectors were used. The evaluation was performed over a (di erent) set of 100000 vectors The same general conclusions as made in connection to the gures above hold also for the COVQ performance. Especially we note that the gain of M1 decoding over M2 decoding, and of soft decoding over Viterbi decoding, is more notable the higher the redundancy content in the source signal (high redundancy content $ low dimension and/or low CSNR).
VII. Summary and Conclusions
We have presented a general framework for soft VQ decoding over channels with memory. First we treated optimal decoding for Markov and memoryless sources, and presented a recursive decoding algorithm. We also presented a Hadamard transform based implementation, and discussed the advantages of this approach. Since the complexity of optimal soft decoding is extremely high, we furthermore introduced an approach to sub-optimal decoding based on a generalization of the Viterbi algorithm. The sub-optimal decoder was formulated in terms of free parameters that can be adjusted to vary the performance and complexity of decoding. Finally, we also investigated joint encoder{decoder design and presented training algorithms. Simulations demonstrated that optimal soft decoding signi cantly outperforms the benchmark scheme of soft decision Viterbi-detection plus table look-up VQ decoding. Simulations also showed that, at one extreme, the introduced sub-optimal approach can perform close to the optimal, at a notably lower complexity. At the other extreme it can outperform the benchmark scheme, at a comparable complexity. The tools used for combating the channel have been: (i) Soft information; (ii) residual source redundancy; (iii) decoding delay; (iv) joint source-channel coding (COVQ); and (v) index assignment design. Of these, (i) and (ii) are speci c for the soft decoders, and are not used by the benchmark decoder. Hence, the gain of soft decoding over Viterbi decoding is mainly due to (i) and (ii). The impact of (iii{v) was however also investigated; a delay equal to the memory length of the channel makes bene t of much of the available gain; COVQ can give large improvements, particularly for low CSNRs; the IA is of high importance (comparisons to random IA were made). The main conclusion of the work is that optimal soft decoding gives a signi cant performance gain over decision-based decoding. The price of this gain is increased complexity. For optimal decoding the complexity is severe. However, the presented sub-optimal approach can give good performance in a wide range of adjustable complexity, and can outperform Viterbi decoding at comparable complexity. matrix having columns, h(i); i = 0; : : : ; N ? 1, de ned by h(i) = 
Appendix B: Proofs and Derivations
Derivation of the Probability Recursions of Section III-A First consider the prediction step P(j n jr n 1 ) ! P(j n+1 jr n 1 ). We have P(i n+1 n?K+1 jr n 1 ) = P(i n+1 ji n n?K+1 ; r n 1 )P (i n n?K+1 jr n 1 ) = P(i n+1 ji n ) X in?K P(i n n?K jr n 1 )
where K = M for M ? 1 and K = + 1 for M . Hence, since j n = i n n?K , we have derived (9) . Furthermore, we have for the ltering step that P(j n+1 jr n+1 we can write p(j n+1 ; r n+1 1 ) = p(r n+1 jj n+1 ; r n 1 )p(j n+1 ; r n 1 ) = p(r n+1 jj n+1 )p(j n+1 ; r n 1 ) using the assumption that p(r n+1 jr n 1 ; j n+1 ) = p(r n+1 jj n+1 ) (c.f., Section II-B). Consequently, using p(r n+1 
which is (10) . Note that the overall updating of p(j n ; r n 1 ) can be expressed as p(j n+1 ; r n+1 1 ) = p(r n+1 jj n+1 )P (i n+1 ji n ) X in?K p(j n ; r n The Probability Recursion Used for GVA-based Decoding
If the sum in the right hand side of (28) is not evaluated at each step, the recursion instead becomes p(i n+1 1 ; r n+1 1 ) = p(r n+1 ji n+1 n?M+1 )P (i n+1 ji n )p(i n 1 ; r n 1 ). This is the recursion used in GVA-based approach.
Derivation of the Hadamard-based Soft Decoder of Section III-B
In rst considering the prediction step of the recursion, we see that from (26) h(i n+1 n? )p(i n+1 n? ; r n p(r n+1 ji n+1 n? )P (i n+1 n? jr n 1 ) = (G(r n+1 )ĥ n+1 (r n 1 )) 0 . As a nal comment we note that G(r n ) can be simpli ed somewhat, since M ) p(r n ji n n? ?1 ) = p(r n ji n n?M ) and hence G(r n ) = g(x; i)p(x)dx; (38) where g(x; i) = lim K!1 K ?1 P K m=1 g m+ (x; i) = E jjx?X n? (R n 1 )jj 2 jI n? = i] (here we have assumed that it is permissible to integrate the limit). Hence, since p(x) is non-negative, the ith optimal region, S i , should be assigned those x that minimize g(x; i), that is S i = fx 2 R d : i = arg min i 0 2IN g(x; i 0 )g: (39) Thus, the corresponding encoder mapping becomes "(x) = arg min i 0 g(x; i 0 ). Equation (39) gives the optimal regions for a memoryless source, and for sources with intervector memory the expression gives a good approximation to the optimal regions if P(i n 1 n i n? jx n? ; i n? ) P(i n 1 n i n? ji n? ), since then p(r n 1 ; x n? ) = p(x n? ) X i n 1 ni n? p(r n 1 ji n 1 )P (i n 1 n i n? jx n? ; i n? ) p(x n? )p(r n 1 ji n? )
when "(x n? ) = i n? , and the above argumentation hence becomes approximately valid.
