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Dans les années 90, J. Jeek et R. Quackenbush ont rédigé un article intitulé:
Minimal Clones of Quasiprojections [4j. Cet article joue toutefois plutôt le rôle
de résumé.
Nous nous attardons clans ce mémoire à compléter de façon concise et dé
taillée les preuves des différents résultats rapportés, ce qui avait été omis dans
la version originale. Nous commençons par expliquer ce qu’est une combinaison
pour ensuite démontrer certaines propriétés qu’ont les clones minimaux définis à
partir de relations d’équivalences ou d’ordres partiels.
IViot-clés : clones minimaux, quasiproj ection, combinaison, semiprojection,
degré-intérieur (degré-extérieur), ordre lisse.
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ABSTRACT
Tu the nineties, J. Je.ek and R. Quackenbush publisheci: Minimal Clones of
Q’aasiprojections [4]. The paper was writtell more a.s an anouncement of resuits
rather than as a full paper.
This thesis gives the full proof of the clifferent results proposeci iII the paper,
which was omitted in the original version. Firstly, it explains the concept of a
scheme anci gives the demonstrations of the propreties that minimal clones have
from equivalence relation or partial order.
Key words : minimal clones, quasiprojection, scherne, semiprojection, in
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Voici quelques définitions élémentaires qui adouciront le contact du lecteur
aux pages qui suivront.
Soit A un ensemble et n un entier positif. Une opération n-aire sur A est une
application f A’ —* A.
Pour des entiers n > 1 et 1 < i < n, la i-ième projection (aussi appellée
opération triviale ou sélecteur) n-aire sur A est l’opération définie par
a) = , Va1, ... , n7, A
Si f est n-aire et g, ... , g sont des opérations k-aires sur A, alors on définit
une opération k-aire f(gi, ... ,g,) sur A, appeÏlé la composition. de f, g, ... ,
comme suit [7]
f (gi, ... g)(ai, ... ak) = f(g1(ai, ... , ak), g(ay, ak)) , Va1, E A
Un cÏone est un ensemble d’opérations sur un ensemble A qui est fermé pour
la composition et qui contient toutes les projections.
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Donc l’ensemble °A, constitué de toutes les opérations sur A, est un clone et
l’ensemble JA, constitué de toutes les projections sur A, est aussi un clone.
Dans la suite de ce texte A sera un ensemble fini et A > 3.
Soit C un sous-clone de °A• Le clone C est dit minimal si C JA et les
seuls sous-clones de C sont JA et C lui-même. Chaque clone non trivial (c.-à-d.
distinct de JA) contient un clone minimal. [11
On notera par [f] le clone engendré par une opération f non triviale (c.-à-d.
le plus petit clone qui contient f). Un clone non trivial C est minimal si et seule
ment si C = [f] pour tout f C \JA.
On appellera quasiprojection, toute opération n-aire f sur A telle que
f (a1, ... ,a) e {a1, ... ,a} , Va1, ... ,a, e A
Finalement, on dit qu’une opération n-aire f sur A est une semiprojection s’il
existe un nombre i e {1, ... , n} tel que pour tout a1, ... ,a e A qui ne sont pas
deux à deux distincts, f(ai, ... , a) a. Nous dirons dans ce cas que f est une
semiprojection sur la i-ième variable.
D’autres définitions seront nécessaires clans la suite du document, mais pour




Nous voulons trouver les clones minimaux générés par des qua.siprojections.
Pour ceci nous nous servirons tout d’abord d’un résultat de I. Rosenberg [1] qui va





(4) l’opération ternaire x + y + z dans un groupe Booléen,
(5) semiprojection.
Comme nous sommes dans le cas des quasiprojections, nous pouvons constater
qu’il n’y a aucun clone minimal correspondant au type (1) ou au type (4). En effet.
pour le type (Ï), puisque nous sommes clans les quasiprojections, f(a) = a Va E
A. Ce qui en fait alors une projection (donc [fi sera le clone de projections, donc
le clone trivial).
Pour le type (4), nous obtenons la même conclusion, puisque pour A 3 et
dans le cas des quasiprojections cette opération sera triviale. Pour les types (2)
et (3) tous les clones minimaux de cuasiprojections ont été trouvés par CsÉkâny
[3] en 1983. Donc il ne nous reste plus que le type (5), celui des semiprojections.
Nous nous intéresserons clans ce mémoire seulement aux clones minimaux de
quasiprojections générés par des semiprojections n-aires sur A, où A sera un
ensemble fini de carclinalité au moins 3 et où n >3.
Il est à noter par contre que tous les clones minimaux sur l’ensemble à trois
éléments ont été trouvés par Csâkâny [2]. Ce qui implique que tous les clones
minimaux engendrés par des semiprojections sur l’ensemble à trois éléments sont
connus.
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Commme nous le verrons clans les différents chapitres, il nous sera impossible
ici, contrairement aux travaux sur la recherche des clones minimaux sur l’ensemble
à trois éléments, d’énumérer tous les cloues minimaux de quasiprojections générés
par des semiprojections n-aires sur A (lorsque A > 4). Il nous sera possible
toutefois de trouver certaines propriétés de ceux-ci et ce qui les définit en nous




Comme l’indique le titre de cette section, nous introduirons ici la notion de com
binaison, ce qui sera d’une aide précieuse afin de décrire les clones minimaux de
quasiprojections. Regardons tout d’abord ce que signifie le terme combinaison.
Désignons l’ensemble de tous les sous-ensembles à n éléments de A par ().
On appelle combinaison, une application s M p qui a pour domaine () et
qui fait correspondre à chaque M () une relation binaire réfiexive p sur M.
Rappel 1.1. Soit p une relation binaire sur A. Alors,
• p est réflexive si (a,a) E p Va E A
• p est symétrique si Va, b E A
(a, b) E p .‘ (b, a) E p
a b
• p est anti-symétrique si Va, b E A
(a, b) E p, (b, a) E p ,‘ a b.
• p est transitive si Va, b, c E A
(a,b) E p, (b,c) E p (a,c) E p
a b e
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De plus nous définissons une combinaison-eq comme étant une combinaison
s tel que s(IW) est une relation d’équivalence (c-à-cl, une relation réfiexive,
symétrique et transitive) sur M pour tout M E (), tandis qu’une combinaison-
ordre est définie comme étant une combinaison s telle que s(M) est un ordre
partiel (c.-à-d. une relation réfiexive, anti-symétrique et transitive) sur M pour
tout M E ().
Définition 1.1. Soit s une combinaison, nous définissons I comme une opéra
tion n-aire sur A telte que
a, si ai, ... , a,, sont deux à deux distincts
a,) = et (ai, a) E s({ai, ...
a1, sinon
Exemple. Soit A = {O, 1, 2} et n = 2. Donc () {{O, 1}, {O, 2}, {i, 2}}. Et
supposons une combinaison s comme suit
lvi {o,1} {O,2} {i,2}
s(M) Po,i Po,2 f1,2
où, par exemple, foi serait comme suit
Alors,
cI(O, 1) 0 , car (0, 1) s({0, i}) Po,i
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(1,0) =0, car (1,0) s({0,1}) =Po,i
cI(0, 0) = O , car a1 = O et a2 = 0 ne sollt pas distillcts.
Définition 1.2. Soit n> 2 et a = (ai, ... , a) e A”. Alors
(i) d = {ai, ... , a,} , c.-à-d. l’ensemble dont les éléments sont ai, ... , a,
(ii)t ={aA’:â<n},
(iii) g {a e A’: â =n} A’’ —t,.
Exemple.
(1) t2 = {(aa) e A2 : a e A}
(2) t3 = {(ai, a2, a3) A3 : a1 = a2, 011 a1 = a3, OU ci2 = a3}
Définition 1.3. Soit s une combinaison quelconque. Un ensemble M e () est
un ensemble de base de s si s(M) t2. De plus une combinaison est dite 11011
triviale si elle possède au moins un ensemble de base.
Nous aurons aussi à travailler avec le cas où n = A. La combinaison s
correspondra alors à une seule relation binaire réfiexive que nous noterons par R
(c.-à-d. s({ai, ... , a,}) = s(A) = R). Alors 11OtlS écrirons au lieu de ci.
finalement nous titiliserons la notation C8 [] ou bien CR = [cInj.
Lemme 1.1. Soit J une quasiprojection n-aire surA qui est aussi une semiprojec
tion sur la i-ième variable. Soit i, j deux nombres distincts de l’ensemble {1, ... , n}
tels que J(ai, ... , a) = a a pour un n-tuple (ai, ... , a,) A.
Alors
g(xi, ... , x) = f(xi, ... , xi_i, ,f(xi, ... , x), xi+i, ... , x,)
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est une quasiprojection et une semiprojection non triviale sur la i-ième variable
avec la propriété que pour tout b = (b1, ... ,b) e A’ et k e {Ï, ... ,n}
g(b)=bkbk=j,f(b)=b.
PREuvE. Soit b = (bL ... ,b) e A’ tel que b g(b). Alors,
# g(b) = f(b1,..., b1, f(b), ... ,bn).
Comme j j, 011 a
(b1,... ,b_1,f(b),b+1,... ,b) e g
Comme f(b) e , nécessairement
f(b)=b
et donc
g(b) = f(b) =
De pius l’hypothèse f(ai, ... , ai,) a a pour un n-tuple ta1, ... , a,) e A”
montre que g n’est pas triviale. D
Lemme 1.2. Soit f une semiprojection n-aire sur la première variable tel que




x), X(2), ... , (n—1), x)
est aussi une semiprojection sur la première variable telle que g(ai, ... , a,) e
{ a1, a} V a1, ... ,a ; on a
g(ay, ... , a) = a f(a1, ... ,a) = a ou f(a1, a(2), ... , a(fl, a) = a
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PREuvE. (=) Soit a (ai, ... , a) E A’ tel que
a1 g(a) = f(f(a), a(2), ... , a)
Comme f(a) e {ai, a} nous avons deux cas possibles.
(1) Supposons que f(a) a1. Alors a1 g(a) montre que a’ = (a1, a,-(2),
a7(1), a) E g,. Donc,
g(a) = J(a’) = a
(2) Supposons que f(a) = a. Alors,
g(a) = f(a11, a(2), ... , a(1), a) = a7,
(:=) Nous devons considérer deux cas.
(1) Soit J(a) = a. Alors,
g(a) = f(a, a(2). ... , a(_fl, a) =
(2) Soit f(a’) = a71.
- Si J(a) = ai, alors
g(a) = f(a’) = a
- Si f(a) = a, alors
g(a) = f(a, a(2), ... , a(_l), a) = a
D
Lemme L3. Soit f une quasiprojection n-aire sur A qui est une semiprojec
tion sur ta première varzabie. Définissons t’opération g telle que pour tout a =
a) E A on a
g(a) = a a1 à E g et f(a1, a(2), ... , a(1), a7) = a pour au moins une
permutation n de {2, ... ,n — 1}.
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Alors g E [f].
PREuvE. Selon le lemme 1.1 il existe g e [f] n-aire, et i, j e {Ï, ... , n}, i j,
tels que g est une semiprojection sur la i-ième variable, non triviale, qui pour
tout a = (a1, ... , a) e A satisfait
(j) g(a) e {a,a},
(ii)
Avec g, le clone [f] contient aussi chaque fonction obtenue de g par échange de
coordonnées. Alors nous pouvons supposer que i = Ï et j = n.
Pour une semiprojection h sur sa première variable, avec
a) a h(ai, ... , a) =
on définit,
R1 = {(a1, ... , a) e A h(ay, ... , a) a ai}
Pour une permutation n de {2, ... , n
—
1} et avec l’opération g définie clans le
lemme 1.2 on a que
R9PRj
Si R9 Rf, on remplace f par g clans le lemme 1.2 . En répétant ceci pour
les (n — 2)! permutations de {2, ... , ‘n
—
1} on arrive à l’opération donnée clans le
lemme. D
Lemme 1.4. Soit C un clone ‘minimal de quasiprojections sur A généré par une
semiprojection n-aire. Alors C = C pour une combinaison s.
PREUVE. D’après le lemme 1.3 le clone C contient une quasiprojection n-aire g,
non triviale, avec la propriété décrite dans le lemme.
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Comme C est un clone minimal, on a
C=[g].
Soit M E (f), définissons la relation hilaire s(M) par
s(M) t2U{(a, b) E M2 g(a, e2, ... , c_1, b) = b, où {c2, ... , c_i} = M\{a, b}}
Par le lemme 1.3 la définition de s(M) ne dépend pas de l’ordre des éléments





Lemme 1.5. Soit s une combinaison et soit g une quasiprojection n-aire sur A





PREuvE. Pour i = 1, 2, ... ,n , définissons une opération n-aire gj sur A par
= xi,
et pour i > 1,
gj(xi, ... ,x) = 8(g_i(xi, •.. , x), 2, ,i—l, Xj1 x, xi).
Nous montrerons par induction sur i = 1, 2, ... , n que pour tout a = (a1, ... , ai,) E




Pour i = 1, gi(a) = a1 donc l’énoncé est évident.
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Supposons que l’énoncé est vrai pour un 1 i <n. Soit a = (ai, ... , a) e A
tel que pour un 1 < k <n,
g+i(a) = s(gj(a), a2, , a, a+2, a1) = ak a1
1) Soit gj(a) = a1. Alors
g+i(a) = 5(ai, a2, , a, ai+2, ,n’ ai+i) = ak ai (1.0.1)
On voit que a E g, car si a E t alors b (ai, a2, , a, a+2, ... , a, a+i) e t
et (b) = a1.
De a e , de g(a) = a1 et par l’hypothèse inductive on obtient (ai, a2),..,
(ai, a) s(M) (où M = â).
De (1.0.1) et par les propriétés de on obtient k i+1 et (ai, a1) E s(M).
Donc,
i+1=niin{2<j<i+Ï:(ai,a)Es(M)}
et l’énoncé est vrai pour i + 1.
2) Soit gj(a) = at ai. Par l’hypothèse d’induction a E p,., et pour M â
on a M E () et t min{2 <j <i: (ai,a) E s(M)}.
Alors,
yi+i(a) 3(a1, a2, ... , a, a+2, . a,, ai+i) = aï
car t < i. Donc k t et l’énoncé est vrai pour j + Ï.
Ceci termine l’étape d’induction. Donc pour i n ceci reste vrai et on obtient
alors l’énoncé du lemme. D
Lemme 1.6. Soit s une combinaison quetcon que et pour chaque M E () soit
t(M) = {(ai, a) : M = {a1, ... ,a} , (ai, a+i) E s(A/I) (i 1, ... , n — 1) , (ai, a,)
Ø s(M) (i = 1,...,n— 2)}
Si au moins un t(IW) est non triviat, ators cJ E C.
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PREuvE. Définissons g comme une opération identique à celle du lemme 1.5 et
pour i 1, ... , n — 1 et pour x = (xi, ... , x7) définissons une opération n-aire h
sur A par
Ïi’(x) = g(x)
h(x) g(h_i(x), i+i, •.. x2, ... , xi_1, .x1, x) pour j > 1
et posons h = ha_1. Alors h a les propriétés suivantes
(1) C’est une semiprojection sur la première variable. En effet, soit a
(ai, ... , ai,) E A tel que a E t. Alors
hi(a) = g(a) = a1
1i2(a) = g@i, a3, ... , a1, an) a1
h_2(a) = gtai, afl_1, a2, ... , afl_3, a1, an) = a1
h_i(a) g(a1, a2, ... , a1, an) = a1
donc h(a) = a1.
(2) Soit a = (ai,..., a) E A tel que a p et h(a) a, alors (ai, an) E t(â).
En effet soit a = (ai, ... , a) E A’, â M et h(a) a. Alors
art h(a) h_1(a) g(hn_2(a), a2, ... , an_2, a1, a)
et an a1 montre que h_2(a) a_ et (an_i, an) E s(M).
Par induction sur j = 2, ... , n — 2, nous montrons
an_j h__y(a) , (a__i, afl_i) E s(M) , (an_j_i, a,) s(M) . (1.0.2)
14
Soit j 2. Alors
an_i = hn_2(a) = g(12n_3(a), an_1, a2, ... , an_3, a1, an)
montre que k_3(a) an_2, (an_2, an) Ø s(M) et (an_2, a,1_1) E s(M).
Supposons que (1.0.2) est vrai pour un 2 <j < n — 2. Alors
an_j = hn_j_i(a) g(hn_j_2(a), an_i, ... , an_1, a2, , an_j_2, a1, a)
montre que h__2(a) (an_j_1, an) s(M) et (an_j_i, an_j) E
s(M).
Ceci conlut la preuve par induction et la preuve du lemme.
D
Lemme 1.7. Soit C un clone minimal de quasiprojections sur A généré par une
semiprojection n-aire. A tors C = C pour une combinaison s telle que s est soit
une combinaison-eq soit une combinaison-ordre.
PREuvE. Selon le lemme 1.4 nous avons que C = C8 pour une combinaison s.
Soit t la combinaison n-aire définie comme étant la fermeture transitive de s(IV[)
pour tout M E (). Par le lemme 1.6, E C5.
Comme s(M) C t(M) pour tout M E (), l’opération est non triviale. Et
comme C5 est minimal, alors C = C.. Sans perdre de généralité, nous pouvons
supposer qtie s est un quasi-ordre sur M (c.-à-d. s est réftexif et transitif). Pour
x = (x1, ... , x,) définissons maintenant
g(x) s(1, ... 8(X, 2, ... , mn_i, xi))
Pour M E (A) soit 1(M) la relation définie comme suit: (a, b) E 1(M) si a b
ou (a, b) E s(M) et (b, a) s(M) (donc 1(M) est anti-symétrique). Rappelons
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que pour tout a (ai, ... , a) E A
t(a) = a ai a E et (ai, a) E 1(M) (où â = M)
Nous avons aussi que pour tout a = (a1, ... , a) E A
g(a) = 8(ai, ... , afl_i, 5(a, a2, ... , ai, ai)) a ai
a2, ... , ai) a , a E , (ai, a) E s(M) (où M = â)
a E , (a,, ai) s(IW) , (ai, a) E s(M)
a E , (ai,a) E 1(M).
Nous avons deux cas
(j) Soit 1(M) = t2 pour tout M E (). Alors le quasi-ordre s(M) est
symétrique, c-à-cl, une relation d’équivalence pour tout M E (). Donc
s est une combinaison-eq.
(ii) Soit 1(M) t2 pour au moins un M E (). Comme chaque 1(M) est
un quasi-ordre anti-symétrique on a que t est une combinaison-ordre. De
pitis I’ E C8 est non triviale et donc C5 = C1.
D
Le Lemme 1.7 conclut donc cette section sur les combinaisons. Le résultat
qu’il nous donne sera utile clans la stute de cette recherche sur les propriétés des
clones minimaux de quasiprojections puisqu’il nous ramène à deux cas en effet
chaque clone minimal C de quasiprojections généré par une semiprojection n-aire





Nous nous attarderons dans cette section à certaines propriétés que nous avons
trouvées sur les cloues minimaux lorsque s est une combinaison-eq. Nous dis
tinguerons les cas n < A et n A. Mais considérons tout d’abord un lemme
concernant n <
Lemme 2.1. Soit s une cornbinaison-eq telle que G est un clone minimal. Alors
= C pour une combinaison-eq t avec ta propriété suivante : il existe deux
entiers positifs p, q (q > 2) tels que pour tout ensembte de base M de t, ta relation
d’équivaÏence t(M) a exactement p blocs de cardinalité q, tandis que tous les
autres blocs sont des singletons.
PREuvE. Pour M e () nous dénotons par bM la taille maximale des blocs
de la relation d’équivalence s(M) et par q le max{bM M e () }. Soit p le
nombre maximal de blocs de taille q parmi les relations d’équivalence de s(M)
avec M e (). Évidemment q > 2, car au moins un s(M) t2, et p > 1.
Soit i,j e {1,...,n} et x= (xi,...,x). Si i <j posons
= CI3(x, x1, ... , xi_i, Xj1, ... , xi_i, x1+i, x, x1)
Et si i > j posons
xi_1, x1 ... ,x x)
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Finalement posons = xj. À noter que pour i j et pour tout a =
(ai, ... , a) E A on a que
z,(a) a a a E g, et (ai, a) E s(M) (où M = â)
Pour x (x1,... , x), 0S0llS
g(x) = 3(zii(x), ... , Zi,q_i(X), zq,q(x), zq,q+i(x), ... , Zq,2q_i() , Z2q,2q(X) , Z2q,2q+i(X),
Z2q,3q_i, , Z(p_1)q,(p_i)q, Z(p_i)q,(p_i)q+i (x), ... , Z(p_i)q,pq_i (x),
zpq,pq(x), zpq+i,pq+i(x) , ... , z__(x), zi,(x))
Comme z,(x) xi pour i = 1, ... ,p, on a que pour tout a = (ai, ... , a) e
(et M â)
g(a) a1 g(a) a
zi,(a) a , (ai, ... , zi,qi(a) , a, zq,q+i@), ... , Zq,2q_1() ,
Z2q,2qi (a), ... , Z2q,3q_i (a), ... , a(p_1)q, Z(p_i)q,(p_i)q+i (a),
Z(p_i)q,pq_i(a),apq,apq+i,... ,a_i,a) E g , (aj,a) E s(M)
Comme z,(a) a a E g. et (ai, a) E s(M) (pour tous j 1, ... , q et
i#j). Alors,
et (lorsque i 1) pour tous j = k, où k e {2, ... ,q — 1} U {n}
et (lorsque i 1) pour tous j i — 1 + t, où t E {2, ... , q}.
Par le choix de q et p il existe b = (b1, ... , b) E A tel que g(b) b b1.
Soit k l’opération définie à partir de g par la construction du lemme 1.3. On
peut vérifier que k = cIt où t est la combinaison suivante
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Pour M (A) ou a
t(M) = t2 U {(a1, a) il existe une permutation n de {2, , n — 1} telle que
{ a, a(2), ,a(q_1), a} , {a(q), ,(2q_i)} , ... , {Gp_iq,
a,r(pq_fl} sont des blocs de s(M)}
Ceci montre que pour tout ensemble de base M la relation d’équivalence t(M)
est une relation avec exactement p blocs de taille q tandis que tous les autres blocs
sont des singletons. On observe que I E C où est non triviale.
Par minimalité C3 = C. D
2.1. CAS: n < A
Avant de commencer, regardons tout d’abord un lemme important auquel
nous devrons nous référer clans la suite de cette section.
Lemme 2.2. Soit f une semiprojectiori n-aire non triviale sur sa première vari
able etC = [f]. Alors:
1) Toutes les opérations de C d’arité plus petite que n sont triviales.
2) Si C est un clone minimal, alors toutes les semiprojections d’arité dif
férentes de n sont triviales.
PREUVE. 1) Soit 1 < ra < n et g E C une opération m-aire. Ici g est
une opération terme de l’algèbre < A; f >. Le terme doit contenir un
sous-terme de la forme f(x, ... , x) avec i1, ... ,i E {1, ...
Comme ra < n on a que i ik pour une paire 1 < j < k < n. Par
conséquent f(r1 ,...,Cj,) = rj et le terme peut être simplifié. En répétant
ceci on arrive à g triviale.
2) Par la contraposée supposons que C contient une semiprojection g non
triviale et m-aire avec ra > n. Alors C [g] J.
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Par 1) l’opération non-triviale f ll’appartient pas à [g] et clone C [g]
J, i.e. C n’est pas minimal.
D
Désignons par i la collection des ensembles de base pour s et définissons une
relation n-aire R sur A par
(aj, ... , a) e R {ai, ... ,a} e et ta1, a) e s({a1, ... , a})
Important $ Il est à noter, puisque s est une combinaison-eq, que l’on a
(ai, a2, ... , a) e R (afl, a2, ... , ai) R
Posons f = tel que pour tout u = (u1, ... , a) e A on a que
f(a)=aTlal=aeR.
etC= [f].
Comme nous l’avons remarqué au lemme 2.1, nous pouvons restreindre notre
attention au cas où il existe cieux entiers positifs p, q (q > 2) tels que pour tout
M e Y. la relation d’équivalence s(M) a exactement p blocs non singletons, tous
de cardinalité q.
Lemme 2.3. La condition suivante est nécessaire pour que te ctone C soit min
imal : Si (ai,..., a) e R et a A \ {a1, ... , a,}, alors il existe un nombre
i e {1, ... ,n} tel que (a1, ... ai_1, a, a+i, ... a) e R.
PREUVE. Pour i {2 n
—
1} et pour x = (u, ... , u1) posons
gj(u, x+) = f(f(u), u2 .r+i, 1i+1, , xi)
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Soit a = (ay, ... , a) E A et a+y E A on a que
g(a, a+j) = a a’ f(f(a), a2, ... , ai_1, a+i, a+y, ... a1_, ai) = a a1
f(a) = a et (afl, a2, ... , a+i, a+i, ... , an_1, a1) Ø R
a E R et (an, a2, ... , a+i, a+i, •.. a1) R
Pour x = (x1, ... , x), posons maintenant
gi,n(x, xn+i) f(f(x), 2, , f(f(x+i, X2, ... , Xn), X2, , Xni, x1))
Soit a = (ai, ... , a) E A et a+i E A arbitraires. Posons e = ta2, ... ,
b = (a+i, c, a) et d = (arj+i, c, ai). Alors nous aurons la notation suivante
g1,(a, ai) f(f(a), c, J(f(b), c, a1)).
1) Soit a E R. Alors f(a) = a.
a) Supposons que b E R. Alors f(b) = a et
gi,n(a, a+i) = J(a, e, f(a, e, a1)).
Ici (afl, e, ai) E R par la symétrie de s(M) et a E R. Donc
gin(a,an+i) = f(a,c,ai) a1.
b) Soit b R. Alors J(b) a1 et
gi,n(a, a+i) f(a, C, f(d)).
Si cl E R alors f(d) a1 et gi,(a, a+i) = f(a, c, ai) = ai, en vue de
a E R et eTc la symétrie.
Si cl R alors J(d) = a,?+i et gin(a, a+i) = J(a, e, a+i) a, en
vue de b R et de la symétrie.
2) Soit a Ø R. Alors f(a) ai et
gi,n(a, a+i) = j(ai, c, fc(b), c, ay)).
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a) Si b e R, alors J(b) = a et, du fait que a R, on a (an, c, ai) R et
dollc
g(a, a+i) = f(ai, c, f(a, c, ai)) = f(a1, c, a) = a1.
b) Si b R, alors f(b) = ai et
gi,n@,an+i) f(ai,c,f(d)).
Si cl e R alors f(d) ai et gi,n(a,an+i) = f(ai,c,ai) = ai.
Si cl R alors J(d) = a+i et gy,n(a,an+i) f(ai,c,a+i) = a1, ell
vue de cl Ø R et de la symétrie.
Eu somme, pour tout j 2, ... , n — 1 nous avons les deux opératioiis (n + 1)-
aires smvalltes
gj(a, a+i) = a a1 a e R et (afl, a2, ... , ai_i, a+i, a+i, ... an_i, ai) R
et
gi,n(a, a+i) = a $ ai a e R , (a+i, a2, ... , a) Ø R et
(a+i, a2, ... , ai) Ø R
Pour = (‘i, ... ) posons maintenant




g(a, a+i) a a gi,n(a, a+j) a et gj(a, a+i) a ,Vi e {2,...,
n—i}
a e R, (a+i, a2, ... , ai,) R, (a+i, a2, ... , ai)
Ø R et (a1, ... , a, a,,i, a+i, ... , a,) R Vi e {2,
a e R et (ai, ... ,aj_i,a+i,aj+i, ... , a,) R Vi e
{1,...,n}.
D’après le lemme 2.2, l’opération g est triviale, c.-à-d. g(xi, ... ,x+i) = xi.
Alors pour tout (ai, ... , a,) e R et a e A \ {ai, ... , a,} il existe un nombre
i e {1, ... , n} tel que (ai, ... , a1, a, a+i, ... , a) e R. D
Lemme 2.4. Chacune des conditions suivantes dans l’ordre est nécessaire pour
que le clone C soit minimal
(1) Si (ai, ... , a,) e R et a e A \ {ai, ... , a,}, ators (ai, ... , a,_1, a) e R,
(a, a2, ... , ai,) R ou (ai, ... , a,_2, a, a) R;
() Si (aj,...,a) e R eta e A\{ai,... ,a} est un élément tel que (a,a2,...,
a) R, alors il existe au plus un nombre i e {2, ... , n — Ï} avec la
propriété que (a, a2, ... ,a_1, a+i, ... , a,, a) e R, et si i a cette propriété,
alors (a1,.. ,a) e R.
PREuvE. (1) Pour x (xi, ... , x) posons
Ïi(x, x+y) = J(x1, ... , x,_2, x, f(f(x), x2, ... , f(x+i, x2, ... xi)))
Soit a = (ai, ... , a,) e A’ et a+i e A, posons b = (a2, ... , afl_i) et
u = u(a, a+i) f(j(a), b, f(a+i, b, ai))
23
Soit
z h(a, an+i) = f(ai, ... , afl_2, a, u(a, a+i)) a1
On observe que u a1, car sinon z f(ai, ... , an_2, a, ai) = a1. Comme
f(a) E {ai, a} on a deux possibilités.
1.- Soit a R. Dans ce cas f(a) = a. Alors (afl+i, b, ai) R, car sinon
f(a+i, b, ai) = ai et u = J(a, b, ai) = a1 en vertue de a E R et de la symétrie.
Ainsi u f(a, b, afl+i). Si (an, b, a+j) R, alors u = a et z = f(ai, ... , afl_2,
a, a) a1. Nous avons donc que (afl, b, a1) E R et u = a+i. Alors
z = f(ai,...,a_2,a,a+i) # ai
montre que (a1, ... , a,_2, a, a+i) E R.
En résumé on a (en vertue de la symétrie) que
a E R , (ai, b, a+i) R , (a+y, b, a) E R et (a1, ... , an_2, a, a+i) E R
(2.1.1)
2.- Soit a R (et donc f(a) = ai). Alors
u = J(ai, b, f(a+i, b, ai))
Ici (ai, b, f(a+i, b, ai)) E R, car sinon u = a1 et z = ai. Par le même ar
gurnent (a+i, b, ai) R. Donc u f(ai, b, a+i) = ai, car (ai, b, a+i) R en
vertue de la symétrie. Donc dans tous les cas z a1 lorsque a R.
En conclusion h(a, a+i) # ai si et seulement si on a (2.1.1).
Nous vérifions que k est une semiprojection sur la première variable. Soit
a = (ai, ... , a) E A’ et a+i E A. Si a E tr, alors a R et
k(a,ar+i) ai , par (2.1.1).
Soit a+i = a pour un j E {1, ... , n}. Si j 1, alors (a1,... , afl_2, a, a+i)
R. Si j = n, alors (ai, b, a+i) = a R. Et finalement, si j 2, ... , n — 1, alors
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(a+i, b, a) Ø R. Donc clans tous les cas, (2.1.1) n’est pas vrai. Donc h est une
semiprojection (n + 1)-aire.
IViaintenant supposons par l’absurde qu’il existe (ai, ... ,a+i) E A’1 tel que
(2.1.1) soit vrai. Alors h serait une semiprojection (n + 1)-aire non triviale dans
le cloue minimal C, une contradiction du lemme 2.2.
Donc pour tout a (ai,...,a) E A et an+1 E A\ {a1,...,a}, on a que
(2.1.1) n’est pas vrai.
On dénote respectivement par p, q, r, s les énoncés
a E R, (ai, b, a+i) R, (a+i, b, a) E R et (ai, ... , a,_2, a, a+i) E R.
La négation de (2.1.1), c.-à-d. p A q A r A s, est 5 V j V V (où V et A
sont respectivement la disjonction et la conjonction logique tandis que est la
négation de p).
La conclusion est donc
« a R ou (ai, b, a+i) E R ou (a+i, b, a) Ø R ou (ai, ... , a,_2, a, a+i) R ».
Nous pouvons aussi écrire la conclusion sous une autre forme. En effet,
On obtient donc la conclusion
« a E R entraîne [(ai, b, a+i) E R ou (a+i, b, a) R ou (ai, ... , afl_2, a, a+i)
R] >.
(2) Pour i (x1, ...
,
x) posons
t(x, x+) f(f(x), J(x2, x3, , g), , f(i, X2, ... , Xi_1, xj1,
où g = f(X+i, x2, ... , x)
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Soita=(ai,...,a)eA’,a+ieAetpouri2,...,n—1posons
= f(a, a2, •.. , a+i, ... , a, g) . (2.1.2)
Soit t = t(a, a+i) a1. Alors a E R, car sinon f(a) = a1 et t = f(ai, b2, ... ,
a1) = a1.
Alors J(a) = a et
t f(a, b2, ... , b, aj) a1 . (2.1.3)
Par la définition de g on a g {a, a+i}. Supposons que g a. Alors par
(2.1.2), b = a pour tous i = 2, ... , n — 1. Alors par (2.1.3), on a que
t = f(a, a2, ... , a1)
Alors (an, a2, ... , a,,_, a1) Ø R et donc par symétrie a (ai, ... ,a) Ø R, ce
qui contredit a E R.
Donc g a+i, c.-à-d. (a+i, a2, ... , a7) Ø R.
- Si (ai, a2, ... , a+i, ... , a,, a+i) e R et tak, a2, ... , ak_, ak+i,
e R pour au moins une paire 2 <j < k < n—1, alors b = bk —
et t a par (2.1.3).
Si (ai, a2, ... , a+i, ... a, a+i) R pour tous i 2, ... , n — 1, alors
t = f(a, a2, ... , ai) ai
Il a été montré un peu plus liaut que c’est impossible, car a E R.
Si (ai, a2, ... ,a_i, a+i, ... a, a+i) e R pour exactement un i e {2, ...
n — 1}, alors
t f(a, a2, ... ,a_i, a+i, a+i, . afl_i, ai) ai
montre que (afl, a2, ... , ai_i, a+i, a+i, ... a._i, ai) R et que t a.
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En somme, t a implique que t — a. et que
p:aER,
q : (a+i, a2, ... , a) R
et
r (I) (ai, a2, ... , ai_1, a+i, ... , a,, a+i) E R pour au moins deux i E {2, — 1}
ou
(II) (ai, a2, ... , ai_1, a1, ... , a, a+i) E R pour exactement un i E {2, ... , n — 1}
et (an, a2, ... , ai_1, aj1, ... , ai) R
(2.1.4)
Nous vérifions que t est une semiprojection sur sa première variable.
Soit a = (a1, ... , a) E A et a+i E A. Si a e t, alors a R et
t t(a, a1) a1 , par (2.1.4).
Soit a+i = a pour uni e {1, ... , n}. Si j > 1, alors aucun (ai, a2, .. , a1, a+i,
a, a+i) e R. Et si j = 1, alors (a+i, a2, ... ,a) (a1, a2, ... ,a) = a et donc
(2.1.4) n’est pas vrai.
Donc t est une semiprojection (n+1)-aire. Encore une fois par le lemme 2.2, on
a que t est triviale. Alors pour tout a (a1, ... ,a) E A’ et afl+i E A\{ai, ...
on a que (2.1.4) n’est pas vrai.
Nous cherchons donc la négation de p A q A r afin que t soit triviale. Ce qui
nous donne V V i.
Il est à noter qtie la négation de la condition r est la condition suivante
(P) (ai, a2, ... ,a_1, a+i, ... a, a+i) e R pour au plus un i e {2, ... , n — 1} et
(ai, a2, ... , a1, a+i, ... , a, an+i) E R (ai, ... , ai_1, Ur,+1, a+i, ... , a) E R.
Donc la conclusion est
« a R ou (a+i, a2, ... ,a) E R ou (P) »
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On peut aussi exprimer ceci de façon différente. En effet
[v] [pAq]
Nous pouvons donc exprimer la conclusion comme suit
« [a R et (a+i, a2, ... , a,) R] entraîne (P) »
E
2.2. CAS: n =
Lemme 2.5. Soit n = A. Soit s une combinaison-eq et supposons qu’il existe
2 entiers positifs p, q (q > 2) tel que l’équivalence s(A) a exactement p blocs non
singletons, tous de ca’rdinalité q. Alors G est un clone minimal.
PREUVE. Nous savons qu’il existe assurément un clone minimal C contenu dans
C. De plus, par le lemme 1.7 nous savons que C = C où t est une combinaison
telle que t(A) est soit une relation d’équivalence soit un ordre partiel sur A.
Regardons maintenant quelques définitions et quelques lemmes qui nons serons
utiles pour la suite de la preuve.
Soit r une relation binaire sur A et ir une permutation de A. On dit que n
est un automorphisme de r si (a, b) E r (n(a), 7r(b)) E r.
Soit f une opération n-aire sur A. On dit que n est un autornorphisme de
l’algèbre < A; f > si pour tous a1, ... ,a E A
f (n(a1), ... ,n(a)) = 7r(f(ai, ...
Lemme 2.5.1. Soit s une relation binaire sur A et n une permutation de A.
Alors n est un automo’rphisme de s si et seulement si n est un automorphisme de
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PREuvE. (=) Soit rr un automorphisme de la relation s. Soit a = (ai, ... , a,) E
A arbitraire et posons
n(a) = ((ai),... ,u(a)).
Supposons que cI(a) = (ai). Alors soit
(i) a = a pour certains 1 <j < <n, soit
(ii) = A et (ai, a) s.
Dans le cas (i) on a que ir(a) = rr(a) et donc
= rr(ai) = rr((a)). (2.2.1)
Dans le cas (ii) on a que (ir(ai), 7r(a)) s et {u(ai), ... , 7F(a,)} A et (2.2.1)
est aussi vrai.
iViaintenant soit I(a) a,, a1. Alors â = A et (ai, a) E s. Alors
{ rr(a), ... , rr(a)} A et (n(ay), ir(a)) E s, ce qui donne
= n(a) =
(=) Soit un automorphisme de l’algèbre < A; > et soit (b, c) E s, b C.
Écrivons A \ {b, c} {a2, ... , a_} et posons
a = (b, a2, ... , a_1, c)
Alors c15(a) = e et donc
(c) = n(8(a)) = 8(n(a)) = (n(b), n(a2), ... , u(a_y), n(c)).
Comme b c et {n(b), u(a2), ... , 7r(a_i), rr(c)} = A, on voit que (n(b), rr(c)) E
s. Donc u est un autoniorphisme de la relation s. D
Lemme 2.5.2. Soit n = A et u et y des relations binaires telles que E C,.
Alors chaque automorphisme de u est un antornorphisme de y.
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PREuvE. Soit n un automorphisme de u. Alors par le lemme 2.5.1, la permuta
tion n est aussi un automorphisme de l’algèbre < A; >•
Le clone C est engendré par I. Il est bien connu et facile à vérifier qu’alors
n est aussi l’automorphisme de I E C. Par le lemme 2.5.1, on obtient que n
est un automorphisme de la relation y. D
Lemme 2.5.3. Soit t une combinaison-ordre non triviale telle que 1t E C et
s oit
A1 = {a e A: {a} est un btoc de s} O
etA2 = A\A1. Alors t out1 {(a,b) : (b,a) e t} est égale à
t2 U {(aj, a2) : a1 E A1 , a2 E A2} . (2.2.2)
PREuvE. Écrivons a < b pour (a, b) e t \ t2. Il est évident qu’une permutation
n de A est un automorphisme de s exactement si n envoie tout bloc de s sur un
bloc de s.
Une antichamne de t est un sous-ensemble B de A tel que a b pour tous
a, b E B. Nous avons besoin des deux faits suivants.
Fait 1. A1 est une antichaîne de t.
PREuvE. Supposons par l’absurde qu’il existe a < b avec a, b E A1. Soit n la




Comme a, b E A1, on voit que {a} et {b} sont des blocs de s et clone n est un
automorphisme de s, donc un automorphisme de t. Alors
bn(a)<n(h)=a<b;
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une contradiction dans l’ordre t. D
Fait 2. 112 est une antichaîne de t.
PREuvE. Supposons par l’absurde que a < b pour certains a, b E 112. Soit a
et b e 32 où B et B2 sont des blocs de s, de taille q > 1, pas nécessairement
distincts.
Il existe une permutation n de A telle que
(i) n(Bi) = B2, n(B2) = B1, n(a) = b, n(b) = a et
(ii) n(x) = pour tous x E A \ (3 U 32).
Évidemment n est automorphisme de s et donc de t. Alors
b=n(a)<n(b)=a<b;
une contradiction clans l’ordre t.
D
Nous supposons que t est non trivial, donc il existe a < b. De plus A1 et 112
étant des antichaînes on a que a A et b E A_ pour un i E {1, 2}.
Supposons que a A1 et b E A2. Soit e A1 et d E A2 arbitraires et soit
b e B1, d e 32, où B et 32 sont des blocs de s, de taille q > Ï, pas nécessairement
distincts.
Soit n la permutation de A telle que
(j) n(31) = 32, n(B2) = B, n(b) =
(ii) n(a) = e, n(c) = a et
(iii) n() = x pour tout x E A \ ((3f U B) U {a, c}).
Alors n est un automorphisme de s et donc de t. Alors
e = n(a) <n(b) = d.
Ceci montre que t est l’ordre donné par (2.2.2). Si a E A2 et b e A1 la même
preuve donne que t est l’inverse de la relation (2.2.2). D
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Lemme 2.5.4. Si la relation t donnée par (2.2.2) est non triviale, alors t C.
PREuvE. Supposons par l’absurde que E C. Alors est une opération terme
de < A; c15 > ; c.-à-d. qu’il existe une expression r(x, ... , x,), bâtie à partir des
symboles tI et des variables ir, ... , x, telle que t(Xi, ... , = r(xi, ... , x) est
valide identiquement sur A.
Soit x la première variable de r. Fixons b E A1 et c E A2. Etant donné
que {b} est un bloc de la relation d’équivalence s(A), on montre facilement que
r(a) = b pour tout a = (ai, ... , a) E A avec â A et a b.
Nous avons donc trois cas.
1) Soit 1 < i < n. Choisissons a1 = e, a = b et {a2, ... ,a_1, a+i, ... , a,} =
A\{b,c}. Alors
c1t(a) = e (car a1 = e E A2),
ce qui contredit t(a) = T(a) = b.
2) Soit i n. Posons a1 e, a b et {a2, ... , a,_} = A \ {b, c}. Alors
Ft(a) e b T(a)
une contradiction.
3) finalement soit i = 1. Posons a1 = b, a = cet {a2, ... ,a_i} = A\{b, c}.
Comme b < e on obtient
cI(a) e b r(a)
une contradiction.
Ceci montre que I C. D
Lemme 2.5.5. Si la relation t’ = t2U{@, y) : c E A2 , y E A1} est non triviale,
alors -i G.
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PREuvE. Analogue à la preuve du lemme 2.5.4. D
Lemme 2.5.6. Soit t une relation d’équivalence non triviale dont tes btocs non
singletons sont tous de même taille. Si 1, e C, alors on a cinq cas
(i) t = s,
(ii) A2 est te seul bloc non singleton de t,
(iii) A1 est te sent btoc non singleton de t,
(iv) A1 = A2 > 2 et A1,A2 sont tes seuls blocs de t,
(vA1=q.
PREuvE. Il est évident que t = s fait partie des cas possibles. Regardons pour
les autres.
Soit t s. Par le lemme 2.5.2 tout automorphisme de la relation s est un
automorphisme de la relation t. En particulier toute permutation de A1 respecte
les blocs de t et donc soit
(i) A1 consiste en des blocs singletons de t, soit
(ii) A1 fait partie d’un bloc B de t.
En effet B = A1, car s’il existait b e B \ A1, alors pour tout e E A2
l’automorphisme n de s, tel que rr(Ai) = A1 et rr(Bi) = B2 où B1 et B2 sont des
blocs de s avec b e B (i = 1, 2), assurerait que e e B et donc B = A.
Finalement supposons qu’il existe e1, e2 e A2, avec (ci, e2) e t \ s. Soit
(b1, b2) e A \ s et les blocs de t sont les blocs non-singletons de s plus A1.
Il existe un automorphisme n de s tel que n(c) = b (i = 1, 2). Comme n
est aussi un automorphisme de t et (ci, e2) e t, on obtient que (b1, b2) e t. Il est
facile de voir que maintenant A2 est un bloc de t.
Nous avons montré les cas (ii)-(v). E
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Lemme 2.5.7. Soit t la relation d’quivaÏence sur A au blOC 112 et aux szngletons
{x}, avec x e A1. Ators I c.
PREuvE. Supposons par l’absurde que Ft e C. Alors est une opération terme
de < A; > ; c.-à-d. qu’il existe une expression r(x1, ... ,x,), bâtie à partir des
symboles et des variables x1, ... , x, telle que It(x, ... , x) = r(xi, ... ,x,) est
valide identiquement sur A.
Soit x la première variable de T. Fixons b e A et (e, d) e A2 \ s. Comme {b}
est un bloc de s on a que r(a) = b pour tout a = tay, ... ,a) e A’ avec = A et
= b.
Nous avons trois cas.
1) Soit 1 < j < n. Choisissons a1 e, a d, a b et {a2, ... ,a_1, a+i,...,
A \ {c, cl, b}. Alors
t(a) e {c, d} (car (e, cl) e A2 \ s)
ce qui contredit It(a) = T(a) = b.
2) Soit i = n. Posons a1 = e, a b et {a2,...,a_l} A\{c,b}. Alors
(a) = e b = T(a)
une contradiction.
3) Soiti=1. Posonsai=c,a=d,{a2,...,a_i}=A\{c,d}etsoitBle
bloc de s qui contient e, mais pas cl.
Posons x (x1, ... , x,). Le terme T(x) contient le sous-terme
8(x1, T2(x), ...
où x est la première occurence de x1 dans T. Il est facile de vérifier que
z = 5(c, T2(a), ... ,T(a)) e B
en effet si T(a) 3, alors z = e e B. Sinon z e B.
34
Si l’on continue de cette façon on obtient T(a) E B tandis que t(a) =
U Ø B. Une contradiction.
Ceci montre que Ø G. D
Lemme 2.5.8. Soit A1j > 2 et soit t ta relation d’équivatence sur A au bloc A1
et aux blocs {x}, avec x E A2. Alors Ft C.
PREuvE. Supposons par l’absurde que E C. Alors = T pour une opération
terme de <A;
Soit x la première variable de T. fixons b, c E A1, b e, et U E A2. Comme
{ b} est un bloc de s on a que T(a) = b pour tout a = (aj, ... , a) E A avec â = A
et a = b.
Nous avons deux cas.
1) Soit 1 < i < n. Posons a1 = U, a b et {a2, ... , a+i, a}
A \ {b, d}. Alors comme {U} est un bloc de t on a
(a) U b =
une contradiction.
2) Soit j = 1. Posons a1 = b, a = e et {a2, ... , a_i} = A \ {b, c}. Alors
comme (b, c) E t on a
e b = T(a)
une contradiction.
Ceci montre que Ft G5. D
Lemme 2.5.9. Soit A1 = A2 > 2 et A1, A2 tes seuls blocs de t. Alors cIt G.
PREUVE. Supposons par l’absurde que CT,, E C5. Alors cI = T pour une opération
terme de <A; 15 >.
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Soit xj la première variable de r. Fixons b, e E A1, b e, et d E A2. Comme
{b}estunblocdesonaquer(a)=bpourtouta(a1,...,a)Ek’avecâA
et a b.
Nous avons cieux cas.
1) Soit Ï < i < n. Posons a1 d, a = b et {a2, ... , a, a+i, ... ,a} =
A\{b,d}. Alors
(a) E {d,a} ÇA2.
Comme T(a) = b E A1, on a une contradiction.
2) Soit i = 1. Posons a1 = b, a = c et {a2, ... ,a_i} = A \ {b, c}. Alors
Ft(a) = e b = r(a)
une contradiction.
Ceci montre que ‘I C3. D
Lemme 2.5.10. Soit A1 q et supposons que s a p blocs de taille q, où p,q 1.
Soit tes blocs de t tes p blocs non singletons de s plus A1. AtoTs Ø C.
PREuvE. Supposons par l’absurde que lt E C3. Alors I = r pour une opération
terme de <A; >.
Soit xj la première variable de r. Fixons b, e E A1, b # e, et d E A2. Comme
{ b} est un bloc de s on a que r(a) = b pour tout a = (ai, ... , a) E A” avec à = A
et a = b.
Nous avons trois cas.
1) Soit Ï < i < n. Posons a1 = e, a = b, a = d et {a2, ... , ai_1, a+i, ..
= A \ {b, e, d}. Alors
t(a) = e b = r(a)
une contradiction.
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2) Soit j n. Posons a1 = cl, a = b et {a2, , a_i} = A \ {b, d}. Alors
t(a) = cl b =
une contradiction.
3) Soit j = 1. Posons a1 b, a cet {a2,...,a_l} = A\{b,c}. Alors
T(a) = c b = T(a)
mie contradiction.
Ceci montre que C3.
D
Finalement revenons à la preuve du lemme 2.5. Par les lemme 2.5.1 à 2.5.10
on obtient que C5 est un clone minimal. D
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Conclusion
Tout d’abord, par le lemme 2.1, nous avons que si G est un clone minimal,
alors C = C pour une combinaison-eq t spécifique: soit mie combinaison qui
a la propriété que pour tout ensemble de base M de t, la relation d’équivalence
t(M) possède exactement p blocs non singletons de cardinalité q, tandis que tous
les autres sont des singletons.
Ensuite, par le lemme 2.5, nous avons pour le cas où n A que si s est
une relation d’équivalence sur A avec au moins un bloc non singleton et avec des
blocs non singletons de même cardinalité, alors G3 est un clone minimal.
Finalement, dans le cas où n < A, les lemmes 2.3 et 2.4 nous ont donné deux
conditions nécessaires pour que le clone C [fI [] soit minimal.
Il est à noter qu’ici, contrairement à un ensemble de trois éléments, nous
n’avons pu trouver tous les clones minimaux. Par contre, nous sommes arrivés à
des conclusions qui nous permettent d’établir le moment où les clones considérés




Tout comme au chapitre 2, nous verrons ici certaines propriétés 511f les clones
minimaux, mais cette fois-ci lorsque s est une combinaison-ordre. Nous nous
intéresserons aux cas n < A et n = A.
Mais commençons d’abord par quelques définitions élémentaires qui nous per
metteront d’aborder le premier lemme de ce chapitre pour le cas n < A.
Définition 3.1. Pour un élément a d’un ensemble partiellement ordonné. te nom
bre d’éléments qui couvrent a est appetté son degré extérieur.
- éléments qui
couvrent a
Définition 3.2. Pour un élément b d’un ensemble pa’rtieÏÏement ordonné, le




L couverts par b
Définition 3.3. Soit t(M) un ordre partiel, on dit que t(M) est de longueur J
si pour tout (a, b) e t(M), e e M tel que ta, e) e t(M) et (e, b) e t(M).
Lemme 3.1. Soit s une combinaison-ordre telle que C est un clone minimal.
Alors G C pour une combinaison-ordre t qui a les propriétés suzvantes : pour
tout ensemble de base M de t, L’ordre t(M) est de longueur 1 ; il exZste deux
entiers positifs p, q tels que pour tout ensemble de base M de t, le degré extérieur
de tout élément de 1W est soit O ou p et le degré intérieur de tout élément de M
est soit O ou q.
PREuVE. Soit t une combinaison-ordre tel que C, = C’ et tel que pour toute
autre combiiiaison-orclre t’, où Ç5 = on a que
t(M) It’(M)H (3.0.3)
Me()
Pour x = (x1, ... , x,1), posons
g(x) = t(t(xi x712, x,, xi, ... , x_2,
Soit a = ta1, ,) E A” tel que g(a) u1. On a que a E g,,, car sinon
I(a) = a1, t(ai, , a,,_, a,,, a,,) = a1 et alors g(a) = t(ai, a1 ao, ai) =
a1.
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Ou a également que (a1, an_i) t(M) (où M â), car sinon (ai, ... ,
a, an_i) = a1 et alors g(a) t(ai, a1, ... , an_2, t(a)) a1.
Donc
g(a) = (a_i, a1, ... , a,2, t(a))
montre que, tout dépendant si (a1, a) e t(M) et si (a_;, a) e t(M), g(a)
a ou g(a) =
Donc pour tout a = (ai, ... , a,) e A, on a que
g(a) a =a e g. et (ai, an_1) e t(M)
L’opération g est une semiprojection sur la première variable. Par les lemmes 1.1
et 1.3, il existe une opération g’, définie à partir de g, telle que
g’(a) = a1 a , (a1, an_1) e t(M) et (afl_1, a) e t(M)
Soit k l’opération définie à partir de g’ par la construction du lemme 1.3. On
peut vérifier que k ‘, où t’ est la combinaison suivante
Pour M e (A) on a
t’(M) t2 U {(a,b) e t(i/I) il existe ce M , a c b, tel que (a,c) E
t(M) et (c,b) e t(M)}.




Par (3.0.3) nous aurons assurément que t’ est trivial. Donc que
t2
Alors pour tout (a, b) e t(M) , c e t(M) tel que (a, c) e t(M) et (c, b) e t(M).
Donc t(M) est de longueur 1 pour tout ensemble de base M de t.
41
Ainsi la première propriété est montrée.
Soit p le degré extérieur maximal de 1(M), 1(M) étant toujours un ordre
partiel. Pour x = (x1 ,...,x ,) posons
Zi,j t(Xi ,...,x_1, x, xi)
et
h(x) = (X1 Zi,2, , Zi,p, Xp+i, ... ,
Soit a = (ai, ... , a,) E A tel que Ii(a) a. Montrons que zi, = a (donc que
(ai, a) E 1(M) (où M = â)) pour tous j = 2,
...
,p. Par la contraposée supposons
que z1, = a1 pour un 2 <j <p. Alors on obtient
k(a) = t(ai, a2, ... , ai_l, a1, a+i, .-- a, ap+l, ... ,a) a1
contrairement à notre hypothèse.
Maintenant a E p,, car sinon z1 = a1 pour tous j = 2,...,p et li(a) a1.
finalement
h(a) = t(ai, a2, ... , a, ap+l, ... ,a) ai
montre que (ana71) E 1(M) et h(a) = a.
Donc pour tout a = (a1, ... , a) E A on a que
Ii(a) = a a a E , et (aj, a) E 1(M) pour tout j E {2, p, n}
Donc h est une semiprojection stir la première variable. Soit 1 l’opération
définie à partir de h par la construction du lemme 1.3. 011 peut vérifier que
= où t” est la combinaison suivante
Pour M E () on a




Selon la ininimalité de t (voir (3.0.3)), on a forcément que t t”. Comme p est
maximal, on observe que le degré extérieur, pour tout élément de M, est soit O
soit p.
Finalement, soit q le degré intérieur maximal de t(M). Pour x (X1, ...,
posons
= t(Xi, ... ,Xn_1, t(X2, i, 3, , t(X3, X1, X2, , t(Xq, i,
Xq+1,... ,X_i,X)...))
Soit a = (ai, ... , a) e M tel que h’(a) a1. Pour j 2, ... , q, posons
ai_1, aj+l, ... , afl_1, ta+i, a1,. , aq+1, ... , an,)
Montrons que b a pour tous j = 2, ... , q. Par la contraposée supposons
que b a pour un 2 <j < q. Alors
bji = t(a_i, a1, , j—2, aj. a.1, a) =
Procédant de cette façon on obtient
b2 G2 et h’(a) =
contrairement à notre hypothèse.
l\’Iaintenant a e
,
car sinon on aurait bq aq et h’(a) = a1.
Comme bq aq on a que bq = a, et (aq, a) e t(M) (où M = â). De la même
manière on obtient (aq_1, a) e t(M) et ainsi de suite jusqu’à ta2, a) e t(M).
Finalement
Ïi’(a) = c1t(a)
montre ciue (ai, a) t(M) et h’(a) = a.
Donc pour tout a (ai, ... , a) A” on a que
h’(a) a,, a a e e7 , (u;, u,,) t(Ï) pour tout i e {1 q}
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Donc h’ est une semiprojection sur la première variable. Soit ra l’opération
définie à partir de h’ par la construction du lemme 1.3. On peut vérifier que
ra = t», où t” est la combinaison suivante
Pour M e () on a
t”(M) = r2 U {(a, b) e t(M) : l’élément b est de degré intérieur q}
On observe que
dit,,, E C
Par (3.0.3) on a toujours que t” = t, clone comme q est maximal, on observe que
le degré intérieur, pour tout élément de M, est soit O soit q. D
3.1. CAS : n < A ET UNE SEULE BASE M.
Lemme 3.2. Soit M un sous-ensembte de A et n M > 3. Soit R un ordre
partiet de tongueur 1 sur M tet que tous tes étéments de M, à degré extérieur non
nut, sont de même degré extérieur et tous tes étéments à degré intérieur non-nut
sont aussi de même degré intérieur. Soit J une opération n-aire tette que pour
tout a = (ai, ... ,a) e A’ on a
J(a) = a a M â et ta1, a) E R,
et soit C = [J]. Supposons qu ‘it existe au moins deux paires différentes d ‘étéments
a, b e M, a b, tets que (a, b) E R. Ators te ctone C n’est pas minimat.
PREUVE. Il y a trois façons différentes d’avoir cieux paires différentes d’éléments
a, b e M, a b, tels que ta, b) E R:
(1) Le degré intérieur commun q des éléments aux degré intérieurs non-nuls
satisfait q > 2.
(2) Le degré extérieur commun p des éléments aux degré extérieurs non-nuls
satisfait p > 2.
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(3) p = q = 1 et IRI 4.
Cas(1).
Pourx=(xi,...,x)etpourtoutiE{2,...,n—1}posons
D(x, XM.i) = f(xi, ... ,z_i, f(x, z2, ... ,Xj....i, X.i, ... , z,_, x,), X.i, ... , z,)
et
E1(z, z.i) = f(zi, ... ,Xi_i, f(z, Xi, ... , Xi_i, Xi+i, Xn_i z+i), Xi+i, ... z,)
Soit a = (ai,...,a) E A” et a,H4 E A tel que Dj(a,a÷i) Ø ai. Mon
ai, ... ,ai_i, a1+i, ... , ai, sont deux à deux distincts, f(ai, a2, ... , ai_i,a,
= a et 1(a) = a. Mors M = â et (ai,aj E R. De
pluspourk={a2,...,a}onaa,,+i=aioua+i Ek. SiaM.i=ai,il
faut que (aj,a) Ø R.
En somme,
D(a,a,÷i)=a,,Øai<=M=â, (ai,a,JER et
soit a Ø ai ou (ai, aj Ø R.
Maintenant soita= (ai,...,a,j EA”eta÷i EAtelqueE(a,a÷i)Øai.








Pour r = (xi, , x) posons mailltenant
gi(x, x+i) = D2(xi, , D3(1, , D4(...(D_i(x1, , x+i), ,
et
g(x, fl+) = E2(xi, , x_y, E3(xi, , E4(...(E_i(x1, , ,
Soit a = (a1,.. ,a) e A, a+i E A et
z =
Alors,
g1(a, a+j) D2(ai, ... , a,, z, a+i) = z , M à , (ai, a) e R
et an+1 a1 (a2, a) R
Si l’on continue de la même façon on obtient
gi(a,an+i) a1 gi(a,an+i) = a ai , M = à , (a1,a) E R
et a+i = (ai, a) R pour tous i = 2, ... , n — 1
gi(a,ai) = a1 , M = à , (a1,a) E R
et = a est de degré intérieur 1
Par l’hypothèse sur les degrés intérieurs du Cas (1), on peut remplacer
l’implication par a+i a1.
Par le même argument, pour a (a1, ... , a) E A, a1 E A on a que
gn(a, an+i) g(a, a+i) a a1 , M = â , (a1, a) E R
et = an, est de degré intérieur 1
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Par l’hypothèse sur les degrés intérieurs du Cas (1), on peut remplacer
l’implication par a1 a,.
En somme on obtient
g(a, a+j) = a aj M = â , (ai, a) E R et a+i ai
et
gn(a, a+i) a ai M = â , (ai, a) E R et a1
Pour x = (xi, , x) posons maintenant
3(x, Xfl+i) = f(xi, x3, ,Xn_1, Xn+1,
5oita=(a1,...,a)Aneta1EAonaque
B(a, a+i) = a ai M = â , (ai, a) R et a+i = a2
Posons
U2 =
et pour tout i E {3, , n — 1} posons
U = f(x;, B(X2, i, i, 3, , ri—1, x+l, , Xn+i), X3, , Xn_i, U1)
Soit a = (ai, , a) A et a+i E A. Alors
U3(a, a+i) a1 U3(a, a+i) = a a1
{ai, B, a3, ,a} = M et (ai, a) e R
B dl2 , â= M et (ai,a) E R
â = M , (ai, a) E R et afl+1 O3
Par induction sur i = 3, , ‘n — 1 le même argument montre que

























Soit a = (ai, ... , a) e A et a+i e À on a que
V(a, a+i) = a a1 =‘ M = â , (aL a) e R et
f (f(a1, , ai_1, a+i, a+i, , an), a3, ,a, a2) =
M=â , (ai,a) e R,
(ai, a2) e R et a+; a
Pollr x = (xi, ... , posons maintenant
V1,(x, x+i) = f(xi, f(f(xi, ... , xv_i, f(x+, 2, ... , xv)), x3, , x2), x3,
et
V(x,x+i) =
Il faut tout d’abord caractériser Vi,. Soit a = (ai, ... , a) e A’ et a+i
e À. Posons
cl = f(ai, ... , f(a+i, a2, ... , a,))
c=f(d,a3,...,a,a2)
et dénotons par P l’énoncé « â M, (ai, a) e R ».
Alors
Vy,(a, a+i) ai Vy,(a, a+i) = a
4= P et C = a2
P , cl = a1 et (ai, a2) e R
P , (a1, ci2) e R et f(a+i, a2 a)
P , (ai,a2) e R et ci1
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Pour j — 2, ... , n — 1 soit
+i(ai, ... , ... ,Vn_i(a, an+i), an+i), ... , a+i), a+i)
Alors
V(a, an+i) a1 V(a, a+i) — a1
P , (ai,a2) E R , a, {ay,a} et y2 a
P , (ai,a2) e R , an+i Ø {al,a2,a} et y3 = an
P (a1, (12) e R , a1 {a1, a2, a3, a} et u4
P , (ai,a2) E R et a1 Ø M
En résumé, pour tout a (a1, ... , a,) E A et an+i E A on a
V(a, n+i) = an a M = , (ai, an) e R , (a1, €12) E R et M
Finalement V est une semiprojection (n + 1)-aire sur sa première variable.
De plus V est non triviale. En effet, par hypothèse, il existe trois éléments
distincts a1, a2, a clans M tels que (a1, a2) E R et (a1, an) E R. Pour M\
{ a, a2, a} = {a3, ... n_l} et an+i E A \ M on obtient V(ai, ... ,
an a1. Le fait que V est une semiprojection non triviale cÏ’arité n + 1
montre que [f] n’est pas un clone minimal.
Cas (3)
Pour x = (xi, ... , x,) et pour tout i E {2, ... , n} posons











































































Dénotons par P l’énoncé « M â, (ai, an,) R ». Alors
Q (a,a+;) a1 Q(a,a+i) — a, ai
Q1(a1, ... q2, =
P , q et a+i = a1 (a2, an_i) R
P , = a1 (a2, an_i) R , q3 = a , (a2, an_i) e R
et a+i
P , {ai, a2} , (a2, afl_i) E R et q3 =
P , Ø {ai, a2, a3} , (a2, an_i) e R et q4 =
P , a1 M et (a2, afl_i) E R.
Donc pour tout a (ai, ... , a) E A’ et a1 e A, on a que
Q (a, afl+i) = a ai M = â , (a1, a) E R, (a2, an_i) E R et a1 Ø M
Comme précédemment on a que Q est une semiprojection (n + 1)-aire non
triviale par l’hypothèse du cas (3). Puisque Q e [f] ceci implique que C
n’est pas un clone minimal.
D
Lemme 3.3. Soit lvi un sons-ensemble de A tel que n = M > 3 et soit a, b
deuŒ éléments distincts de lvi. Soit f une opération ‘n-aire sur A telle que pour
tout e = (ai, ... ,a) e A on a
.f(c) a a1 M = â, a1 = a et a = b
et soit C = [fi. Alors C est un clone minimal.
PREuvE. Afin de démontrer ceci, nous devrons travailler avec des opérations
,m) engendrés par f et nous servir de cinq faits concernant ceux-ci.
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Définissons tout d’abord la notion de longueur, profondeur et de première vari
able.
On appelle g E [f] m-aire, une opération terme (de l’algèbre < A; f >). Elle
est donnée par au moins un terme (de l’algèbre < A; f >), ce qui en fait une
expression formée correctement à partir des symboles x1, ... ,Xm des variables.
Par exemple, pour n = 3 et ru 4, dans
x) = f(f(x2, x3, x1), f(f(x3, x2, x1), x, x4), x3) (3.1.1)
la partie de droite est un terme et g, domié par (3.1.1), est une opération terme.
La première variable d’un terme est la première variable rencontrée dans le
terme si l’on va de gauche à droite, p.ex .X9 clans (3.1.1).
La longueur d’un terme est le nombre de symboles f et des symboles de vari
ables dans le terme, p.ex. 13 clans (3.1.1).
Un terme peut être représenté par un arbre avec une racine, où la racine est
de degré n, les sommets intérieurs sont de degré n + 1 et les feuilles de degré 1.
Pour le terme (3.1.1) l’arbre est représenté à la Fig 3.1.
À chaque feuille correspond une variable tandis que le symbole f correspond
à tout autre sommet. La profondeur d’un terme est la longueur maximale des
chemins allant de la racine à une feuille, p.ex. la profondeur du ternie (3.1.1) est
3.
Dans les faits 1 à 5, l’opération g(xi, ... , x) est donnée par un terme, d =
(ai,..., a,) E Atm et 1 <i < ru.
Fait 1. Soit g une opération in-aire et x la première variable dans g. Si g(d)




P1iFuvE. Par induction sur la profondeur k du terme. Pour k = 1 le terme est
f(x,1,...,z) où l 1 pour tous i= 1,...,n.
Commeg(d)ajonaqueli=i,=net{li,...,l,,}={1,...,n).
Alors{ai,...,aj=M,aj=aetg(d)=b.
Supposons que l’énoncé est vrai pour tous les termes de profondeur au plus
ket soittuntermedeprofondeur k+L Alorsle termeest delaforme
f(t1,
...
‘t,,) où tj(Xi, ... , z,,,) sont des termes de profondeur au plus k (i =1, ... , n).
(Pour l’exemple (3.1.1) on aurait t1(xi, ... ,zt) = f(x2,x3,x4), t2(xi, ... ,x4) =
f(f(x3, X2, z1), Xi, z4) et t3(z1, ... , z4) = z3.)
Soit gi l’opération terme correspondante au terme t1 et soit q = g1(d) (t =
1,... ,n). Évidemment la première variable de g est z4 et f(ci, ... ,c,j = g(d) & 0j.
Âlorsparladéfinitiondefonaque{c1,...,c,}=M,c1=a,c,,=bet
g(d) = b. De plus chaque q E {a1, ... ,a,,1) et donc J M. Ceci conclut l’étape
d’induction et démontre le Fait 1. D







PREuvE. Soit r la première variable du terme. Posons a = a et at = b pour tous
L E {1,... ,m} — {i}. Comme a,b E M, d’après l’hypothèse on a que g(d) a.
Du fait que n > 3, pour tout (ei, ... , e,,) E {a, b}m on a f(ei, ... , e,) = e1.
Ceci permet de simplifier graduellement l’expression g(d) en allant du bas
vers le haut (Pour l’exemple (3.1.1) on aurait g(d) = f(a2,u,v) = a2, où a2
u = f(f(,a3, a2, ai), a1, a4) E {a, b} et e = a3 E {a, b}).
De a = a1 = g(d) = a et a b on obtient la conclusion voulue i j. D
Fait 3. Soit g ‘une opération ni-aire. Soit e E M et posons
te, pour a M,
=
a, sinon.
Les deux affirmations suivantes sont vraies : (1) Si g(d) = a ators g(d’) E {a, b}
() si g(d) E M \ {a} aLors g(d’) = g(d).
PREuvE. (1) Nous procédons par induction sur la profondeur de g.
(i) D’abord soit g de profondeur 1 et g(d) a. Alors
x) = J(xj1, ... , xj) où 1 < i1, ... ‘in < m.
Alors
a g(d) = f(a1, ... , a)
montre que a1 = a et si {a1, ... ,ajm} = 1W, alors aim b.
Comme a E M on a a1 a et donc J(a1, ... , a) E {a, b}.
(ii) Soit k > 1 et l’énoncé (1) vrai pour les opérations terme de profondeur
au plus k. Soit g(xi, ... ,x) une opération terme de profondeur k + 1 tel
que g(d) = a.
Il existe des opérations termes gj(xy, ... ,x) (i = 1, ... ,n) telles que
g(x1, ... ,Xm) = f(gy(xi, ... , x), ... ,gn(xi, ... ,irn))
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Alors
a = g(d) = f(g1(d), ... ,g(d))
montre que g1(d) a. Par l’hypothèse d’induction g1(d’) E {a, b} et donc
g(d’) E {a, b}. Ceci termine l’étape d’induction et démontre (1).
(2) Par induction sur la profondeur de g.
(j) Soit g de profondeur 1 et soit g(d) = e e M \ {a}. Alors
et clone aj = e e J1L Alors a = e et
g(d’) = J(e, a2, ... , = e = g(d)
(ii) Soit k 1 tel que (2) est vrai pour toute opération terme de profondeur au
plus k. Soit g une opération terme de profondeur k + 1 et soit g(d) e E
j’vf \ {a}. Alors il existe des opérations termes gj(cy, ... (j = 1, ... ,n)
telles que
Comme e a on voit que g1(d) e. Par l’hypothèse d’induction gi(d’) =
e et donc
g(d’) = f(e, g2(d’), ... ,g(d’)) = e = g(d).
Ceci termine l’étape d’induction et démontre (2) et le Fait 3.
D
Fait 4. Soit g une opération m-aire et soit g(d) a1 pour tout U e Mtm. Alors
g(U) = a1 pour tout U E A”.
PREUvE. Tout d’abord, par le Fait 2, on a que c1 est la première variable dans g.
Nous montrons le fait par induction sur la profondeur k d’une opération terme.
56
(i) Soit k = 1. Par l’hypothèse
g(d) a si U ytm
et donc par le Fait 2 on obtient que r1 est la première variable de g, c.-à-d.
x) = f(xi, x2, ... , pour certains 1 i2 ... i < rn.
Supposons par absurde qu’il existe U E Atm tel que g(d) a1. Par le Fait
1, 011 a cl D M, a1 = a et g(d) = b. Posons
/ fa, pour a M,
=
a, Siuoll.
Donc U” E M” et par le Fait 3 on a g(d’) = b, une contradiction.
(ii) Soit k > 1 et le Fait. 4 vrai pour les opérations terme de profondeur
au plus k. Soit g(x1, ‘cm) une opération de profondeur k + 1 tel que
g(U) = a1 pour tout U E M. Il existe des opérations terme g(i Xm)
(i = 1 ... , n) telles que
9(Xj,... ,Xm) = J(gi(1,... ,Xm),... ,g(xi,... ,x))
Supposons par absurde qu’il existe U e Atm tel que g(U) ai. Nous
obtenons deux cas possibles.
(a) g1(d) a. Alors a1 = a et gi(U) = b (par le Fait Ï). Posons
/ fa, pour a M,
ai =
a, sinon.
Alors U’ E Mtm. Par le Fait 3 mi a g1(U’) = b. Donc
g(U’) = f(b, g2(d’), ... , g,(U’)) b,
une contradiction.
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(h) g1(d) = a1. Alors
g(d) f(a’, g2(d), ... ,g(d))
montre que a1 a et g(d) = b. En reprenant la même construction
pour les a, on obtient que d’ e M. Par le fait 3 on a g(d’) = b, une
contradiction.
Ceci termine l’étape d’induction et démontre le Fait 4.
D
Fait 5. Le clone C ne contient aucune serniprojection non triuiaÏe d’arit€> n.
PREuvE. Nous savons qu’une semiprojection d’aire > n sera une projection sur
l’ensemble M, car celui-ci est de cardinalité n. Donc par le fait 4, que nous
venons de démontrer, ceci implique que ce sera aussi une projection sur l’ensem
ble A.
D
Nous pouvons maintenant retourner à la démonstration du lemme 3.3. Il
existe assurément un clone minimal C’ contenu dans C. Il s’agit de montrer que
C,=C.
Le clone C’ est généré par une semiprojection me-aire g clui est, par le lemme
1.7, de la forme y = . pour une combinaison s. Par le Fait 5. rn = n et alors,
en utilisant le Fait 1, on voit que g = f. Donc
C [y] [f] C.
D
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3.2. CAS: n =
Définition 3.4. Nous appelIons ordre lisse un ordre partiet R de longueur 1 sur
A tel que si (a, b) e R, (e, d) e R, a b et e d, alors il existe un automor
phisme c de (A, R) avec c(a) = e et c(b) = d.
Lemme 3.4. Soit R un ordre partiel sur A tel que le clone CR est minimal. Alors
CR = C8 pour un ordre tisse S sur A.
PREuvE. Soit S un ordre partiel de carcîmalité minimale par rapport aux ordres
partiels avec la propriété Cs CR. Selon le lemme 3.1, S est de longueur 1 et
il existe detix entiers positifs p, q tels que tous les éléments de A sont de degré
extérieur égals à O ou p et de degré intérieur égals à O ou q. Si soit p ou q égale
1, 5 est assurément lisse. Donc soit p, q 2.
Posons f = Soit (a, b) e S tel que a b. Réarrangeons tous les éléments
de A dans un n-tuple a1, ... , a de façon à ce que a1 = a et a = b. Commme
l’élément b est de degré intérieur au moins 2, nous pouvons donc poser, sans
perdre de généralité, que ta2, a) e S.
On considére le n-tuple de variables x1, ... ,x. Pour chaque paire (i, j) de nom
bres distincts dans {1, ... , n}, nous définirons par la séquence (xi, x12, ... , x)
où 12 < ... < l4 et {i, 12, ... , j} = {1, ... ,n}. Si, de plus, k est un nombre
dans {Ï, ... , n} différent de i, j, alors sera la séquence X sans la variable xk.
Pour chaque semiprojection h n-aire sur A sur la première variable telle que
,x) e {xi,x} Vx1, ... ,x, et pour chaque paire (i,j) de nombres dis
tincts dans {1, ... , n} on définit une opération n-aire (j,(h) sur A en la distinguant
de six façons différentes.
1eT cas Si (ai, a) S et i {1, n}, on pose, pour x (xi
xi_1, f(X,), x+i h(x))
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Soit b (b1,..., b) E A et = (bi, b12,..., b1,_1, b) on a qe
j(h)(b) b1 j(3) b ,1l(b) =b , =A et (b1,b) E $
(b,b) S, h(b) = b , =A et (b1,b) E S.
2jeme cas : Soit (ai, a) e S. On pose, pour x = (x1, ... ,
= f(i, ... , f(Œ2, f(X1,), x3, ... , k(x)))
Soit. b = (b b) et B1, = (b1. b12,..., b) on a que
1,(h)(b) bi f(b2, f(B,), b3, ... , Ïi(b)) b1, , = A et (b’, b) e S
f(3) b, , h(b) = b, (b2, b11) E S , A et (b,,b) e S
(b,,b) S , Ïi(b) b, (b2,b.) ES , = A et (b,,b) E S.
3ieme cas : Soit (a,1, a) S. On pose, pour (x,
xy, f(x2, x, x3 x_1, f(h(x), X)))
oùp=1 sij 1 etp==2sij=1.
Soit b = (b,, ... , b.) e A’ et = (b, b12, b1,,_, b) on a qrie
b f(b2, b1, b3 . b_,, f(h(b), B)) = b , = A et (b,, b) E S
f(h(b),B) =b , (b2,b) ES, =A et (b1,b) ES
(b,b) S, h(b) = b, (b2,b) eS, A et (b1,b) ES.
4’ cas: Soit (i.j) est telle que a) E S et j {1. n}. On pose, pour x =
(r1, ...,.r,),
= f(xi, ... , ‘j—i, J(-i,j), j+i, mn—i, 1(x))
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Soit b (b1,..., b) e A et B = (bi, b12,..., b11, b) on a que
,j(h)(b) 5± f(3) = b , ]i(b) = b , = A et (b1, b) e S
(b,b) $ , Ïi(b) = b,,. =A et (b1.b,,) eS.
5ierne cas: Soit j n et (a,a1) e S. On pose, pour c = (Xi,
...
= f(x±, ... , x, f( (X1),X2, ... ,x_1, h(x))).
Soit b= (b±,...,b,,) eA et (b,b19 ,...,b1_1,b1) onaque
C,i(h)(b) # b1 f(f(B,1), b2,..., b,,, Ïi(b)) = b , = A et (b1, b,,) e S
f(B) = b1 ,k(b) = b.,,. , = A et (b±,b,,) ES
(b,bi) eS, h(b) =b,, , =A et (b±,b,,) ES.
6eme cas: Soit (ai, a,,) e S. On pose, pour X = (x1, ... ,
= J(x1, ... , x,,, f(X, h(X))).
où p e {1, ... n — Ï} et est un nombre différent de j.
Soit b (b1, ... , b,,) e A et B’ (bi, b12 b) on a que
b h(b)) = b,, , A et (b1, b,,) e S
(bi, b,,) eS, 1±(b) = b,, , = A et (b1, b,,) e S.
En somme, clans tous les cas, pour b = (b1,..., b,,) e A”, on aque (Ïi)(b1, ... , b,,)
b1
(1) =A,
(2) k(b) = b,,.,
(3) (b1,b,,) eS,
(4) (b,b) e S (a,a) eS,
(5) Si (na) S et i e {1,n}, alors (b2,b) e S.
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Définissons maintenant l’opération g comme suit g =
où entre Cl,2 et Ç,,,,,. on a toutes les opérations jj avec (i,j) E {1 n}2, j
clans n’importe quel ordre.
Soit b = (b1,..., b) E A tel que b E tv,, alors g(b) = b1.
Par hypothèse (ai, a) E S et (a2, a) E S donc les conditiolls (3) et (5)
deviennent inutiles, tout comme la condition (2), car nous n’avons plus de fonction
h. Pour tout b (b,, ... , b) e A on a que
g(b) b1 A et pour tous i,j E {1, ... ,n}, avec i j, on a que (b,b) E
S ssi (ai, a) E S.
Soit S’ la relation binaire sur A définie par (u, u) E S” si u u ou s’il existe
une permutation ir de {1, ... ,n} telle que u = a(l), u = a() et pour tous
i,j E {1,...,n} on aque (a,a) E S (a(),a()) ES.
La dernière condition peut être formulée comme suit : Soit n une permutation
de {1, ... , n} et l’application a a).
Une permutation l/ de A est un antomorphisme de S si pour tous (a, b) E A2
(a, b) E S ((a), (b)) E S.
L’ensemble des automorphismes de S est dénotée par Aut(S). Alors
S’ t2 U {(a(,), a()) E Aut(S)}
Par hypothèse (a,, a,,) = (a, b) E S. Comme idA (la permutation identité)
appartient à A’ut(S) on a que (a, b) e S’ et donc S’ est non triviale. De (a,, a) E
S on voit que S’ C S et dollc par la minimalité de S on obtient S’ = S.
Alors poul chaque (c, U) E S avec c U il existe Pir E Aut(S) tel que (e, U) =
(a(l), a,()). Ceci montre que S est lisse.
D
Lemme 3.5. Soit R un ordre tisse SUT A. Alors C est ‘un clone minimal.
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PREuvE. Définissons C comme l’ensemble des opérations J(y,
...
,x,) sur A pour
lesquelles il existe un j e {1 rn} avec les trois propriétés suivantes t
(Ï) (ai. f(ai a)) e R, Va1 Cm E A,
(2) si {a1, ... ,Cm} A, alors f(a1, ... ,a)
(3) f préserve tous les automorphismes de (A, R).
Bien entendu C est un clone. De plus CR C C. Il existe un cloue minimal à
l’intérieur de CR et selon le lemme 3.4 ce cloue minimal sera égal à Cs, $ étant un
ordre lisse sur A. Comme C5 C CR, $ C R. Nous voulons maintenant montrer
ciue R C $.
Comme C. n’est pas un clone trivial, il existe a, b E A, a b, tels que
(a, b) E $.
Soit (e, d) R tel que e d. Alors il existe un automorphisme h E (A, R) tel
que h(a) c et h(b) cl. Soit e = (a, a2, ...,a_1, b) e A’ tel que
s(e) b
Alors par (3) on a
Ps(h(e)) = h(s(e))
(h(a), 11(a2) h(a1,_i), h(b)) = 11(b)
dI)s(c, Ïl(a9), ... , h(a_1), cl) = cl
ce qui montre que (e, cl) E S. Donc R C $. D
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Conclusion
Pour conclure, nous avons par le lemme 3.1, que lorsque s est une combinaison
ordre telle que C5 est un cloue minimal, alors C pour une combinaison-ordre
t qui a les propriété que pour tout ensemble de base M de t, t(M) est de longueur
1 et il existe cieux entier positifs p et q tel que le degré extérieur de tout élément
de M est soit O ou p et le degré intérieur de tout élément de M est soit O ou q.
De plus, clans le cas où n = A, les clones minimaux sont égaux à CR, R étant
un ordre lisse sur A (ceci nous est donné par le lemme 3.4 et 3.5).
Donc, en joignant ceci à la conclusion du chapitre deux, nous obtenons que
tous les clones minimaux de quasiprojections générés par des semiprojections n-
aire sont de deux types
(1) CR pour une relation d’équivalence R sur A qui a au moins un bloc non
singleton et dont tous les blocs non singletons sont de la même cardinalité.
ou
(2) CR pour un ordre lisse R sur A.
Et totis les clones de ces cieux types sont des clones minimaux.
Finalement, lorsque n < AI, nos conclusions sont différentes de celles du
chapitre 2 portant sur les combinaisons-eq. En effet, nous avons ici prouvé que
tous les clones minimaux correspondant à une combinaison-ordre avec une seule
base M sont de la forme C5, où s est une combinaison avec une seule base M et
tel ciue s \ id11 est de carclinalité Ï.
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