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ABSTRACT
An  accurate  simulation  of  air  temperature  at  local  scales  is  crucial  for  the  vast  majority  of  weather  and  climate
applications.  In  this  work,  a  hybrid  statistical–dynamical  downscaling  method  and  a  high-resolution  dynamical-only
downscaling method are applied to daily mean, minimum and maximum air temperatures to investigate the quality of local-
scale estimates produced by downscaling. These two downscaling approaches are evaluated using station observation data
obtained  from  the  Finnish  Meteorological  Institute  over  a  near-coastal  region  of  western  Finland.  The  dynamical
downscaling  is  performed  with  the  Weather  Research  and  Forecasting  (WRF)  model,  and  the  statistical  downscaling
method implemented is  the Cumulative Distribution Function-transform (CDF-t).  The CDF-t  is  trained using 20 years of
WRF-downscaled  Climate  Forecast  System  Reanalysis  data  over  the  region  at  a  3-km  spatial  resolution  for  the  central
month  of  each  season.  The  performance  of  the  two  methods  is  assessed  qualitatively,  by  inspection  of  quantile-quantile
plots, and quantitatively, through the Cramer-von Mises, mean absolute error, and root-mean-square error diagnostics. The
hybrid  approach  is  found  to  provide  significantly  more  skillful  forecasts  of  the  observed  daily  mean  and  maximum  air
temperatures  than  those  of  the  dynamical-only  downscaling  (for  all  seasons).  The  hybrid  method  proves  to  be  less
computationally  expensive,  and  also  to  give  more  skillful  temperature  forecasts  (at  least  for  the  Finnish  near-coastal
region).
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Article Highlights:
•  Hybrid statistical–dynamical and dynamical-only downscaling techniques are assessed for air temperature forecasts over
Scandinavia.
•  WRF output at a 3-km spatial resolution combined with CDF-t is used as the hybrid technique.
•  WRF output at a 1-km spatial resolution is used as the dynamical-only downscaling approach.
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1.    Introduction
General circulation models (GCMs) often fail to simu-
late many of the processes that drive regional and local cli-
mate variability. This primarily results from their coarse spa-
tial resolutions (typically 100–200 km), which do not allow
for  proper  representations  of  the  regional  topography  and
subgrid-scale features. When evaluated against observation-
al data, the raw GCM output data are often found to have sys-
tematic biases (Vrac et al., 2012; Vigaud et al., 2013), limit-
ing their usefulness for direct downstream applications. The
same is true for reanalysis datasets, obtained by combining
GCM output with observational data (Dulière et al.,  2011).
There is thus a need to make more skillful local-scale predic-
tions using the lower-resolution GCM or reanalysis data as
the input, and this procedure is known as downscaling.
There are two main downscaling approaches: dynamic-
al downscaling and statistical downscaling. In the former, a
higher-resolution  model,  such  as  a  regional  climate  model
(RCM), is driven by a GCM or reanalysis data and run at spa-
tial  resolutions  of  up  to  a  few  meters  (e.g., Aitken  et  al.,
2014), at which complex topography and smaller-scale pro-
cesses  are  better  represented  (Laprise,  2008).  This  ap-
proach can give a very good simulation of local atmospher-
ic conditions (Pan et al., 2012; Soares et al., 2012; Warrach-
Sagi et al., 2013; Aitken et al., 2014; Heikkilä et al., 2014).
However, it has some drawbacks: e.g., it requires a signific-
ant amount of computational resource, particularly for very-
high-resolution  simulations,  and  the  RCM  performance  is
also strongly dependent on the GCM/reanalysis boundary for-
cing  data  (Fowler  et  al.,  2007).  Further,  when  forced  with
coarse-resolution  data  and  run  without  any  additional  con-
straints,  the  interior  fields  of  the  RCM’s  domain  can  di-
verge substantially from the driving fields (e.g., Bowden et
al.,  2012, 2013).  One  way  to  prevent  this  is  to  relax  or
nudge the fields in the interior of the domain to those of the
coarse-grid  data  used  to  force  the  model  (e.g., Waldron  et
al., 1996; von Storch et al., 2000). However, doing so is not
the  meteorological  community’s  consensus,  as  it  removes
freedom from the model’s large scales (e.g., Miguez-Macho
et  al.,  2004; Alexandru  et  al.,  2009),  even  though  it  has
proven to be effective (e.g., Otte et al., 2012). There are two
main nudging techniques employed in RCMs: grid (or analys-
is) nudging and spectral nudging. In the former, the prognost-
ic  variables  are  relaxed  towards  a  reference  state  at  every
grid point (e.g., Stauffer and Seaman, 1990), whereas in the
latter only some zonal and meridional wavenumbers are re-
tained,  with  all  other  waves  filtered  out  (e.g., Miguez-
Macho et al., 2004, 2005). Both techniques have been success-
fully  applied  in  numerical  simulations  (e.g., Soares  et  al.,
2012; Heikkilä et al., 2014; Steinhoff et al., 2014; Ma et al.,
2016; Wootten et al., 2016).
A computationally less demanding and more flexible al-
ternative  to  dynamical  downscaling  is  statistical  downscal-
ing.  Statistical  methods  have  been  used  for  some  time  to
downscale and predict variables such as temperature and pre-
cipitation, and range from simple regression methods [includ-
ing multiple  linear  regression and partial  least-squares  reg-
ression (e.g., Ke et al., 2011; Fan et al., 2012)] to more com-
plex techniques such as singular value decomposition (e.g.,
Landman and Tennant, 2000; Wei and Huang, 2010), artifi-
cial  neural  networks  (e.g., Wilby  and  Wigley,  1997),  and
the method of analogs (e.g., Zorita and von Storch, 1999).
Statistical  techniques  are  often  used  to  correct  GCM/
RCM  parameter  field  biases  (Déqué,  2007; Pierce  et  al.,
2015).  They are  typically  applied  in  a  two-step process:  in
step (1), known as the past or “training” period, the statistic-
al relationships between local climate variables (e.g., from a
weather station) and large-scale fields (e.g., from a numeric-
al  model)  are  developed;  and in  step (2),  known as  the fu-
ture or “prediction” period, they are applied to some period
of interest. For example, model data for the past climate can
be used for “training” purposes with the statistical relation-
ships then applied to the output of the same model for a fu-
ture climate simulation, to infer the local climate change sig-
nal (Diaz-Nieto and Wilby, 2005). As discussed in Pierce et
al. (2015), some of the most commonly employed statistic-
al techniques make use of the cumulative distribution func-
tions  (CDFs)  of  modelled  and  observed  data.  A  CDF,  de-
noted as FX(x),  is  a  distribution function of  a  random vari-
able X evaluated at xthat returns the probability of X≤x. It var-
ies between 0, at the minimum value of a CDF, and 1, at its
maximum value.  When two CDFs are  plotted  against  each
other, a quantile-quantile (Q-Q) plot is obtained (Field, 2013).
A  simple  bias  correction  approach  is  quantile  mapping.  In
this  technique,  the  Q-Q plot  for  the  “training”  period,  ob-
tained using past model and observational data, is used to bi-
as-correct the model forecasts for the “prediction” period. An-
other commonly used method is equidistant quantile match-
ing.  Here,  and  at  a  given  quantile,  the  model-predicted
change signal is added to the observed data for the past peri-
od. The advantage of this approach is that, if the model bias
is invariant with time, it will be effectively removed when tak-
ing the difference of the future and past forecasts. The statist-
ical  method  used  in  this  work  is  the  CDF-transform,  or
CDF-t (Michelangeli et al., 2009). In this technique, a trans-
formation  that  projects  the  model’s  CDF  to  the  observed
CDF is computed over the past period and is subsequently ap-
plied to the model’s future CDF. This statistical stationarity
assumption (invariance of statistical moments in time) is com-
monly  made  in  CDF-t  studies,  including  this  one,  even
though it has recently been challenged (Dixon et al., 2016).
The CDF-t method has been used in a wide range of stud-
ies.  It  has  been  employed  to  directly  downscale  reanalysis
data (Kallache et al., 2011), and it has also been applied in
conjunction  with  a  dynamically  downscaled  (GCM/RCM)
product [hybrid technique (e.g., Lavaysse et al., 2012; Vrac
et  al.,  2012; Flaounas  et  al.,  2013; Wu  et  al.,  2018)].  The
CDF-t approach has been found to be very effective at remov-
ing model biases (e.g., Famien et al., 2018). In fact, Colette
et  al.  (2012) concluded  that  a  hybrid  downscaling  techni-
que, using the Weather Research and Forecasting (WRF) mo-
del  (Skamarock  et  al.,  2008)  and  the  CDF-t  approach,  can
give nearly unbiased, high-resolution, physically consistent,
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three-dimensional fields that can be used for climate impact
studies. Vigaud et al. (2013) applied the CDF-t to GCM sur-
face  temperature  and  precipitation  predictions  over  south-
ern India. The authors found a substantial improvement com-
pared to the raw GCM data, regarding the distribution, season-
al  cycle  and  monsoon  daily  means  for  different  environ-
ments in the Indian subcontinent. Bechler et al. (2015) down-
scaled  WRF-predicted  precipitation  data  over  southern
France  using  different  hybrid  downscaling  approaches  and
found that CDF-t was one of the best performing statistical
techniques. The successful implementation of the CDF-t for
different  meteorological  studies,  such  as  those  mentioned
above, justifies the choice of the technique for this work.
In this paper, the CDF-t technique is first developed us-
ing the 3-km output of the WRF model, WRF[3 km], and sta-
tion  data  from  the  Finnish  Meteorological  Institute  (FMI).
For the central month of each season in a given year, the de-
veloped technique is used in combination with a 3-km WRF
output,  with  the  hybrid  statistical–dynamical  downscaling,
WRF[3 km]+CDF-t, compared against a 1-km dynamically
downscaled  product,  WRF[1  km],  over  Scandinavia.  If
WRF[3 km]+CDF-t  is  found to give more accurate predic-
tions than WRF[1 km], it can be argued that there is no sub-
stantial  added  value  in  conducting  numerical  simulations
over this region at kilometer and perhaps sub-kilometer resol-
utions. Should this be true, and given that a very-high-resolu-
tion dynamical downscaling is extremely computationally ex-
pensive, the findings of this work will provide guidance in-
to the setup of future model runs over Scandinavia.
The focus of the work is on the air temperature as (i) it
is  a  crucial  field  for  the  vast  majority  of  weather  and  cli-
mate  applications,  including  climate  change  studies  (e.g.,
Overland et  al.,  2016),  and (ii)  this  variable is  projected to
change  significantly  in  the  target  region  in  a  hypothetical
warming climate (e.g., Jylha et al., 2004; Hanssen-Bauer et
al.,  2005).  In  addition,  RCMs,  including  the  WRF  model,
are  found  to  have  large  temperature  biases  in  the  region
(e.g., Kotlarski  et  al.,  2014; Katragkou  et  al.,  2015),  mak-
ing it of interest to investigate how much of an added value
a hybrid downscaling approach will give.
This  paper  is  organized  as  follows.  The  models,  data-
sets and diagnostics are introduced in section 2. The results
are presented and discussed in section 3, while the main find-
ings are outlined in section 4.
2.    Model, datasets and diagnostics
2.1.    WRF simulations
In  this  study,  the  WRF  model  is  run  over  the  Honka-
joki wind farm in near-coastal western Finland with two dif-
ferent configurations, given in Fig. 1. For the “training” peri-
od,  a 20-year run (April  1997 to March 2016) with 27-,  9-
and  3-km  grids  is  conducted,  hereafter  referred  to  as  the
WRF[3 km] simulation. For the “forecast” period, WRF is
run  for  4  months  (April,  July,  October  2016  and  January
2017) with an additional 1-km nest, WRF[1 km]. The compu-
tational cost of the WRF[1 km] simulations hinders us from
taking  full  seasons  as  prediction  periods,  so  we  focus  in-
stead on the central month of each season. The rather short
evaluation period is  a  limitation of  this  study,  and a multi-
year simulation would be needed given the significant interan-
nual  variability  of  the  atmospheric  conditions  in  northern
Europe (e.g., Toniazzo and Scaife, 2006; Gray et al., 2016).
The  Honkajoki  near-coastal  region  is  selected  given  its
strong  seasonal  contrast,  typical  of  high-latitude  climates
(snow-covered  terrain  and  coastal  sea-ice  in  winter  versus
open water and snow-free land in summer). The presence of
a wind park in this area provides a potential extension of the
methodology developed here for wind-energy-related applica-
tions. Figure  1 shows the  spatial  extent  of  the  model  grids
used in both simulations: 27-9-3 km grids in the former, and
27-9-3-1 km grids in the latter. The initial and boundary con-
ditions for the runs are obtained from the National Centers
for Environmental Prediction Climate Forecast System Reana-




Fig. 1. Spatial extent of the model grids used in the (a) 20-year and (b) 1-year WRF simulations with
the boundary regions excluded. The spatial resolutions of the grids are 27 km (red), 9 km (green), 3
km (blue) and 1 km (orange).
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tion of 0.5° × 0.5°). CFSR has been shown to be one of the
best  performing  reanalysis  datasets  in  midlatitude  environ-
ments (e.g., Ebisuzaki and Zhang, 2011; Free et al.,  2016).
It is important to note that the spatial resolution of the CF-
SR  data  is  higher  than  that  employed  in  the  majority  of
GCMs used for  climate  simulations:  e.g.,  the  output  of  the
Community  Climate  System  Model,  version  3  (Collins  et
al.,  2006),  frequently  used  to  drive  future  regional  climate
change simulations,  is  available  at  a  1.4°  spatial  resolution
(Bruyère  et  al.,  2014).  CFSR  data  are  employed  here  to
force  WRF  owing  to  their  good  performance  over  the  re-
gion, and given that the focus of this work is on the assess-
ment  of  the  performance  of  the  two downscaling  methods.
In order to minimize the accumulation of integration errors,
and following Lo et al. (2008), the simulations are broken in-
to several overlapping periods. For the 20-year WRF simula-
tion, WRF[3 km], the model is run for 13 months at a time
(March year Z to March year Z+1) with the first month re-
garded as model spin-up. The (re-)initialization takes place
in  spring  so  as  to  keep  the  summer  (June  to  August)  and
winter (December to February) seasons within one continu-
ous integration. The WRF[1 km] simulations are conducted
separately for April 2016 (spring), July 2016 (summer), Octo-
ber 2016 (autumn) and January 2017 (winter), with a 1-day
spin-up before each.
The setup of the WRF simulations presented here is the
same  as  in Wang  et  al.  (2019) and Duran  et  al.  (2019),
which is found to work well for this higher-latitude region.
The  following  physics  parameterizations  are  used:  the
Thompson  double-moment  6-class  cloud  microphysics
scheme (Thompson et al., 2008); the Rapid Radiative Trans-
fer Model for Global models, for both shortwave and long-
wave  radiation  (Iacono  et  al.,  2008),  with  the Tegen  et  al.
(1997) climatological  aerosol  distribution;  Mellor–Yamada
Nakanishi and Niino (MYNN) level 2.5 (Nakanishi and Ni-
ino, 2006) with Monin–Obukhov surface layer parameteriza-
tion  (Monin  and  Obukhov,  1954);  the Fitch  et  al.  (2012)
wind farm parameterization scheme configured for the Honka-
joki wind farm in western Finland; the four-layer Noah land
surface  model  (Noah  LSM; Chen  and  Dudhia,  2001);  and
the  Betts–Miller–Janjić  (BMJ)  cumulus  scheme  (Janjić,
1994) coupled with the Koh and Fonseca (2016) precipitat-
ing convective cloud scheme. The BMJ scheme is switched
off  in  the  3-  and  1-km  grids.  The  combination  of  the
Thompson  cloud  microphysics  scheme  with  the  MYNN
PBL scheme was found to give the best results for a dynamic-
al  downscaling  over  a  wind  farm  in  Sweden  (Davis  et  al.,
2014). An interactive prognostic scheme for the sea surface
skin temperature based on Zeng and Beljaars (2005) is also
employed, with the sea surface temperatures read in from CF-
SR  every  6  h  and  linearly  interpolated  in  time  in  order  to
have  a  continuous-varying  forcing  on  the  skin  layer.  Also
read  in  from CFSR are  the  fractional  sea-ice  coverage  and
sea-ice  depth,  with  the  sea-ice  albedo  being  a  function  of
the  air  temperature,  skin  temperature  and  snow  (Mills,
2011).  Gravitational  settling  of  cloud  drops  in  the  atmo-
sphere  is  parameterized  in  the  model  as  in Duynkerke
(1991) and Nakanishi (2000), while cloud water (fog) depos-
ition onto the surface due to turbulent exchange and gravita-
tional settling is treated using the fog deposition estimation
scheme (Katata et al., 2011).
Grid (or analysis) nudging towards CFSR is employed
in the outermost (27-km) domain with the water vapor mix-
ing ratio nudged in the mid- and upper-troposphere and the
horizontal wind components and potential temperature per-
turbation nudged in the upper-troposphere and stratosphere.
The former  is  needed to  correct  the  WRF humidity  biases,
as reported in Merino et al. (2015) for example, while the lat-
ter is justified by the reduced vertical resolution of WRF in
the upper troposphere and stratosphere compared to the mod-
el  used to  generate  the  CFSR data  (Saha et  al.,  2010),  and
the  need  to  properly  simulate  the  flow in  the  region  given
the strong stratosphere–troposphere coupling in the winter sea-
son  (e.g., Kidston  et  al.,  2015).  The  nudging  time  scale  is
set to 1 h for all fields. Employing analysis nudging in the in-
terior of the outermost grid of a nested simulation has been
shown  to  improve  the  model  predictions  of  the  innermost
grid (e.g., Wootten et al., 2016). In order to prevent the reflec-
tion  of  waves  near  the  model  top,  a  sponge  layer  is  added
(Skamarock et al., 2008). In the vertical, 40 levels are con-
sidered,  with  roughly  17  placed  in  the  lowest  1  km.  The
hourly output of the 3-km grid in the 20-year simulation and
of  the  1-km  grid  in  the  1-year  run  are  stored  and  sub-
sequently used for analysis.
2.2.    Observational data
Daily station data from the FMI (available online at ht-
tps://en.ilmatieteenlaitos.fi/download-observations/)  are
used both for training the CDF-t technique and model evalu-
ation. These data have previously been subjected to quality
control,  with  any  unreliable  measurements  excluded.  The
daily mean temperature is defined as the average temperat-
ure based on four or eight observations per day (0000–2300
UTC). The daily maximum temperature is the highest temper-
ature  during  the  24-hour  period  from 2000 Local  Standard
Time (LST)in the previous evening to 2000 LSTin the cur-
rent  evening  (2100–2100  LST  during  summertime).  The
daily  minimum  temperature  is  the  lowest  temperature  ob-
served during the same 24-hour period. In order to allow for
a fair comparison with the WRF data, the daily mean, minim-
um  and  maximum  model-predicted  temperatures  are  com-
puted in the same way as in the FMI data. There are seven sta-
tions in the innermost model grids of the two simulations, as
shown in Fig. 2, labelled from 1 to 7.
2.3.    CDF-t technique
The CDF-t technique, introduced by Michelangeli et al.
(2009), has been used in a number of studies, such as Kal-
lache  et  al.  (2011), Colette  et  al.  (2012), Famien  et  al.
(2018) and Wu et al. (2018). For a given variable, the CDF-
t relates the CDF obtained from a large-scale model or data-
set (e.g., GCM/RCM data), to that observed at a specific loca-
tion  (e.g.,  weather  station  data).  This  technique  is  de-
veloped over a “training” period (e.g., past climate) and ap-
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plied over a “prediction” period (e.g., future climate). In the
“training ”  period,  the  relationship  between  the  large-scale
and  local-scale’s  CDFs  is  computed.  The  transformation T
between the two is assumed to be time-invariant, so that the
local-scale  CDF  for  the  “prediction ”  period  can  be  estim-





= FOp (x) , (1a)
where the subscripts W, O and p denote the WRF data, the
observed data, and the “training” (past) period, respectively;
and x represents  the  values  of  the  data.  Replacing x by
F−1Wp(u) in (1a), where u∈[0,1], we get 











= FOf (x) . (2)
Substituting Eq. (1b) into Eq. (2) gives 










F̂Wf (x) F̂Of (x)
In Eq. (3), ,  and  can be estimated by the em-
pirical CDFs ,  and , respectively, so as to estim-
ate , i.e., assuming each data series is stationary ergodic
with a common CDF (Dehling and Philipp, 2002). In other
words, it is assumed that each data series is stationary, with
a common CDF (Dehling and Philipp, 2002). This is a regu-
larly made assumption that, however, has recently been chal-
lenged  (Dixon  et  al.,  2016).  Afterwards,  a  quantile  match-
ing  approach  is  performed  between  the  estimated  large-
scale CDF , and the local-scale CDF  to gener-
ate  the  statistically  downscaled  local  climate  data  (Déqué,
2007; Pierce  et  al.,  2015).  In  other  words,  the  CDF-t  ap-
proach  first  estimates  the  local-scale  CDF for  the  “predic-
tion” period, and then generates the local-scale climate data,
so  that  the  statistically  downscaled  data  evolve  with  the
large-scale data and the transform T.














F̂Op (x) F̂Op (x) < p
Note  that  is  well  defined  for ,
where xmin and xmax are the minimum and maximum of the fu-
ture large-scale data, respectively. In some cases, for x out-
side  this  interval  is  constant,  either  set  to
 or .  A  better  way  to
handle  for those values of x is to employ the constant
correction method suggested by Déqué (2007). It can be sum-
marized as follows: suppose that the percentile  is
p. The constant values of  for x<xmin are replaced by
the CDF of  where . A similar approach is
followed  for x>xmax.  In  other  words,  this  constant  correc-
tion approach sets the CDF of a given random variable for
the future period for  values outside the predicted range for
the future but inside the range for the past, to be identical to
that  of  the  past  period  for  the  corresponding  percentile.
While the constant correction method has been applied in nu-
merous studies, it has recently been found not to give an op-
timal  treatment  of  the  tails  of  the  distribution  (e.g., Lan-
zante et al., 2018, 2019). However, and as highlighted in sec-
tion 3, this correction is only applied in a very limited num-
ber  of  cases  in  this  work  and  employing  another  method
will not change the overall findings.
As stated before, the “training” period is taken to be the
20-year (April 1997 to March 2016) period, and the “predic-
tion ”  period  is  the  central  month  of  each  season  for  April
2016 to March 2017 (i.e., April, July, October 2016 and Janu-
ary 2017). Given the large annual variability of the air temper-
ature in Scandinavia, a transform T is computed for each sea-
son separately. For the CDF-t application, the output of the
3-km WRF data is used. The WRF[3 km]+CDF-t predicted
temperature  and  the  1-km  WRF-downscaled  data  are  then
evaluated  against  the  observed  (FMI)  air  temperature.  The
model-predicted temperature at the location of a weather sta-
tion is that given by the closest model grid point to the loca-
tion of  the station to  which a  topographic  correction is  ad-
 
 
Fig. 2.  Spatial distribution of the seven FMI stations (black dots) in the 3-km WRF grid of the 20-
year simulation (boundary regions excluded). The shading is the orography (m) as seen by the model
and the star highlights the approximate location of the Honkajoki wind farm. The 1-km grid of the 1-
year run has a similar spatial extent.
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ded. The latter is estimated using the dry adiabatic lapse rate
and the difference in elevation between the height of the sta-
tion and that of the topography of the reference model grid
point.
2.4.    Verification diagnostics
In  order  to  evaluate  the  performance of  the  CDF-t  ap-
proach, the empirical CDFs of the hybrid statistical–dynamic-
al downscaled WRF[3 km]+CDF-t and the dynamically down-
scaled  WRF[1  km]  are  compared  with  the  CDF of  the  ob-
served (FMI) data.
A straightforward way to compare two probability distri-
butions is  to  plot  their  CDFs against  each other,  construct-
ing a  Q-Q plot.  If  the  two CDFs are  identical,  the  respect-
ive quantiles will be aligned along the main diagonal of the
plot (i.e., y=x). If they are linearly related but do not match,
the Q-Q plot will be a straight line other than the main diagon-
al. If, on the other hand, the general trend is flatter (steeper)
than the y=x line, the distribution plotted on the horizontal ax-
is is more dispersed (clustered) than the distribution plotted
on  the  vertical  axis.  More  details  regarding  the  interpreta-
tion of Q-Q plots can be found in Field (2013).
In addition to a visual evaluation, three diagnostics are
used to assess the model performance: the mean absolute er-
ror  (MAE) and  the  root-mean-square  error  (RMSE; Wilks,
2006), and the Cramér-von Mises (CvM; Cramer, 1928) cri-
terion.
The  MAE  between  FMI  observations  and  modelled







where Nt is the number of points in the period (e.g., Nt=31
for July), and the WRF data can be the WRF[3 km]+CDF-t









For both diagnostics, the smaller the scores the more skill-
ful  the  model  prediction,  and  hence  the  more  accurate  the
method.
A  third  skill  score  is  used  to  quantify  the  overlap
between each pair of CDFs. In statistics, for comparing two
CDFs, there are three commonly used non-parametric tests:
Anderson–Darling  (AD),  CvM,  and  Kolmogorov–Smirnov
(KS). Each of the three tests has better power against differ-
ent alternatives; but on the other hand, they exhibit varying
degrees  of  test  bias  in  some  situations.  Roughly  speaking,
AD  has  better  power  against  heavier  tails,  KS  has  more
power  against  deviations  in  the  middle,  and  CvM  lies  in
between (D’Agostino and Stephens,  1986).  Hence,  CvM is
chosen in this work for its balance. The CvM criterion was
originally developed to test whether a sample is drawn from
a  specified  continuous  distribution  and  was  later  general-
ized by Anderson (1962) to check whether two samples are
drawn  from  the  same  unspecified  continuous  distribution.






∣∣∣F̂n (x)− F̂m (x)∣∣∣dF̂n+m (x) , (6)
F̂n (x) F̂m (x)
F̂n+m (x)
where  and  are  the  empirical  CDFs  of  two
samples  with  sample  sizes n and m,  respectively,  and
 is  the  empirical  CDF for  the  combined  sample  of
size n+m.  For  this  work, n=m=30  for  April  2016  and
n=m=31 for July, October 2016 and January 2017. This cri-
terion can be simplified by using a rank approach. Let r1, ···,
rn and s1, ··· , sm be the ranks of the two samples in the com-
bined  sample,  respectively. Anderson  (1962) proved  that





















As the  CvM is  an  increasing  function  of U given  two
samples, the CvM as well as U should be larger if the null hy-
pothesis that the two samples come from the same distribu-
tion is to be rejected. Thus, the CvM can be seen as a measure-
ment of the divergence between the empirical  CDFs of the
two samples.  In  this  study,  is  the  empirical  CDF of
the observed (FMI) data, and  is the empirical CDF to
be evaluated with the same time period as , the CDF
of either WRF[3 km]+CDF-t or WRF[1 km] [i.e., ].
The smaller the value of the CvM score the better the perform-
ance of the downscaling approach, as it will mean that the ob-
served and modelled CDFs have a higher degree of overlap.
After calculating the CvM scores for each station and sea-
son,  a  test  is  conducted  to  assess  whether  the  distributions
of the scores for all available stations and seasons of the two
downscaled products are statistically different. A non-para-
metric test (i.e.,  one that does not assume that the data fol-
low  a  specific  distribution),  the  Wilcoxon  rank-sum  test
(Mann  and  Whitney,  1947; Fay  and  Proschan,  2010),  is
used for this purpose. It  compares 28 paired samples, from
the  seven  stations  and  four  seasons,  for  a  given  variable
(daily  mean,  maximum  and  minimum  air  temperatures).
The null hypothesis is generally defined as that it is equally
likely that a randomly selected value from sample X will be
less or greater than a randomly selected value from another
sample Y, i.e. P(X>Y)=P(X<Y). Here, a stronger null hypothes-
is, namely “the distributions of two samples are equal”, is con-
sidered.  A downscaling  technique  is  only  considered  to  be
more skillful than another if its CvM scores, with respect to
the observed data, are statistically significantly lower. More
details about this test can be found in Neuhäuser (2011).
3.    Results and discussion
3.1.    Daily mean temperature
The Q-Q plots for the daily mean air temperature are giv-
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en in Fig. 3. Shown are the results for the hybrid downscal-
ing technique (WRF[3 km]+CDF-t) in red and for the high-
er-resolution  dynamic-only  downscaling  approach  (WRF
[1 km]) in blue. The numbers at the top of each panel show
the MAE between each pair of CDFs, with the panels for a
given season sorted out in ascending order of MAE. For all
stations  and  seasons,  roughly  1.3%  of  the  total  number  of
points were subjected to the Déqué (2007) out of bounds cor-
rection, i.e., less than one point per panel.
Figure  3 shows that  the  air  temperature  in  the  Honka-
joki region exhibits a considerable seasonal variability, as ex-
pected of a site located at high latitudes. During winter, it hov-
ers  around  freezing,  being  warmer  than  that  recorded  fur-
ther  east  in  eastern  Finland  and  neighboring  Russia  due  to
the moderating influence of the prevailing midlatitude wester-
lies, with extreme cold events occurring when the flow is re-
versed (e.g., Linderson, 2001; Trigo et al., 2002). In the sum-
mer,  it  is  lower  than  that  at  the  referred  places,  with  daily
mean  values  around  290  K,  due  to  the  presence  of  the
nearby  Gulf  of  Bothnia  and  associated  mesoscale  circula-
tions (e.g., Rummukainen et al., 2001). A visual inspection
of Fig. 3 and of the MAE scores reveals that, for the vast ma-
jority of the stations and seasons, the hybrid downscaling out-
performs  the  dynamical-only  approach.  The  only  stations
for which the latter gives the best results are stations 5 and 6
in  spring  and  stations  2,  3  and  5  in  winter.  While  in  the
spring, summer and autumn seasons the model-predicted tem-
peratures  are  in  general  agreement  with  those  observed,  in
winter the WRF-predictions at all stations exhibit a warm bi-
as, which can exceed 5 K, and has been reported in other stud-
ies (e.g., García-Díez et al., 2013). It likely arises from an in-
correct  simulation  of  the  near-surface  atmospheric  condi-
tions in stably stratified environments that are ubiquitous in
this  region  and  season  (Pepin  et  al.,  2009; Steeneveld,
2014). The use of a statistical downscaling technique (CDF-
t) does not seem to fix this problem. In spring, on the other
hand,  in  the  three  coastal  stations  (2,  3  and  4)  WRF has  a
cold  bias,  in  the  three  inland  stations  (5,  6  and  7)  it  has  a
warm  bias,  while  at  station  1  there  is  a  good  agreement
between the observed and modelled temperature range. The
warm bias in the inland stations may be related to the tend-
ency of the Noah LSM to underestimate the snow cover ex-
tent  and  give  a  shorter  snow  season  compared  to  observa-
tions (e.g., Sheffield et al., 2003). In fact, and in comparis-
on with the FMI daily data, for the month of April WRF has
a tendency to underpredict the snow depth at the location of
these stations (not shown). The cold bias in the coastal sta-
tions may be due to an incorrect simulation of the observed
sea-ice  cover/depth  over  the  Gulf  of  Bothnia,  both  fields
read in from the 6-hourly 0.5° × 0.5° CFSR dataset (Saha et
al., 2010), as the sea-ice in the region usually melts in April
(Leppäranta  and  Seinä,  1985).  In  addition,  in  the  default
Noah LSM configuration in WRF there are four soil layers
with a maximum depth of 2 m. A lower soil depth may be
needed  for  the  model  to  successfully  simulate  the
freeze–thaw cycles  that  are  important  to  the  Arctic  system
(Barlage  et  al.,  2008).  For  the  month of  January,  the  snow
depth biases have both positive and negative signs, so they
cannot  fully  explain  the  warm  temperature  bias  shown  in
the Q-Q plots in the last column of Fig. 3. For nearly all sta-
tions  and  seasons,  the  temperature  extremes  (i.e.,  the  first
and  last  quantiles)  are  not  well  captured  by  both  methods.
These are harder to simulate, and probably require higher spa-
tial resolutions than those used in this work (3 or 1 km).
The model performance is quantified using the CvM dia-
gnostic, with the scores given in Table 1. As discussed in sec-
tion 2.4, the smaller the CvM score, the more skillful the mod-
el forecast. The results in Table 1 show that, in line with the
MAE scores given in Fig. 3, for nearly all stations and sea-
sons the hybrid downscaling approach (WRF[3 km]+CDF-
t) gives the smallest CvM values, most of the time by an or-
der of magnitude, compared to those obtained with the dynam-
ical-only downscaling approach (WRF[1 km]). The only ex-
ceptions are  station 6 in  spring and station 2 in  winter,  for
which the hybrid approach gives higher MAEs. Besides an in-
dividual  inspection  of  the  scores,  the  Wilcoxon  rank-sum
test  is  performed  to  quantify  whether  the  two  distributions
of  the  CvM  scores  are  statistically  different.  As  the  CvM
scores from the hybrid downscaling approach are generally
smaller  than  the  ones  from  the  dynamical-only  downscal-
ing approach, a one-sided test is performed, i.e., the alternat-
ive hypothesis is that the distribution for the dynamical-only
downscaling approach is  shifted  to  the  right  of  the  one for
the  hybrid  downscaling  approach.  The p-value  is  found  to
be  smaller  than  0.05,  indicating  that  there  is  less  than  5%
probability  that  the  CvM scores  obtained  with  the  two  ap-
proaches  are  drawn  from  the  same  distribution.  In  other
words, the distributions of the CvM scores are statistically dif-
ferent,  with  the  hybrid  approach  being  closer  to  the  ob-
served  data  for  the  daily  mean  temperature.  The  CvM
scores for the two methods averaged over all stations and sea-
sons  are  0.15  and  0.84,  respectively.  When  averaged  over
all  stations  and  seasons,  the  RMSE  and  MAE  for  the
WRF[3  km]+CDF-t  are  1.5  K  and  1.1  K,  whereas  for
WRF[1 km] they are 1.9 K and 1.6 K, respectively. In other
words, all skill scores show that the hybrid method outper-
forms the dynamical-only downscaling approach, giving pre-
dictions generally within 2 K of the observed value. Hence,
a WRF[3 km]+CDF-t downscaling technique is not only com-
putationally cheaper than a WRF[1 km] downscaling meth-
od, it also gives more skillful predictions of the daily mean
air temperature, at least for the Honkajoki region in Finland.
3.2.    Daily maximum temperature
In addition to the daily mean temperature, the FMI data-
set also provides daily temperature extremes. As they may oc-
cur  more  frequently  in  a  hypothetical  warmer  world  (e.g.,
Kjellström et al., 2007; Koenigk et al., 2013), it is also of in-
terest to consider them. Figure 4 and Table 2 are similar to
Fig. 3 and Table 1 but for the daily maximum air temperat-
ure. For this field, and for all stations and seasons, roughly
1.5%  of  the  total  number  of  points  are  subjected  to  the
Déqué  (2007) out  of  bounds  correction,  i.e.,  less  than  one





Fig. 3. Q-Q plots for the daily mean air temperature (K), for the central month of each season (April, July, October 2016 and
January 2017),  and for  the seven stations shown in Fig.  2.  The red dots  represent  the 100 quantiles  of  the dynamically and
statistically downscaled (WRF[3km]+CDF-t) data against that observed (FMI). The blue dots are the same but for the higher-
resolution dynamically downscaled (WRF[1km]) data. The main diagonal, which indicates a perfect agreement between each
pair  of  CDFs,  is  drawn  as  a  black  line.  The  numbers  at  the  top  of  each  panel  show  the  MAE  (K)  between  each  set  of
distributions, with the panels for a given season sorted in ascending order of the hybrid method’s MAE.




As  is  the  case  for  the  daily  mean temperature,  the  hy-
brid  method  gives  the  lowest  MAEs  for  nearly  all  the  sta-
tions  and  seasons,  except  for  station  6  in  spring  and  2  in
winter. In addition, some of the findings reached in the analys-
is  of Fig.  3 hold  for  the  daily  maximum temperature,  such
as (i) warm bias in the model at the location of all  stations
in  winter,  at  times  with  a  magnitude  larger  than  5  K;  (ii)
warm bias in the inland stations (5, 6 and 7) and cold bias in
the coastal stations (2, 3 and 4) in spring; (iii) smaller-mag-
nitude  biases  in  summer  and  autumn,  particularly  for  the
WRF[3 km]+CDF-t downscaling; (iv) not so skillful simula-
tion of the extremes of the daily maximum temperature distri-
bution (i.e., the tails of the CDF distributions).
Except  for  station  2  in  winter,  the  CvM scores  for  the
WRF[3  km]+CDF-t  approach  are  smaller  than  those  ob-
tained  with  the  WRF[1  km]  downscaling.  For  this  station,
the MAE given by the hybrid approach is also higher.  The
CvM scores for the two methods averaged over all stations
and seasons are 0.14 and 0.91, with RMSE values of 1.8 K
and  2.4  K,  and  MAE  values  of  1.4  K  and  2.1  K,  respect-
ively.  The p-value  obtained  with  the  Wilcoxon  rank-sum
test  with  the  same  alternative  hypothesis  as  for  the  daily
mean temperature is 0.018. Hence, and as is the case for the
daily  mean  temperature,  the  two  distributions  of  CvM
scores are statistically different from each other, with the hy-
brid approach giving more accurate predictions according to
all  the  verification  diagnostics  considered.  Despite  the
slightly  higher  magnitude  of  the  RMSEs  and  MAEs  com-
pared to those of the daily mean temperature, the model-pre-
dicted  daily  maximum  temperatures  are  generally  within
2  K  of  those  observed,  in  particular  for  the  WRF[3  km]+
CDF-t downscaling approach. As temperature extremes are
likely to change more than the mean values in a hypothetic-
al warmer world (e.g., Seneviratne et al.,  2014), it  is of in-
terest to look into how the model performs in the warm (sum-
mer)  and  cold  (winter)  seasons  separately.  The  averaged
CvM scores for the hybrid, WRF[3 km]+CDF-t, and dynamic-
al-only, WRF[1 km], downscaling are 0.11 and 1.36 for the
summer  and  0.13  and  0.47  for  the  winter  season,  respect-
ively.  The corresponding RMSE (MAE) scores  for  the  hy-
brid and dynamical-only simulations are 1.8 K (1.4 K) and
2.9 K (2.6 K) for the summer, and 1.6 K (1.2 K) and 1.9 K
(1.5  K)  for  the  winter  season,  respectively.  Hence,  while
WRF[3 km]+CDF-t clearly outperforms WRF[1 km] in the
summer season,  in  winter  the  scores  are  more  comparable,
even though the hybrid approach still has the edge.
3.3.    Daily minimum temperature
Figure 5 is similar to Fig. 3 and Table 3 is similar to Ta-
ble  1 but  for  the  daily  minimum  air  temperature.  For  this
field,  and for  all  stations and seasons,  roughly 0.6% of the
total number of points are subjected to the Déqué (2007) out
of bounds correction, i.e., less than one point per panel.
While  for  the  daily  mean  and  maximum  air  temperat-
ures the hybrid method clearly outperforms the dynamical-
only downscaling approach, for the daily minimum air temper-
ature the performance of the two techniques is more compar-
able, with generally higher MAEs. For this field, both meth-
ods show a clear warm bias not just in winter but in all sea-
sons, even though it has a larger magnitude in the cold sea-
son. These warmer nighttime temperatures may arise from ex-
cessive  cloud  cover  and/or  deficiencies  in  the  Noah  LSM
(e.g. Katragkou et  al.,  2015; Bastin  et  al.,  2018).  For  sum-
mer and autumn, and except for stations 1 and 2 in the lat-
ter,  the  hybrid  approach gives  the  lowest  MAEs.  In  winter
and spring,  however,  the results  are mixed, even though in
the former the main difference between the two methods is
in the tail of the distribution. The magnitude of the MAEs is
also higher for this field: while for the daily mean and maxim-
um air temperatures the hybrid method always gives MAEs
lower than 2 K, for this method and for the minimum air tem-
perature the MAEs exceed 2 K at more than 40% of the sta-
tions. Recent work has shown that the daily minimum temper-
ature is expected to change more significantly than the daily
maximum and mean air temperatures in a hypothetical warm-
er world (e.g., Nikulin et  al.,  2011).  It  is  possible then that
the  poorer  performance  of  the  hybrid  method for  this  field
may also arise from the violation of the stationary assump-
tion made in the development of the statistical technique.
In line with the Q-Q plots shown in Fig. 5, no method
is  found  to  outperform  another  when  inspecting  the  CvM
Table  1.   CvM  scores  for  the  daily  mean  air  temperature  obtained  with  the  hybrid  product  (WRF[3  km]+CDF-t)  and  the  higher-
resolution dynamically-only downscaling (WRF[1 km]) with respect to the FMI data, for the central month of each season (April, July,
October 2016 and January 2017) and for the seven stations shown in Fig. 2. The CvM scores for the stations/seasons for which (WRF
[1 km]) outperforms (WRF[3 km]+CDF-t) are highlighted in bold.
Season Method
Station
1 2 3 4 5 6 7
Spring: April 2016 WRF[3 km]+CDF-t 0.06 0.19 0.54 0.27 0.41 0.48 0.42
WRF[1 km] 0.72 2.63 3.31 2.38 0.43 0.17 0.56
Summer: July 2016 WRF[3 km]+CDF-t 0.71 0.24 0.29 0.17 0.06 0.05 0.02
WRF[1 km] 0.91 2.72 2.33 1.40 0.43 0.33 0.95
Autumn: Octorber 2016 WRF[3 km]+CDF-t 0.18 0.08 0.04 0.07 0.05 0.05 0.04
WRF[1 km] 0.62 0.13 0.20 0.15 0.33 0.22 0.48
Winter: January 2017 WRF[3 km]+CDF-t 0.03 0.07 0.06 0.06 0.07 0.06 0.03
WRF[1 km] 0.41 0.03 0.30 0.27 0.30 0.37 0.35
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scores  given  in Table  3.  A  comparison  of Table  3 with
Tables 1 and 2 reveals that, while for the daily mean and max-
imum  temperatures  WRF[1  km]  only  outperforms  WRF
[3 km]+CDF-t  in  two cases  and one case,  respectively,  for
the daily minimum temperature,  the dynamical-only down-
scaling outperforms the hybrid  approach in  a  total  of  eight
cases.  Looking  at  each  season  separately,  four  out  of  the
eight  cases  occur  in  spring,  three  in  autumn,  and  one  in
 
 
Fig. 4. As in Fig. 3 but for the daily maximum air temperature (K).
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winter.  The  poorer  performance  of  WRF[3  km]+CDF-t
seems to be almost exclusively in the transition seasons. As
stated  before,  the  WRF  forecasts  at  this  time  of  the  year,
and particularly in spring, are less skillful, possibly because
of deficiencies inherent to the Noah LSM that lead to discrep-
ancies between the observed and modelled snow cover and
extent of the snow season (Sheffield et al., 2003). This is con-
firmed when the observed and modelled snow depths are com-
pared (not shown). The fact that the two methods give more
comparable  results  may  suggest  that  the  CDF-t  does  not
work so well in the transition seasons. One possible explana-
tion is that, while in both April and October the daylight peri-
od is still relatively long, allowing for a more well-mixed at-
mosphere and therefore more predictable daytime temperat-
ures, at night the better representation of the static fields and
local-scale dynamics in the WRF[1 km] run may give it the
edge  at  the  location  of  some  of  the  stations.  Despite  this,
however, the p-value obtained with the Wilcoxon rank-sum
test  with the same alternative hypothesis  as  for  daily mean
and  maximum temperatures  is  0.018,  indicating  that  at  the
95% confidence level the hybrid downscaling still gives the
best results. The averaged CvM scores over all stations and
seasons for the hybrid and dynamical-only downscaling meth-
ods are 0.33 and 0.64, respectively. For the summer season,
the scores for the WRF[3 km]+CDF-t  and WRF[1 km] are
0.30 and 1.15,  and for  the winter  season they are 0.08 and
0.22.  The corresponding RMSEs (MAEs) values are  2.3 K
(1.7 K) and 2.2 K (1.9 K) for all seasons, 1.8 K (1.5 K) and
2.5 K (2.2 K) for the summer season, and 2.9 K (2 K) and
2.1 K (1.7 K) for the winter season, respectively. It is interest-
ing to note that, while for the summer season WRF[3 km]+
CDF-t  gives  the  smallest  RMSE  and  MAE,  for  winter
WRF[1  km]  performs  the  best  according  to  those  two
scores, even though its CvM score is higher. This apparent
contradiction can be explained by looking at the Q-Q plots
in Fig. 5. The main difference between the two modelled CD-
Fs is in the tail of the distribution, with the CDF of the hy-
brid  method  showing  larger  discrepancies  with  respect  to
that  observed.  However,  overall  the  hybrid  method’s  CDF
is closer to the main diagonal compared to that given by the
WRF[1 km] simulation, and hence it has a lower CvM but a
higher RMSE and MAE. As highlighted before, the model-
predicted daily minimum air temperatures forecasts are not
as skillful as those for the daily mean and maximum air tem-
peratures  but  are  still  generally  within  3  K  of  those  ob-
served.
In the discussion so far the temperature distributions pre-
dicted  by  WRF[3  km]+CDF-t  and  WRF[1  km]  are  evalu-
ated against those observed through the analysis of the corres-
pondent Q-Q plots and the MAE and CvM scores. In order
to allow for a more direct evaluation of the three temperat-
ure distributions, in Fig. 6 they are shown at the location of
station  2  for  the  summer  season.  Similar  results  are  ob-
tained at the other stations for this season (not shown). The
curves  plotted  in Fig.  6 are  in  line  with  the  findings  high-
lighted  before:  WRF[3  km]+CDF-t  gives  more  skillful  air
temperature  predictions  compared  to  WRF[1  km],  particu-
larly for the daily-mean and maximum air temperatures. For
these  two  variables,  the  three  temperature  distributions  are
bimodal, with the WRF[1 km] distribution exhibiting a clear
cold  bias,  more  significant  for  the  maximum  temperature.
The two model-predicted distributions are more similar for
the  daily  minimum temperature,  being  close  to  a  Gaussian
shape, as is the case for the observed data, which is consist-
ent with the more comparable MAE and CvM scores given
in Fig. 5 and Table 3.
4.    Conclusions
The  lower  spatial  resolution  and  inherent  biases  of
GCM  outputs,  when  evaluated  against  observational  data
(e.g., Vigaud et al., 2013), have led to numerous attempts to
generate  more  reliable  local-scale  predictions  using  the
coarse-resolution model data as input.  Both dynamical (us-
ing  a  high-resolution  numerical  model)  and  statistical  (us-
ing  a  numerical  algorithm)  downscaling  approaches  have
been  conducted  earlier  with  good  results  (e.g., Warrach-
Sagic et al., 2013; Pierce et al., 2015). Hybrid statistical–dy-
namical downscaling methods, where a statistical technique
is applied to numerical model outputs, have also been success-
fully implemented (e.g., Colette et al.,  2012; Famien et al.,
2018; Wu et  al.,  2018).  An  easy-to-apply,  commonly  used
and  computationally  less  demanding  statistical  method  is
the CDF-t (Michelangeli et al., 2009; Pierce et al., 2015). A
hybrid  statistical–dynamical  downscaling  method  featuring
the CDF-t and the WRF model has shown very promising res-
Table 2.   As Table 1 but for the daily maximum air temperature.
Season Method
Station
1 2 3 4 5 6 7
Spring: April 2016 WRF[3 km]+CDF-t 0.13 0.27 0.49 0.16 0.17 0.21 0.31
WRF[1 km] 0.73 3.68 3.28 2.64 0.50 0.25 0.37
Summer: July 2016 WRF[3 km]+CDF-t 0.07 0.16 0.30 0.10 0.06 0.04 0.05
WRF[1 km] 0.40 3.63 2.43 1.61 0.45 0.22 0.78
Autumn: Octorber 2016 WRF[3 km]+CDF-t 0.04 0.17 0.07 0.11 0.04 0.07 0.06
WRF[1 km] 0.12 0.25 0.20 0.15 0.08 0.11 0.14
Winter: January 2017 WRF[3 km]+CDF-t 0.14 0.21 0.10 0.13 0.16 0.09 0.09
WRF[1 km] 0.63 0.09 0.31 0.67 0.51 0.69 0.42
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ults in simulating local-scale fields that can subsequently be
used  for  climate  impact  studies  (e.g., Colette  et  al.,  2012;
Bechler  et  al.,  2015).  In  this  work,  the  CDF-t  is  combined
with  WRF forecasts  over  the  Honkajoki  region in  Finland,
and  evaluated  against  a  higher-resolution  dynamical-only
downscaling product and observed station data provided by
the  FMI.  The  main  goal  is  to  assess  whether  the  CDF-t,
when applied to a dynamical downscaling of a reanalysis data-
 
 
Fig. 5. As in Fig. 3 but for the daily minimum air temperature (K).
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set  to  a  spatial  resolution  of  a  few  kilometers,  can  outper-
form  a  much  more  computationally  expensive  dynamical
downscaling to a kilometer  resolution.  The Honkajoki  area
is chosen given the large seasonal contrast of the weather con-
ditions  in  the  region,  and  the  fact  that  RCMs  have  been
shown to have large biases here (e.g., Kotlarski et al., 2014;
Katragkou et al., 2015), raising the question of how much of
an  added  value  a  hybrid  downscaling  technique  will  give.
The focus of the analysis is on the daily mean and extreme
air  temperatures,  variables  that  are  very  relevant  for  many
weather  and  climate  applications,  and  that  are  predicted  to
change  significantly  in  the  region  in  a  hypothetical  warm-
ing  climate  (e.g., Jylha  et  al.,  2004; Hanssen-Bauer  et  al.,
2005).
For the “training” period, a 20-year (April 1997 to March
2016) WRF downscaling at a 3-km resolution, WRF[3 km],
and station data from the FMI are used. A separate transforma-
tion T is  generated  for  each  season  and  variable,  and  then
used to predict the daily mean and extremes of air temperat-
ure for the central month of each season for the period April
2016 to  March 2017.  These  predictions  are  then compared
to  those  given by a  1-km WRF downscaling,  WRF[1 km].
The  computational  cost  of  the  WRF[1  km]  simulations  is
the reason why the prediction period is restricted to the cent-
ral month of each season for one year. This is a limitation of
the  study,  given  that  the  atmospheric  conditions  in  the  re-
gion are known to exhibit significant variability on interannu-
al time scales (e.g., Toniazzo and Scaife, 2006; Gray et al.,
Table 3.   As Table 1 but for the daily minimum air temperature.
Season Method
Station
1 2 3 4 5 6 7
Spring: April 2016 WRF[3 km]+CDF-t 0.53 0.06 0.47 0.18 0.89 0.98 0.66
WRF[1 km] 0.24 1.10 2.44 1.56 0.25 0.10 0.18
Summer: July 2016 WRF[3 km]+CDF-t 1.43 0.12 0.25 0.07 0.09 0.08 0.12
WRF[1 km] 1.56 1.14 2.14 1.10 0.49 0.59 1.04
Autumn: Octorber 2016 WRF[3 km]+CDF-t 1.14 0.03 0.21 0.04 0.32 0.58 0.56
WRF[1 km] 0.64 0.05 0.13 0.04 0.80 0.10 0.74
Winter: January 2017 WRF[3 km]+CDF-t 0.18 0.04 0.08 0.02 0.05 0.06 0.10
WRF[1 km] 0.26 0.03 0.17 0.09 0.33 0.26 0.37
 











































Fig. 6. Daily mean, minimum and maximum air temperature distributions (K) from WRF[3 km]+CDF-t (red curve), WRF[1
km] (blue curve) and that observed as given by the FMI data (green curve) at the location of station 2 and for the summer
season.
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2016). A comprehensive evaluation will be presented in a sub-
sequent  paper.  The  performance  of  WRF[3  km]+CDF-t  is
evaluated  against  that  given  by  WRF[1  km]  and  the  FMI
data both visually,  through inspection of the correspondent
Q-Q  plots,  and  quantitatively,  using  the  CvM,  RMSE  and
MAE  diagnostics.  It  is  concluded  that,  at  the  95%  confid-
ence  level,  the  hybrid  approach,  particularly  for  the  daily
mean and maximum air temperatures, gives more skillful fore-
casts compared to the dynamical-only downscaling at a high-
er  spatial  resolution,  at  least  for  the  near-coast  Finnish  re-
gion  studied.  For  the  daily  minimum  air  temperature,
however, the two methods perform comparably.
For all stations and variables, WRF has a warm bias in
winter that has been noted by García-Díez et al. (2013) and
is possibly due to deficiencies in the simulation of stably strat-
ified environments, a regular occurrence at high latitudes in
the cold season. In spring, on the other hand, WRF yields tem-
peratures  that  are  too  warm  at  the  inland  stations  and  too
cold in coastal areas. While the former may be related to the
tendency  of  the  Noah  LSM  to  underpredict  the  amount  of
snow cover  and  the  length  of  the  snow season  (e.g., Shef-
field et al., 2003), the latter may arise from an incorrect repres-
entation of the sea-ice cover and extent, perhaps the timing
of the spring melt, that are read in from the 6-hourly CFSR
data.  The  daily  minimum  temperatures  in  WRF  are  too
warm in all  seasons, not just  in winter,  although the biases
have a larger magnitude in the cold season. A possible explan-
ation is  excessive cloud cover  and/or  potential  deficiencies
in the Noah LSM (e.g., Katragkou et al., 2015; Bastin et al.,
2018).
For the daily mean and maximum temperatures, the hy-
brid approach, WRF[3 km]+CDF-t, gives the best scores at
nearly  all  stations  and  seasons,  with  averaged  CvM values
of  about  0.15 and 0.14,  RMSE values  of  1.5  K and 1.8 K,
and MAE values of 1.9 K and 1.4 K, respectively. On the oth-
er hand, for the daily minimum temperature, the results ob-
tained  with  the  two  techniques  are  more  comparable,  with
WRF[1 km] outperforming WRF[3 km]+CDF-t for four sta-
tions in spring, three in autumn, and one in winter. In addi-
tion  to  the  more  variable  weather  conditions  in  the  trans-
ition seasons that may be harder to simulate with the CDF-t,
the  predicted more  significant  changes  in  the  daily  minim-
um  air  temperature  compared  to  the  daily  maximum  and
mean  temperatures  in  a  future  warming  climate  (e.g.,
Nikulin et al., 2011) may suggest that the stationary assump-
tion made in the CDF-t technique does not work so well for
this field. In any case, and for the hybrid approach, the CvM
score for the daily minimum temperature is about 0.33, the
RMSE is 2.3 K, and the MAE is 1.7 K. These scores show
an overall good performance and highlight the potential use
of this  WRF product for in-situ air  temperature estimation,
at least for this region. These results are confirmed by a dir-
ect  inspection  of  the  observed,  WRF[3  km]+CDF-t  and
WRF[1 km] air temperature distributions.
As the CDF-t does not require much time and computa-
tional  resource  to  implement,  this  methodology  can  easily
be extended to other variables (e.g., precipitation, and quantit-
ies related to wind energy and icing applications), regions, nu-
merical models and future climate change studies. Some of
the referred extensions of the work will be presented in a sub-
sequent  paper.  Future  work  will  also  test  better  treatments
of the tail adjustment of the modelled CDF, such as the one
proposed by Lanzante et al. (2019).
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