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Abstract
Autothermal reformers use fuel-air oxidation to ensure on-board production of
hydrogen from fuel and water. The use of diesel instead of better-known me-
than, permits the ships to be refuelled all around the world. These systems
show strong sensitivity to carbon deposit which reduces their lifetime. Good
knowledge of the fuel air mixing is thus required. Academic description of such
tridimensional systems usually relies on the application of a RANS simulation
coupled with gaseous chemical kinetics mechanisms. These mechanisms can
then consist of a few empirical reactions, or of quite large schemes, with more
than 50 species derived automatically from big detailled schemes. The resulting
description is either not precise enough, or too computationally expensive to be
used during the design process. This thesis thus aims to develop an industrially
compatible methodology to describe the impact of the design geometry on pol-
lutant formation. ANSYS R© software such as Fluent R© and Chemkin R© are then
used to perform the simulation. An original method of limited size mechanism
derivation from larger chemical schemes is proposed. It is succesfully applied
to the generation of a partial oxidation mechanism of n-dodecane, from the re-
sults of diesel reforming chemical analysis. The resulting scheme is then applied
to the liquid injection diesel autothermal reformer reactive simulation. Even if
validation diﬃculties result from the lack of experimental data and limitations
of the software, it remains the ﬁrst simulation of this kind in the literature, to
our knowledge. Promising results are obtained.

Résumé
Le reformage autothermique, dans lequel une oxydation air carburant permet
d’initier les réactions de formation d’hydrogène à partir de carburant et d’eau,
semble une voie prometteuse pour la synthèse d’hydrogène à bord de navires.
Son application au diesel, carburant majoritairement utilisé dans le secteur
maritime, bien que moins bien connue académiquement que celle du méthane,
permet une opérabilité du vaisseau sur l’ensemble du globe. Cependant les ré-
acteurs associés sont particulièrement sujets au dépôt de carbone, néfaste pour
leur durabilité, et requièrent alors une attention toute particulière au niveau
des zones de mélange lors de leur conception. Dans les cas d’écoulements for-
tement tridimensionnels, une approche RANS couplée à un schéma cinétique
décrivant les espèces gazeuses, est le plus souvent utilisée. Ce schéma consiste
alors soit en un nombre succint de réactions empiriques, au risque de se montrer
peu précis sur les niveaux de polluants, ou au contraire en des schémas d’une
cinquantaine d’espèces issus de la réduction automatique de schémas complets,
qui restent cependant trop lourds à utiliser lors d’une phase de conception.
L’objectif de la thèse est alors de proposer une méthodologie pour décrire l’im-
pact d’une géométrie sur les niveaux de polluants compatibles avec les outils
habituellement utilisés dans le milieu industriel. Ainsi, la description du cou-
plage chimie-écoulement est réalisée par le biais des logiciels Fluent R© et de la
suite Chemkin R© de ANSYS R©. Après une analyse de la chimie du reformage
autothermique du diesel, une méthode de génération de schémas globaux d’une
dizaine d’espèces à partir d’un schéma détaillé est proposée. Elle est, par la suite
appliquée avec succès à l’oxydation partielle du n-dodécane. Le schéma est alors
utilisé dans la première simulation réactive de reformeur auto-thermique avec
injection de diesel liquide réalisée à ce jour. Malgré les diﬃcultés de valida-
tion dûes au manque de données experimentales et aux limitations des logiciels
imposés, les résultats obtenus sont encourageants.
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1
Contexte de l’étude
A scientist studies what is, whereas an engineer creates what never
was.
Theodore von Kármán
Ce premier chapitre a pour vocation de donner les motivations du travail de
recherche effectué. Le travail s’attachant au reformage du diesel, les principaux
défis scientifiques sont abordés. Les contraintes posées sur la méthodologie sont
rappelées afin de discuter de la démarche suivie.
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Ainsi, les premiers prototypes introduits dans le domaine maritime corres-
pondent à des projets de propulsion anaérobie pour des sous-marins allemands,
au début des années 70 [11] et installés dans les années 2000 sur les les classes
212. Cependant, c’est à partir des années 2000, que le nombre de projets a gran-
dement progressé, selon un retour de l’organisme de certiﬁcation DNV GL [12].
Diﬀérents projets de ces dernières années illustrent pleinement le phénomène.
Tout d’abord, un générateur à pile à combustible, alimenté en hydrogène a été
testé en situation dans le port d’Honolulu, par le Laboratoire SANDIA [13].
Il s’agissait alors de comparer la capacité des piles à combustible à alimenter
des conteneurs réfrigérés habituellement reliés à des générateurs diesel conven-
tionnels. L’expérience a démontré l’eﬃcacité de la technologie et son utilisation
possible dans un environnement maritime, sans problème de sécurité notable.
[14].
L’initiative e4ships [15] lancée par le gouvernement allemand, en partenariat
avec les entreprises nationales du secteur, a pour ambition de tester l’utilisation
de piles à combustible en fonctionnement réel sur des navires. Deux projets de
propulsion sont ainsi proposés. Le premier, intitulé Pa-X-ell, cherche à dévelop-
per, et intégrer à un paquebot, un système de génération d’électricité décentra-
lisé. Ce dernier doit pouvoir fonctionner à l’aide de gas naturel, d’éthanol ou
de méthanol.
Le deuxième, intitulé SchIBZ, s’attache à développer un système utilisant un
reformeur diesel pour alimenter de gros yachts ou des navires de recherche.
Enﬁn, l’entreprise Serenergy a développé un système de reformage du méthanol
et propose une solution de génération d’électricité distribuée basée sur des piles
à combustible pour alimenter des navires de transport de passagers [16].
Bien que les caractéristiques de l’ensemble du système énergétique varient, sui-
vant les technologies utilisées et les fuels de stockage choisis, il est possible
d’identiﬁer une architecture commune. Celle-ci, représentée à la Fig. 1.5, se di-
vise en deux parties. D’un côté, ont lieu le stockage et l’éventuel traitement du
fuel. De l’autre, en ﬁn de processus, on retrouve la pile à combustible, chargée
de fournir de l’électricité.
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polluants dangereux par rapport aux moteurs conventionnels.
À l’opposé, l’hydrogène maximise l’eﬃcacité du système mais ne dispose pas
pour l’instant d’une infrastructure suﬃsante pour alimenter l’ensemble du traf-
ﬁc.
À l’heure actuelle, les systèmes basés sur des piles à combustible semblent au
moins autant eﬃcaces que les générateurs conventionnels consommant du diesel
[9]. La pile pouvant être associée à des batteries, elle est alors capable de tenir
des variations rapides de charge. Le coût économique des systèmes à base de
piles à combustible est certes plus élevé cependant l’introduction de nouvelles
réglementations en Europe pourraient inciter le secteur à franchir le pas.
1.3 Le processus de reformage
Le reformage de fuels classiques, tels que le diesel, même s’il est moins eﬃcace
que celui du méthanol ou du méthane, bénéﬁcie pour lui de l’infrastructure
complète, déjà existante, d’approvisionnement en carburant [18]. De plus le
diesel demeure le carburant majoritairement utilisé dans le secteur maritime
[9].
La mise en place d’une unité de production d’hydrogène à partir de fuels logis-
tiques, tels que le diesel, l’essence ou le kérozène, se fait au moyen de quatre
étapes d’après van Biert et al. [9], correspondante chacune à un sous système
dédié.
1.3.1 Le reformage
L’objectif est ici de convertir les hydrocarbures en syngas, mélange gazeux d’hy-
drogène et de monoxyde de carbone. Ceci peut être réalisé par le biais de plu-
sieurs réactions :
— L’eau peut être utilisée comme réactif suivant la réaction 1.1.
CxHy + xH2O =
(
x+
y
2
)
H2 + xCO (1.1)
Cette première réaction alors dite de vaporeformage possède un bon ren-
dement en hydrogène. Cependant étant endothermique, elle requiert un
apport de chaleur conséquent.
— Dans le cas de mélanges très riches en carburant [19], une oxydation
partielle peut se réaliser.
CxHy +
x
2
O2 =
y
2
H2 + xCO (1.2)
CxHy + xO2 =
y
2
H2 + xCO2 (1.3)
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Cette oxydation peut être ou non catalytique. Par ailleurs étant exother-
mique, elle s’accompagne d’un dégagement de chaleur.
— Dans le cas du méthane, Schluckner et al.[20] reportent également des
réactions dites de reformage à sec.
CH4 + CO2 = 2CO+ 2H2 (1.4)
CH4 + 3CO2 = 4CO+ 2H2O (1.5)
Ici, c’est le dioxyde de carbone qui va permettre la décomposition du fuel.
Ces réactions étant toutefois assez lentes d’un point de vue cinétique,
elles sont le plus souvent négligées. Cette réaction bien qu’existante,
n’est pas utilisée dans le cas d’hydrocarbures plus lourds, à cause de sa
tendance à favoriser la formation de coke [21].
Ces diﬀérentes réactions sont à l’origine des types de reformeurs existants. Les
deux premiers types : les reformeurs vapeur (SR) et les reformeurs catalytiques
(CPox) reposent respectivement sur les équations 1.1 et 1.2. Ainsi dans le pre-
mier cas de l’eau et de la chaleur sont utilisées pour décomposer le fuel, tandis
que dans le deuxième, l’oxydant réagit avec le fuel et fournit également de la
chaleur.
Le premier cas même s’il nécessite un apport d’énergie se traduit cependant
d’un plus fort rendement en hydrogène.
Dans le cas de CPox, deux types de catalyseurs sont habituellement utilisés.
Il peut s’agir de lits de granulés ou bien de grands blocs monolithiques. Cette
deuxième option oﬀre alors une plus grande surface de réaction et des pertes
de charge réduites [22].
Enﬁn les reformeurs autothermiques (ATR) combinent ces deux approches. Le
carburant est premièrement mélangé à de la vapeur, avant une injection d’air
ou d’oxygène. Après une zone de mélange gazeuse, l’ensemble des réactifs est
envoyé sur des catalyseurs tel que schématisé Fig. 1.7. Une telle démarche per-
met ainsi d’utiliser la chaleur dégagée par l’oxydation partielle pour alimenter
le vaporeformage. L’ensemble du processus est par ailleurs légèrement exother-
mique.
1.3.2 Élimination du monoxyde de carbone
Dans le cadre d’une pile à combustible à basse température, le monoxyde de
carbone peut se ﬁxer sur les catalyseurs au platine les rendant ainsi moins
eﬃcaces [17]. Il convient donc de l’éliminer du mélange gazeux. Pour ceci, van
Biert et al. [9] propose trois voies réactionnelles :
— La réaction dite de “gas water shift” revient à utiliser la vapeur comme
réactif, pour produire de l’hydrogène et du dioxyde de carbone.
CO+H2O = H2 + CO2, ∆H
0 = −4.1 10+4J.mol−1 (1.6)
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l’oxydation préférentielle, elle résulte quand même en une plus grande
consommation d’hydrogène.
1.3.3 Le problème du dépôt de carbone
L’utilisation du diesel comme ﬂuide de reformage entraine un certain nombre
de complications au niveau du reformeur.
De part la présence de longues chaines carbonées, de composés alcènes et d’aro-
matiques, le système est particulièrement sujet au dépôt de carbone, d’après
Xu et al. [25]. Ces dépôts polluants viennent alors réduire l’eﬃcacité des cata-
lyseurs et la durée de vie du système global. Ces dépôts peuvent être catalogués
comme suies ou comme coke.
Dans le premier cas, ils correspondent à des agglomérats de faible taille, de
particules de diamètre entre 10 et 50 µm. Ces particules sont elles-mêmes des
amas de plans de carbone proches du graphite.
Dans le deuxième cas, il s’agit de résidus solides observables sur les parois
des catalyseurs. Eux sont constitués de crystallites proches du graphite [26],
dispersés de façon amorphe dans une matrice de molécules d’hydrocarbures
comportant plusieurs cycles polyaromatiques, dénotées PAH pour “polyaroma-
tique hydrocarbons”.
Il est à noter que dans le premier cas, les suies apparaissent et grossissent dans
la phase gazeuse avant de se déposer dans le système. Dans le deuxième cas,
le coke peut apparaître dans la phase gaz ou bien directement en surface [27],
cependant il continue de grossir une fois en surface.
Bien que l’ensemble du processus de formation ne soit pas encore totalement
compris aujpurd’hui, il est possible de donner une vision d’ensemble du proces-
sus.
En fait, tout commence par l’apparition des précurseurs de suies. En eﬀet, les
molécules aromatiques, présentes initialement dans le mélange, ou issues de
la décomposition du fuel, vont, par le biais de diﬀérents mécanismes avec des
alcènes ou des radicaux, former de nouveaux cycles aromatiques, et se trans-
former en PAH. À titre d’exemple, le mécanisme de grossissement du benzène
par addition d’acétylène, dit HACA (Hydrogen Abstraction C2H2 Addition),
est représenté à la Fig. 1.8.
Une fois ces précurseurs gazeux suﬃsamment gros, grâce aux collisions avec
d’autres PAHs ou par formation de nouveaux cycles aromatiques, ces derniers
vont d’après un mécanisme encore mal compris donner naissance à une parti-
cule de suie solide ou liquide. [28]
Cette particule, se ﬁxant ou non sur la surface des parois, peut continuer à gros-
sir en coagulant d’autres particules, en capturant d’autres PAHs qui viennent
se condenser à sa surface, ou bien encore par croissance des cycles aromatiques,
nourrie par les chaînes carbonées du mélange gazeux. Ce dernier mécanisme,
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être utilisée aussi bien pour des études purement cinétiques [31] ou introduisant
un couplage chimie-turbulence [32].
Dans les cas où les réactifs sont mieux connus, il est possible de décrire le coke
par l’espèce chimique carbone solide C(s) dans un mécanisme surfacique cou-
plé à un mécanisme homogène. Maier et al.[33] ont ainsi eu recours à ce type
d’approches pour simuler l’intérieur d’un catalyseur de reformeur d’iso-octane.
Amblard et al.[34] ont quand à eux couplé ce modèle avec une simulation ﬂuide
aux grandes échelles, dite LES pour “Large Eddy Simulation”, multiphasique
pour décrire la combustion du coke dans un réacteur à lit ﬂuidisé. Le dépôt de
coke n’a d’ailleurs pas été modélisé de par la faible fraction massique représen-
tée.
La modélisation des suies quant à elle, peut se faire exclusivement à l’aide de
schémas cinétiques détaillés. Les suies sont alors décrites comme des espèces
chimiques dont l’évolution est calculée en même temps que les autres.
Des descriptions statistiques de la population de suies sont également utili-
sables. Cette approche regroupe les méthodes de moments où l’évolution des
premiers moments de la distribution en taille des suies, c-à-d la densité, le vo-
lume et la surface totale représentés par les suies, est couplée à celle de l’écou-
lement. Elle comprend également les méthodes sectionnelles qui consistent à
découper la population de suies entre diﬀérentes classes de rayons proches.
Ces descriptions sont utilisables lors de calculs des champs ﬂuides moyenés,
dit RANS (Reynolds Average Navier Stockes), [28] ou bien d’approches LES
instationnaires [35].
1.4.2.2 Modélisation d’un reformeur autothermique
1.4.2.2.1 Expérimentalement Contrairement au reformage du méthane
pour lequel le design des catalyseurs est assez bien documenté [36], peu d’études
se sont intéressées au reformage du diesel [18]. Bien que le n-dodécane ait été
choisi respectivement par Gould et al. [37] et Vita et al. [38; 39] pour s’inté-
resser au dépôt de carbone et au design de catalyseurs, c’est l’iso-octane qui
a été majoritairement étudié. Les travaux de Hartmann et al.[40] sont alors
particulièrement remarquables associants modélisation ﬂuide des catalyseurs et
validation expérimentale des proﬁls obtenus.
À l’opposé, plusieurs études s’attachent au fonctionnement d’un système entier.
Ainsi le proﬁl de température suivant les catalyseurs est disponible [41], ou bien
les compositions en sortie de catalyseurs [42]. Les propriétés de la phase gazeuse
sont plus diﬃcilement obtenables. Les travaux de Kang et Bae [43] et de Porš[44]
se distinguent par la présence d’un thermocouple dans la zone de mélange
gazeux pour le premier, et des expériences de visualisation d’écoulement pour
le second. Cependant le champ de température dans la zone de mélange reste
inconnu.
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Il faut toutefois noter l’initiative de Richter et al.[45] de proposer une expé-
rience de référence à grande échelle pour la simulation numérique dans le cas
d’un reformeur de gas naturel. Le système se veut le plus proche possible d’un
système industriel et propose des données de référence sur la structure de la
ﬂamme, sa distribution de température, et la composition des gaz de sortie. Une
simulation de dynamique des ﬂuides (CFD pour “Computational Fluid Dyna-
mics”) à l’aide du logiciel Fluent reposant sur un modèle de turbulence K − ǫ
fournit une description correcte de la ﬂamme. La fermeture du terme source
chimique est réalisée au moyen du modèle Eddy Dissipation Concept (EDC)
[46] associé à un schéma cinétique réduit, dérivé du GRI 3.0 [47].
1.4.2.2.2 Approche numérique D’un point de vue numérique également,
peu de travaux décrivent des reformeurs avec des fuels plus lourds que le mé-
thane tels que le méthanol ou le diesel [9]. D’autre part les simulations sont
souvent ciblées sur une partie spéciﬁque du système.
Ainsi les travaux de Shi et al. et de Maier et al. [22; 33] portent sur la modéli-
sation de la chimie au niveau des catalyseurs dans des cas privés de forts eﬀets
tridimensionnels. En eﬀet la première étude décrit un reformeur catalytique
constitué de plusieurs rangées de catalyseurs à l’aide de réactions globales. La
seconde se distingue par un couplage entre une chimie homogène détaillée de
la phase gazeuse et un mécanisme de chimie surfacique en huit réactions pour
l’iso-octane. Le tout est intégré dans un code ﬂuide 2D axisymétrique pour mo-
déliser l’intérieur d’un canal de catalyseur monolithique.
L’étape d’évaporation du fuel a été simulée par Founti et al. [48], dans le cas de
condition de ﬂamme froide. Un modèle RANS de type K − ε couplé à un mo-
dèle chimique empirique représentant le dégagement de chaleur lié à la ﬂamme
froide a été utilisé. Deux approches, Euler - Euler et Euler - Lagrange ont
été comparées pour décrire le mélange diphasique. Les résultats ainsi obtenus
ont été comparés aux données expérimentales. Les caractéristiques majeures de
l’écoulement et du champ de température ont été retrouvées. Plus récemment
dans le milieu de la combustion, l’utilisation d’une approche Euler-Euler mo-
nodisperse au sein d’une simulation LES s’est révélée capable de retrouver la
dynamique globale et la géométrie d’une ﬂamme d’allumage d’un brûleur circu-
laire [49]. La modélisation chimique consistait alors en un schéma à deux étapes.
Enﬁn, la zone de mélange, faisant interagir écoulement ﬂuide et chimie, est
décrite à part. Cette description se fait par le biais de calculs RANS associés
à des termes sources chimiques de type EDC ou de fonctions de densité de
probabilité (PDF). L’approche RANS semble relativement à même de décrire
l’écoulement au vu des études [45; 44]. Dans ces simulations, la chimie est alors
décrite soit par le biais de réactions globales [50] ou bien par le biais de méca-
nismes réduits issus de mécanismes assez détaillés d’oxydation des alcanes [51].


TABLE DES MATIÈRES 19
Cette conﬁguration a initialement été proposée avec les ATR 7 et 8 par Porš
dans le cadre de sa thèse [52]. Les deux géométries diﬀéraient alors au niveau de
la chambre d’évaporation. La chambre de l’ATR 8 ayant été modiﬁée de façon
à séparer les résidus de distillations de l’écoulement et de les déposer dans un
sillon prévu à cet eﬀet sur le bord de la chambre [44].
Dans sa thèse, Porš a pu comparer les résultats d’une simulation RANS K − ǫ
de l’écoulement non réactif, avec des données expérimentales de visualisation.
L’accord entre les deux descriptions valide alors l’application d’une approche
RANS pour décrire ces deux réacteurs.
La connaissance de l’écoulement non réactif et la relative simplicité des ATR 7
et 8 semble les désigner comme des candidats idéals pour réaliser une simulation
réactive d’un reformeur autothermique de diesel. En eﬀet, si les améliorations
progressives de reformeur proposées par Pasel et al. permettent d’obtenir un
système plus eﬃcace, elles sont autant de complications et d’inconnues ajoutées
au cas ﬂuide.
Ainsi pour sa géométrie simple, plus commune dans des applications indus-
trielles, et la connaissance de son écoulement, nous choisisons de reproduire le
cas de l’ATR 7.
1.4.3.2 Conditions d’entrée du système
Aﬁn de préciser le cas d’étude, les conditions d’injections et certaines dimen-
sions critiques du système modélisé sont présentées ici. Cependant le détail de
la géométrie est disponible en Annexe A.
— Dans le cas de l’ATR 7, le diesel est injecté dans la chambre par le biais
d’un atomiseur tourbillonnant modèle 121 de Schlick [60]. Aﬁn de repro-
duire le cas numériquement, Porš a eu recours à du n-tétradécane, auquel
il a imposé un débit de m˙diesel = 3.61 10−4kg.s−1 à une température de
Tdiesel = 293 K.
— Contrairement aux reformeurs plus récents, seule de la vapeur est utilisée
pour l’évaporation du fuel dans la conﬁguration de l’ATR 7. Cette der-
nière est injectée de façon tangentielle sur la gauche de la plaque visible
proche de la buse diesel sur les Fig. 1.10 et 1.11. Diﬀérentes conﬁgu-
rations d’injection ont été étudiées numériquement par Porš [52]. Dans
le cas de notre étude, nous choisissons de reproduire celle composée de
trois conduites de 4 mm de diamêtre, équitablement réparties sur le
pourtour de la chambre. Le débit total de vapeur injectée est alors de
m˙eau = 8.61 10
−4kg.s−1, sa température est de Teau = 693 K
— Enﬁn l’air est injecté par le biais d’une rangée composée de douze jets
transverses, déviés de 15◦ par rapport à la direction radiale. Situé entre
un convergent et un divergent, l’injection se fait sur une section de
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diamètre 25 mm. Le diamètre des injecteurs est lui de 1 mm. L’air in-
jecté est alors à une température Tair = 293 K pour un débit total de
m˙air = 1.61 10
−3kg.s−1.
La composition du mélange ainsi obtenue, dont les proportions sont reprises
dans les autres études de Pasel et al. [58] permet d’assurer l’activation des
réaction de reformage et de conversion du monoxyde de carbone sur les cataly-
seurs, sans se traduire par la présence signiﬁcative d’intermédiaires carbonnés
tels que l’éthène, le benzène ou le proprène en sortie. Une composition compor-
tant une plus grande proportion de fuel au détriment de l’air conduirait alors
à la formation de ces intermédiaires.
La description du mélange étant critique pour décrire l’apparition ou non des
intermédiaires, il convient de choisir une méthode capable de décrire correc-
tement le mélange dans la chambre d’évaporation, ainsi que celui lié aux jets
transverses.
1.4.4 Périmètre et objectifs des travaux
Aﬁn d’établir la démarche la plus appropriée au problème, rappelons les contraintes
s’exerçant sur la méthodologie à développer.
— La méthode doit permettre une certaine description des émissions pol-
luantes.
— La méthode doit être facilement déployable sur des logiciels commerciaux
de type Fluent ou Chemkin, couramment utilisés dans l’industrie.
— Le temps de calcul doit être relativement court pour permettre une ex-
ploitation industrielle.
L’importance du mélange dans l’apparition des polluants et la conﬁguration du
système choisi nécessite de décrire l’écoulement tridimensionnel ayant lieu dans
le système. La troisième contrainte associé aux résultats de Porš [52] semble
donc favoriser l’application de méthode RANS, déjà couramment utilisée lors
des phases de conception dans les milieux industriels.
Concernant la description des polluants, la contrainte de coût exclut également
de facto des approches de type sectionnel pour un calcul des niveaux de suies
dans le reformeur. De surcroît, les reformeurs sont également sujet à la forma-
tion de coke. Aﬁn de ne pas surreprésenter la production de carbone liée aux
suies, il serait judicieux de modéliser l’apparition et le grossissement du coke.
Ceci se traduirait par un coût de calcul supplémentaire mais demanderait égale-
ment une modélisation du couplage possible entre les deux modes de production
du carbone. Une telle description n’est pas aisée, sachant que les niveaux de
précision des modèles relatifs aux deux phénomènes sont assez diﬀérents.
Il apparait alors pertinent de se tourner vers la description des niveaux de pré-
curseurs de carbone tel que l’éthylène.
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Reste alors à traiter le couplage entre chimie et écoulement. Ceci peut être ef-
fectué par le biais d’une chimie détaillée, comme précédement réalisé par Kim et
al.[51]. Cependant la description chimique par le biais d’un modèle à plusieurs
dizaines d’espèces se traduit également par un surcoût de calcul non-négligeable.
Cela augmente également le risque d’instabilités numériques sur des géométries
complexes typiques des conﬁgurations industrielles.
1.4.5 Démarche suivie
La démarche que nous proposons consiste alors en une modélisation par réseaux
de réacteurs telle que décrite par V. Fichet dans sa thèse [61].
Dans cette approche un premier calcul RANS est eﬀectué à l’aide d’un schéma
global. Ceci permet d’obtenir le champ aérodynamique résultant de l’interac-
tion entre le dégagement de chaleur décrit par la chimie et la turbulence.
Ensuite ce champ est découpé en plusieurs réacteurs chimiques simples reliés
entre eux en réseau. La composition dans chacun des réacteurs peut ainsi être
calculée à l’aide d’un schéma cinétique détaillé. De cette façon les champs d’es-
pèces sont reconstruits et le niveau de polluant estimé.
Cette technique a le mérite de diminuer drastiquement le temps de calcul, qui
évolue de manière cubique O(n3espèces) avec le nombre d’espèces transportées.
1.4.6 Problématiques soulevées
Une telle démarche nécessite de répondre à plusieurs problématiques non adres-
sées par la littérature dont :
— Le développement d’un schéma global d’oxydation du diesel dans les
conditions d’un ATR. En eﬀet, des schémas généraux d’oxydation des
alcanes [62] ou encore de réformage à l’eau [63] sont disponibles. Cepen-
dant il manque un schéma capable de décrire à la fois le reformage à la
vapeur et l’oxydation partielle dans les conditions de ﬂamme froide des
alcanes.
— La mise en place d’une procédure automatique de génération de schémas
globaux dans le cadre de chimies complexes. En eﬀet, jusqu’à présent le
développement d’un schéma global était un exercice manuel requierant
une bonne connaissance de la chimie du système. Une méthode quasi-
automatique est alors proposée pour les cas où la masse et la thermody-
namique du système est concentrée dans quelques espèces chimiques.
— L’adaptation d’algorithmes évolutionnaires aux conditions des flammes
froides et du reformage, et dans le cas de fuels liquides. En eﬀet, l’opti-
misation de schémas cinétiques repose sur un certain nombre de cibles à
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reproduire pour des proﬁls de ﬂamme 1D par exemple [64]. L’identiﬁca-
tion de telles cibles est compromise dans le cas d’autoallumage dans des
conditions de ﬂamme froide et de reformage d’alcane de taille moyenne.
Une nouvelle fonction d’erreur a ainsi été proposée. D’autre part, la des-
cription d’un carburant liquide requière l’ajout de nombreux paramètres
par rapport aux cas de fuel légers tel le méthane. La convergence de l’al-
gorithme doit donc être assurées malgré la multiplication du nombrede
paramètres.
— La réalisation de la simulation de la phase gazeuse et liquide d’un refor-
meur dans un cas réactif Aﬁn de rendre compte au moyen du mélange
eau-diesel, une approche diphasique Euler - Lagrange a été utilisée pour
décrire l’injection. La réaction chimique en phase gazeuse a ensuite été
décrite au moyen d’une approche “no-model” basée sur le schéma global
dérivé précédemment.
1.4.7 Plan suivi
La démarche exposée ci-dessus, résumé graphiquement à la Fig. 1.12 est alors
présentée dans ce manuscrit de la façon suivante :
— Chapitre 2 : Simulations de jets transverses
Le système d’injection d’air de l’ATR 7 est composé d’une rangée de jets
transverses répartis sur le pourtour de la chambre. Les jets transverses
sont courants dans l’industrie et bien documentés dans la littérature. Le
présent chapitre permet alors de qualiﬁer la réponse du code de calcul
dans de telles conﬁgurations. D’autre part une modélisation du phé-
nomène de jets impactants, apparaissant pour de forts débits dans les
injecteurs, est également proposée.
— Chapitre 3 : Analyse chimique
Le diesel désigne un mélange de plusieurs dizaines d’espèces dont la com-
position exacte est variable. D’autre part, les réactions de reformage au
sein des ATR, ont lieu à des conditions peu standards, avec notamment
une forte dilution en eau, des températures intermédiaires et parfois de
fortes pressions. L’objectif de ce chapitre est donc de choisir une mo-
délisation du diesel, et de comprendre comment cette modélisation se
comporte dans les conditions d’un reformeur.
— Chapitre 4 : Réduction de schéma cinétique
Les méthodes automatiques ou quasi-automatiques, habituellement uti-
lisées pour réduire les schémas cinétiques, consistent à supprimer les
variables superﬂues du schéma détaillé. Ces méthodes bien que très ef-
ﬁcaces, rencontrent quelques diﬃcultés pour proposer un schéma com-
patible avec les contraintes de la thèse. Les schémas cinétiques globaux
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Figure 1.12 – Démarche suivie au cours de la thèse afin d’obtenir une estimation
des polluants en sortie. L’apport de chaque étape à la simulation globale est également
illustrée.
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cherchent, eux, à partir de variables ﬁxées, à reproduire les évolutions
des grandeurs cibles sur une certaine plage de conditions et semblent
donc une solution alternative aﬁn de décrire la chimie de l’ATR 7.
— Chapitre 5 : Dérivation de schéma cinétique global
La génération d’un schéma global est un processus diﬃcile qui requiert
habituellement une grande expertise chimique. Aﬁn de proposer un schéma
global capable de décrire la chimie au sein de l’autoreformeur, le chapitre
présente une nouvelle méthode d’interpolation permettant de générer des
schémas globaux. Les schémas obtenus doivent alors pouvoir décrire de
manière suﬃsament précise l’allumage pour être intégrés à un calcul
CFD.
— Chapitre 6 : Optimisation de schémas cinétiques par le biais d’algo-
rithmes évolutionnaires
Les algorithmes évolutionnaires sont souvent utilisés aﬁn d’obtenir un
jeu de paramètres acceptables pour les grandeurs de réaction des sché-
mas cinétiques. Cette optimisation repose sur la reproduction d’un cer-
tain nombre de cibles caractéristiques de l’allumage. Ces cibles ne sont
toutefois plus nécessairement valides pour les conditions du reformage.
Ainsi dans ce chapitre, de nouvelles cibles sont proposées et les choix
d’opérateurs et paramètres rendant l’algorithme plus eﬃcace sont discu-
tés.
— Chapitre 7 : Simulation réactive de l’ATR 7
L’écoulement établi au sein de l’ATR 7 dans un cadre non réactif est
connu et la CFD s’est montrée en bon accord avec les expériences de
visualisation. Dans ce chapitre, la démarche de calcul décrite plus haut
est mise en place. Les champs ainsi obtenus sont discutés au regard
des résultats non réactifs et des éléments qualitatifs disponibles sur le
système.
1.4.8 Contributions scientifiques
Les travaux présentés dans ce manuscrit ont fait l’objet d’une présentation
internationale :
— Thomas A. Epalle, Fabien Gaugain, Vincent Melot, Nasser Darabiha,
Olivier Gicquel. Numerical Study of Counter Jet Formed by Impinging
Jets in Cross-Flow and its Effect on Mixing, Proceedings of ASME Turbo
Expo 2017 : Turbomachinery Technical Conference and Exposition [65]
De plus, deux articles sont en cours de préparation :
— Thomas A. Epalle, Fabien Gaugain, Vincent Melot, Nasser Darabiha,
Olivier Gicquel. Derivation and Optimization of a Small Kinetics Me-
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chanism for the Oxydation and Reforming of N-Dodecane, En prep., 2019
— Thomas A. Epalle, Fabien Gaugain, Vincent Melot, Nasser Darabiha,
Olivier Gicquel. Numerical Simulation of Gas Phase of a diesel auto-
thermal Reformer and Pollutants Estimation by a Reactor Network Ap-
proach, En prep., 2019

2
Simulation de jets transverses
The part always has a tendency to reunite with its whole in order
to escape from its imperfection.
Leonardo da Vinci, The Notebooks of Leonardo da Vinci
L’objectif de ce chapitre est de proposer une description de la turbulence
au sein du reformeur. L’approche RANS est alors qualifiée sur des cas
mono et multi-injecteurs par jet transverse. Le cas de jets transverses
impactant est également étudié. Un modèle liant la taille de la structure
d’impact aux caractéristiques de l’écoulement est alors proposé.
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2.1 Problématique
Comme mentionné précédemment par Porš [52], les simulations de type RANS
sont, où seules les champs ﬂuides moyennés sont calculés, s’avèrent capables de
décrire l’écoulement à l’intérieur de l’ATR 7. Bien que d’autres méthodes soient
également utilisables, c’est vers une approche RANS telle qu’implémentée dans
le logiciel Fluent R©,que nous nous tournons, pour des raisons industrielles. Plus
précisement, nous optons pour un modèle K −ω reposant sur la description de
l’énergie cinétique turbulente K et son taux de dissipation ω, oﬀrant un bon
compromis entre précision et coût associé 1.
Comme le problème de mélange est au cœur de la réduction des polluants, il
alors est crucial de tester la qualité des résultats obtenus. Ainsi la conﬁguration
du jet transverse, présente dans le système est abondamment étudiée dans la
littérature, est choisie comme cas test pour la validation à la section 2.2.
Enﬁn le cas d’une chambre de mélange à multiples jets transverses plus proche
de la géométrie de l’ATR 7 est étudiée. Le phénomène d’impact entre les jets
est décrit à la section 2.3, et son eﬀet sur la qualité du mélange en sortie est
analysé, section 2.4.
2.2 Jet transverse simple
La bonne description du mélange dans le système passe par une représentation
correcte des injecteurs de type jet transverse présents. Dans cette section, la
capacité du code de calcul à reproduire un jet transverse simple est testée.
Ainsi, les caractéristiques physiques et numériques d’un injecteur sont décrites,
avant dêtre comparées à celles obtenues avec le code de calcul.
2.2.1 Caractéristiques du jet transverse
Un jet transverse est une conﬁguration hydrodynamique classique dans laquelle
un ﬂuide est injecté dans un écoulement dont la direction n’est pas celle de
l’injecteur. Ainsi en se basant sur la Fig. 2.1, on note uj , ρj la vitesse et
la masse volumique de ﬂuide issu de l’injecteur de diamètre dj . Les mêmes
grandeurs u∞, ρ∞ se réfèrent au ﬂuide à l’inﬁni amont. Le diamètre d∞ désigne
la hauteur de la conduite limitant l’écoulement transverse.
L’angle de déviation α traduit l’écart entre la direction du jet et le plan normal
à l’écoulement transverse.
Si l’on suit une particule ﬂuide le long du jet, trois zones sont alors identiﬁables.
[66]. Ainsi jusqu’à quelques diamètres d’injecteur à la sortie de ce dernier, se
1. L’ensemble des hypothèses associées est disponible en Annexe B
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du jet. Parmi ces grandeurs, on retiendra :
— La trajectoire du jet traduit sa capacité de pénétration dans l’écoulement
principal. Cette trajectoire peut être basée sur le maximum de vitesse
axiale ou le maximum de concentration. Ces trajectoires ne sont pas
complètement équivalentes, une surpénétration de 5 à 10 % par rapport
à la trajectoire de concentration, est obtenue en se basant sur la vitesse
[69]. Les trajectoires expérimentales se mettent habituellement sous la
forme :
y
Rjdj
= A
(
x
Rjdj
)B
(2.3)
où A et B sont des constantes dont les valeurs expérimentales amènent
à considérer 1.2 < A < 2.6 et 0.28 < B < 0.34 [68]. En se basant sur la
théorie des asymptotes intermédiaires et des similarités [70] , Hasselbrink
et Mungal dérivent les expressions ci-dessous pour A et B en champ
proche (zone de déviation) et en champ lointain [67] :
Champ proche Champ lointain
A =
(
2
cej
) 1
2
A =
(
3
cew
) 1
3
B = 12 B =
1
3
(2.4)
où cej = 0.32 et cew = 0.73 sont les coeﬃcients d’entrainement, suivant
les valeurs expérimentales retenues par Hasselbrink et Mungal [67].
— La hauteur de pénétration hp est déﬁnie comme la distance à la paroi de
la limite supérieure du jet pour laquelle la direction du jet est parallèle
à celle de l’écoulement transverse [71]. Cette grandeur est particulière-
ment utile pour les problèmes de mélange ainsi que dans le cas de jets
multiples.
— L’entrainement est déﬁni comme le rapport du ﬂux massique m˙ à travers
une section perpendiculaire à la trajectoire du jet et le ﬂux massique m˙j
du jet à l’injection. Cette grandeur ne possède pas de loi expérimentale,
mais peut cependant se mettre sous la forme [67] :
m˙
m˙j
=
Rj
AB
(
x
Rjdj
)1−B
(2.5)
2.2.2.1 Structure du jet
Les grandeurs évoquées auparavant décrivent le comportement moyen du jet.
Or la structure d’un jet transverse est grandement instationnaire. Il reste toute-
fois, possible d’identiﬁer plusieurs organisations de vorticité récurrentes, comme
illustré sur le schéma 2.2.
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sont généralement plus isotropes que les grandes échelles. Ainsi une part de
l’anisotropie et de la diﬀusion à contre-gradient seront résolues car appartenant
à la zone inertielle.
Une approche LES n’étant cependant pas retenue pour la modélisation com-
plète de l’ATR 7, il convient alors de caractériser l’erreur commise avec un
modèle RANS.
2.2.3 Validation numérique du code
2.2.3.1 Description de la configuration
Aﬁn de pouvoir valider les simulations réalisées à l’aide du code de calcul Fluent
pour l’étude du mélange lié aux jets transverses, nous reproduisons l’expérience
d’Andreopoulos et Rodi [82; 83], déjà étudiée numériquement par Priere [66].
Comme souligné par cette dernière, ce cas, associé à des mesures de vitesses et
de température, est idéal pour étudier le mélange.
La conﬁguration est représentée à la Fig. 2.5. De l’air est injecté perpendicu-
lairement, pour trois rapports de vitesses 0.5, 1 et 2, dans un écoulement de
13.9m.s−1. Dans l’expérience [83], le ﬂuide issu de l’injecteur a une tempéra-
ture de 4K supérieure à celle de l’écoulement transverse. Cet écart est trop
petit pour entrainer des diﬀérences de densité signiﬁcatives. Cependant il per-
met d’obtenir les champs scalaires essentiels pour caractériser le mélange des
deux ﬂuides.
Figure 2.5 – Géométrie de calcul d’un jet transverse simple avec les différents plans
de post-traitement utilisés.
Numériquement, nous décrivons le mélange par l’utilisation d’un scalaire passif
valant 1 au niveau de l’injection et 0 à l’inﬁni amont. Le modèle de turbulence
K-ω SST est choisi. Un maillage tétrahédrique de trois millions d’éléments a
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été utilisé de façon à garantir la présence de 20 mailles dans le diamètre de l’in-
jecteur [84], ainsi qu’un déraﬃnement progressif jusqu’à la sortie du domaine.
2.2.3.2 Résultats numériques
Aﬁn de juger de la qualité des résultats, les proﬁls de vitesse axiale et de scalaire
passif dans le plan de symétrie de l’injecteur sont représentés à diﬀférentes
distance de l’injecteur aux Fig. 2.6 et 2.7.
Les proﬁls de vitesse sont en bon accord avec les données expérimentales, à
l’exception du premier proﬁl, le plus proche de l’injecteur. En eﬀet, si le maxi-
mum de vitesse est bien retrouvé, la zone de cisaillement décrite par le modèle
RANS est beaucoup plus raide que celle attendue.
Cette même raideur est observable pour les proﬁls de scalaires. Ici encore l’ac-
cord avec les valeurs expérimentales issues de [82] s’améliore avec la distance à
l’injecteur.
La trajectoire du jet basée sur le maximum de concentration scalaire, et la
fraction massique le long de cette dernière sont représentées à la Fig. 2.9. La
trajectoire est plutôt bien retrouvée proche de l’injecteur. La pénétration du jet
semble être légèrement surestimée plus en aval. Le maximum de concentration
semble lui aussi un peu surestimé par rapport au cas expérimental. Ceci est en
accord avec les comportements observés sur les proﬁls ci-dessus. Cependant la
décroissance observée suit la même tendance que dans l’expérience.
Si proche de l’injecteur, le modèle semble avoir quelques diﬃcultés liées à la
zone de cisaillement, ces incertitudes s’eﬀacent avec la distance à l’injecteur, ce
qui valide l’utilisation du modèle pour décrire la qualité du mélange en aval des
injecteurs. La description du jet semble alors suﬃsamment bonne. Toutefois il
est important de qualiﬁer le comportement de l’approche dans le cas de multiple
jets d’injections. Pour ce faire, nous allons étudier plus en détail, à la section
suivante, le phénomène de contrejet d’impact, pouvant se produire dans le cas
multi-injecteurs.
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Figure 2.6 – Profils de vitesse axiale dans le plan de symétrie de la conduite pour
différentes distances au plan d’injection. Les points correspondent aux valeurs expéri-
mentales.
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Figure 2.7 – Profils du scalaire passif dans le plan de symétrie de la conduite
pour différentes distances au plan d’injection. Les points correspondent aux valeurs
expérimentales.
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Figure 2.8 – Trajectoire du jet basée sur le maximum de concentration du scalaire
passif. Les points correspondent aux valeurs expérimentales.
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Figure 2.9 – Fraction massique du scalaire passif le long de la trajectoire. Les points
correspondent aux valeurs expérimentales.
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géométrie de la chambre de mélange multi-injecteurs.
2.3.1 Configuration de calcul
Pour ce faire, une nouvelle géométrie, visible à la Fig. 2.11 a été utilisée.
Figure 2.11 – Configuration utilisée pour le calcul des multiples jets impactants.
Cette dernière consiste en une conduite principale sur laquelle se greﬀent six
injecteurs transverses de façon perpendiculaire. Les injecteurs sont répartis en
rang sur le pourtour de la conduite. Le diamètre des injecteurs est ﬁxé à un
dixième de celui de la conduite.
Seul un douzième de la géométrie a été simulé compte tenu des symétries du
système. La convergence a été vériﬁée sur trois maillages tétrahédriques assu-
rant respectivement, dans chaque injecteur, la présence de 20, 40 et 55 élements
[87]. Les diﬀérents maillages donnent des résultats très proches comme visible
à la Fig. 2.12. Le maillage intermédiaire (d∞/lcell ≈ 40) est alors choisi pour
la suite. Il reste en eﬀet assez léger avec 1.7 million d’éléments et assure une
résolution de la couche limite dans la conduite jusqu’à des rapports de vitesse
d’injection élevés Rj < 15. La résolution est plus médiocre au niveau des injec-
teurs,max(y+) = 11. Cela n’est pas problématique dans le sens où les injecteurs
sont inclus dans le calcul aﬁn d’obtenir un proﬁl de vitesse réaliste au niveau
du débord dans la conduite.
Nous allons à présent rappeler les principaux résultats liant les caractéristiques
d’un contrejet conventionnel. Nous discuterons ensuite du moyen d’évaluer ces
dernières dans le cas d’une structure d’impact.
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Figure 2.12 – Vitesse axiale sur l’axe le long de la conduite (en haut). Fraction
massique du scalaire passif (en bas) le long d’un rayon de conduite, pour une distance
z/d∞ = 2 de l’injecteur. Les résultats correspondent aux différents maillage utilisés.
2.3.2 Cas du contrejet conventionnel
Un jet à contre-courant se déﬁnit conventionnellement comme un jet débou-
chant dans un écoulement tel que le sens de l’écoulement est opposé à celui du
jet. Les grandeurs associées à ce jet seront pour la suite indicées c.
Comme décrit à la Fig. 2.13, le jet se divise en trois zones. On retrouve ici aussi
un premier cœur potentiel de quelques diamètres d’injecteur de long. Ensuite
vient une seconde zone dans laquelle le jet se comporte comme un jet libre.
Le comportement étant autosimilaire, Sivapragasam [88] propose une solution
analytique sur cette zone. Enﬁn le jet est stoppé par l’écoulement adverse. La
distance entre ce point d’arrêt et l’injecteur est alors la longueur de pénétration
lp du contrejet.
Par analyse dimensionnelle, pour les jets à isodensité, Sivapragasam [88] lie
cette longueur aux rapports de vitesse Rc = ucu∞ et de diamètre Dc =
dc
d∞
du jet
et le diamètre de la conduite d∞ :
lp
d∞
= f (Rc,Dc) (2.6)
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Figure 2.14 – Longueur de pénétration de la structure d’impact d’après Kartaev et
al. lk, et d’après la définition retenue dans l’étude lp.
de décroitre jusqu’au point de stagnation. C’est donc cette distance lp entre le
point d’arrêt et ce plan de vitesse axiale maximale, identiﬁable comme la gorge
du jet, que nous prenons comme longueur de pénétration. Il est à noter que
cette déﬁnition est un peu plus compliquée à mesurer expérimentalement car
elle nécessite d’avoir accès au champ de vitesse.
2.3.3.2 Structure du contrejet d’impact
La déﬁnition précédente revient à assimiler la strucutre d’impact à un contrejet
conventionnel dont la bouche d’injection se trouverait au niveau de la gorge de
la structure d’impact. Aﬁn d’illustrer le propos, l’isosurface de vitesse axiale
nulle dans un cas d’impact est reproduite à la Fig. 2.15.
Il ressort que cette surface délimite eﬀectivement une zone de forte concentra-
tion en scalaire passif. La forme de la surface n’est d’ailleurs pas sans rappeler
celle des contrejets conventionnels, cf Fig. 2.13. L’intersection entre cette der-
nière et le plan de vitesse axiale maximale au centre de la conduite peut alors
être vue comme la bouche d’injection du contrejet. On note alors A, l’aire de la
section déﬁnie par cette intersection, dont un sixième est visible à la Fig.2.15.
On peut donc déﬁnir le diamètre d’injection du contrejet dc comme le diamètre
équivalent au niveau de la gorge de la structure d’impact, soit :
dc = 2
(
A
π
) 1
2
(2.8)
De manière analogue, on déﬁnit la vitesse uc d’injection du contrejet par :
uc =
∫
A
uzdA (2.9)
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Figure 2.15 – Reconstruction du contrejet d’impact. Le corps du contrejet se situe
à l’intérieur de la surface de vitesse axiale nulle. La masse molaire de scalaire passif
issu du jet est représentée en échelle de couleur.
2.3.3.3 Validation de la description
Maintenant que les grandeurs à mesurer du “contrejet” d’impact ont été déﬁ-
nies, il reste à vériﬁer si elles vériﬁent la théorie des contrejets conventionnels.
Plusieurs simulations avec 6 jets multiples ont donc été réalisées pour diﬀérents
rapports de vitesses. Dans chaque cas impactant, la valeur du contrejet modèle
a été calculé. L’évolution de la longueur de pénétration adimensionnée en fonc-
tion du produit du rapport adimensionné de vitesse et de rayon du contrejet
est alors représentée ła Fig. 2.16.
Les valeurs sont comparées aux valeurs numériques de Sivapragasam [88] ob-
tenues pour des jets à contre-courant conventionnels. Les deux types de valeurs
suivent la même loi d’évolution. Ceci valide alors le terme de contrejet d’impact
applicable à la structure ﬂuide en amont des injecteurs.
2.3.4 Formation du contrejet
Ainsi la théorie des jets à contre courant peut donc être appliquée dans le cas
de jets transverses pour estimer la longueur de la structure d’impact. Cepen-
dant, cela requière de connaître la vitesse uc et le diamètre d’injection dc de ce
contrejet d’impact. Ces valeurs ne sont pour l’instant que mesurables sur les ré-
sultats CFD. L’objectif de cette section est donc de proposer une relation entre
ces valeurs, déﬁnissant le contrejet d’impact et les caractéristiques de l’injection
par jet transverse telles que le diamètre d’injection dj , la vitesse débitante uj ,
le nombre d’injecteurs n.
Pour simpliﬁer le raisonnement, reportons nous au schéma de la Fig. 2.17. La
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peuvent être utilisés.
2.4.1 Qualité de mélange d’un système de multiples jets trans-
verses
Une fois la géométrie du système ﬁxée, le rapport de vitesse reste le paramètre
majeur pour modiﬁer de manière sensible l’écoulement. Ainsi Holdemann [90;
91] s’est attaché de manière expérimentale à la qualité du mélange en fonction
du nombre d’injecteurs et du rapport de vitesse. Les comportements mis en
évidence semblent pour le moins complexes. En eﬀet, après le passage d’un
optimum, le mélange semble se dégrader avec l’augmentation du rapport de
vitesse. Holdemann [91] propose alors un critère C de mélange optimal reliant
le rapport de quantité de mouvement associé, Jopt, au nombre d’injecteurs n :
C = π
√
2Jopt
n
= 2.5 (2.16)
Urson et al.[92] ont procédé à la simulation numérique RANS de multiples jets
transverses. Ils observent également un optimum pour de faibles rapports de
vitesse. Mais ils notent également dans le cas impactant, une amélioration du
mélange avec un accroissement du rapport de vitesse.
De façon à quantiﬁer l’homogénéité du mélange, Fortili et al., ainsi que Luo et
al. [93; 87] proposent de déﬁnir la qualité de mélange σY dans une section A
de la conduite :
σY =
√√√√√√
∫
A
(
Y˜k − Y
opt
k
)2
dA
AY optk
(
1− Y optk
) (2.17)
avec Y˜k la fraction massique locale de l’espèce k et Y
opt
k la valeur optimale
moyenne. Bien que la formulation soit légèrement diﬀérente de celle de Urson,
les deux amènent à observer les mêmes comportements.
2.4.2 Cas du jet impactant
Aﬁn de mieux comprendre l’impact du contrejet sur la qualité de mélange,
cette dernière a été calculée à partir de la déﬁnition de Fortili [93] pour les
conﬁgurations numériques étudiées précédemment, cf section 2.3.1.
Son évolution en fonction du rapport de vitesse d’injection Rj et de la distance
au plan des injecteurs z/d∞ est représentée à la Fig. 2.19.
En observant la courbe pour z/d∞ = 1, soit un diamètre de conduite en aval
des injecteurs, on observe un premier minimum entre Rj = 3 et Rj = 4. Ceci est
en accord avec le critère de Holdemann prévoyant un optimum pour Rj = 3.39.
De tels rapports de vitesse correspondent de plus à un cas non impactant.
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49Figure 2.20 – Flux diffusifs turbulents pour le cas non impactant Rj = 4, en haut et pour le cas impactant Rj = 12 en bas.
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L’augmentation de la vitesse des injecteurs se traduit eﬀectivement par une
intensiﬁcation des ﬂux diﬀusifs, qui assurent alors un meilleur mélange. Cepen-
dant dans le cas impactant, aucun ﬂux diﬀusif turbulent n’est visible en deçà
des injecteurs. Cette zone non mélangée se prolonge assez loin en aval, ce qui
explique l’amélioration signiﬁcative du mélange au delà de z/d∞ = 4.
Figure 2.21 – Structure de l’écoulement en aval des injecteurs dans le cas impactant
Rj = 12. L’isosurface délimite le cœur du contrejet.
L’origine de cette zone s’explique par la structure tridimensionnelle de l’écou-
lement, illustrée à la Fig. 2.21. Le jet issu de l’injecteur est assez fort pour agir
tel un cylindre sur l’écoulement proche paroi. Ainsi là où les lignes de courant
venant de l’inﬁni amont positionnées sur le plan de symétrie de l’injecteur, sont
entrainées au cœur du jet, les lignes proches de la paroi contournent le jet. Une
zone constituée de ﬂuide venant directement de l’amont est alors formée sous
l’injecteur. Ce n’est alors que par diﬀusion tangentielle, moins eﬃcace que le
mélange turbulent, que le mélange optimal se fait avec le cœur du jet. Ceci
explique l’impact de la distance sur l’uniformité du mélange.
2.5 Conclusion
Le choix de la méthode RANS pour simuler les injecteurs en jets transverses
présents dans la géométrie de l’ATR 7 est validé.
Bien que cette méthode éprouve quelques diﬃcultés dans la description du
champ de vitesse, notamment près de l’injecteur, elle réussit toutefois à décrire
le mélange plus en aval.
Son application sur le cas de multiples jets transverses impactants, a permis
de retrouver les comportements observés auparavant dans la littérature. Un
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modèle semi analytique a alors été proposé pour estimer la longueur du contrejet
d’impact en fonction des grandeurs de géométrie du système.
L’étude a par ailleurs révélé qu’un contrejet d’impact résulte en un meilleur
mélange qu’un cas sans contrejet, si l’on se place suﬃsamment en aval du plan
d’injection. Cela propose ainsi une solution de repli pour les cas applicatifs dans
lesquels un contrejet n’est pas évitable.

3
Analyse chimique
It’s dangerous to go alone ! Take this.
Le vieil homme à l’épée, The Legend of Zelda, 1986
Les conditions de fonctionnement d’un reformeur autothermique sont
assez différentes de celles habituellement rencontrées en combustion.
L’objectif de ce chapitre est d’abord de proposer une description du sys-
tème chimique à étudier. Les principaux résultats connus dans le cas de
la combustion sont rappelés et les outils d’analyse sont illustrés. Les pro-
cessus à l’œuvre dans le cadre du reformage sont alors mis en évidence
et comparés à ceux de la combustion.
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Une composition type est représentée à la Fig. 3.1. Ainsi le mélange est principa-
lement composé d’alcanes, des molécules constituées d’hydrogène et de carbone
ne possédant que des liaisons simples. Cependant des aromatiques, comportant
un cycle composé de liaisons simples et doubles peuvent également être présents.
Chacun des diﬀérents constituants possède ses propres spéciﬁcités cinétiques.
Ainsi les cycloalcanes seraient plus susceptibles de former des suies que les
autres alcanes d’après [95]. De plus, du mélange des constitutants, il peut ré-
sulter de nouvelles réactions au cours de l’oxydation comme attesté expérimen-
talement par [97].
Pour ces raisons, il est impossible de modéliser complètement l’oxydation du
diesel. La solution consiste donc à choisir un substitut, c’est-à-dire un ensemble
de quelques espèces connues se comportant comme le mélange commercial.
L’ensemble choisi dépend évidement des propriétés souhaitées. En eﬀet, il peut
être diﬃcile de reproduire à la fois les propriétés physiques (masse volumique,
viscosité), chimiques (délai d’auto-allumage, vitesse de ﬂamme), hydrodyna-
miques (distribution et tailles de gouttes) ou applicatives (niveau de polluants
dans le moteur) avec un nombre restreint de composants.
Pour des applications académiques, des corps purs ou des mélanges simples sont
généralement choisis :
— subsitut à un composant : la solution souvent choisie consiste à modé-
liser le carburant par un alcane. Le n-heptane est alors fréquemment
choisi notamment pour les simulations couplant dynamique des ﬂuides
et chimie [95; 94; 98]. En eﬀet son oxydation est bien étudiée, mais il
s’avère également assez représentatif du “diesel” en terme de proprié-
tés physiques comme liquide. Plus récémment, grâce au développement
de mécanismes cinétiques associés [99], et pour ces propriétés physiques
proches des diesels commerciaux [100], le n-dodécane est utilisé à la fois
expérimentalement [100] et numériquement [98].
— substitut à deux composants : le choix se porte ici habituellement sur un
alcane et un aromatique. Les aromatiques pouvant représenter une part
importante du diesel commercial. On distingue alors le mélange IDEA
[101] se composant de n-décane et d’ α-méthylnaphtalène. Récemment,
Pei [99] a proposé un mélange de n-dodécane et de m-xylène associé à
un mécanisme réduit optimisé sur une large plage de pression.
Dans leur étude de l’ATR 7, Pors et al. [44] avaient eu recours à du tétradécane.
Gardant une approche à un alcane, nous utiliserons du n-dodécane, plus proche
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de la cible en terme de nombre de carbones et mieux connu chimiquement.
3.2.2 Oxydation des alcanes
La simplicité de la réaction globale de combustion du n-dodécane est trompeuse.
n-C12H26 + 18.5 O2 → 12 CO2 + 13 H2O (3.1)
En eﬀet, elle ne rend pas compte des nombreux chemins réactionnels empruntés,
responsables de l’apparition des polluants et des phénomènes physico-chimiques
observables. C’est donc vers une approche plus détaillée que nous allons nous
tourner.
Bien que faisant intervenir de nombreuses espèces, la combustion des alcanes
jusqu’à l’hexadécane présente les mêmes comportements basses et hautes tem-
pératures que celle du n-heptane [102], dont la chimie est assez bien connue.
Ainsi Battin-Leclerc [103] propose le mécanisme d’oxydation présenté à la Fig.
3.2 pour des températures inférieures à 1200 K. Tout commence par la phase
d’initiation, consistant à créer les radicaux réactifs. Ici, cela se traduit par l’ar-
rachage d’un atome d’hydrogène du fuel par une molécule de dioxygène, ou bien
par les radicaux OH ou HO2 1 :
RH+X = R• +XH• (3.2)
Le sort du radical alkyl R• ainsi créé va alors fortement dépendre de la tempé-
rature :
— Pour les faibles températures, T ≈ 500 − 600 K : les radicaux alkyl ont
tendance à réagir avec l’oxygène pour former des radicaux peroxys :
R• +O2 = ROO
• (3.3)
Lesquels vont alors changer de conﬁguration par isomérisation pour for-
mer des radicaux peroxides :
ROO• = •QOOH (3.4)
Ces derniers vont alors générer d’autres radicaux plus petits, qui pour-
ront engendrer d’autres radicaux alkyls, et ainsi de suite. De fait, une
explosion radicalaire se met en place majoritairement portée par les ra-
dicaux OH.
— Pour des températures intermédiaires : la production de radicaux peroxys
diminue au proﬁt d’alcènes :
R• +O2 = HO
•
2 + alcène (3.5)
1. le premier cas correspond alors au début de l’allumage, les deux autres entrant en jeu
plus tard avec l’augmentation de la concentration de radicaux.
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3.2.3 Choix du schéma cinétique
Deux schémas cinétiques suﬃsamment détaillés ont été retenus pour décrire
l’oxydation du n-dodécane.
3.2.3.1 Le schéma de LLNL
Le premier est issu des travaux du groupe de Westbrook et Pitz au Lawrence
Livermore National Laboratory (LLNL). Ces derniers se sont beaucoup intéres-
sés à la modélisation de l’oxydation et de l’auto-inﬂammation des alcanes aux
basses températures[103].
La combustion de chaque alcane est décrite à l’aide de classes de réactions dé-
ﬁnies. Les mécanismes sont d’ailleurs développés de manière itérative. Ainsi la
description d’un alcane repose en partie sur la description de tous les alcanes
plus légers. Cela résulte en des schémas assez larges, typiquement de 2885 es-
pèces et 11754 réactions pour décrire l’oxydation d’un mélange n-dodécane/m-
xylène [99].
Aﬁn d’obtenir un schéma compatible avec une simulation ﬂuide 3D, Pei [99]
a réduit le schéma détaillé en un schéma squelettique de 163 espèces et 887
réactions. Sa plage de validité s’étend sur des pressions de 1 à 80 bar, pour
des richesses comprises entre 0.5 et 2 et des températures initiales entre 700 et
1600K.
3.2.3.2 Le schéma de POLIMI
Le groupe de Ranzi et Faravelli de Polytechnico di Milano (POLIMI) travaille
aussi sur l’oxydation des alcanes. Les mécanismes sont développés à l’aide du
code MAMOX, ici aussi de manière itérative. Ainsi le mécanisme détaillé d’oxy-
dation du n-dodecane comporte plus de 450 espèces et environ 15000 réactions
[94].
Fassoldati [94] a réduit ce mécanisme et l’a étendu aﬁn de décrire les précur-
seurs de suies. Le résultat est un mécanisme de 93 espèces et 993 réactions,
valide pour les hautes et basses températures.
3.2.3.3 Comparaison des schémas
Aﬁn de pouvoir choisir entre les deux schémas, les délais d’auto-allumages à
pression constante des deux mécanismes sont comparées aux données expéri-
mentales à la Fig. 3.3.
Le mélange combustible est composé de n-dodécane et d’air à la stoechiométrie
pour des pressions de 20 et 40 atmosphères, d’après les expériences de [104; 105].
Il ressort que les deux schémas reproduisent les tendances d’oxydation du n-
dodécane notamment avec la présence de la NTC. Les délais d’autoallumage
pour 20 atm sont assez bien reproduits. Le schéma de Livermore, en bleu sur

60 Chapitre 3 - Analyse chimique
n-dodécane dans la suite de l’étude. Cependant un tel choix ne doit pas occul-
ter que les conditions d’étude se situe en dehors de la zone d’optimisation du
mécanisme, notamment de part la forte richesse mais aussi par la forte dilution
en eau du mélange. Les résultats obtenus sont donc à prendre avec précaution.
3.2.4 Description de la zone de coefficient négatif de tempéra-
ture
La reproduction de cette zone est un autre prérequis du schéma. D’après la
Fig. 3.3 la zone de coeﬃcient négatif de température s’étend de 689 K à 862 K
pour une pression de 1.7 atm, avec un point d’inﬂexion vers 781 K. Ainsi nous
allons nous intéresser aux cas d’allumage pour des températures de 600, 700,
800 et 900 K. En explorant l’extérieur et l’intérieur de part et d’autre du point
d’inﬂexion de la NTC, nous pourrons mettre en évidence le basculement du
mode de combustion. Les proﬁls de températures et des radicaux OH et HO2
sont tracés aux Fig. 3.5 et 3.6
Figure 3.4 – Évolution de la température (en haut) et des fractions massiques de
radicaux OH (à droite) et HO2 (à gauche) pour l’auto-allumage en réacteur homo-
gène d’un mélange n-dodécane air à la stoechiométrie et pour différentes températures
initiales.
Pour des températures initiales de 700 et 800 K, un allumage “froid“ est claire-
ment identiﬁable. En eﬀet une élévation de quelques dizaines de degrés sur les
proﬁls de températures, correspond à un premier pic radicalaire vers t = 4 10−3s
resp. 3 10−3s pour une température initiale T0 = 700K resp. T0 = 800K.
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Figure 3.5 – Évolution de la fraction massique de radicaux OH pour l’auto-allumage
en réacteur homogène d’un mélange n-dodécane air à la stoechiométrie et pour diffé-
rentes températures initiales.
Figure 3.6 – Évolution de la fraction massique de radicaux HO2 pour l’auto-
allumage en réacteur homogène d’un mélange n-dodécane air à la stoechiométrie et
pour différentes températures initiales.
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L’allumage complet se met ensuite en place vers t = 3 10−2s resp. 7 10−3s pour
T0 = 700K resp. T0 = 800K. Il est alors lui aussi associé à une forte production
de radicaux.
D’autre part, les proﬁls de radicaux illustrent les changements de voies réaction-
nelles évoqués pŕecédement. En eﬀet pour les basses températures, T = 600 K, 700 K
les proﬁls sont raides, ce qui correspond à une explosion radicalaire. Au contraire
pour les températures plus élevées, notamment pour T = 900 K, l’allumage ré-
sulte d’une accumulation de radicaux se répartissant sur de plus longues échelles
de temps. L’exemple de la concentration de HO2 s’étalant entre 10−8 et 10−2 s
est particulièrement explicite.
Ces observations sont corroborées par l’application de la méthode d’indenti-
ﬁcation des temps caractéristiques (CTS-ID) développée par Caudal [23], au
niveau de ces diﬀérents temps d’allumage. Cette méthode sera décrite plus en
détail au chapitre suivant. Pour l’instant, il est suﬃsant d’en retenir sa capacité
à dégager des réactions chimiques gouvernant l’évolution locale du système chi-
mique. Ces réactions sont associées à un temps caractéristique τ pendant lequel
elles vont diriger le système. La contribution, notée γ représente l’inﬂuence de
cette réaction sur la dynamique du système. Cette contribution est normalisée
par celle de la réaction la plus importante.
Cette analyse a été conduite dans les conditions de ﬂamme froide, pour une tem-
pérature initiale T0 = 700 K et pour des températures plus élevées T0 = 900 K.
Dans le cas froid, l’analyse a été réalisée aux instants correspondants à l’al-
lumage froid τcold = 4.678 10−3 s, cf tableau 3.1 et à l’allumage complet
τigni = 3.01 10
−2 s, cf tableau 3.2.
Les réactions mises en évidence sont en accord avec les voies réactionnelles évo-
quées dans la littérature. En eﬀet, pour le délai froid, les réactions illustrent
une série d’attaques de l’oxygène sur des alcanes et alcènes nC3H7, C12H25-3,
iC2H7, donnant naissance à d’autre alcanes ou alcènes de plus petite taille ou
des composés oxygénés tels que C2H5O2. Bien que quelques radicaux de petites
tailles apparaissent, les molécules en jeu dans les réactions sont assez grandes.
Il s’agit alors bien de la décomposition du fuel, sans que l’explosion radicalaire
associée à l’allumage ne soit visible.
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γ τc (s) Réaction
1.00 1.405 10−8 0.32 O2 + 0.33 C2H5 + · · · = 0.31 C2H5O2 + · · ·
0.73 5.079 10−9 0.33 O2 + 0.33 NC3H7 + · · · = 0.33 NC3H7O2 + · · ·
0.44 5.038 10−9 0.33 O2 + 0.27 PC4H9 + 0.06 C6H13-1+ · · · = 0.27 PC4H9O2 + 0.06 C6H13O2-1+ · · ·
0.42 4.726 10−8 0.29 O2 + 0.02 OH+ 0.01 CH2O+ 0.29 CH3 + · · ·
= 0.03 H2O+ 0.02 CO+ 0.01 CH3O+ 0.27 CH3O2 + · · ·
0.34 3.077 10−9 0.33 O2 + 0.33 IC3H7 + · · · = 0.33 IC3H7O2 + · · ·
0.21 5.081 10−9 0.33 O2 + 0.26 NC3H7 + 0.01 C5H11-1+ 0.06 C7H15-1+ · · ·
= 0.26 NC3H7O2 + 0.01 C5H11O2-1+ 0.06 C7H15O2-1+ · · ·
0.21 1.091 10−8 0.33 O2 + 0.32 C12H25-3+ · · · = 0.31 ISO4 + · · ·
0.20 1.082 10−8 0.24 H+ 0.01 CH3 + 0.04 C2H5O2 + 0.02 C3H6 + 0.01 C5H10-1+ 0.01 C6H12-1+ 0.11 ISO4 + · · ·
= 0.05 H2 + 0.04 OH+ 0.11 HO2 + 0.05 C2H5 + 0.02 CH3CO+ 0.02 IC3H7O2 + 0.12 C12H25-3+ · · ·
Table 3.1 – Principaux temps caractéristiques τc et réactions associés du système chimique d’après la méthode CTS-ID pour
t = 4.678 10−3 s et T0 = 700K. Seules les réactions dont la contribution massique γ est supérieure à 0.2 sont représentées pour l’auto-
inflammation d’un mélange n-dodécane-Air à la stoechiométrie avec T0 = 700K.
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γ τc (s) Réaction
1.00 9.884 10−8 0.05 H+ 0.03 O+ 0.14 O2 + 0.03 OH+ 0.04 CH2O+ 0.04 CH4 + 0.03 C2H6 + 0.03 C2H5
+0.01 C2H4 + 0.02 CH2CHO+ 0.01 C4H6 + · · ·
= 0.02 H2 + 0.03 H2O+ 0.14 HO2 + 0.06 CO+ 0.19 CH3 + 0.02 HCCO+ 0.02 C4H71-3+ · · ·
0.74 5.287 10−9 0.11 H+ 0.15 O2 + 0.15 CH2O+ 0.04 HCO+ 0.16 CH3 + · · ·
= 0.04 CO+ 0.14 CH3O+ 0.15 CH3O2 + · · ·
0.56 5.310 10−5 0.07 H2 + 0.27 O2 + 0.02 CH4 + 0.04 C2H4 + · · · = 0.32 H2O+ 0.24 CO+ · · ·
0.55 1.337 10−7 0.01 H+ 0.01 H2 + 0.05 O2 + 0.03 OH+ 0.05 HO2 + 0.34 CH3 + 0.01 C2H4
+0.03 HCCO+ 0.01 C3H5-A+ · · ·
= 0.07 H2O+ 0.05 CO+ 0.02 CO2 + 0.07 CH2O+ 0.02 CH3OH+ 0.09 CH4
+0.07 C2H6 + 0.01 C3H6 + · · ·
0.54 4.530 10−8 0.02 H2 + 0.01 O+ 0.03 O2 + 0.10 OH+ 0.12 CO+ 0.21 CH3 + 0.02 C2H4
+0.01 C2H3 + 0.07 CH2CO+ · · ·
= 0.08 H2O+ 0.02 CO2 + 0.01 CH4 + 0.01 C2H5 + 0.22 CH2CHO+ · · ·
0.46 5.150 10−9 0.02 HO2 + 0.13 CO+ 0.23 CH3O+ · · · = 0.15 H+ 0.04 O2 + 0.23 CH2O+ 0.14 HCO+ · · ·
0.24 6.067 10−8 0.02 O+ 0.04 OH+ 0.02 HO2 + 0.10 CH3 + 0.03 C2H6 + 0.19 C2H4 + 0.03 CH3CHO
+0.04 CH2CHO+ 0.03 C3H8 + · · ·
= 0.04 H2O+ 0.07 CO+ 0.01 CH2O+ 0.31 C2H5 + 0.02 CH2CO+ · · ·
0.23 1.945 10−8 0.31 H+ 0.09 O2 + 0.04 H2O+ 0.01 CO+ 0.03 CH2O+ 0.03 CH2CHO+ · · ·
= 0.07 H2 + 0.13 O+ 0.10 OH+ 0.04 HO2 + 0.02 CH4 + 0.02 C2H5 + 0.01 C2H4 + 0.02 C2H3 + · · ·
0.19 5.310 10−5 0.12 O2 + 0.07 H2O+ 0.40 CO+ · · · = 0.02 H2 + 0.35 CO2 + 0.02 C2H4 + · · ·
0.15 5.687 10−9 0.06 O2 + 0.22 CO+ 0.02 HCO+ 0.31 C2H3 + · · ·
= 0.03 O+ 0.03 HO2 + 0.03 C2H2 + 0.03 CH2CHO+ 0.24 C2H3CO+ · · ·
Table 3.2 – Principaux temps caractéristiques τc et réactions associées du système chimique d’après la méthode CTS-ID pour
t = 3.01 10−2 s et T0 = 700K. Seules les réactions dont la contribution massique γ est supérieure à 0.15 sont représentées pour l’auto-
inflammation d’un mélange n-dodécane-Air à la stoechiométrie avec T0 = 700K.
T
A
B
L
E
D
E
S
M
A
T
IÈ
R
E
S
65
γ τc (s) Réaction
1.00 7.381 10−6 0.10 H2 + 0.28 O2 + 0.02 CH4 + 0.03 C2H4 + 0.02 C2H2 + · · · = 0.29 H2O+ 0.13 CO+ 0.07 CO2 + · · ·
0.76 2.175 10−6 0.31 H2O+ 0.17 CO+ · · · = 0.18 H2 + 0.18 O2 + 0.06 CO2 + 0.03 CH4 + 0.02 C2H4 + 0.02 C2H2 + · · ·
0.47 2.334 10−6 0.18 H2 + 0.17 O2 + 0.07 CO2 + 0.03 CH4 + 0.02 C2H4 + 0.02 C2H2 + · · · = 0.30 H2O+ 0.18 CO+ · · ·
0.45 3.962 10−8 0.06 H+ 0.05 O+ 0.12 O2 + 0.19 H2O+ 0.03 CO2 + 0.01 CH3OH+ 0.01 C2H4 + 0.03 C2H2 + · · ·
= 0.06 H2 + 0.14 OH+ 0.17 HO2 + 0.04 CH3 + 0.04 HCCO+ · · ·
0.39 1.322 10−7 0.06 H+ 0.02 O+ 0.20 O2 + 0.07 OH+ 0.01 HO2 + 0.06 C2H4 + 0.02 CH2CO+ · · ·
= 0.01 H2 + 0.25 H2O+ 0.15 CO+ 0.05 CO2 + 0.03 CH2O+ · · ·
0.31 1.298 10−8 0.28 H+ 0.09 O2 + 0.01 H2O+ 0.02 CO+ 0.04 CH2O+ 0.04 C2H3 + 0.01 HCCO+ · · ·
= 0.08 H2 + 0.18 O+ 0.02 OH+ 0.05 HO2 + 0.01 CH4 + 0.01 CH2 + 0.01 C2H5
+0.02 C2H4 + 0.06 C2H2 + · · ·
0.26 8.508 10−8 0.03 H+ 0.06 O2 + 0.07 OH+ 0.05 HO2 + 0.15 CH2O+ 0.01 CH4 + 0.02 C2H4 + · · ·
= 0.08 H2 + 0.19 H2O+ 0.17 CO+ 0.03 CO2 + 0.02 HOCHO+ 0.01 CH3 + · · ·
0.25 1.264 10−8 0.08 H2 + 0.17 O+ 0.07 HO2 + 0.01 CH2 + 0.02 C2H4 + 0.09 C2H2 + · · ·
= 0.23 H+ 0.10 O2 + 0.01 CO+ 0.04 CH2O+ 0.08 C2H3 + 0.01 HCCO+ · · ·
0.22 4.916 10−8 0.05 H+ 0.10 O2 + 0.10 H2O+ 0.25 CH3 + 0.01 C2H4 + 0.02 HCCO+ · · ·
= 0.01 H2 + 0.06 OH+ 0.07 HO2 + 0.11 CH2O+ 0.02 CH3OH+ 0.10 CH4 + 0.03 C2H6 + · · ·
0.17 7.381 10−6 0.03 H2 + 0.29 CO2 + 0.01 CH4 + 0.03 C2H4 + 0.02 C2H2 + · · · = 0.14 H2O+ 0.43 CO+ · · ·
Table 3.3 – Principaux temps caractéristiques τc et réactions associés du système chimique d’après la méthode CTS-ID pour
t = 5.408 10−2 s et T0 = 900K. Seules les réactions dont la contribution massique γ est supérieure à 0.15 sont représentées pour l’auto-
inflammation d’un mélange n-dodécane-Air à la stoechiométrie avec T0 = 900K.
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À l’opposé, pour le délai d’allumage complet, les réactions radicalaires très ra-
pides, τ ≈ 10−8 s, font majoritairement intervenir des radicaux légers de la
chimie de l’hydrogène H, OH, HO2 et du C1 tels que HCCO, CH2O, CH3. Il
apparait donc une véritable explosion radicalaire en accord avec les descriptions
discutées précédement.
Les résultats de l’analyse eﬀectuée lors de l’allumage τigni = 5.408 10−2 s pour
une température initiale de T0 = 900 K, disponibles au tableau 3.3 soulignent
eux aussi l’importance des réactions radicalaires dans l’allumage. Ils restent
donc en accord avec les comportements attendus.
Deux méthodes ont donc pu conﬁrmer l’accord des résultats obtenus avec les
comportements connus dans la littérature. Ainsi le schéma choisi s’avère tout
à fait apte à décrire la zone de coeﬃcient négatif.
3.2.5 Variation des paramètres
Les conditions de pression, de richesse et de dilution en eau dans un reformeur
sont assez éloignées de celles de combustions plus classiques. Il semble alors
opportun de qualiﬁer l’impact de ces paramètres sur l’évolution chimique du
système.
3.2.5.1 Influence de la pression
L’impact de la pression sur le système est visible à la Fig. 3.3 discutée plus haut.
Il ressort clairement que la pression joue un rôle accélérateur sur l’oxydation
du mélange. Cependant l’amplitude de l’eﬀet tend à s’estomper pour les fortes
pressions.
Cela s’explique par un eﬀet thermodynamique d’augmentation de la concentra-
tion des espèces réactives. L’augmentation en pression est également associée
avec une réduction de la zone de coeﬃcient négatif de température, celle-ci étant
légèrement repoussée vers les plus hautes températures. La pression favorisant
la production radicalaire, la concentration de radicaux lors de la décomposition
du fuel augmente permettant alors d’initier l’allumage complet. Ainsi la pro-
babilité d’apparition du phénomène d’allumage froid est réduite et avec elle, la
zone de coeﬃcient négatif.
3.2.5.2 Effet de la dilution en eau
Pour un mélange à la stoechiométrie, l’addition d’eau à un fort rôle sur la
température de ﬁn de combustion comme visible à la Fig. 3.7. Cependant ceci
s’explique par pur eﬀet thermodynamique. Les températures de ﬂamme adiaba-
tique pour les diférentes fraction massique de dilution du diesel, a, sont repro-
duites au tableau 3.4. Les valeurs de dilution peuvent sembler particulièrement
élevée cependant il s’agit de dilution en moles, la conversion en masse donne-
rait des valeurs plus faibles. L’eﬀet cinétique de l’ajout d’eau semble, dans ces
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Espèce n-dodécane eau air
Débit massique (kg.s−1) 3.61 10−4 8.61 10−4 1.61 10−3
Table 3.5 – Débits massiques en entrée pour le réacteur ATR 7 alimenté en n-
dodécane.
Dans notre cas, l’utilisation de n-dodécane implique nC(F ) = 12, s = 18.5.
Ainsi on obtient une richesse et une fraction molaire de dilution :
Φ = 3.35, a = 0.957 (3.13)
ou de manière équivalente :
O2/C = 0.46, S/C = 1.88 (3.14)
3.3.3 Profils d’allumage
Aﬁn de mieux comprendre la dynamique du mélange dans les conditions de re-
formage, deux études d’auto-allumages ont été réalisées. La première se déroule
à basse température pour T0 = 700 K, la deuxième a lieu hors de la zone de
coeﬃcient négatif pour T0 = 900 K.
Les évolutions de la température pour des températures initales de 700 K et
900 K sont respectivement présentées aux Fig. 3.11 et 3.15. Les proﬁls des
espèces majoritaires, Fig. 3.12 et 3.16, des principaux radicaux, Fig. 3.13 et
3.17 et des principaux intermédiaires carbonés, Fig. 3.14 et 3.18, sont également
disponibles.
Les temps caractéristiques et réactions associées ont par ailleurs été calculés
pour diﬀérents instants de l’allumage.
De ces études, il ressort que le processus se déroule en quatre étapes de durées
et de cinétiques chimiques bien distinctes :
— La première étape consiste en une décomposition du fuel.
Celle ci peut avoir lieu lors d’un allumage froid comme dans le cas
d’une combustion classique. En eﬀet, pour une température initiale T0 =
700 K, les réactions mises en évidence au tableau 3.6, pour le temps
t = 3.678 10−3 s, associées à une faible augmentation de température,
sont similaires à celles observées pour un mélange stoechiométrique, cf
tableau 3.1.
À plus haute température T0 = 900 K, cette décomposition intervient
dans le front d’allumage, comme illustré au tableau 3.7.
— La seconde correspond bel et bien à un emballement radicalaire de la
réaction, les courbes de radicaux OH et HO2, Fig. 3.13 et 3.17, étant
similaires à celles observées lors de l’étude de la NTC, Fig. 3.5 et 3.6.
Cependant les intermédiaires carbonés légers tels que C2H4, C2H6 vont
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jouer un plus grand rôle cinétique comme visible au tableau 3.8, résul-
tant en de fortes concentrations d’éthylène et d’acéthylène.
— Viennent ensuite plus tardivement t > 1 s des réactions exothermiques.
Ces réactions sont cinétiquement controlées par les radicaux des chimies
de l’hydrogène et du C1 ainsi que les intermédiaires carbonés évoqués
plus haut, cf tableau 3.9. Il résulte une diminution des intermédiaires
carbonés à l’exception du benzène qui est fortement produit. Le mo-
noxyde de carbone et l’eau sont aussi consommés au proﬁt du méthane,
du dioxyde de carbone et de l’hydrogène.
— Enﬁn des réactions endothermiques lentes se mettent en place. Là en-
core ces dernières semblent pilotées par les intermédiaires carbonés. Elles
s’accompagnent par la ﬁn de production du benzène, du dioxyde de car-
bone et du méthane. Le monoxyde de carbone est par ailleurs largement
produit.
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γ τc (s) Réaction
1.00 2.308 10−9 0.33 O2 + 0.33 ISO8 + · · · = 0.14 ISO4 + 0.19 ISO3 + · · ·
0.81 8.260 10−9 0.16 O2 + 0.18 OH+ 0.18 NC12H26 + 0.03 C12H25-2+ 0.04 ISO8 + · · ·
= 0.18 H2O+ 0.02 C12H25-1+ 0.07 C12H25-3+ 0.06 C12H25O2-2+ 0.02 ISO4 + 0.08 ISO3 + · · ·
0.58 1.531 10−8 0.33 O2 + 0.33 C12H25-3+ · · · = 0.33 ISO4 + · · ·
0.46 3.841 10−9 0.32 O2 + 0.33 ISO5 + · · · = 0.01 ISO4 + 0.32 ISO1 + · · ·
0.41 3.809 10−9 0.32 O2 + 0.33 ISO6 + · · · = 0.01 ISO3 + 0.32 ISO2 + · · ·
0.40 1.132 10−7 0.33 O2 + 0.33 CH3COCH2 + · · · = 0.33 CH3COCH2O2 + · · ·
0.33 4.016 10−9 0.33 O2 + 0.33 C12H25-2+ · · · = 0.33 C12H25O2-2+ · · ·
0.21 3.923 10−9 0.33 O2 + 0.34 C12OOH2-4+ · · · = 0.33 C12OOH2-4O2 + · · ·
0.13 6.710 10−9 0.25 NC3H7O2 + 0.03 C5H11-1+ 0.22 C7H15-1+ · · ·
= 0.25 NC3H7 + 0.03 C5H11O2-1+ 0.22 C7H15O2-1+ · · ·
0.10 2.012 10−4 0.34 O2 + 0.19 NC12H26 + · · ·
= 0.19 H2O+ 0.01 CH3CHO+ 0.01 CH2CO+ 0.01 C2H5CHO+ 0.01 NC3H7COCH2
+0.01 NC5H11CHO+ 0.01 NC4H9COCH2 + 0.01 C12H25O2-2+ 0.02 ISO4
+0.01 ISO3 + 0.01 ISO12 + 0.02 ISO9 + 0.03 ISO10 + 0.01 NC8H17CHO+ 0.01 NC6H13CHO+ · · ·
Table 3.6 – Principaux temps caractéristiques τc et réactions associées du système chimique d’après la méthode CTS-ID pour
t = 3.678 10−3 s et T0 = 700K. Seules les réactions dont la contribution massique γ est supérieure à 0.15 sont représentées pour l’auto-
inflammation d’un mélange n-dodécane-Air dans les conditions de reformage avec T0 = 700K et une pression de 1.7 atm.
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γ τc (s) Réaction
1.00 7.591 10−8 0.29 O2 + 0.30 CH3 + 0.01 NC3H7 + · · · = 0.29 CH3O2 + 0.01 C2H4 + · · ·
0.83 5.364 10−9 0.15 H+ 0.07 O2 + 0.01 CO+ 0.01 C2H4 + 0.02 IC3H7 + 0.04 NC3H7 + 0.04 C3H6
+0.02 PC4H9 + 0.05 C7H15O2-1+ 0.03 C10H21-5+ 0.04 C9H17 + · · ·
= 0.03 H2 + 0.02 HO2 + 0.02 HCO+ 0.02 CH3 + 0.03 C2H5 + 0.05 C3H5-A+ 0.04 NC3H7O2
+0.04 IC3H7O2 + 0.02 PC4H9O2 + 0.04 C6H12-1+ 0.05 C7H15-1+ 0.01 C10H21-2+ · · ·
0.63 4.483 10−9 0.32 O2 + 0.32 IC3H7 + · · · = 0.32 IC3H7O2 + · · ·
0.44 5.307 10−9 0.01 H2 + 0.18 O2 + 0.01 HO2 + 0.01 C2H5 + 0.03 NC3H7 + 0.06 C3H5-A+ 0.02 IC3H7O2
+0.02 C5H11-1+ 0.05 C6H12-1+ 0.17 C7H15-1+ · · ·
= 0.06 H+ 0.02 C2H4 + 0.01 C3H6 + 0.03 NC3H7O2 + 0.02 C5H11O2-1
+0.16 C7H15O2-1+ 0.05 C9H17 + · · ·
0.35 5.278 10−9 0.03 H+ 0.05 O2 + 0.02 NC3H7 + 0.26 C3H5-A+ 0.26 C6H12-1+ 0.02 C7H15-1+ · · ·
= 0.02 NC3H7O2 + 0.02 C7H15O2-1+ 0.26 C9H17 + · · ·
0.33 5.566 10−9 0.03 C2H4 + 0.06 NC3H7O2 + 0.06 PC4H9O2 + 0.02 C6H12-1+ 0.01 C6H13O2-1+ 0.07 C7H15-1
+0.03 C7H14-1+ 0.04 C10H21-1+ 0.05 C10H21-2+ 0.07 C8H17-4+ 0.03 C8H17O2-1+ · · ·
= 0.08 O2 + 0.05 NC3H7 + 0.01 C3H6 + 0.05 PC4H9 + 0.02 C5H10-1+ 0.07 C7H15O2-1
+0.14 C10H21-5+ 0.08 C8H17-1+ · · ·
0.33 3.412 10−3 0.28 O2 + 0.01 C2H4 + 0.04 C3H6 + 0.01 C4H8-1+ · · ·
= 0.04 H2 + 0.23 H2O+ 0.26 CO+ 0.01 CO2 + 0.02 CH4 + 0.03 C2H3CHO+ · · ·
0.24 5.123 10−9 0.02 H+ 0.03 CH3 + 0.04 C2H4 + 0.27 NC3H7O2 + · · · = 0.25 O2 + 0.31 NC3H7 + · · ·
0.21 7.233 10−8 0.22 CH3O2 + 0.02 C2H4 + 0.07 C2H3 + 0.01 C3H6 + · · ·
= 0.01 H2 + 0.10 O2 + 0.01 H2O+ 0.05 HO2 + 0.05 CO+ 0.02 CH2O+ 0.26 CH3 + 0.01 C2H5
+0.05 CH2CHO+ 0.01 C2H5O2 + 0.02 C3H5-A+ · · ·
0.20 4.130 10−8 0.31 O2 + 0.32 C2H5 + · · · = 0.01 HO2 + 0.02 C2H4 + 0.30 C2H5O2 + · · ·
Table 3.7 – Principaux temps caractéristiques τc et réactions associées du système chimique d’après la méthode CTS-ID pour
t = 3.168 10−2 s et T0 = 900K. Seules les réactions dont la contribution massique γ est supérieure à 0.15 sont représentées pour l’auto-
inflammation d’un mélange n-dodécane-Air dans les conditions de reformage avec T0 = 900K et une pression de 1.7 atm.
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γ τc (s) Réaction
1.00 6.061 10−8 0.27 H+ 0.03 OH+ 0.07 CH4 + 0.15 C2H4 + 0.05 C2H2 + · · ·
= 0.08 H2 + 0.02 H2O+ 0.08 CH3 + 0.14 C2H5 + 0.07 C2H3 + · · ·
0.45 5.291 10−7 0.09 H2 + 0.23 CH3 + 0.01 C2H6 + 0.18 C2H4 + · · ·
= 0.03 H+ 0.20 CH4 + 0.10 C2H5 + 0.09 C2H3 + 0.01 C3H4-P+ · · ·
0.21 6.198 10−9 0.33 H+ 0.29 CO+ 0.01 C2H4 + · · · = 0.02 H2 + 0.29 HCO+ 0.01 C2H5 + · · ·
0.17 1.722 10−2 0.28 H2 + 0.03 CO2 + 0.04 CH4 + 0.29 C2H2 + · · · = 0.02 H2O+ 0.03 CO+ 0.02 C2H6 + 0.27 C2H4 + · · ·
0.16 2.761 10−9 0.01 H+ 0.32 CH3 + 0.32 C2H4 + 0.01 C3H6 + · · · = 0.33 NC3H7 + · · ·
0.16 6.422 10−6 0.01 H+ 0.11 H2 + 0.05 H2O+ 0.02 CO+ 0.12 CH3 + 0.02 C2H5 + 0.02 C2H3 + 0.16 C2H2
+0.01 C3H6 + 0.09 C3H3 + · · ·
= 0.04 CO2 + 0.01 CH4 + 0.05 C2H6 + 0.12 C2H4 + 0.04 C3H5-A+ 0.08 C4H6 + · · ·
0.12 2.056 10−8 0.23 H+ 0.20 H2O+ 0.02 CO2 + 0.03 CH3 + 0.03 C2H4 + · · ·
= 0.16 H2 + 0.22 OH+ 0.02 CO+ 0.03 CH4 + 0.03 C2H5 + · · ·
Table 3.8 – Principaux temps caractéristiques τc et réactions associées du système chimique d’après la méthode CTS-ID pour
t = 2.0 10−1 s et T0 = 700K. Seules les réactions dont la contribution massique γ est supérieure à 0.15 sont représentées pour l’auto-
inflammation d’un mélange n-dodécane-Air dans les conditions de reformage avec T0 = 700K et une pression de 1.7 atm.
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γ τc (s) Réaction
1.00 7.156 10−8 0.27 H+ 0.02 OH+ 0.11 CH4 + 0.11 C2H4 + 0.04 C2H2 + 0.01 CH2CO+ · · ·
= 0.13 H2 + 0.01 H2O+ 0.11 CH3 + 0.09 C2H5 + 0.06 C2H3 + 0.01 HCCO+ · · ·
0.84 3.379 10−7 0.11 H2 + 0.23 CH3 + 0.01 C2H6 + 0.16 C2H4 + · · · = 0.05 H+ 0.22 CH4 + 0.07 C2H5 + 0.10 C2H3 + · · ·
0.47 2.422 10−2 0.23 H2 + 0.04 CO2 + 0.09 CH4 + 0.26 C2H2 + · · · = 0.04 H2O+ 0.04 CO+ 0.02 C2H6 + 0.27 C2H4 + · · ·
0.34 5.942 10−9 0.33 H+ 0.01 H2O+ 0.30 CO+ · · · = 0.02 H2 + 0.01 OH+ 0.30 HCO+ · · ·
0.23 2.173 10−9 0.01 H+ 0.32 CH3 + 0.32 C2H4 + 0.01 C3H6 + · · · = 0.33 NC3H7 + · · ·
0.22 7.068 10−2 0.12 H2O+ 0.09 CO+ 0.02 C2H6 + 0.21 C2H4 + · · · = 0.04 H2 + 0.11 CO2 + 0.25 CH4 + 0.14 C2H2 + · · ·
0.20 9.097 10−8 0.20 H+ 0.01 OH+ 0.10 CH4 + 0.12 C2H4 + 0.04 C2H2 + 0.06 HCCO+ 0.01 C6H4CH3 + · · ·
= 0.05 H2 + 0.11 CH3 + 0.11 C2H5 + 0.07 C2H3 + 0.06 CH2CO+ · · ·
0.20 6.471 10−6 0.02 H+ 0.14 H2 + 0.03 H2O+ 0.02 CO+ 0.13 CH3 + 0.01 C2H5 + 0.01 C2H3 + 0.17 C2H2
+0.04 C3H6 + 0.06 C3H3 + · · ·
= 0.02 CO2 + 0.04 CH4 + 0.04 C2H6 + 0.13 C2H4 + 0.06 C3H5-A+ 0.06 C4H6 + · · ·
0.13 2.236 10−7 0.15 H2 + 0.04 CH4 + 0.03 C2H6 + 0.33 C2H3 + · · ·
= 0.05 H+ 0.04 CH3 + 0.23 C2H5 + 0.01 C2H4 + 0.10 C2H2 + · · ·
0.12 9.994 10−6 0.01 H+ 0.15 H2 + 0.02 H2O+ 0.01 CO+ 0.04 CH4 + 0.07 CH3 + 0.15 C2H2 + 0.07 C3H5-A
+0.11 C3H3 + · · ·
= 0.02 CO2 + 0.04 C2H6 + 0.11 C2H4 + 0.06 C3H6 + 0.01 C3H4-P+ 0.08 C4H6 + · · ·
0.11 8.138 10−10 0.33 CO+ 0.33 CH3 + · · · = 0.33 CH3CO+ · · ·
Table 3.9 – Principaux temps caractéristiques τc et réactions associées du système chimique d’après la méthode CTS-ID pour t = 2.5 s
et T0 = 700K. Seules les réactions dont la contribution massique γ est supérieure à 0.15 sont représentées pour l’auto-inflammation d’un
mélange n-dodécane-Air dans les conditions de reformage avec T0 = 700K et une pression de 1.7 atm.
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3.3.4 Première modélisation
3.3.4.1 Le réacteur parfaitement agité
Le réacteur parfaitement agité (PSR) permet une première description de l’in-
ﬂuence de l’écoulement ﬂuide sur la cinétique chimique. En eﬀet à la diﬀé-
rence du réacteur homogène utilisé pour décrire l’autoallumage, le mélange
froid s’écoule au travers du système avec un débit m˙. Durant le temps τ de la
traversée, le mélange va alors pouvoir réagir. La réaction sera plus ou moins
rapide suivant la température Tpsr du réacteur.
La description formelle de ce type de système à pression constante, suppose
un mélange inﬁniment rapide des espèces, ainsi la composition et la tempéra-
ture du mélange est uniformément identique dans le réacteur et en sortie. En
appliquant un simple bilan de masse pour chaque espèce et d’enthalpie sur le
réacteur, on obtient les équations de conservation suivantes :
ρV dtYk = m˙ (Y
e
k − Yk) + VMkω˙k
ρV dtH = m˙ (H
e −H)− Pth
(3.15)
où les ﬂux entrants sont notés avec e et les valeurs de sortie sont celles du
réacteur. Le terme Mk correspond à la masse molaire de l’espèce k. Les termes
sources à droite représentent les réactions chimiques et d’éventuelles pertes
thermiques.
En supposant les gaz comme parfaits et en introduisant l’enthalpie massique
hk de l’espèce k telle que
H =
∑
k
Ykhk
hk = h
0
k +
∫ T
T 0
cpk(θ)dθ
(3.16)
Fichet [61] met en évidence l’équation d’évolution de la température :
ρV cpdtTpsr = m˙
∑
k
Y ek (h
e
k − hk)− V
∑
k
hkMkω˙k︸ ︷︷ ︸
−ρcpΩT
−Pth (3.17)
où la capacité caloriﬁque du mélange est déﬁnie par cp =
∑
k
Ykcpk.
Cette équation illustre alors la compétition entre le terme de dégagement de
chaleur lié à la réaction ΩT , les pertes thermiques Pth et le terme de mélange,
ici le premier terme de droite.
Cette compétition peut être rendue plus explicite en supposant la capacité
caloriﬁque de chaque espèce indépendante de la température. On a alors :
hek − hk = cpk (T
e − Tpsr) (3.18)
en introduisant le temps de séjour :
τsej =
ρV
m˙
(3.19)
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L’équation se met alors sous la forme
dtTpsr = −
Tpsr − T
e
τsej
+Ω(Tpsr)−
Pth
ρV cp
(3.20)
Dans le cas adiabatique, Pth = 0, l’évolution de la température du système est
donc déterminée par le terme chimique venant s’opposer à un terme d’amortis-
sement de temps τsej . La température initiale du réacteur Tpsr (t = 0) va elle
aussi jouer un rôle en favorisant ou non les réactions responsables du dégage-
ment de chaleur.
Cette grandeur, ainsi que la température d’entrée et le temps de mélange
vont donc complètement conditionner l’état d’équilibre du système. Ce der-
nier peut correspondre à un état éteint Tpsr(t → ∞) = T e ou au contraire
allumé Tpsr(t→∞) > T e.
3.3.4.2 Application à l’ATR 7
Aﬁn d’obtenir une première estimation de l’inﬂuence du mélange turbulent sur
la cinétique chimique du reformage dans le cas de l’ATR 7, nous allons le mo-
déliser à l’aide d’un réacteur parfaitement agité.
Comme évoqué précédemment, ce genre d’approche nécessite de ﬁxer une tem-
pérature initiale et un temps de mélange caractéristique au système. Ces gran-
deurs ne sont pas obtenables facilement dans le cas du reformeur. En eﬀet,
rappelons que lors du démarrage, de l’air chauﬀé est d’abord injecté pour per-
mettre aux réactions de s’amorcer [52]. Ce n’est qu’après que le système est
positionné à son point nominal. Ainsi nous allons eﬀectuer un balayage pour
déterminer l’impact de ces deux paramètres sur la chimie.
La température initiale du réacteur est alors variée entre 600 K et 1200 K aﬁn
de pouvoir décrire le cas non allumé et un cas de combustion complète. D’autre
part, un balayage assez large du temps de séjour entre 10−3 s et 1 s permet de
décrire l’ensemble des conﬁgurations possibles du système.
Les températures stables de sortie du réacteur en fonction des paramètres sont
alors représentées à la Fig. 3.19.
Trois zones sont clairement identiﬁables dans ce cas. Ceci se distingue des ré-
sultats conventionnels pour les PSR, pour lequels soit la réaction s’éteint, soit
on assiste à une combustion complète si l’on laisse suﬃsamment de temps au
mélange pour réagir.
— Ici la première zone est homogène avec une température de sortie égalant
la température d’injection du mélange Tout = 500 K. Ceci correspond
au cas éteint.
— La deuxième est relativement homogène avec une température de sortie
modérée Tout = 800 K.
— Enﬁn au niveau de la troisième, la température de sortie est plus élevée
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L’apparition de cette zone froide est donc directement liée au mécanisme d’al-
lumage froid et à la zone de coeﬃcient négatif. En eﬀet, pour des températures
assez basses, Tpsr = 600 K un allumage complet du réacteur est possible après
l’allumage froid, si ces deux ne sont pas trop éloignés temporellement. Pour des
températures plus élevées, l’écart temporel entre les deux allumages peut être
beaucoup plus long. Il suﬃt d’observer le temps entre les deux pics radicalaires
pour 600 et 700 K, des Fig. 3.5 et 3.6, pour s’en convaincre. Si cet écart est
trop grand, les radicaux seront balayés par le mélange du réacteur, et seul un
allumage froid sera stable.
La sortie de la zone de coeﬃcient négatif et la ﬁn du phénomène d’allumage à
froid pour les plus fortes températures, Tpsr > 1000 K, reconduit le réacteur à
n’avoir que les deux états stables, éteint et allumé.
Cet exemple souligne l’importance que le préchauﬀage peut avoir sur le fonc-
tionnement du système.
3.4 Conclusion
La description chimique retenue consiste à représenter le diesel à l’aide du n-
dodécane. Un mécanisme cinétique a été identiﬁé pour décrire le mélange, bien
que les conditions de reformage du diesel soient assez éloignées de leur plage
d’optimisation. Ce mécanisme, issu des travaux de Pei [99], comporte 163 es-
pèces et plusieurs centaines de réactions et reproduit bien les comportements
attendus dans des conditions de combustion.
L’analyse des proﬁls d’espèces lors de l’allumage et des temps caractéristiques
du système chimique semblent mettre en évidence un certain nombre de simi-
litudes entre le reformage et la combustion, notamment par l’existence de cas
d’allumage froid. En eﬀet les deux cas partagent une première phase d’oxy-
dation, rapide entre 10−4s et 10−2s, au cours de laquelle le carburant est
consommé.
Cependant, les fortes richesses et la forte dilution en eau, transforment radi-
calement les dynamiques chimiques post oxydation. Alors que dans le cas de
combustion classique, un état proche de l’équilibre est atteint après la ﬂamme,
dans le cas du reformage de nombreux processus aux échelles de temps diverses,
comprises entre 1 s et 100 s, ont lieux. Les réactions en jeu semblent assez com-
plexes en faisant intervenir de nombreuses espèces, sans se réduire à une unique
réaction globale.
Il convient à présent de savoir comment décrire plus simplement cette chimie
riche, de façon à pouvoir l’intégrer au cours d’un calcul ﬂuide.
4
Réduction de schéma cinétique
Science is neat. . . but I’m afraid it’s not very forgiving.
Scott Clarke, Stranger Things, The Duﬀer Brother, 2016
Si une description chimique du système réactif est disponible, le modèle
associé est trop lourd pour être utilisé en l’état dans le code de calcul
fluide. L’objectif, ici, est donc de proposer une description chimique
réduite issue du modèle détaillé. Les principales méthodes utilisées dans
la littérature sont présentées et leurs applications sur le cas d’étude sont
analysées. Malgré leur grande efficacité, ces approches n’offrent pas de
solution compatible avec les contraintes de la thèse. Le recours à un
mécanisme global est alors discuté.
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consommés et les produits formés :
ν ′1χ1 + ν
′
2χ2 + · · ·︸ ︷︷ ︸
réactifs
⇆ ν ′′1χ1 + ν
′′
2χ2 + · · ·︸ ︷︷ ︸
produits
(4.1)
Les coeﬃcients stoechiométriques des réactifs (ν ′k)k et des produits (ν
′′
k )k
sont liés de façon à assurer la conservation des éléments chimiques consti-
tuants les molécules.
La vitesse de la réaction est alors reliée aux concentrations molaires des
réactifs ([χk])k, à leur ordre associé (nk)k, ainsi qu’à la constante ciné-
tique kr (T, P ) :
vr = kr (T, P )
∏
k espèces
[χk]
nk (4.2)
— La seconde approche revient à décrire l’état du système par un vecteur
s = (T, P, . . . , Y1, . . . Yns)
T contenant toutes les grandeurs physiques dé-
crivant le système, telles que la température, la pression ou les fractions
massiques des espèces. Suivant le réacteur et les hypothèses physiques
considérées, nous pouvons écrire les équations de conservation de la ma-
tière et de l’énergie sous la forme [106] :
dts(t) = Ω (t, s) (4.3)
où Ω représente le terme source lié aux réactions chimiques et au déga-
gement de chaleur. On s’attache alors à la trajectoire du système dans
l’espace des phases, regroupant tous les états possibles.
Dans le cas d’un réacteur homogène à pression et enthalpie constantes,
l’évolution du système peut se réduire complètement à celle de la tempé-
rature et des fractions massiques. Le système d’équations diﬀérentielles
couplées (4.3) devient alors :
dts =
(
dtT
dtY
)
=
(
ΩT (T, Y )
Mk
ρ
ω˙k (T, Y )
)
(4.4)
où le vecteur Y rassemble les fractions massiques des diﬀérentes espèces,
Mk désigne la masse molaire de l’espèce k et ρ la masse volumique.
— Enﬁn le système chimique pourra se décrire sous la forme d’un graph,
visible à droite de la Fig. 4.1. Les espèces chimiques sont placées aux
noeuds du graph. Une arrête ne relie alors deux noeuds que si le système
comprend une réaction les faisant intervenir.
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Bien sûr l’ensemble de ces descriptions sont équivalentes.
On peut déﬁnir le coeﬃcient stoechiométrique global νkr = ν ′′kr−ν
′
kr de l’espèce
k pour la réaction r, de manière à ce qu’il soit positif si l’espèce est produite,
négatif si elle est consommée, et nul dans les autres cas.
Le taux de production net de l’espèce k rassemble l’intégralité des réactions
faisant intervenir l’espèce :
ω˙k =
∑
r réactions
νkrvr (4.5)
En introduisant la matrice des coeﬃcients stoechiométriques ν = (νkr)k espèces, r réactions,
on peut relier l’évolution du vecteur chimique aux vitesses de réaction :
dtY = ν.
 v1...
vnr
 (4.6)
4.3 Méthodes de réduction
Les méthodes de réduction couramment utilisées dans la littérature reposent
sur ces diﬀérentes descriptions. Les principes sur lesquels elles se basent sont
présentés dans la suite. Leur application sur le cas de la chimie du reformage
de l’ATR 7 est également discutée.
4.3.1 Méthodes se focalisant sur l’ensemble d’espèces ou de
réactions
L’objectif ici est de réduire le nombre de réactions ou d’espèces utilisées pour
décrire le système. Cela revient à identiﬁer les espèces ou réactions que l’on peut
éliminer du système sans que l’erreur obtenue sur le comportement à reproduire
ne dépasse une certaine tolérance.
Deux approches se distinguent alors [106]. La première consiste à estimer a
priori l’inﬂuence d’une espèce, ou réaction, sur le système.
La seconde mesure a posteriori l’erreur engendrée par le retrait de certaines
espèces ou réactions.
4.3.1.1 Analyse de sensibilité
L’impact d’une espèce ou d’une réaction peut être évaluée de manière locale ou
globale.
L’analyse locale fait souvent intervenir la matrice de sensibilité
R(t) = (Rij)i,j (4.7)
où chaque coeﬃcient Rij représente l’eﬀet d’une perturbation du paramètre j
sur la variable suivie i.
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Ainsi la sensibilité du schéma à une espèce k peut être évaluée au moyen du
coeﬃcient Bk faisant intervenir la jacobienne du système d’équations :
Bk =
∑
r reactions
(
[χk]
ω˙k
∂ω˙k
∂ [χk]
)2
︸ ︷︷ ︸
rrk
. (4.8)
Dans l’expression ci-dessus les variables suivies sont les termes de production
net de chaque réaction, dont on détermine la sensibilité vis-à-vis de la concen-
tration des espèces. La jacobienne fait alors oﬃce de matrice de sensibilité.
L’expression est également renormalisée de façon à ce que la mesure de sensi-
bilité ne varie pas dans le cas d’augmentation linéaire des concentrations [107].
Une expression similaire peut être déﬁnie pour classer les réactions. Dans ce
cas c’est le taux de production de l’espèce k par la réaction r qui est comparé
au taux de production total de l’espèce k [108; 109].
Un inconvénient de l’approche locale est que le classement obtenu n’est valide
que pour des conditions proches du point d’étude. Ces diﬃcultés peuvent être
contournées par l’emploi de méthodes statistiques, en réalisant des études sur
une grande plage de conditions et en analysant l’interaction entre les diﬀérents
paramètres. Plus de détails sur ces méthodes globales sont disponibles dans la
revue de Snowden[106].
Enﬁn une étude de sensibilité par force brute est parfois proposée dans les
publications, notamment dans le cas du délai d’autoallumage [110; 111] pour
décrire l’inﬂuence de telle ou telle réaction sur la réactivité d’un mélange. Le
coeﬃcient de sensibilité est ici estimé comme le taux de variation logarithmique
du délai d’autoallumage τigni vis-à-vis de la constante de vitesse kr de la réaction
r :
sr =
ln
(
τ+igni/τ
−
igni
)
ln
(
k+r /k
−
r
) (4.9)
Les indices − et + représentent des cas pour lesquels la constante de réaction
a été diminuée ou augmentée, typiquement d’un facteur 2, par rapport à sa
valeur par défaut. Cette approche heuristique est cependant à éviter car très
lourde en termes de temps de calcul et peu précise. Il est intéressant de noter
que les coeﬃcients obtenus ne sont alors ni locaux, ni globaux [112].
4.3.1.2 Méthodes d’optimisation
Dans un cadre d’optimisation, la démarche consiste à tester diﬀérents candidats
représentant chacun un modèle réduit. La façon de générer ces candidats et la
fonction d’évaluation sont alors critiques pour la performance de la méthode
[106].
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Une approche possible consiste à employer des algorithmes génétiques pour faire
évoluer la population de candidat. Chaque candidat est décrit par une liste de
bits, où la valeur de chaque bit indique si l’espèce ou la réaction associée est
conservée ou non dans le schéma réduit. Cette approche a été employée avec
succès dans des contextes de réactions de systèmes biochimiques [113], ou de
combustion [114; 115; 116].
4.3.1.3 Regroupement
Une autre façon de réduire le nombre d’espèces revient à en regrouper certaines.
Mathématiquement, le regroupement (Lumping) consiste à remplacer un groupe
de variables du système par une nouvelle variable agrégat, dont l’expression est
directement liée à l’ensemble retiré [106].
Dans le cas de la combustion, il convient alors de trouver comment calculer les
propriétés thermodynamiques des espèces agrégats ainsi que les valeurs d’Ar-
rhénius des réactions regroupées. Diﬀérentes techniques sont disponibles dans
la littérature suivant la reconstruction adoptée [117; 106] .
4.3.2 Méthodes d’étude du graph
L’ensemble de ces méthodes consiste, suivant les travaux de Lu & Law [118], à
réduire le nombre d’espèces en construisant un graph orienté des relations entre
espèces (DRG pour Direct Relation Graph ) dont la construction est illustrée à
la Fig. 4.2. Concrètement cela revient à associer à chaque arrête, par exemple
entre A et B, du graph du système chimique deux coeﬃcients respectivement
rAB et rBA traduisant l’inﬂuence de l’espèce B (respect. A) sur A (respect. B).
Ainsi un coeﬃcient nul rAB = 0, indique qu’une espèce ne dépend pas explici-
tement de l’autre. Si le deuxième coeﬃcient est également nul, les deux espèces
ne dépendent pas directement l’une de l’autre, et aucune arrête ne les relie. De
plus, deux espèces sont complètement indépendantes, s’il n’existe aucun che-
min, passant par des espèces intermédiaires, les reliant.
L’eﬀet de réduction provient du fait qu’une espèce n’est considérée importante
pour la description d’une autre que si le coeﬃcient de relation est supérieur à
un certain seuil ε :
rAB > ε (4.10)
Sinon il est considéré comme nul. Pour chaque espèce, l’ensemble des espèces
nécesaires à sa description est calculé. Le schéma réduit s’obtient alors en unis-
sant les diﬀérents ensembles des espèces à reproduire, choisies par l’utilisateur.
Cette étape peut alors être suivie d’une étape de réduction du nombre de réac-
tions [119; 120], car une réaction entre espèces majoritaires n’est pas forcément
nécessaire à la description du système.
La réduction d’espèces peut également être aﬃnée en appliquant une analyse
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4.3.3 Méthodes d’approximation de la trajectoire du système
La trajectoire du système dans l’espace des phases peut être complexe et faire
intervenir un grand nombre de temps caractéristiques diﬀérents. L’objectif des
méthodes décrites ci-après est d’eﬀectuer une séparation entre les phénomènes
rapides et d’autres plus lents aﬁn de simpliﬁer cette trajectoire.
4.3.3.1 Méthodes préservant les coordonnées
Les méthodes les plus simples sont basées sur deux approximations qui consti-
tuent des éléments de base de la réduction des schémas cinétiques.
La première, introduite par Bodenstein & Lutkemeyer en 1924 [126],
l’approximation des régimes quasi-stationnaires (QSSA), revient à supposer
qu’une espèce est lentement formée et très rapidement consommée. Après un
certain temps, l’espèce a presque entièrement disparu, ce qui diminue sa vitesse
de consommation. Le système arrive alors dans un état stable correspondant à
une faible concentration de l’espèce à l’équilibre.
La seconde, l’approximation d’équilibre partiel, proposée par Peters [127], sup-
pose au contraire que les réactions aller et retour d’une réaction réversible sont
suﬃsamment rapides pour considérer la réaction résultante à l’équilibre.
Ces deux approximations permettent alors de simpliﬁer les expressions algé-
briques des équations du système mais nécessitent cependant une certaine ex-
pertise du système chimique pour être employées. Il est intéressant de noter
que ces deux hypothèses reposent mathématiquement sur la théorie des per-
turbations singulières et plus précisement sur le théorème de Tikhonov [128].
Outre les hypothèses spéciﬁques au théorème [129], son application nécessite de
dégager un petit paramètre δ séparant des espèces et réactions rapides d’autres
plus lentes 1.
4.3.3.2 Méthodes transformant les coordonnées
Bien que simpliﬁant le système d’équations, les méthodes qui viennent d’être
présentées ne modiﬁent pas l’ensemble de variables, espèces et réactions du sys-
tème chimique.
L’élement clé des méthodes de cette section est de dégager les temps caractéris-
tiques dirigeant l’évolution du système dans l’espace des phases. Pour ce faire,
elles ont recourt à l’étude de la jacobienne du système.
1. l’application du théorème consiste alors à approximer l’évolution du système par le
terme d’ordre 0 de son développement asymptotique en δ [106].
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Intéret de l’étude de la Jacobienne
Aﬁn d’illustrer le propos, considérons le système (4.3) dans un état s0 connu à
l’instant t0 :
dts(t0) = Ω(s0, t0) (4.11)
La dynamique du système pour un état s(t) proche de s0 peut être approximée
de manière linéaire par un développement de Taylor à l’ordre 1 :
dts(t) = dts(t0) + ∂sΩ (s0, t0) (s(t)− s0) (4.12)
Le terme ∂sΩ (s0, t0) correspond à la jacobienne du système d’équations évaluée
au point (t0, s0). Si l’on note e = s(t)− s0 l’écart entre les deux états, on peut
voir que son évolution au cours du temps est complètement conditionnée par
la jacobienne 2 :
dte = ∂sΩ(s0, t0)e (4.13)
Cette relation est particulièrement utile pour évaluer l’impact d’une perturba-
tion sur le système.
L’impact de la jacobienne sur la trajectoire du système peut être facilement
mis en évidence en dérivant le système (4.3) par rapport au temps [130] :
d2s
dt2
(t) = ∂sΩ(s, t)
ds
dt
(t) (4.14)
En eﬀet, elle relie vitesse et accélération du système dans l’espace des phases.
Supposons maintenant que la matrice jacobienne soit diagonalisable, c’est-à-dire
qu’il existe une base de n vecteurs propres associés à une matrice de passage P
et aux valeurs propres (λi)i telle que :
∂sΩ(s, t) = P
−1
λ1 0. . .
0 λn
P (4.15)
En notant ǫ = P · e, l’erreur dans la base de vecteurs propres, et λi = 1τi , le
système d’équations 4.13 peut s’écrire :
dtǫi =
1
τi
ǫi, ∀i (4.16)
2. tout du moins tant que l’écart est suffisamment faible pour que le développement de
Taylor (4.12) reste valable.
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Le problème couplé se résout alors à une simple équation diﬀérentielle dans
chaque direction associée au vecteur propre. Cette équation fait également in-
tervenir un temps caractéristique τi, si la valeur propre est réelle 3.
Ainsi s’il est possible d’exhiber l’ensemble des temps caractéristiques du sys-
tème, ceci requiert une transformation des variables et donc un changement de
coordonnées.
Méthodes disponibles dans la littérature
Deux méthodes disponibles dans la littérature reposent sur l’analyse de la ja-
cobienne dans une optique de réduction. Une fois les temps caractéristiques
trouvés, elles négligent les processus rapides, pour ne décrire que l’évolution
lente du système.
Il s’agit des méthodes ILDM (Intrinsic Low Dimensional Manifold) de Maas &
Pope [131] et CSP (Computational Singular Perturbation) proposée par Lam &
Goussis [132]. Si ces deux méthodes restent très proches, elles diﬀèrent notam-
ment sur le choix de base de vecteurs représentant le système. En eﬀet, ILDM
vient construire un jeu de variables réduits décrivant l’évolution des phénomènes
lents le long de la variété de faible dimension. Au contraire, CSP travaille sur
l’ensemble des réactions, permettant ainsi d’identiﬁer les phénomènes rapides
succeptibles d’être retirés du schéma réduit [106].
Enﬁn, la méthode CTS-ID de Caudal [23] utilisée plus haut s’inscrit également
dans ces méthodes d’étude de jacobienne. La diﬀérence est que seul le jacobien
du système chimique, impliquant dtY dans le système (4.4) est analysé. Ainsi
il est possible de recréer un jeu de réactions chimiques associées aux temps ca-
ractéristiques, plus représentatif de l’évolution locale du système. Ces réactions
sont ensuite classées selon leur contribution γr à l’évolution du système :
γr =
|˜˙ωr|
max
r reac.
‖˜˙ωr| (4.17)
avec ˜˙ωr le taux de production de la réaction reconstruite r.
4.4 Application sur le cas d’étude
Les méthodes décrites précédemment ont été appliquées sur notre cas d’appli-
cation. Ces méthodes bien que très eﬃcaces, ne nous ont pas permit d’obtenir
un schéma compatible avec les contraintes imposées. Le cas des diﬀérentes mé-
thodes est alors traité.
3. en réalité, les valeurs propres pouvant être complexes, un traitement supplémentaire
est nécessaire pour obtenir les temps caractéristiques. Suivant les cas, le mode associé peut
s’atténuer, s’amplifier ou osciller [23].
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[133; 134; 135]. Cependant, ces méthodes reposent sur l’exploitation de cas phy-
siques bien connus (ﬂamme prémélangée, de diﬀusion, PSR, . . . ). Son adapta-
tion au cas du reformage, n’est cependant pas directe. Premièrement, le régime
d’interaction entre la chimie et la turbulence n’est pas clairement identiﬁé dans
notre application. En second lieu, il est fort possible que les variables caracté-
ristiques soient diﬀérentes de celles de la combustion. Dans ce cas, il faudrait
implémenter la modiﬁcation dans le code commercial, ce qui ne respecte pas
les contraintes imposées à la thèse.
Conclusion
Les méthodes présentées ci-dessus reposent toutes sur l’existence d’une sépa-
ration d’échelles entre les variables décrivant le système aﬁn d’extraire de la
dynamique des variables d’intérêt. de celle, globale, du système.
Compte tenu des limitations imposées à la modélisation, une telle dynamique
ne peut être extraite. Cependant, une séparation d’échelles existe bel et bien
dans le système. En eﬀet il est aisé d’identiﬁer des espèces chimiques majori-
taires et d’autres minoritaires, la comparaison se faisant habituellement sur la
masse.
Ainsi l’objectif est d’utiliser cette séparation, non pas pour extraire une évo-
lution réduite déduite de l’évolution détaillée, mais de reconstuire une bonne
approximation de cette évolution à partir des variables, ici les espèces, conser-
vées dans la description. Cette approche s’exprime pleinement lors du recours
à des schémas cinétiques globaux.
4.4.2 Mécanismes globaux
Les mécanismes globaux sont des schémas cinétiques limités à quelques espèces
et moins d’une dizaine de réactions.
Les espèces incluses se doivent de représenter le système dans son état d’équi-
libre [108]. Les cinq espèces naturelles liées à la réaction de combustion complète
(3.1), à savoir le fuel, l’oxygène, l’eau et le dioxyde de carbone, mais également
l’azote dans le cas de combustion à l’air doivent alors être complétées suivant les
conditions d’utilisation du schéma. Ainsi pour décrire les mélanges à la stoechio-
métrie et faiblement riches, l’ajout du monoxyde de carbone est indispensable.
Pour des richesses plus élevées Φ > 1.6, c’est l’hydrogène qu’il convient d’in-
clure.
Plusieurs schémas existent pour décrire la combustion et l’oxydation partielle
des alcanes [62; 136]. En 2009, Frassoldati [137] a comparé les schémas de Jones
et Lindestedt [136] et de Westbrook & Dryer [62], dans le cas d’oxycombustion
du méthane. Il ressort que le schéma de Jones & Dryer, reproduit au Tableau 4.1
est plus précis dans ces conditions où l’équilibre CO/CO2 est plutôt favorable au
monoxyde de carbone. L’étude des compositions à l’équilibre révèle également
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CH4 + 12O2 → CO+ 2H2
CH4 +H2O → CO+ 3H2
CO+H2O = CO2 +H2
H2 + 12O2 = H2O
Table 4.1 – Réactions présentes dans le schéma de Jones & Lindstedt [136] utilisé
par Frassoldati [137]
C7H16 + 7H2O → 7CO+ 15H2
C7H16 + 43H2 →
7
3C3H8
C7H16 + 52H2 →
7
2C2H4
C7H16 + 6H2 → 7CH4
CH4 +H2O = CO+ 3H2
CO+H2O = CO2 +H2
C2H4 + 2H2O = 2CO+ 5H2
C3H8 + 3H2O = 3CO+ 7H2
Table 4.2 – Ensemble de réactions proposées par Desogus & Carta [63] pour le
vaporeformage du n-heptane.
le besoin d’inclure les réactions de dissociation de l’oxygène et de l’eau.
Limitation des schémas disponibles vis-à-vis du reformage
Les schémas globaux dans le cas du reformage se font plus rares. Desogus &
Carta [63] proposent cependant un schéma à 8 réactions décrivant le reformage
à la vapeur du n-heptane. Les réactions sélectionnées sont reproduites au ta-
bleau 4.2. Le schéma comprend donc des réactions irréversibles de reformage de
l’alcane et du crackage de celui-ci en intermédiaires carbonés : C3H8, C2H6 et
CH4. Puis sont incluses les réactions de vaporeformage de ces intermédiaires.
Dans l’objectif d’obtenir un schéma pour le reformage autothermique du n-
dodécane, nous avons tenté de combiner et d’adapter les mécanismes de Jones
& Lindstedt et de Desogus & Carta. La méthode consistait alors à remplacer
dans les deux schémas le fuel par le n-dodécane, et à ajuster les paramètres
cinétiques par optimisation.
Une première diﬃculté a consisté dans le choix des intermédiaires de décompo-
sition du schéma de Desogus & Carta. Le méthane, l’éthylène et l’acéthylène
ont alors été choisis pour décrire les espèces de sortie et les précurseurs de suie.
D’autre part, les réactions de dissociation de l’oxygène et de l’eau non pas été
ajoutées, à la vue les températures modérées rencontrées.
Le schéma obtenu s’est avéré incapable de décrire suﬃsament le proﬁl de tem-
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pérature dans les conditions de l’ATR 7 avec une composition acceptable en
sortie. La question du choix des espèces à ajouter, et celle plus diﬃcile des
réactions associées se sont alors posées.
Devant l’absence de justiﬁcations physiques de notre part, pour ce choix, il
a été décidé de changer de démarche. L’idée est alors d’isoler un ensemble d’es-
pèces décrivant le système, d’une façon qu’il reste à déﬁnir, puis de permettre
à ces espèces d’approximer la trajectoire du système détaillé à travers un en-
semble de réactions à déﬁnir.
Une procédure d’optimisation doit également être proposée aﬁn d’obtenir un
jeu de valeurs pour les paramêtres associés aux diﬀérentes réactions.
4.5 Conclusion
Les principales méthodes de réduction de schémas cinétiques ont été abordées
dans ce chapitre. Bien que particulièrement eﬃcaces, il s’est révélé diﬃcile de
les appliquer sur le cas de l’ATR 7 aﬁn d’obtenir un modèle chimique réduit
compatible avec les contraintes imposées par le code de calcul.
L’utilisation d’un schéma cinétique globale s’avère, quant à elle, compatible avec
les containtres imposés. Cependant les schémas disponibles dans la littérature
ne semblent pas adaptés au cas du reformage du n-dodécane. La solution revient
alors a proposer un nouveau schéma global.
Le choix des espèces et réactions à y inclure est alors présenté au chapitre
5, tandis que les valeurs des paramètres associées sont issues d’une procédure
d’optimisation, dont les détails sont discutées au chapitre 6.

5
Dérivation de schéma global
We’ve come too far to give up. . .
We’re up all night to get lucky.
Daft Punk, Get Lucky, Random Acces Memory, 2012
Une nouvelle méthode de génération de schémas cinétiques est propo-
sée. Ne nécessitant pas une grande expertise chimique, elle se base sur
l’identification d’un ensemble d’espèces majoritaires. Elle est appliquée
sur le cas de l’ATR 7, et un mécanisme d’oxydation partielle utilisable
dans le code fluide est obtenu.
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5.1 Problématique
Les schémas globaux, disponibles dans la littérature, pour décrire l’oxydation
ou le reformage d’hydrocarbures liquides ne sont pas utilisables dans l’étude
du reformage du n-dodécane de l’ATR 7. Leur adaptation n’est, de plus, pas
directe et nécessite une certaine expertise chimique.
Pour contourner ces diﬃcultés, une méthode originale de génération de schéma
cinétique est proposée. Celle-ci ne repose alors que sur l’existence d’un sous-
ensemble d’espèces majoritaires décrivant le système.
Les critères de qualiﬁcation d’une espèce comme majoritaire sont discutés à
la section 5.2.
Ensuite, une procédure automatique de génération d’un ensemble de réactions,
à partir de cet ensemble d’espèces majoritaires, est décrite à la section 5.3.
Enﬁn le schéma obtenu, dont les paramètres numériques ont été préalablement
optimisés, est validé au sein de la section 5.4.
Aﬁn de simpliﬁer l’analyse, on se limite au cas d’étude d’un réacteur homogène
adiabatique à pression constante.
5.2 Sélection des espèces
L’objectif est ici d’établir un sous ensemble d’espèces, issues du schéma détaillé,
qui décrivent complétement le système vis-à-vis des propriétés souhaitées.
5.2.1 Approches classiques
La première façon de choisir les espèces à inclure revient à ne considérer que les
espèces impliquées dans les schémas globaux [138; 139]. Celles-ci correspondent
alors aux espèces majoritaires en composition massique ou molaire à l’équilibre
comme évoqué plus haut [137; 63].
Il est aussi également possible d’inclure les espèces représentant une majeure
partie, par exemple 98%, de la masse du système si l’on souhaite reproduire
les proﬁls de fractions massiques, typiquement dans le cas d’une ﬂamme unidi-
mensionnelle [116].
Bien que séduisantes de telles approches ne sont pas forcément adaptées à notre
système. Tout d’abord l’état d’intérêt entre 10−1 et 10+1 s, correspondant aux
réactions de reformage post-oxydation, ne correspond pas à l’état d’équilibre.
Ce dernier n’est atteint que bien plus tard, bien après 10+2 s pour les tempé-
ratures initiales entre 500 et 1000 K.
Deuxièment, la reconstruction de la masse du système avec le jeu d’espèces ré-
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duit (5.1) n’implique nécessairement pas la reconstruction de l’enthalpie (5.2) :
1 =
∑
k majo.
Yk +
∑
k mino.
Yk, avec
∑
k majo.
Yk ≥ η (5.1)
avec typiquement le seuil de reconstruction η = 0.98.
h =
∑
k majo.
Ykhk +
∑
k mino.
Ykhk (5.2)
La valeur de l’enthalpie de chaque espèce hk est alors cruciale. Dans les condi-
tions du reformage, les intermédiaires carbonés contribuent alors largement au
bilan d’enthalpie dans la zone post-oxydation comme nous le verrons dans la
suite.
5.2.2 Objectif et critères de sélection
L’objectif étant de pouvoir décrire le champ de température et d’espèces majo-
ritaires de l’écoulement, il convient de dégager un ensemble d’espèces décrivant
quasi-intégralement la thermodynamique du système.
Pour rappel, nous considérons un réacteur homogène adiabatique à pression
constante 1. La description du mélange comme un ensemble de gaz parfaits
assure
htot =
∑
k espèces
Yk
(
h0k +
∫ T
T 0
cpk (θ) dθ
)
︸ ︷︷ ︸
hk
cp =
∑
k
cpkYk
(5.3)
Ainsi supposons qu’il existe un sous ensemble d’espèces tel que l’enthalpie et la
masse sont majoritairement contenues dans ces espèces. Si de plus la capacité
caloriﬁque à pression constante peut être reconstruite à l’aide de cet ensemble
réduit. Alors, d’après l’équation (5.3), il est possible de déduire la température
des concentrations chimiques de ces espèces qualiﬁées de “majoritaires.”
Aﬁn de classer les espèces suivant leur contribution aux propriétés du système
sur l’ensemble de l’évolution du système, nous déﬁnissons leur inﬂuence tem-
porelle 2 :
Ck (ϕ, t) =
∫ t
0 Ykϕk(τ)dτ∑
k espèces
∫ t
0 Ykϕk(τ)dτ
(5.4)
1. et donc à enthalpie constante aussi.
2. cette définition implique alors que la moyenne temporelle de la grandeur d’intéret ne
soit pas nulle. Ce qui est le cas de l’enthalpie dans notre cas.
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Espèce N2 H2O CO2 CO CH4 C6H6 NC12H26 O2
Contribution 0.43 0.32 0.10 0.063 0.030 0.015 9.9 10−3 9.7 10−3
Table 5.1 – Classement des huit espèces contribuant majoritairement à la masse du
système, ainsi que leur influence associée pour une température initiale T0 = 500 K
Espèce N2 H2O CO2 CO CH4 C6H6 H2 C2H2
Contribution 0.43 0.29 0.13 0.078 0.030 0.026 0.012 3.6 10−3
Table 5.2 – Classement des huit espèces les plus contribuantes à la masse du système,
ainsi que leur influence associée pour une température initiale T0 = 700 K
où la grandeur ϕ représente l’enthalpie massique ϕk = hk ou la capacité calo-
riﬁque à pression constante ϕk = cpk. La contribution massique de l’espèce est
également retrouvée pour ϕk = 1.
Cette inﬂuence Ck, comprise entre 0 et 1 en module, équivaut alors à la fraction
moyenne, au cours du temps, de la quantité de ϕ du système contenue dans
l’espèce k pour les grandeurs positives. Ceci n’est pas vrai pour l’enthalpie,
dont les valeurs massiques hk peuvent être positives ou négatives suivant la
température.
Pour identiﬁer le jeu d’espèces majoritaires, ces diﬀérentes contributions vont
alors être calculées sur cinq cas d’autoallumage à pression constante pour dif-
férentes températures initiales de 500, 600, 700, 900 et 1000 K.
5.2.3 Reconstruction de la masse
Le premier critère utilisé est la masse. En eﬀet, il s’agit de la contribution
au système la plus simple qu’une espèce puisse avoir, et elle est facilement
mesurable expérimentalement.
Les valeurs d’inﬂuence Ck(1, t) ont alors été calculées pour les diﬀérentes tem-
pératures initiales. Les huits espèces les plus inﬂuentes sont ainsi reportées aux
Tableaux 5.1, 5.2, 5.3 pour des températures de départ respectives de 500,700
et 1000 K.
Les résultats obtenus semblent indiquer que la masse du système est en moyenne
contenue dans un faible nombre d’espèce. Cet ensemble réduit d’espèces est
constitué des espèces d’équilibre à l’exception du benzène qui intervient pour
de faibles températures. Il apparait aussi qu’à haute température la masse est
plus concentrée dans les espèces d’équilibre, ce qui peut s’expliquer par une
Espèce N2 H2O CO CO2 H2 CH4 C6H2 C6H6
Contribution 0.44 0.26 0.15 0.13 0.023 5.9 10−3 3.0 10−4 7.2 10−5
Table 5.3 – Classement des huits espèces les plus contribuantes à la masse du sys-
tème, ainsi que leur influence associée pour une température initiale T0 = 1000 K
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Espèce nC12H26 N2 C6H6 CO2 H2O Iso12 CO CH4
Contribution 0.33 0.18 0.12 0.12 0.11 0.043 0.027 0.018
Table 5.4 – Classement des huit espèces les plus contribuantes à la capacité ca-
lorifique du système, ainsi que leur influence associée pour une température initiale
T0 = 600 K
meilleure conversion du fuel inital.
5.2.4 Reconstruction de l’état thermodynamique
La description de la masse n’est cependant pas suﬃsante. Il convient également
d’être capable de reproduire la thermodynamique du système.
Suivant la méthodologie exposée ci-dessus, les espèces sont classées suivant
leur participation à l’enthalpie Ck(hk, t) et la capacité caloriﬁque Ck(cpk, t) du
mélange. Le classement des espèces pour une température initiale de 500K, dis-
ponible à la Table 5.4, montre que des espèces supplémentaires, telles que Iso12
doivent a priori être prises en compte pour décrire les propriétés thermodyna-
miques du mélange.
Au ﬁnal, un ensemble d’espèce enrichi peut être dégagé :
nC12H26,O2,H2O,CO2,CO,CH4,H2,N2
C6H6,C2H2,C2H4
Iso11, Iso12
(5.5)
La première ligne consiste en l’ensemble des espèces d’équilibre déjà évoquées.
La deuxième correspond à des intermédiaires carbonés précurseurs de suies, sou-
vent présents lors des réactions de reformages. Enﬁn la dernière ligne comprend
des espèces regroupés traduisant des isomères du n-dodécane, et traduisent plu-
tôt les longues chaînes carbonées non consommées.
L’ensemble d’espèces ainsi proposé contribue majoritairement aux propriétés
thermodynamiques du mélange global, tel qu’attesté par la Fig. 5.1 dans le cas
de l’enthalpie et de la capacité caloriﬁque pour des températures initiales de
500K, 700K et 1000K. L’erreur relative est alors déﬁnie pour chaque grandeur
comme la somme des contributions des espèces sélectionnées normalisée par la
grandeur totale du système. Ainsi on a pour l’enthalpie :
Err(h) =
∑
kesp. sel.
hk
htot
(5.6)
D’autre part, il permet eﬀectivement une reconstruction à plus de 95% des
propriétés énoncées, une fois l’oxydation partielle terminée pour t > 10−2 s.
La phase d’oxydation ne peut être reconstruite pour de basses températures,
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Figure 5.1 – Erreur relative de l’ensemble d’espèce proposé sur la reconstruction de
la masse, l’enthalpie et la capacité calorifique du système pour des différentes tempé-
ratures initiales. a : T0 = 500 K, b : T0 = 700 K, c : T0 = 1000 K.
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T0 = 500 K à cause du grand nombre d’espèces impliquées dans l’explosion
radicalaire. Pour des températures plus élévées que ce soit dans la zone de
ﬂamme froide T0 = 700 K, ou lors des réactions de décomposition préallumage
T0 = 1000 K, une grande partie du système consiste en des décomposition par-
tielles du fuel. Ces produits n’étant pas inclus dans le sous-ensemble sélectionné,
cette zone est mal décrite.
Il ressort que même si le jeu d’espèces proposé ne permet pas de décrire la
dynamique d’oxydation partielle, il est en revanche capable de décrire l’état du
système avant et après cette zone. Il est alors possible d’apporter une modéli-
sation chimique simple permettant de passser de l’un à l’autre de ces états avec
un temps caractéristique associé.
5.2.5 Cas du dégagement de chaleur
Si l’état thermodynamique est bien reconstruit et permet a priori d’estimer
correctement la température à partir de la composition, la description du dé-
gagement de chaleur permettrait de reconstruire les proﬁls de températures :
ρmajocp,majodtT = qmajo + qmino ≈ qreconstruit (5.7)
L’ensemble d’espèces introduit décrit assez bien l’état thermodynamique du
système, cependant les résultats sont nettement moins bons en ce qui concerne
le dégagement de chaleur. L’étude des contributions au dégagement de chaleur
Ck(qk, t), révèle alors la prépondérance de l’espèce C2H3O1-2. Ceci est conﬁrmé
par les Fig. 5.2, 5.3 et 5.4, qui présentent en fonction du temps, les dégagements
de chaleur reconstruits à partir des diﬀérents sous ensembles d’espèces issus du
schéma détaillés.
Il apparait clairement que l’espèce C2H3O1-2 contrôle la majorité du déga-
gement de chaleur, mais pas son intégralité. Cependant l’espèce n’étant pas
majoritaire en terme de masse, d’énergie et de capacité caloriﬁque, il n’est pas
problématique de ﬁxer sa valeur pour garantir une bon dégagement de chaleur.
L’espèce est donc ajoutée au schéma aﬁn de servir de variable d’ajustement
pour le dégagement de chaleur.
Ainsi avec l’ensemble d’espèces mis en évidence nous devrions être en mesure
de décrire l’évolution de la température du système dans la zone de reformage,
post-oxydation partielle.
5.3 Construction de l’ensemble de réactions
Un jeu d’espèces capable de décrire le système ayant été dégagé, il reste à
présent à proposer un ensemble de réactions permettant de décrire l’évolution
de ces espèces.
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Figure 5.2 – Dégagement de chaleur reconstruit à partir des espèces majoritaires
seules ou étendues avec l’espèce C2H3O1-2 comparés aux valeurs du schéma détaillé
dans la zone post-oxydation pour une température initiale de 500 K.
5.3.1 Hypothèse réalisée
Comme mis en évidence précédemment, par l’analyse des temps caractéris-
tiques dans la zone post-oxydation, l’évolution couplée des espèces majoritaires
ne peut se réduire à une réaction globale. Les voies suivies sont en eﬀet com-
plexes et font intervenir des radicaux intermédiaires.
L’approche proposée ici, illustrée à la Fig. 5.5, consiste donc à remplacer les
réactions et les radicaux intermédiaires par un ensemble de réactions globales
entre les espèces majoritaires.
L’idée sous-jacente est de permettre au système de compenser la forte simpli-
ﬁcation induite par la suppression des espèces minoritaires, par la complexité
d’un réseau dense de réactions entre espèces majoritaires.
Ainsi le schéma obtenu réduit drastiquement le nombre d’espèces nécessaires
pour décrire les phénomènes d’intéret, quitte à induire une réduction moins
importante du nombre de réactions.
5.3.2 La réaction comme relation d’espèces
Une réaction chimique consiste en un lien entre les taux d’apparition des cer-
taines espèces et les taux de consommation d’autres, respectant la conservation
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Figure 5.3 – Dégagement de chaleur reconstruit à partir des espèces majoritaires
seules ou étendues avec l’espèce C2H3O1-2 comparés aux valeurs du schéma détaillé
dans la zone post-oxydation pour une température initiale de 700 K.
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Figure 5.4 – Dégagement de chaleur reconstruit à partir des espèces majoritaires
seules ou étendues avec l’espèce C2H3O1-2 comparés aux valeurs du schéma détaillé
dans la zone post-oxydation pour une température initiale de 1000 K.
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à une matrice dimensionnelle de rang r, peut s’écrire en faisant intervenir seule-
ment n− r nombres adimensionnés.
Ces diﬀérents outils sont utilisés par l’algorithme pour générer la liste des ré-
actions admissibles 5 à partir de la liste d’espèces à décrire. Les détails de l’al-
gorithmes ne sont pas reproduit ici par soucis de place mais sont disponibles
dans l’Annexe D.
5.3.3 Modélisation de la cinétique d’une réaction
Dans ce paragraphe, nous traiterons le cas d’une réaction réversible pour plus de
simplicité, en eﬀet le cas d’un réaction irreversible s’en déduit sans diﬃcultés.
La réversibilité se traduit par le fait qu’à chaque réaction est associée une
réaction inverse opposée. La vitesse de réaction résultante est donc la somme
des vitesses des deux sous réactions.
vr = k
f
r (T, P )
∏
k
[χk]
n
f
rk − krr (T, P )
∏
k
[χk]
nr
rk (5.10)
Les ordres partiels aller nfrk et retour n
r
rk des espèces sont habituellement égaux
aux coeﬃcients stoechiométriques dans le cas des réactions élémentaires. Dans
le cas de réactions globales, il est parfois nécessaire d’introduire des valeurs
diﬀérentes pour reproduire les phénomènes d’intéret.
Cependant nous souhaitons être capables de reproduire l’équilibre thermody-
namique via le schéma cinétique. Ceci s’accompagne alors de contraintes sur
les ordres partiels [144]. En eﬀet, à l’équilibre, la vitesse de la réaction s’annule
et les constantes cinétiques vériﬁent alors la relation :
krr
kfr
=
∏
k
[χk]
νrk (5.11)
Ce qui impose
nfrk = n
r
rk − νrk (5.12)
La constante cinétique aller kfr s’écrit sous la forme d’un unique facteur d’Ar-
rhénius 6 :
kfr (T, P ) = ArT
Br exp
(
−
Er
RT
)
(5.13)
5. En théorie une infinité de réactions sont possibles, il convient alors de se limiter à un
ensemble de réactions “simples“ qui sera défini plus loin.
6. Le choix d’une forme d’Arrhénius vient du fait que nous considérons un système ther-
mique [144].
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faisant intervenir le facteur préexponentiel Ar, le coeﬃcient de température Br
et l’énergie d’activation Er de la réaction.
Le facteur de retour krr est calculé à partir du facteur aller et de la constante
d’équilibre Kc :
krr =
kfr
Kc
(5.14)
Cette dernière est reliée aux grandeurs thermodynamiques de la réaction et aux
coeﬃcients stochiométriques de la réaction [144].
5.3.4 Contraintes imposées sur les réactions
Toutes les réactions possibles ne sont pas à prendre en compte. Ainsi aﬁn de
garantir un nombre ﬁni de réactions et de paramètres, deux propriétés sont
imposées aux réactions globales :
— Sobriété : Les réactions doivent faire intervenir le moins d’espèces pos-
sibles, avec au plus deux réactifs.
— Non duplicité : Une réaction ne peut être associée qu’à une seule vitesse
de réaction exprimable sous la forme (5.11).
La première contrainte permet d’obtenir en sortie des réactions agissant sur un
faible nombre d’espèces. Ainsi il sera plus aisé pour l’optimiseur d’isoler la ré-
action à modiﬁer pour obtenir une meilleure reproduction des propriétés cibles.
D’autre part, la limitation à deux ou un réactifs permet la représentation des
réactions de types collisionnelles, où deux espèces réagissent pour donner de
nouveau produits, et des réactions de types décomposition au cours desquelles
une espèce se scinde en plusieurs produits.
Dans certains schémas cinétiques, une réaction est associée à plusieurs constantes
d’Arrhénius. Nous ne retenons pas cette solution dans un premier temps, car
il serait délicat de savoir a priori quelle réaction nécessite une telle modélisa-
tion. De plus, le surcoût associé, en terme de nombre de paramètres, tend à en
exclure l’application à l’ensemble des réactions. Nous comptons sur le nombre
suﬃsamment large de réactions, pour apporter suﬃsaement de ﬂexibilité au
système.
5.3.5 Application au cas d’étude
L’étude des proﬁls des espèces au cours du chapitre précédant, nous a permis
d’identiﬁer une première phase d’oxydation partielle témoin de la décomposition
complète du fuel. Vient ensuite un ensemble de réactions complexes constituant
le reformage.
Le modèle proposé ici pour décrire la chimie de l’ATR 7 repose sur cette obser-
vation. Le schéma total se décompose en deux sous-mécanismes, chacun associé
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eﬃcients stoechiométriques et trois paramètres pour la loi d’Arrhénius. De ce
fait, le nombre de paramètres à optimiser s’élève alors à 1775.
En première approximation, les coeﬃcents de température sont ﬁxés à 0, et
les ordres de réactivités des espèces sont ﬁxés égaux aux coeﬃcents stoechio-
métriques pour les réactions réversibles. Cette deuxième simpliﬁcation touche
alors exclusivement le sous-mécanisme de reformage, supposé assez ﬂexible de
part la densité de son réseau de réactions pour décrire quand même le refor-
mage.
Le nombre de paramètres du schéma est alors réduit à 770.
5.4 Validation du schéma
Dans la suite, la démarche générale d’optention des valeurs du schéma réduit
sera discutée. Le détail de l’algorithme d’optimisation sera présenté au chapitre
suivant.
Le sous-mécanisme d’oxydation partielle est le plus critique à entraîner vis-à-vis
de la simulation CFD réactive. En eﬀet, c’est lors de ce court laps de temps que
la majorité de la chaleur est dégagée. D’autre part, les réactions de reformage
sont beaucoup plus lentes, et donc moins succeptibles de se dérouler dans la
phase gazeuse pour des temps ﬂuides assez courts.
Dans la suite, pour des raisons de temps, seul le mécanisme d’oxydation par-
tielle sera présenté. Ce dernier étant associé à 120 inconnues, il est le plus
aisé des deux à entraînner. En eﬀet, en augmentant le nombre d’inconnues,
on complique par ailleurs les phases d’initialisation et de recherche de par la
multiplication des dimensions de l’espace de recherche.
5.4.1 Entraînement
L’objectif d’un schéma réduit étant de reproduire certains caractéristiques d’un
schéma plus large sur une certaine zone de l’espace physique, il convient alors
de préciser cette zone, ainsi que les points de comparaison des deux schémas,
nécessaires à l’optimisation.
Dans notre cas, les conditions physiques d’applications du schéma réduit cor-
respondent au cas de l’ATR 7 dont les conditions de richesse et de dilution en
eau sont connues, cf (3.13). La problématique de mélange, pouvant faire varier
localement ces grandeurs, ainsi que la quasi-méconnaissance de la température
régnant au sein du système, nous pousse à rechercher un schéma assez robuste.
Il est, en eﬀet, souhaitable que la capacité de prédiction du schéma ne chute
pas de façon catastrophique pour de faibles écarts au point de fonctionnement.
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Cas Température (K) Richesse Dilution
1 600 3.7 0.958
2 700 3.9 0.951
3 900 3.4 0.954
4 1000 3.2 0.96
Table 5.5 – Cas de comparaisons retenus pour l’optimisation du schéma réduit d’oxy-
dation partielle
Pour ce faire, des plages de variations de 10% autour du point de fonction-
nement ont été choisies. Un certain nombre de points de comparaison ont été
tirés aléatoirement dans cet espace 7 [145]. L’augmentation du nombre de points
d’entrainement permet également de diminuer le risque de sur-ajustement, qui
consiste à trop améliorer les résultats sur un cas précis, au détriment de la
robustesse. Cependant dans le cas de l’optimisation de schémas cinétiques, le
calcul d’un point de fonctionnement peut se révéler assez long. Il s’agit donc de
trouver un compromis entre robustesse et temps machine.
Pour notre application, un nombre de quatre cas de comparaison a été choisi 8.
Aux variations sur la richesse et la dilution en eau, sont ajoutées des valeurs
de température se trouvant de part et d’autre de la zone de coeﬃcient négatif.
Les valeurs sont disponibles au Tableau 5.5.
Un schéma, noté Pox1, a pu être trouvé avec les réglages précédents. Le détail
des paramètres cinétiques est disponible en Annexe C.
5.4.2 Validation
L’ensemble des conditions retenues pour l’entrainement ne comprend pas le cas
précis de l’ATR 7. C’est donc sur ce cas que le schéma réduit proposé va être
testé. Une dizaine de températures initiales diﬀérentes, réparties entre 600K et
1000K, sont également incluses dans le test.
Comme évoqué plus haut, l’objectif du schéma n’est pas de décrire précisement
la chimie de l’oxydation mais de faire passer le système de l’état initial à l’état
post-oxydation en un temps cohérent avec le délai d’auto-allumage du schéma
détaillé.
7. Cela permet d’assurer des variations de plusieurs grandeurs physiques entre chaque
point de calcul. Ainsi même si une grandeur n’influe pas sur le système, il n’apparait pas de
point correspondant au même état physique.
8. Ce nombre assez restreint permet cependant une assez bonne optimisation du schéma
d’oxydation partielle, comme visible plus loin. Une augmentation du nombre est toutefois
nécessaire pour l’optimisation du schéma de reformage.
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Description de l’état post-oxydation
La reconstruction de l’état de sortie par le schéma réduit est interrogée à la Fig
5.7. La valeur moyenne, sur l’ensemble des températures initiales, des fractions
massiques d’espèces et du saut de température lors de l’allumage ∆T sont re-
produites pour le schéma réduit et le schéma détaillé. Les résultats du schéma
réduit sont plutôt en bon accord avec le schéma détaillés. L’accord sur la tem-
pérature est très bon, même si le schéma réduit semble plus sensible que le
schéma détaillé à la température initiale. L’accord sur les espèces est lui aussi
satisfaisant, même si le schéma tend à sous-estimer le niveau de dioxyde de
carbone au proﬁl du monoxyde de carbone. D’autre part, le schéma réduit ép-
prouve des diﬃcultés à décrire les niveaux d’intermédiaires carbonés à l’origine
des suies.
Délai d’auto-allumage
Le délai d’auto-allumage est calculé, pour ce cas, comme le temps à mi-hauteur
de l’élevation de température de l’oxydation partielle 9. Les valeurs obtenues
à partir des proﬁls issus du schéma détaillé et du schéma réduit Pox1, sont
disponibles à la Fig. 5.8.
9. Il était calculé précédement comme le temps associé au maximum de dégagement de
chaleur. Cependant cette définition s’est révélée inapte à décire les profils de certains schémas
réduits.
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Figure 5.7 – Valeurs en fin d’allumage moyennées sur l’ensemble des températures initiales obtenues avec le schéma détaillé (en bleu) et
le schéma réduit optimisé (en rouge). Les espèces en sortie sont disponibles à gauche. Les valeurs du saut de température dû à l’oxydation
sont disponibles à droite. Les barres d’erreurs correspondent à l’écart type de la distribution.
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Figure 5.8 – Délais d’autoallumage obtenus avec le schéma réduit (points noirs),
comparés à ceux du schéma détaillé de Pei (traits pleins)[99].
Le schéma réduit se révèle incapable de reproduire l’allure de la zone de co-
eﬃcient négatif. Le schéma tend également à surestimer le délai d’allumage.
Cependant les valeurs demeurent du même ordre de grandeur que celles atten-
dues, ce qui est acceptable. La diﬃculté de l’algorithme à décrire l’allumage
et particulièrement la NTC peut provenir de la forme imposée des réactions.
Aucun intermédiaire n’a été inclu pour décrire la première décomposition du
fuel, ni même l’explosion radicalaire. Le schéma ne peut que décrire l’état post
allumage.
Cependant, l’allure des proﬁls de température du schéma réduit, n’est pas sans
rappeler celle du schéma détaillé, cf Fig. 5.9 et 5.10. Les pré-réactions endother-
miques ou les multiples fronts d’allumage ne sont pas reproduits, de même que
la raideur de l’allumage. Toutefois ils représentent une bonne approximation de
la dynamique plus complexe du schéma détaillé.
Performance vis-à-vis des objectifs
Compte tenu de ses limitations à l’origine, le schéma rempli pleinement l’objec-
tif ﬁxé. En eﬀet il est capable de donner à partir d’un état physique possible de
l’ATR 7, un état post-oxydation, cohérent en température et en composition
avec l’état décrit par le schéma détaillé. D’autre part, cette évolution a lieu
au cours d’un temps proche de celui du système chimique, pour des allures de
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proﬁls globalement similaires.
Ainsi le schéma semble capable de fournir une évolution de température suﬃ-
sament bonne pour calculer l’interaction entre la chimie et la turbulence.
5.5 Conclusion
Une méthode de génération de schémas cinétiques a alors été proposée. À partir
d’une liste d’espèces capables de décrire l’état physique et chimique du système,
un ensemble de réactions est dérivé. Le schéma obtenu ne repose pas sur l’exis-
tence des réactions lors de l’évolution du système réel, mais sur la densité du
réseau de réactions pour interpoler la trajectoire suivie.
La méthode a été appliquée pour générer un schéma composé de deux sous-
mécanismes, un premier d’oxydation partielle du n-dodécane et un second dé-
crivant les interactions dans la zone post-oxydation. Pour des raisons d’op-
timisation, seul le mécanisme d’oxydation, primordial pour la description de
l’interaction chimie-turbulence, est retenu. Ce dernier s’est révélé capable d’ap-
proximer de façon satisfaisante, l’évolution de température du système chimique
sur les points de fonctionnement de l’ATR 7.
Le détail de l’algorithme d’optimisation va a présent être abordé avant de s’at-
tacher à la modélisation couplée entre l’écoulement et la chimie.
6
Optimisation de schéma cinétique à l’aide
d’algorithmes évolutionnaires
Life breaks free. Life expands to new territories. Painfully, perhaps
even dangerously. But life finds a way.
Michael Crichton, Jurassic Park
Dans ce chapitre, un algorithme évolutionnaire est développé afin de
proposer un ensemble de valeurs numériques à un schéma cinétique.
Le choix des différentes implémentations est discuté afin de proposer
une méthode la plus adaptée possible au cas du reformage du diesel.
L’optimiseur résultant est alors testé sur un cas de chimie simple du
méthane et sur le cas de reformage du diesel.
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6.1 Problématique
Un schéma cinétique consiste en un ensemble de nr réactions. Chacune de ces
réactions, notée r et décrite à l’aide de loi d’Arrhénius, est alors associée à trois
paramètres cinétiques, ainsi qu’à no(r) ordres globaux.
On obtient donc 3nr +
∑
r
no(r) paramètres inconnus, notés :
θ = (A1 . . . Anr , B1 . . . Bnr , E1 . . . Enr ,
n1,1 . . . nno(1),1, . . . , n1,nr . . . nno(nr),nr)
(6.1)
Il convient alors de proposer une valeur optimale à chacun de ces paramètres,
de façon à permettre au schéma réduit de décrire l’allumage et le reformage
dans les conditions de l’ATR 7.
Après avoir discuté des grandeurs cibles à reproduire, cf section 6.2, l’optimi-
seur choisi sera présenté à la section 6.3. Les spéciﬁcités de son application au
problème de reformage seront également abordées. Diﬀérentes fonctions de coût
et leur impact sur la convergence seront discutés à la section 6.4. Enﬁn l’implé-
mentation sera validée sur un cas d’auto-allumage de méthane et de diesel, cf
section 6.5.
6.2 Formulation du problème d’optimisation
Comme tout problème d’optimisation, il convient en premier lieu de déﬁnir les
valeurs cibles à reproduire.
6.2.1 Identification des cibles
Le choix des cibles correspond bien évidement aux objectifs de représentation
du schéma réduit. Ainsi dans le but de proposer un schéma capable d’être
utilisé dans des études d’auto-allumage, de calcul de vitesse de ﬂamme, ou
des problèmes de réacteur parfaitement agité, Eliott [146] compare les délais
d’auto-allumage, les proﬁls d’espèces et de vitesse au sein d’une ﬂamme lami-
naire, ainsi que les compositions de sortie de PSR.
D’autres choix sont également possibles. Ainsi par exemple Polifke [147] com-
pare les taux de production d’espèces du schéma réduit à ceux du schéma
détaillé.
Dans notre cas, nous souhaitons principalement reproduire le proﬁl de tempé-
rature, ainsi que les espèces majoritaires en sortie.
La zone d’optimisation sur laquelle nous souhaitons entraîner le schéma ré-
duit est assez restreinte autour des conditions de fonctionnement de l’ATR 7.
Cependant le schéma doit être robuste aux variations de température et de
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6.2.2 Quantification de l’erreur
Une fois la cible identiﬁée, il est nécessaire de déﬁnir une fonction de coût qui
traduit l’écart entre la propriété reconstruite à partir du schéma réduit et la
valeur cible.
Une première proposition naïve 1 dans notre application, correspond à sommer
les erreurs réalisées sur les proﬁls des espèces majoritaires et de la température :
J =
∑
t
(L (T (t), T exp (t))) +
∑
k
L(Yk(t), Y
exp
k (t)) (6.2)
Les proﬁls sont alors représentés par un certain nombre de points temporels
suivant la résolution souhaitée. L’erreur en chaque point (6.3) est déﬁnie de
manière relative en échelle logarithmique compte tenu de l’espace des valeurs
possibles :
L(T (t), T exp(t)) =
∣∣∣∣log ∣∣∣∣ T (t)T exp(t)
∣∣∣∣∣∣∣∣ (6.3)
La règle de Leibniz permet d’obtenir, cf annexe E, que la fonction de coût
est dérivable, ce qui facilite grandement l’optimisation. En eﬀet deux schémas
dont les paramètres sont inﬁniment proches auront des performances inﬁniment
proches.
La fonction de coût comme fonction des paramètres θ est non linéaire et forte-
ment variable, avec la présence de minimums locaux. Il s’agit donc d’explorer
l’espace de recherche pour identiﬁer des zones prometteuses, mais aussi d’ex-
ploiter ces zones aﬁn d’y rechercher le minimum. Ces contraintes vont alors
conditionner le choix de la méthode d’optimisation.
6.2.3 Choix de la méthode d’optimisation
La fonction de coût est certe dérivable mais elle n’en reste pas moins haute-
ment non linéaire. De plus, l’espace de recherche des paramètres est colossal.
Il n’est pas rare d’utiliser des énergies d’activation telles que Ea ∈ [103, 105] et
des facteurs pré-exponentiels tels que A ∈ [102, 1050]. Rappelons également que
le nombre de paramètres à optimiser évolue a minima en 3nr avec le nombre
de réactions. Un cas simple comme le méthane introduit alors une quinzaine de
paramètres, là où le diesel sera plus proche d’une cinquantaine.
Le grand nombre de paramètres et la forte non linéarité de la fonction de coût
excluent d’ores et déjà une optimisation de type surface de réponse qui revient
à interpoler un ensemble de points connus.
Les techniques de descente de gradient constituent une alternative tangible.
1. L’exemple est ici choisi pour des raisons pédagogiques. Une discussion plus poussée de
l’optimisation multiobjectifs est proposée plus loin, cf 6.4.
TABLE DES MATIÈRES 127
Certes celles-ci sont susceptibles de rester bloquées dans un minimum local
mais la probabilité de présence de ces minimums diminue fortement avec le
nombre de paramètres [145].
Enﬁn les méthodes évolutionnaires ont été appliquées avec beaucoup de succès
à la cinétique chimique de la combustion [147; 148; 116; 64]. L’avantage de ces
méthodes est leur synthèse entre la capacité d’exploration, grande force des
méthodes statistiques, mais aussi leur possibilité d’exploitation d’une zone qui
semble optimale, apanage des méthodes de gradients. Ces méthodes peuvent
rencontrer des diﬃcultés dans le cas d’un nombre trop élevé de paramètres,
cependant elles restent tout à fait eﬃcaces jusqu’à une centaine de paramètres,
voir au-delà [149].
Enﬁn un dernier élément vient trancher en faveur des méthodes évolutionnaires.
Si la fonction de coût théorique est eﬀectivement dérivable sur l’espace de re-
cherche, ce n’est pas le cas de la fonction utilisée lors du calcul. En eﬀet, il est
impossible d’exclure que pour certaines valeurs de paramètres, le solveur chi-
mique n’arrive pas à converger. Dans le cadre d’un algorithme évolutionnaire, il
est tout à fait possible d’associer une pénalité au schéma correspondant [148].
Ceci serait beaucoup plus complexe dans le cas d’un gradient.
6.3 Application des algorithmes évolutionnaires à l’op-
timisation de schémas cinétiques
Le domaine d’application des algorithmes évolutionnaires est plutôt vaste. Dans
cette section nous allons présenter les principales caractéristiques de ces mé-
thodes, en discutant cependant des spéciﬁcités de leur application au cas de
schémas cinétiques. Avant de présenter plus en avant ces méthodes, un bref
rappel historique est proposé.
6.3.1 Histoire des algorithmes génétiques
La théorie de l’évolution de Charles Darwin [150] et la découverte de la géné-
tique par Gregor Mendel [151] ont d’abord permis d’identiﬁer les mécanismes
à l’œuvre dans l’évolution naturelle.
Dans les années 50, l’arrivée des premiers ordinateurs a permis de tester ces
processus sur des échelles de temps beaucoup plus courtes que pour des espèces
naturelles. Ces premiers algorithmes visaient à mieux comprendre l’évolution
biologique plutôt que d’eﬀectuer une quelconque optimisation.[152]. D’ailleurs,
c’est en étudiant les systèmes adaptables que John Holland [153], considéré
comme le père des algorithmes génétiques, propose une présentation des ma-
thématiques de l’évolution.
En parallèle, Rechenberg et Schwefel ont développé les stratégies d’évolution
[154; 155] dont le but est d’appliquer les principes de l’évolution à l’optimisation
de paramètres. Au ﬁl des années 70 et 80 de nombreuses autres applications
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sont apparues en même temps que l’essor des algorithmes bio-inspirés (réseau
de neurones, logique ﬂoue,. . . ) [152].
L’ensemble de ces techniques inspirées de l’évolution naturelle peut être re-
groupé sous le terme de programmes ou d’algorithmes évolutionnaires [156; 148].
Stricto sensu, un algorithme génétique implique que les paramètres à optimiser
soient des nombres binaires. Il convient alors d’adapter le problème à l’algo-
rithme. Dans le cas contraire, lorsque le programme est adapté au problème,
il est plus correct de parler d’algorithme évolutionnaire. Cependant les deux
termes sont souvent confondus dans la littérature de réduction des schémas
cinétiques [148].
6.3.2 Structure d’un algorithme évolutionnaire
Un algorithme évolutionnaire tend à répondre à un problème pour lequel il
s’agit de trouver les valeurs optimales d’un certain nombre de paramètres, les
gènes.
La stratégie est alors de modiﬁer un ensemble de réponses possibles au pro-
blème, la population, jusqu’à ce que la solution optimale soit trouvée. Chaque
réponse, i.e. chaque individu propose ainsi une valeur parmi les possibles, un
allèle à chaque paramètre du problème. La qualité de cette réponse est ensuite
évaluée à l’aide d’une fonction de performance f . Pour traduire le problème
de minimisation de la fonction de coût en un problème de maximisation d’une
fonction de performance, l’opposé de la fonction de coût est pris compte fonc-
tion de performance (6.4), bien qu’il soit possible de d’utiliser une inversion
[146].
f = −J (6.4)
C’est dans la façon de modiﬁer la population qu’interviennent les mécanismes
évolutifs. L’algorithme s’organise alors autour d’une boucle d’évolution comme
représentée Fig. 6.2.
Une population initiale composée de Npop individus est d’abord générée. Com-
mence alors la boucle d’optimisation :
— La phase d’évaluation consiste à calculer la fonction de performance fi
de chaque individu i en fonction des valeurs de ses gênes.
— Vient alors la phase de sélection. Nparents individus intéressants sont
choisis pour engendrer la nouvelle génération. Dans le cas d’algorithme
élitiste, les Nelite individus les plus performants sont choisis pour faire
directement partie de la nouvelle génération.
— L’étape de reproduction ou de croisement permet de mélanger les gènes
des Nparents parents pour obtenir les Nenfants enfants.
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— Enﬁn des mutations aléatoires sont appliquées sur ces enfants pour ex-
plorer de nouvelles plages de paramètres.
Cette procédure est reproduite ngen fois aﬁn de permettre à l’algorithme de
converger vers une solution la plus eﬃcace possible.
Figure 6.2 – Structure d’un algorithme évolutionnaire. L’algorithme représenté est
ici élitiste.
6.3.3 Représentation des gênes
Dans le but de trouver les valeurs des paramètres correspondant à une solution
performante, l’algorithme applique un certain nombre de transformations aux
allèles. Cependant il peut être bénéﬁque de ne pas appliquer directement les
opérations sur les paramètres, mais sur une variable intermédiaire plus simple
à modiﬁer. L’exemple immédiat correspond au cas où l’on cherche une valeur
optimale typiquement 106 dans un espace vaste [1, 1010]. Il est alors plus inté-
ressant d’eﬀectuer un changement de variable et de faire évoluer la valeur de la
puissance de 10.
Ce changement de variable, l’encodage, permet ainsi de passer de l’espace cor-
respondant aux paramètres physiques du problème d’optimisation : l’espace
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phénotypique à l’espace des gènes utilisés et modiﬁés par l’algorithme : l’espace
génotypique.
6.3.3.1 Choix de l’encodage
Ainsi la taille de l’espace de recherche et les intéractions entre ces diﬀérents
paramètres sont a prendre en compte pour choisir comment coder l’informa-
tion dans un chromosome. Par exemple, un arbre peut se révéler eﬃcace pour
représenter un programme informatique, là où un vecteur représentera aisement
un ensemble de valeurs continues.
Le choix de l’encodage n’est cependant pas anodin et doit être eﬀectué vis-
à-vis de la fonction à optimiser [157]. De nombreux problèmes de convergence
peuvent être liés à un encodage particulier. Ainsi Kruse [158] recommande alors
de respecter trois propriétés :
Propriété 1 Des phénotypes similaires doivent avoir des génotypes similaires
Propriété 2 Des solutions proches en terme d’encodage doivent avoir des per-
formances proches
Propriété 3 Les opérateurs génétiques ne doivent pas donner des solutions en
dehors de l’espace de recherche.
La propriété 3 peut être assurée lors de la déﬁnition des opérateurs génétiques.
Pour ce qui est des deux premières propriétés, dont des exemples de viola-
tion seront mis en évidence plus loin, le contournement d’un mauvais encodage
est moins évident. En eﬀet celles-ci s’apparentent plus, intuitivement, à des
contraintes de continuité sur le changement de variable. 2
6.3.3.2 Cas de l’optimisation de schéma cinétique
Vis-à-vis du problème de réduction de schémas cinétiques, il ressort deux grandes
tendances d’encodage :
— le codage binaire : chaque paramètre est traduit en binaire. Les diﬀérents
paramètres sont alors mis bouts à bouts pour former un chromosome
complet. Un gène correspond alors à une position dans la chaine qui ne
peut prendre que deux valeurs : 0 ou 1.
— le codage flottant : ici chaque paramètre est représenté par un nombre
réel. Le chromosome correspond alors à un vecteur et les gènes identiﬁés
par leur position ont donc, en théorie, une inﬁnité d’allèles possibles.
Si l’encodage binaire est l’encodage historique des algorithmes génétiques [153]
et bénéﬁcie de plus nombreux travaux théoriques, les algorithmes en représen-
2. Elles s’en distinguent toutefois. La propriété 2 peut être mise à mal même dans le cas
de changement de variables et de fonction de coût continues, cf section 6.3.3.3.
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tation ﬂottante présentent de bons résultats empiriques [159]. D’autre part le
codage réel semble plus indiqué dans le cas de paramètres continus. En eﬀet,
dans le cas binaire augmenter la précision sur les paramètres revient à allonger
le gène, ce qui rend plus diﬃcile la convergence, ou bien à diminuer la taille
de l’espace de recherche, si la taille est inchangée. [156] Au contraire, le codage
ﬂottant permet d’écrire des opérateurs génétiques dynamiques qui facilitent la
convergence. [160].
Falaise de Hanning
Additionnellement, le codage binaire classique ne respecte pas la Propriété 1.
Prenons une fonction polynomiale (6.5) dont le maxima est 1016 en base 10 soit
210000 en base 2.
f : R→ R
x 7→ − (x− 16)2
(6.5)
Si l’algorithme découvre que la valeur 1015 est performante f(1015) = 1, il est
cependant peu probable qu’il en déduise la valeur 1016. En eﬀet, le passage de
1015 = 201111 à 1016 = 210000 nécessite 4 transformations d’un coup. L’appli-
cation des transformations à la suite ferait alors apparaitre des individus jugés
peu eﬃcaces et donc non conservés, ce qui bloquerait l’algorithme à la valeur
1015. Il est cependant à noter que les codages binaires Messy ou Gray corrigent
ce problème [148].
Dans notre application, considérant la taille de l’espace de recherche et le
nombre de paramètres, nous choisissons une représentation ﬂottante.
Passage de l’espace génotypique à l’espace phénotypique
Les paramètres θ choisis précédemment (6.1) varient pour certains sur de larges
plages au sein de l’espace de recherche.
Aﬁn de pouvoir appliquer les opérateurs de manière identique sur tous les pa-
ramètres, il convient d’eﬀectuer un changement de variables résumé au Tableau
6.2. Les coeﬃcients de température et les ordres globaux ne sont pas touchés
par la transformation, car ils sont déjà proches de l’unité.
6.3.3.3 Phénomène d’épistasis
En biologie, ce phénomène décrit le fait que l’expression d’un allèle d’un gène
puisse supprimer l’action de tous les allèles d’un autre gène [158]. Dans le cas de
la génétique artiﬁcielle, cela se traduit par le fait que la valeur d’un paramètre
puisse complètement déterminer la valeur de la fonction de coût indépendam-
ment de la valeur des autres paramètres. Ceci traduit un non respect de la
Propriété 2. Il s’agit donc d’un problème d’encodage.
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Espace phénotypique Espace génotypique
vecteur θ vecteur Θ
A log10 (A)
B B
E E.10−4
ni ni
Table 6.2 – Changement de variables entre l’espace des paramètres du schéma ci-
nétique (espace phénotypique) et l’espace de travail des opérateurs génétiques (espace
génotypique)
Il apparait que la chimie de la combustion peut générer de tels problèmes. En ef-
fet imaginons que le schéma fasse intervenir des intermédiaires, réagissant plus
tard pour donner des produits. Alors une valeur trop faible du taux de pro-
duction des réactions d’initiation peut empêcher tout allumage, et ce quelles
que soient les valeurs des réactions de terminaisons. 3 Cela engendre plusieurs
solutions dégénérées de paramètres diﬀérents correspondant à la même perfor-
mance.
L’encodage mis en cause ici est le système de réactions chimiques. L’objectif
étant de fournir un schéma au format Chemkin R© , nous devons alors contour-
ner ce problème en conservant cet encodage. L’optimisation du schéma sur des
conditions assez diﬀérentes devrait permettre à l’algorithme de trouver les va-
leurs probables des réactions d’initiation et ainsi aider à lever la dégénérescence.
6.3.4 Sélection
Une fois la population évaluée, il reste à choisir N individus intéressants à
intégrer dans la nouvelle génération.
6.3.4.1 Choix des meilleurs
Cette sélection est simple, les N individus présentant les valeurs de performance
les plus élevées sont selectionnés. Cette sélection est surtout utilisée pour obtenir
l’élite.
6.3.4.2 Sélection aléatoire uniforme
Un dé est tiré N fois pour choisir les individus. Chaque individu a donc la même
probabilité d’être sélectionné à chaque tirage :
pi =
1
Npop
3. C’est donc un cas où la réaction d’initiation est cinétique déterminante comme évoqué
plus haut.
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non sur les sommets, comme visible à droite de la Fig. 6.4. Cela se traduit par
une capacité d’exploitation plus eﬃcace de l’algorithme, avec des variations
plus douces dans les valeurs des paramètres.
Cependant la distance entre les deux enfants s’étant réduite, cet opérateur
induit une plus grande réduction de la diversité génétique.
Ainsi dans notre cas, son application a dû être accompagnée de l’utilisation
d’un opérateur de mutation augmentant fortement la diversité génétique aﬁn
d’éviter un eﬀondrement de celle-ci.
6.3.6 Mutation
Au cours de l’étape de mutation, chaque individu a une probabilité Pm d’être
sélectionné par l’opérateur. Plusieurs actions de l’opérateur sont possibles.
Chaque gène aura ensuite une probabilité Pm,ind de muter 4.
La valeur de cette probabilité peut être choisie de la façon suivante. Si un indi-
vidu est sélectionné pour subir l’opérateur de mutation, alors en moyenne, un
nombre nparamPm,ind de ses gènes vont muter, avec nparam le nombre de gènes
de l’individu. Évidemment la valeur optimale de ce nombre dépend des appli-
cations. Cependant dans le cas où il est diﬃcile d’évaluer la contribution de
chaque gène, ce qui est le cas dans notre application, il est préférable de limiter
ce nombre autant que possible. Ainsi dans notre cas, la probabilité Pm,ind est
ﬁxée de façon à permettre la mutation d’un voire deux gènes par application
de l’opérateur sur un individu 5.
La valeur de la probabilité Pm est, elle, à choisir pour garantir un bon compro-
mis entre exploration et exploitation. Elle dépend alors du choix d’opérateurs
eﬀectué. Ainsi il convient de passer en revue les diﬀérents opérateurs disponibles
dans le code.
6.3.6.1 Mutation uniforme
Chaque gène muté est remplacé par une valeur aléatoire appartenant à l’espace
de recherche.
Ce type de mutation est tout à fait eﬃcace pour renforcer la diversité génétique,
ce qui peut être judicieux lors de l’initialisation [148]. Cependant cela peut
rendre l’exploitation plus diﬃcile dans le cas d’un espace de recherche très
étendu.
6.3.6.2 Mutation relative
À l’opposé, la mutation peut consister en une faible variation appliquée à chaque
allèle, typiquement 10 ou 20 %. Ce type de mutation permet d’évoluer dans
4. Cela correspond aux opérateurs “complets” de [148].
5. Le choix s’est montré judicieux, l’algorithme passant d’une attitude de marche aléatoire
à une véritable phase d’exploitation.
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une zone plus restreinte de l’espace de recherche, elle s’accompagne par une
génération de diversité génétique plus modérée que la mutation uniforme et
doit donc être appliquée plus tardivement dans l’algorithme.
6.3.6.3 Mutation non-uniforme adaptative
Cette technique, synthétisant les deux extrêmes précédents, repose sur le concept
de mutation non-uniforme de Michalewicz [156]. L’allèle Θ′ du gène muté est
calculé à partir de la valeur de l’allèle parent Θ ∈ [Θmin,Θmax] :
Θ′ =
{
Θ+∆(t,Θmax −Θ) avec une probabilité q
Θ−∆(t,Θ−Θmin) avec une probabilité 1− q
(6.7)
avec la fonction de vieillissemment ∆ qui varie avec le nombre de générations t
suivant la formulation de Martin [148] 6 :
∆(t, x) = x r
(
1−
t
T
)b
(6.8)
avec b = 0.5, T le nombre maximal de générations et un nombre aléatoire
r ∈ [0, 1]. La probabilité est calculée suivant les recommandations de Neubaur
[162] :
q =
Θ′ −Θmin
Θmax −Θmin
(6.9)
contrairement au cas équiprobable de Michalewicz [156]. En eﬀet q = 12 tend à
favoriser des valeurs au centre de l’espace de recherche.
L’intérêt de cette fonction de vieillissement est qu’elle permet de maintenir une
grande diversité génétique initialement puis de raﬃner localement sur la région
la plus prometteuse, [148].
6.4 Amélioration de la fonction de coût
6.4.1 Problème de convergence
Dans le cas d’algorithmes génétiques avec un codage binaire, de nombreux
travaux théoriques sont disponibles, dont par exemple le théorème des sché-
mas [158; 157]. Ces derniers tendent à éclairer le comportement et expliquer la
convergence des optimiseurs. La modélisation par chaine de Markov est égale-
ment particulièrement eﬃcace pour des systèmes de petite taille en terme de
6. La fonction de vieillisemment de Michalewicz [156] ∆(t, y) = y (1− rγ) avec γ =(
1− t
T
)b
est un peu différente de celle de Martin [148]. Cependant la deuxième correspond
au premier terme du développement en série entière en r′ = 1 − r de la première, ce qui les
rend assez proches en considérant 0 < r < 1. L’écart entre les valeurs de perturbation d’allèle,
assossié à chaque formulation, est relativement faible. D’autre part, la formulation choisie est
beaucoup plus facile à calculer numériquement.
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l’algorithme de choisir entre deux individus, notamment dans le cas de sélec-
tion de type roulette. Une solution simple peut alors consister à modiﬁer la
valeur de la fonction de performance en fonction du nombre de générations.
Ces deux exemples illustrent que, malgré la robustesse des algorithmes évolu-
tionnaires, le choix de la fonction de coût peut avoir des implications sur l’ob-
tention d’une solution optimale. Diﬀérentes formes de fonction de coût seront
ainsi discutées pour notre cas d’application. Avant cela, il convient cependant
de savoir comment adapter cette fonction de coût dans le cas de multiples
objectifs.
6.4.2 Optimisation multiobjectifs
Dans le cas d’une optimisation vis-à-vis de plusieurs objectifs, il est possible
de déﬁnir une fonction de coût par objectif. C’est le cas de la fonction (6.2)
déﬁnie plus haut, dont les objectifs sont les diﬀérents proﬁls à reproduire. Dans
les exemples d’optimisation de schémas réduits cités plus haut, ces objectifs
peuvent aussi correspondre à diﬀérents types de simulations chimiques comme
l’autoallumage, la ﬂamme laminaire prémélangée ou le réacteur parfaitement
agité [146; 64].
Ainsi chaque objectif permet de classer les solutions suivant leur capacité à
l’atteindre. Cependant rien n’assure qu’il existe une solution satisfaisant tous
les objectifs. La question est alors de savoir comment sélectionner la solution à
retenir.
6.4.2.1 Frontière de Pareto
Une notion pertinente pour répondre à ce genre de question est l’optimalité de
Pareto (nommée d’après l’économiste italien V. Pareto).
Prenons deux solutions possibles θ1, θ2 du problème d’optimisation. Il est pos-
sible que la deuxième solution soit plus ou autant performante que la première
vis-à-vis de tous les objectifs. Dans ce cas, on dit que la solution θ2 domine la
solution θ1.
Il est également possible qu’en plus de cela, la deuxième solution soit stricte-
ment plus performante que la première sur certains objectifs. Alors la solution
θ2 domine strictement θ1.
Une solution est alors dite Pareto optimale, s’il n’existe pas de solution ad-
missible la dominant strictement. Plus formellement, si on note (fi)1≤i≤nobj les
fonctions de performances :
θ pareto optimale p. rap. aux (fi)i ⇐⇒ ∄ θ
′ tq
{
fi(θ
′) ≥ fi (θ) ∀i
∃i tq fi(θ′) > fi (θ)
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entre les diﬀérents objectifs.
— les approches agrégatives : ces méthodes consistent à décrire, le plus
souvent, la fonction de coût total comme une combinaison linéaire (6.11)
des diﬀérentes fonctions de coût
J =
∑
i
WiJi (6.11)
La valeur des poids Wi traduit de fait le compromis entre les diﬀérents
objectifs. Cette approche tend alors à converger vers un unique point de
la frontière de Pareto, cependant elle ne nécessite pas le développement
d’un optimiseur multi-objectif [148].
Dans le cas de l’optimisation de schémas cinétiques, la grande majorité des
études utilise une méthode d’agrégation. La plupart sont linéaires [148; 116;
147; 165], cependant certaines consistent en un produit des diﬀérentes fonctions
de performance [146].
C’est une approche d’agrégation que nous utiliserons pour notre application,
de façon à contrôler en avance le compromis entre les diﬀérents objectifs.
6.4.3 Choix de la fonction de coût
L’ensemble des fonctions de coût utilisées, pour nos applications, s’écrivent sous
la forme
J = WTJT +
∑
k espèces
WkJk (6.12)
qui fait intervenir la fonction de coût Jk de l’espèce k, celle associée à la tempé-
rature JT ainsi que leurs poids respectifs Wk, WT . Les diﬀérentes expressions
utilisées et leur impact sur les solutions obtenues vont alors être décrits. Les dif-
férents comportements d’évolution sont comparés sur l’optimisation du schéma
réduit d’oxydation partielle, Pox1.
6.4.3.1 Approche classique
L’approche la plus simple revient à utiliser des poids constants ﬁxés en avance,
comme dans une méthode d’agglomération classique. Ainsi le poids de chaque
espèce Wk vaut 0 ou 1 suivant que le proﬁl de l’espèce doit être optimisé ou
non 8. La même règle est utilisée pour le choix du poids de la température WT .
La fonction de coût de chaque espèce est alors calculée comme le cumul des
erreurs eﬀectuées en chaque point de suivi du proﬁl. Il en est de même pour la
8. les espèces non optimisées servent alors de variables d’ajustement pour le système.
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température :
Jk =
∑
t temps
Lk
(
Yk(t), Y
obj.
k (t)
)
JT =
∑
t temps
LT
(
T (t), T obj.(t)
) (6.13)
Ici l’erreur est reliée à l’écart logarithmique des proﬁls à cause de l’échelle de
valeurs accessibles par ces derniers, notamment pour les fractions massiques
d’espèces variant entre 10−30 et 1. Aﬁn de borner les valeurs de l’erreur, les
fractions massiques trop basses sont ﬁxées à 10−8 :
Lk
(
Yk(t), Y
obj.
k (t)
)
=

∣∣∣∣∣log
∣∣∣∣∣ max(Yk(t),10−8)max(Y obj.
k
(t),10−8
)
∣∣∣∣∣
∣∣∣∣∣ si Yk(t) déﬁni
106 sinon
(6.14)
La fonction d’erreur Lk est prolongée par une valeur très élevée 106 dans le cas
où le solveur chimique aurait rencontré un problème et que la valeur du proﬁl
Yk en l’instant t ne soit donc pas déﬁnie. Cette valeur est volontairement élevée
pour être suﬃsament éloignée des valeurs attendues aﬁn de mesurer le nombre
de points temporels posant problème. De plus cela permet de discriminer de
deux individus problématiques lequel est le plus proche de l’espace physique
admissible.
La même fonction d’erreur est adoptée pour la température à la diﬀérence que
les proﬁls ne sont pas spéciﬁquement bornés par l’algorithme, car ce ne fut pas
nécessaire dans les cas étudiés :
LT
(
T (t), T obj(t)
)
=

∣∣∣log ∣∣∣ T (t)
T obj(t)
∣∣∣∣∣∣ si T (t) déﬁni
106 sinon
(6.15)
Application
La fonction de coût est appliquée sur le cas du schéma d’oxydation partielle
du n-dodécane proposé plus haut. L’initialisation est réalisée à partir d’une so-
lution initiale associée aux proﬁls d’espèces et de température présentés aux
Fig. 6.9 et 6.8. Comme observable sur la Fig. 6.8, le schéma de départ réussi à
retrouver le délai d’autoallumage pour une température initiale de 1000 K. Les
évolutions des espèces sont globalement cohérentes avec les proﬁls attendus,
même si les valeurs ne sont pas reproduites.
L’optimisation est alors réalisée pendant 300 générations, permettant une ré-
duction de la fonction de coût, de J = 7666 à J = 6612. Les proﬁls obtenus avec
l’individu le plus performant sont reproduits aux Fig. 6.10 et 6.11. L’accord
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Figure 6.8 – Profil de température obtenu, dans un cas d’auto-allumage en réacteur
homogène, avec le mécanisme initial. Le trait plein correspond au mécanisme réduit,
les pointillés représentént les profils cibles à reproduire.
Figure 6.9 – Profils d’espèces obtenus, dans un cas d’auto-allumage en réacteur
homogène, avec le mécanisme initial. Les traits pleins correspondent au mécanisme
réduit, les pointillés représentent les profils cibles à reproduire.
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Figure 6.10 – Profil de température obtenu, dans un cas d’auto-allumage en réac-
teur homogène, avec le mécanisme optimisé par la fonction de coût classique. Le trait
plein correspond au mécanisme réduit, les pointillés représentent les profils cibles à
reproduire.
Figure 6.11 – Profils d’espèces obtenus, dans un cas d’auto-allumage en réacteur
homogène, avec le mécanisme optimisé, par la fonction de coût classique. Les traits
pleins correspondent au mécanisme réduit, les pointillés représentent les profils cibles
à reproduire.
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avec les proﬁls attendus est moins bon que pour la solution initiale. L’algo-
rithme tend même à eﬀacer la réaction chimique. Cette tendance est apparue
plusieurs fois au cours des diﬀérentes tentatives d’optimisation avec diﬀérentes
initialisation, ce qui tend à souligner un problème de convergence.
L’analyse des causes de ce comportement est très délicate et ce pour deux
raisons :
— La première est liée à la nature stochastique de l’optimiseur et la com-
plexité de la fonction de coût. En eﬀet, rien ne prouve que l’individu
obtenu en sortie soit le meilleur possible. Pire encore, rien ne prouve
qu’il n’existe pas un ensemble de paramètres éloignés de ceux trouvés,
garantissant un meilleur accord qualitatif et un coût associé plus faible.
— La deuxième vient du fait qu’il s’agisse également d’un cas de réduction.
En eﬀet, il est possible que les proﬁls cibles ne soient pas exactement
reproductibles avec le schéma que l’on cherche à optimiser.
Ceci dit, tachons de comprendre comment cette fonction de coût “classique”
agit sur le comportement de l’optimiseur.
Tout d’abord cette fonction de coût présente bel et bien un minimum global
J = 0 si les proﬁls d’espèces et de température sont identiques à ceux re-
cherchés. De plus, dans un cas où il est assuré que les proﬁls recherchés sont
reproductibles, cette fonction permet de retrouver des valeurs générant ces pro-
ﬁls, comme mis en évidence plus loin dans le cas du méthane.
La question est alors de savoir comment réagit la fonction de coût à une légère
augmentation locale de l’erreur pour permettre par la suite un meilleur accord
global, ce qui est l’objectif si les proﬁls ne sont pas parfaitement reproductible 9.
Considérons le cas représenté aux Fig. 6.8 et 6.9, si l’augmentation de tempé-
rature a lieu simultanément pour les schémas cible et réduit, cela n’est pas vrai
pour les espèces. La simplicité du schéma implique une évolution simultanée
entre la température et les espèces, là où les réactions de décomposition du
fuel, incluses dans le schéma détaillé, sont à l’origine du décallage des proﬁls.
La valeur de l’erreur sur la température est alors assez faible pour l’écart maxi-
mal LT ≈ 0.31. En comparaison l’erreur maximale associée à l’oxygène ou au
dioxyde de carbone est beaucoup plus élevée LO2 > 1, LCO2 > 1.
Ainsi le bon accord sur la température peut être complètement eﬀacé par un
accord médiocre sur les espèces. D’autre part, avec l’augmentation du nombre
d’espèces et leur traitement égal dans la fonction de coût, l’amélioration du
proﬁl d’une espèce au détriment des autres peut alors être immédiatement
sanctionnée. Ainsi l’optimiseur peut essayer de diminuer l’erreur cumulée, par
le biais de quelques améliorations très localisées, résultant en un mauvais ac-
cord global comme dans le cas des Fig. 6.10 et 6.11.
9. La sensibilité de la fonction de coût à cette perturbation va traduire la tendance de
l’algorithme à rester piégé dans des zones remière vue intéressantes, au détriment de zones
plus efficaces.
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Le problème de magnitude entre la température et les espèces peut évidemment
être traité en choisissant des poids adaptés. Cependant cela impose de trouver
une valeur de compromis, quelles que soit les conditions initiales. Il est égale-
ment possible de donner diﬀérentes pondérations aux espèces. Les résultats ne
s’en trouvent pas améliorés, car l’importance de la contribution d’une espèce
évolue avec le temps.
Cette sensibilité de la fonction de coût à une perturbation n’est pas sans rap-
peler la dépendance au chemin suivi des algorithmes génétiques évoquée par
De Jong [157]. L’erreur induite sur les espèces par l’avance de la température
entraine l’algorithme vers des zones potentiellement moins riches alors que la
région de départ semblait prometteuse en terme d’accord global des proﬁls.
Ainsi il convient de tenir compte des caractéristiques de convergence des algo-
rithmes évolutionnaires et de la physique pour proposer de meilleures fonctions
de coût
6.4.3.2 Pondération par les produits cibles
L’idée retenue ici consiste à relacher la contrainte sur les proﬁls d’espèces. Les
espèces sont alors libres de s’équilibrer aﬁn de garantir le proﬁl de température
et les niveaux d’espèces majoritaires pour un temps cible tcible. Seule la fonction
de coût sur la température est retenue de l’expression (6.12) avec :
JT =
∑
t temps
∣∣∣ln ∣∣∣ T (t)
T obj(t)
∣∣∣∣∣∣
WT =
∏
k espèces
(
1 +
∣∣∣∣max(Yk(tcible),10−8)−Y objk (tcible)10−3+Y obj
k
(tcible)
∣∣∣∣)
Jk = 0
Wk = 0
(6.16)
Le poids de la température WT traduit donc l’écart entre les niveaux d’espèces
pour le temps cible avec la consigne. Sa mise sous la forme d’un produit de faible
magnitude permet de venir moduler, sans eﬀacer, l’erreur sur la température
suivant l’accord des espèces.
Résultats
Un exemple de solution intermédiaire obtenue avec cette formulation est dis-
ponible aux Fig. 6.12 et 6.13.
Si le délai d’allumage est plutôt bien retrouvé et que la température de sortie
est proche de l’objectif, les espèces sont paradoxallement assez mal reproduites.
L’accord sur les espèces de sortie serait probablement meilleur en poussant plus
loin l’optimisation et en augmentant le poids des espèces. Cependant ce cas
illustre un point de faiblesse de l’expression (6.16). Comme l’optimisation n’est
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pas réalisée à proprement parler sur les proﬁls d’espèces, il devient plus diﬃcile
à l’algorithme de capter la physique du modèle réduit.
D’autre part, l’inconvénient de cette formulation est la nécessité de convenir
d’un temps cible, en amont de l’optimisation pour chaque point de comparaison.
Se pose alors la question des critères de sélection de ce paramètre.
6.4.3.3 Fonction de coût dynamique
Aﬁn de dépasser ces limitations, une autre formulation est proposée, faisant à
nouveau intervenir les proﬁls d’espèces. Elle repose sur l’hypothèse physique
que la bonne description de la composition des espèces se traduit par la bonne
valeur de température 10.
L’objectif est ici de tirer partie du comportement de l’algorithme à chercher la
meilleure solution à chaque génération [157]. L’idée est d’adapter la fonction de
coût à chaque génération pour faciliter la convergence, comme cela peut être
réalisé dans des problèmes de pression sélective insuﬃsante[158].
Ainsi à chaque point temporel est associé un poids ct. L’expression de la fonction
de coût de l’espèce k devient alors :
Jk =
∑
t temps
ctLk
(
Yk(t), Y
obj
k (t)
)
(6.17)
La stratégie consiste à forcer l’algorithme à améliorer l’accord des proﬁls d’es-
pèces, sur une zone temporelle jugée critique, associée aux poids les plus impor-
tants. C’est alors l’écart de température qui est utilisé pour calculer ces poids :
ct = 1 +
∣∣∣∣T (t)− T obj(t)T obj(t)
∣∣∣∣ (6.18)
L’ajout de la fonction de température JT n’a alors plus de sens dans l’expression
(6.12) et un poids nul y est associé WT = 0.
Fonctionnement
Le gros avantage de cette expression est sa capacité à zoomer de façon auto-
matique sur la zone temporelle contribuant le plus à l’écart de température.
L’algorithme va alors pouvoir identiﬁer, sur cette zone, l’espèce avec la plus
grande contribution sur la température et dont l’erreur est signiﬁcative. Une
fois son erreur associée réduite, l’eﬀet de lentille va se reporter sur une autre
partie du proﬁl alors problématique. Le résultat permet alors une excellente
description du proﬁl de température et des proﬁls de fractions massiques cohé-
rents. Il est à noter par ailleurs que si le proﬁl de température est parfaitement
10. les espèces à inclure doivent donc être les espèces majoritaires du système vis-à-vis de
la température comme discuté plus haut.
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reconstruit ct = 1, l’expression (6.17) résulte en une optimisation des espèces
seules.
Pour sa précision et l’absence de paramètres à choisir par l’utilisateur, c’est cette
méthode que nous appliquons pour l’optimisation du schéma réduit d’oxydation
partielle du carburant. Les détails de la résolution seront abordés plus loin.
TABLE DES MATIÈRES 149
Réactions Facteur pré-exp. Coeﬀ. température Energie d’act.
CH4 + 12O2 → CO+ 2H2 4.4 10
+11 0 3. 10+4
CH4 +H2O→ CO+ 3H2 3. 10+8 0 3. 10+4
H2 + 12O2 = H2O 6.8 10
+15 −1 4. 10+4
CO+H2O = CO2 + 2H2 2.75 10+9 0 2. 10+4
Table 6.3 – Mécanisme cinétique retenu pour le cas test.
P (atm) Tentree (K) XCH4 XO2 XH2O τpsr (s) Tpsr (K)
30 700 0.3 0.2 0.5 1.0 700
Table 6.4 – Conditions de fonctionnement du réacteur utilisé pour tester l’algorithme
6.5 Validation de la méthode
6.5.1 Cas test : combustion du méthane
Aﬁn de conﬁrmer les capacités d’optimisation de l’algorithme développé, ce
dernier a été testé dans un cas simple. L’objectif est alors pour un schéma
cinétique donné, de retrouver des valeurs permettant de reproduire les mêmes
proﬁls de température et d’espèces.
Le cas de l’oxydation partielle du méthane a ainsi été choisi. En eﬀet, il existe de
nombreux mécanismes bien connus et de petite taille. Cela permet des calculs
chimiques rapides aﬁn de pouvoir s’intéresser plus en détails à l’algorithme.
Le schéma choisi est donc le schéma global de Jones & Lindstedt [136] visible
tableau 6.3. Le schéma est constitué de quatre réactions et est capable de dé-
crire l’oxydation complète et partielle du méthane. L’objectif d’optimisation
correspond aux proﬁls d’espèces et de température dans le cas d’un réacteur
parfaitement agité dont les conditions sont spéciﬁées au Tableau 6.4. Les para-
mètres à optimiser sont réduits aux facteurs pré-exponentiels et énergies d’ac-
tivation. Les coeﬃcients de températures et ordres partiels sont ﬁxés aﬁn de
simpliﬁer la comparaison.
Les paramètres choisis pour l’algorithme sont alors une sélection SUS avec éli-
tisme. Une mutation non uniforme est réalisée avec une probabilité Pm = 0.5,
et une probabilité de mutation du gène Pm,ind = 0.5. La mutation est stoppée
pour le nombre maximal de génération GANUM = ngen = 1000. Un opérateur
de croisement arithmétique est choisi avec une probabilité Pcx = 0.5. L’initiali-
sation est réalisée en tirant aléatoirement les paramètres à optimiser dans tout
l’espace de recherche.
Les points de comparaison temporels sont au nombre de 100 répartis de façon
logarithmique entre 10−7 et 10+1 s.
Les proﬁls obtenus avec les paramètres sont alors comparés avec ceux du schéma
original aux Fig. 6.14 et 6.15.

TABLE DES MATIÈRES 151
Réactions Facteur pré-exp. Coeﬀ. température Energie d’act.
CH4 + 12O2 → CO+ 2H2 7.6 10
+12 0 3.4 10+4
CH4 +H2O→ CO+ 3H2 6.8 10+1 0 4.8 10+3
H2 + 12O2 = H2 5.5 10
+15 −1 3.8 10+4
CO+H2O = CO2 + 2H2 1.7 10+8 0 1.6 10+4
Table 6.5 – Mécanisme cinétique obtenu par l’algorithme pour le cas test.
Mécanisme original 11.64 8.48 15.83 9.44 3.0 3.0 4.0 2.0
Mécanisme optimisé 12.88 1.83 15.74 8.23 3.4 0.48 3.8 1.6
Table 6.6 – Comparaison du mécanisme obtenu par l’algorithme et du mécanisme
original dans l’espace génotypique
L’accord global entre les proﬁls est bon. Les valeurs de sortie ne sont que lé-
gèrement diﬀérentes. Le désaccord est le plus grand sur les phénomènes de
courte durée aux alentours de 1.5 s. Ce qui s’explique par la faible résolution
temporelle à ce niveau.
Le schéma obtenu par optimisation est présenté au Tableau 6.5. Les valeurs des
paramètres de réactions, dans l’espace génotypique, obtenues à la ﬁn de l’op-
timisation sont également comparées aux valeurs du schéma initial au Tableau
6.6.
Il apparait que les valeurs des paramètres sont assez proches, à l’exception tou-
tefois de la réaction de reformage à la vapeur. Cette réaction correspond à la
consommation d’eau particulièrement active autour de 1.5 s, mal reproduite
par le schéma, par manque de résolution.
Ainsi l’algorithme s’avère tout à fait capable de retrouver les valeurs optimales
d’un schéma cinétique à condition toutefois que les phénomènes à décrire soient
suﬃsamment résolus dans l’expression de la fonction de coût.
6.5.2 Cas de l’oxydation partielle du n-dodécane
L’algorithme est ici testé sur l’optimisation des valeurs du schéma réduit d’oxy-
dation de n-dodécane proposé au chapitre précédant. Pour rappel, ce schéma
comporte 14 espèces et 30 réactions irréversibles associées à des ordres partiels.
Les coeﬃcients de température B sont imposés nuls. Le mécanisme représente
alors un ensemble de 120 paramètres à optimiser.
La taille de l’espace de recherche étant importante, il est diﬃcile d’estimer le
nombre de générations nécesaires à la convergence, ainsi la fonction de vieillis-
sement a été retirée de l’opérateur de mutation. Aﬁn de faciliter à l’algorithme
l’identiﬁcation des paramètres critiques pour la qualité du proﬁl, la probabilité
de mutation de chaque gène Pm,ind est ﬁxée de façon à garantir la modiﬁcation
d’un voire deux gènes par application de l’opérateur de mutation. De plus, la
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Croisement Arithmétique
Pcx 0.5
Mutation Non Uniforme
Pm 0.5
Pm,ind 0.02
Fonction de coût Dynamique
Interval temporel de comparaison [10−4, 1]
Nombre de points 100
Répartition Logarithmique
Table 6.7 – Configuration détaillée de l’optimiseur pour le cas de l’oxydation partielle
du n-dodécane
fonction de coût dynamique est utilisée. La conﬁguration détaillée de l’optimi-
seur est disponible à la Table 6.7.
Initialisation
Avec l’augmentation du nombre de paramètres, l’initialisation devient plus déli-
cate. Pour s’en convaincre, considérons le tirage aléatoire d’un paramètre dans
la plage de recherche. Il est tout à fait possible qu’une sous-partie de cette
plage, a priori admissible, conduise vers des valeurs ﬁnalement inacceptables
d’un point de vue physique. Lors du tirage aléatoire, le paramètre a donc une
probabilité p < 1 de se trouver dans l’espace admissible. Si une telle relation est
vraie pour un ensemble de n paramètres, alors la probalité d’un tirage aléatoire
de ces paramètres d’appartenir à l’espace physiquement admissible est de plus
en plus faible avec l’augmentation du nombre de paramètres :
pn −→
n→+∞
0 (6.19)
La solution retenue ici consiste alors à initialiser la population à partir de
violentes mutations d’un individu appartenant déjà à l’espace physiquement
admissible. Cet individu peut être issu de schémas cinétiques proches dans la
littérature, de valeurs expérimentales ou de tirages aléatoires.
Convergence et Réduction
Le calcul est exécuté sur 120 processeurs chacun représentant un individu. À
chaque génération, le processeur réalise autant de simulations que de cas phy-
siques d’entrainement, et attend les autres processeurs avant de passer à la
génération suivante. Dans le cas où le solveur chimique rencontre des diﬃcultés
e convergence, la durée de calcul d’une génération peut se retrouver alongée. Ici,
pour des individus évalués sur quatre cas physiques, la vitesse de l’algorithme
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est d’une cinquantaine de générations par heure.
Pour contourner les soucis de convergence, l’optimisation a été réalisée de façon
incrémentale. A partir d’un individu, une population est générée et optimisée.
Le meilleur individu sert alors de point de départ pour la population suivante.
Une première solution a été obtenue avec ce système au bout d’environ 2000
générations en cumulée, (800 générations par rapport à la naissance de la po-
pulation). Les proﬁls associés sont représentés aux Fig. 6.16, 6.17, 6.18 et 6.19.
Cette solution, désignée dyn1, reproduit bien les délais d’auto-allumage et les
températures de ﬁn d’oxydation dans la zone de haute température, comme
illustré à la Fig. 6.18. Les espèces aﬃchent, elles aussi, des proﬁls cohérents
avec les évolutions cibles. L’accord est cependant bien moindre dans la zone de
basse température, notamment pour 600K, cf Fig 6.16 en haut.
Cette solution a ensuite été injectée comme point de départ pour une nouvelle
optimisation sur 500 générations. L’évolution de la fonction de coût minimale,
associée à l’individu le plus performant est reportée à la Fig. 6.20. L’évolu-
tion de la performance illustre alors pleinement la spéciﬁcité des algorithmes
évolutionnaires. Une amélioration quasi continue est observable grâce aux raf-
ﬁnements des solutions proposés par la mutation et le croisement. Cependant
deux sauts de performance sont également observables aux alentours de 900 et
1100 générations. La découverte de ces nouvelles vallées de la fonction de coût
est imputable à des mutations plus radicales, produisant une modiﬁcation plus
importante des proﬁls de sortie.
Ces changements sont alors pleinement visibles sur les proﬁls de la solution
dyn2, obtenue lors de l’arret de l’algorithme, disponibles à la Fig. 6.24.
La modiﬁcation des proﬁls entre les deux solutions est assez interessante. En
eﬀet, la description du cas haute température a été dégradée aﬁn de permettre
une meilleure description des cas basses températures. Le delai d’auto-allumage
est assez bien retrouvé pour les diﬀérents cas, même si la température de ﬁn
d’oxydation est moins bien décrite.
Le phénomène le plus remarquable est l’apparation de réactions endother-
miques, juste après l’allumage, illustrée par la faible diminution de tempéra-
ture mais également la consommation d’eau dans la zone basse température
T0 = 600 K. Dans le schéma détaillé, ces réactions endothermiques sont liées
au reformage. Le schéma réduit ne comportant que des décompositions du fuel
avec l’air et l’eau, n’est pas en mesure de décrire ces réactions. On est alors
ici en présence d’un léger cas de sur-ajustement de l’algorithme sur un détail
du proﬁl. Cette problématique, bien que limitée ici, peut être adressée en aug-
mentant le nombre de cas physiques de comparaison, ici limités au nombre de
quatre.
Le cas choisi ici est particulièrement diﬃcile pour l’algorithme. En eﬀet les
proﬁls liés à l’oxydation partielle que doit reproduire le schéma sont perturbés
par l’apparaition des réactions de reformage, non adressables par le schéma. Ce-
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Figure 6.16 – Profil de température obtenu, dans un cas d’auto-allumage en réacteur
homogène, avec le mécanisme optimisé, pour une température initale de 600K et la
fonction de coût dynamique. Le trait plein correspondent au mécanisme réduit dyn1,
les pointillés représentent les profils cibles à reproduire
Figure 6.17 – Profils d’espèces (à droite) obtenus, dans un cas d’auto-allumage en
réacteur homogène, avec le mécanisme optimisé, pour une température initale de 600K
et pour la fonction de coût dynamique. Les traits pleins correspondent au mécanisme
réduit dyn1, les pointillés représentent les profils cibles à reproduire
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Figure 6.18 – Profil de température obtenu, dans un cas d’auto-allumage en réacteur
homogène, avec le mécanisme optimisé, pour une température initale de 1000K et pour
la fonction de coût dynamique. Le trait plein correspond au mécanisme réduit dyn1,
les pointillés représentent les profils cibles à reproduire
Figure 6.19 – Profils d’espèces obtenus, dans un cas d’auto-allumage en réacteur
homogène, avec le mécanisme optimisé, pour une température initale de 1000K et pour
la fonction de coût dynamique. Les traits pleins correspondent au mécanisme réduit
dyn1, les pointillés représentent les profils cibles à reproduire
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Figure 6.20 – Valeur de la fonction de coût associée à l’individu le plus performant
au fil des générations
pendant il ressort que l’optimiseur réussit à retrouver des soltuions pertinentes,
décrivant plutôt bien le délai d’auto-allumage, sans que celui-ci ne soit expli-
citement ciblé. D’autre part, l’algorithme présente une convergence constante,
qui traduit un bon équilibre entre exploitation et exploration. La présence de
sur-ajustement pour un grand nombre d’itérations ngen > 4000 reste cohérente
avec comportements connus des optimiseurs [145], d’autant plus que le nombre
de cas de comparaison est grandement restreint.
Ceci tend à prouver la capacité de la méthode développée à l’optimisation de
schémas cinétiques.
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Figure 6.21 – Profil de température obtenu avec le mécanisme optimisé, pour une
température initale de 600K. Le trait plein correspond au mécanisme réduit dyn2, les
pointillés représentent le profil cible à reproduire.
Figure 6.22 – Profils d’espèces obtenus avec le mécanisme optimisé, pour une tem-
pérature initale de 600K. Les traits pleins correspondent au mécanisme réduit dyn2,
les pointillés représentent les profils cibles à reproduire.
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Figure 6.23 – Profil de température obtenus avec le mécanisme optimisé, pour une
température initale de 1000K. Le trait plein correspond au mécanisme réduit dyn2, les
pointillés représentent le profil cible à reproduire.
Figure 6.24 – Profil d’espèces obtenus avec le mécanisme optimisé, pour une tem-
pérature initale de 1000K. Les traits pleins correspondent au mécanisme réduit dyn2,
les pointillés représentent les profils cibles à reproduire.
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6.6 Conclusion
L’utilisation d’un algorithme évolutionnaire s’est avérée adaptée au problème
d’optimisation du schéma réduit précédemment obtenu.
La prise en compte des spéciﬁcités des schémas réduits (phénomène d’épistasis,
capacité de modélisation limitée ) lors du paramétrage de l’algorithme et du
choix de sa fonction de coût se révèle essentielle pour faciliter la convergence
dans des cas diﬃciles. L’algorithme implémenté s’est alors montré capable de
retrouver des valeurs cinétiques proches des valeurs attendues dans le cas d’un
réacteur parfaitement agité comprenant un mélange méthane, oxygène et eau.
L’application au cas de reformage du diesel, bien que plus complexe, s’est éga-
lement avérée fructeuse. Le schéma alors proposé est en eﬀet capable de repro-
duire un délai d’auto-allumage ainsi que la température de sortie, sans que ces
objectifs ne soient explicitement ﬁxés dans la fonction de coût.
D’autre part, l’implémentation actuelle de l’algorithme permet une parallélisa-
tion linéaire avec le nombre d’individus, ce qui conduit à des temps de calcul
relativement courts, de l’ordre de quelques heures pour un millier de généra-
tions.

7
Simulation du système complet
Well. . .Here we are at last.
And our problem. . . the final problem.
Jim Moriarty, Sherlock : The Reichenbach Fall, Toby Haynes, 2012
Ce chapitre représente l’aboutissement de l’ensemble des travaux pré-
sentés jusqu’ici. Les différentes approches choisies et modèles développés
sont utilisés afin de permettre une simulation du reformeur. L’écoule-
ment au sein du système est calculé une première fois dans un cadre
non-réactif et comparé aux données de la littérature. La simulation de
l’écoulement réactif reposant sur le schéma réduit est ensuite réalisée.
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7.1 Problématique
Si l’ensemble des éléments nécessaires au calcul des niveaux de polluants au sein
de l’ATR 7, a été obtenu, leur intégration dans la simulation réactive nécessite
encore, cependant, quelques ajustements de modélisation.
Tout d’abord, contrairement aux autres cas académiques de reformeur présen-
tés au chapitre 1, la bonne description du mélange diesel-vapeur, en amont de
l’injection d’air, nécessite la prise en compte de l’injection liquide du fuel ainsi
que son évaporation. Le modèle diphasique utilisé est décrit, à la section 7.2.
Les résultats obtenus sont ensuite comparés à ceux de Porš [52].
Deuxièment, la complexité de l’écoulement dans la zone de reformage et les
temps chimiques à considérer rendent diﬃcile l’estimation du régime d’oxyda-
tion se manifestant dans le système. Le choix du modèle d’interraction chimie
-turbulence est ainsi discuté à la section 7.3.
Enﬁn le calcul du cas réactif est présenté et sa validation est discuté à la section
7.4.
7.2 Écoulement non réactif
7.2.1 Modélisation
Dans cette section, la conﬁguration géométrique du calcul est rappelée. Les
modèles utilisés pour décrire l’injection liquide et les catalyseurs sont également
décrits. Le modèle de turbulence et le maillage sont également discutés.
7.2.1.1 Géométrie
Figure 7.1 – Représentation 3D de la géométrie de l’ATR 7 avec les différentes
injections.
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n-dodécane eau air
Débit (kg.s−1) 3.61 10−4 8.61 10−4 1.61 10−3
Température (K) 293 693 293
État liquide gazeux gazeux
Table 7.1 – Conditions d’injection du cas d’étude
La géometrie tridimensionnelle du système est rappelée à la Fig. 7.1. La vapeur
est injectée de manière tangentielle par le biais de trois tuyaux de 4mm de
diamètre. Ces entrées sont réparties de façon équitable sur le pourtour de la
chambre de 55mm de diamètre. Le sens de rotation est ici indirect par rapport
au système d’axes. Le n-dodécane est injecté au niveau du dôme de la buse à
l’aide d’un modèle d’atomiseur disponible dans Fluent R© décrit plus loin. Enﬁn
l’air est injecté via douze jets transverses au niveau d’une section de 25mm de
diamètre. Les injecteurs, d’un diamètre de 1mm, sont déviés de 15◦ dans le plan
d’injection par rapport à la direction radiale, de façon à assurer une rotation
de l’écoulement dans le sens direct par rapport au système d’axes.
Les conditions thermodynamiques d’injection sont résumés au Tableau 7.1.
7.2.1.2 Cas de l’injection de carburant
L’injection de n-dodécane liquide implique la modélisation de l’écoulement di-
phasique. Physiquement, le cas de la buse modèle 121 se traduit par la création
d’un brouillard de gouttelettes en sortie de l’injecteur, puis en l’évolution de ces
goutelletes. Les modèles à utiliser pour décrire une étape ou l’autre sont assez
diﬀérents, ce qui se traduit par des temps de calcul supplémentaires. L’approche
proposée dans Fluent R© [166] et donc choisie ici, revient à employer des modèles
empiriques pour décrire la distribution de gouttes obtenues en sortie de l’atomi-
seur, puis à décrire plus précisement l’évolution des gouttes et leur évaporation,
plus signiﬁcatifs pour l’oxydation[52; 49].
Il convient alors, à partir des grandeurs géométriques de l’injecteur, d’obtenir
une distribution de la taille des gouttes créées asini que leurs vitesses. Pour
ce faire, le code applique le modèle “Linearized Instability Sheet Atomization”
(LISA) proposé par Schmidt et al. [167]. Le modèle illustré à la Fig. 7.2 consi-
dère que le processus se fait en deux étapes.
La première décrit la formation d’un ﬁlm liquide juste à la sortie de l’injecteur.
Ensuite, lors de son déplacement dans la phase gazeuse, le ﬁlm est soumis au
développement d’instabilités au niveau de ses interfaces avec le gaz. Le grossis-
sement de ces instabilités ﬁnit par entrainer la rupture du ﬁlm en ﬁlaments, qui
se brisent en la suite en gouttes. La distribution de gouttes est approximée par
une distribution de Rosin & Rammler [168] dont le diamètre moyen de Sauter
est estimé à partir des caractéristiques des ﬁlaments [169] formés par l’instabi-
lité ayant le taux de croissance le plus élevé.
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de gouttes au cours de son interaction avec l’écoulement. La seconde, appelée
Euler-Euler, décrit l’évolution de la fonction de distribution de tailles de gouttes
au travers d’équations de transport supplémentaires 1.
Avec l’approche lagrangienne, il est assez simple de décrire un écoulement avec
de multiples tailles de gouttes. Cependant cette dernière est moins facilement
parallélisable qu’une approche eulérienne, car la charge de calcul aﬀectée à
chaque processeur dépend du nombre de gouttes présentes dans sa zone de cal-
cul [172]. L’approche eulérienne, même si elle rencontre plus de diﬃcultés avec
diﬀérentes tailles de gouttes, et nécessite la résolution d’équations de transport
supplémentaires, reste attractive notamment pour des cas massivement paral-
lèles [49].
Les deux approches sont disponibles dans le logiciel Fluent R© [166]. L’approche
lagrangienne est disponible dans le “Discrete Phase Model” et l’approche la-
grangienne dans le “Multiphase Flows Euler Model”.
Dans notre cas de calcul, nous réappliquons l’approche lagrangienne, utilisée
par Porš [52] lors de son calcul à froid de l’ATR 7 2. Le détail de la modélisation
et les paramètres choisis sont alors discutés au paragraphe suivant.
Modèle diphasique
Si la phase liquide est suﬃsamment dispersée, i.e. que les gouttes sont suﬃ-
samment éloignées les unes des autres, on peut alors suivre l’évolution d’une
goutte, indéxée d, considérée comme une sphère de rayon rd. Le principe fon-
damental de la dynamique appliqué à cette goutte détermine alors l’évolution
de la position xd et de la vitesse ud de la goutte de masse md :
dtxd,i = ud,i
mddtud,i =
∑
forces f
fi (7.2)
Parmi ces forces, se trouve la force de frottement qui s’exprime, dans le cas de
faible diﬀérence de vitesse entre la vitesse de la goutte ud et celle de l’écoulement
u, sous la forme :
Ffrot.,i =
1
2
ρCDπr
2
d|ud − u|(ud,i − ui) (7.3)
D’autres forces peuvent également être prises en considération pour tenir compte
de l’inﬂuence du gradient de pression, de la viscosité du gaz sur la trajectoire
de la goutte, . . .[173]. Cependant, les gouttes étant beaucoup plus denses que
1. Différentes descriptions sont alors applicables sur la population de goutte, allant de la
prise en compte d’une seule taille de gouttes, à des approches multifluide [171] ou de moments
d’ordres élevés.
2. Ici le calcul est réalisé au maximum sur 120 cœurs, ce qui tend à réduire l’importance
du problème de répartition de charge.
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le gaz
(
ρg
ρ
> 500
)
, leurs trajectoires peuvent se décrirent à l’aide du système
suivant [173] :
dtxd,i = ud,i
dtud,i =
ui−ud,i
τd
+ gi
(7.4)
Il est possible de faire apparaitre, en première approximation, un temps de
relaxation τd qui correspond au temps nécessaire à la goutte pour atteindre la
vitesse u de l’écoulement 3 [166] :
τd =
ρdr
2
d
18µCD
24
Rer
(7.5)
avec le nombre de Reynolds relatif :
Rer =
ρd2rd|ud − u|
µ
(7.6)
Aﬁn de pouvoir décrire l’évaporation et les transferts de chaleurs non radiatifs,
les équations de conservation de la masse [174; 175] et de l’énergie des gouttes
sont prises en compte :
dtmd = kcAdρ ln
(
1 +
Yk,d−Yk
1−Yk,d
)
mdcp,ddtTd = λAd (T∞ − Tp)︸ ︷︷ ︸
diffusion/convection
− dtmpLfg︸ ︷︷ ︸
évaporation
(7.7)
où Ad représente la surface de la goutte, Yk,d la fraction massique de l’espèce
k à la surface de la goutte et Lfg la chaleur latente de vaporisation du liquide.
Les coeﬃcients de tranfert de masse kc et de chaleur par conduction λ sont
ensuite déterminés par Fluent R© à l’aide des expressions de Ranz & Marshall
[176; 177] et Sazhin [175], corrélant plusieurs nombres adimensionnés décrivant
l’écoulement.
Par ailleurs, de façon à traduire l’impact des gouttes sur l’écoulement gazeux des
termes sources d’échanges sont ajoutés aux équations du solveur ﬂuide. Dans
le code utilisé, les termes d’échanges sont égaux à la quantité de mouvement,
l’énergie ou la masse gagnée ou perdue par une particule lors de sa traversée
de chaque volume de contrôle [166].
3. en réalité le terme de relaxation fait intervenir la vitesse qu’aurait l’écoulement à la
position de la goutte, s’il n’était pas perturbé par cette dernière [173].
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7.2.1.4 Traitement des catalyseurs
Dans le dispositif expérimental les catalyseurs consistent en un ensemble de
canaux de section carrée, parallèles, agencés en nid d’abeilles dans une matrice
en céramique. La matrice est recouverte d’une couche de matériau catalytique
pour les réactions de reformage.
Le diamètre du bloc monolithique est alors de 50.8mm pour une hauteur de
85mm. La densité de canaux est alors de 9.3 105m−2.
La description chimique des catalyseurs requière de disposer d’un schéma ciné-
tique capable de traiter les espèces produites en phase gazeuse. De cette façon,
il serait possible de prédire les intermédiaires carbonés succeptibles d’apparaitre
en sortie. Cependant, il n’existe pas à notre connaissance de mécanisme réduit
suﬃsament détaillé pour le reformage catallytique du n-dodécane, en incluant
le benzène et l’éthylène. Le choix est alors fait de n’inclure qu’une description
hydrodynamique des catalyseurs. Ainsi l’eﬀet de distribution de l’écoulement
sur les catalyseurs et l’impact éventuel sur la chimie et le mélange pourrait être
pris en compte.
L’impact des catalyseurs sur l’écoulement est représenté par l’ajout d’une perte
de charge à l’écoulement. Suivant la démarche de Porš [52], seule une perte dite
inertielle est ajoutée :
∂xip = −
3∑
j=1
Cpor.ij
1
2
ρ|u|uj (7.8)
Les valeurs de la matrice de résistance interne, diagonale,
(
Cpor.ij
)
i,j
dans le
sens de l’écoulement ont été mesurées expériementalement Cx = 3830 m−1 [52].
Dans les directions transversales, les valeurs sont multipliées par un facteur 100
pour en atténuer les contributions.
7.2.2 Maillage
Le maillage utilisé pour la modélisation du reformeur est conçu par la juxtapo-
sition de diﬀérents blocs :
— Un bloc d’éléments quadrahédriques est utilisé pour décrire l’anneau
d’injection. Les tailles de mailles sont ajustées pour respecter les règles
suivies précédement pour la description des jets transverses. 20 éléments
sont alors présents dans un diamètre d’injecteur.
— La chambre d’évaporation est représentée par un bloc tétrahédrique avec
un raﬃnement progressif à travers le convergent, jusqu’à la zone d’injec-
tion. La vitesse de déraﬃnement a été ﬁxée de façon à ne pas contraindre
une éventuelle remontée de la strucutre d’impact vers la chambre d’éva-
poration.
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— Le divergent et la chambre de distribution sont modélisés eux aussi par
un bloc de tétrahèdres avec un déraﬃnement progressif.
— Les catalyseurs sont représentés par extrusion du maillage du divergent.
L’intégralité de la géométrie est maillée, ce qui résulte en un ensemble de 10
millions d’éléments.
7.2.3 Validation
Le cas résultat s’est avéré assez diﬃcile à converger, les modèles ont alors été
activés de manière successive. Les résultats présentés dans la suite ont ainsi été
obtenus à la suite de 500 heures cumulées de calcul sur 120 cœurs.
7.2.3.1 Champ aérothermique
Les champs de température et de vitesse obtenus, présentés à la Fig. 7.3 sont
comparés aux champs obtenus par Porš[52], cf Fig. 7.4.
L’accord des résultats est très satisfaisant. Dans les deux cas une zone de re-
circulation dûe à l’injection de vapeur, se situe dans le convergent. La zone de
mélange voit, dans les deux cas, les jets issus des injecteurs fusionner en une
structure torique s’enroulant avec l’écoulement, se prolongeant le long de la
paroi du divergent.
Ainsi le modèle est capable de retrouver le champ aérothermique décrit dans la
littérature pour le cas non réactif.
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7.2.3.2 Injection du fuel
Comme exposé précédemment, la modélisation de l’injection liquide repose sur
des modèles empiriques contenant de nombreuses constantes à adapter au cas
d’application. L’ensemble des valeurs utilisées par Porš [52] n’étant malheureu-
sement pas connues, nous avons choisi de suivre les recommandations internes
des équipes ANSYS 4 pour des injecteurs de la même gamme que la buse mo-
dèle 121. Ainsi à partir des données du fabriquant et des estimations, l’ensemble
de paramètres visibles au tableau 7.2 a été proposé pour décrire la buse. Les
résultats obtenus sont alors présentés et comparés à ceux de Porš.
La comparaison de la concentration des gouttelettes entre le cas actuel et le cas
de référence est présentée à la Fig. 7.5.
Le désaccord est ﬂagrant. Au lieu de se localiser proche de l’injecteur, la majo-
rité des gouttes se situe près de la paroi. Cette répartition des gouttes est conﬁr-
mée par les champs de débit d’évaporation de la Fig. 7.6. De plus, l’absence
d’évaporation proche de la buse, semble indiquer une forte vitesse d’éjection
des gouttelettes.
La diﬀérence dans l’allure de l’injection peut venir d’une trop grande vitesse
d’injection des gouttes, ou d’un mauvais choix de modèle de rupture de la phase
liquide. Le premier cas se traduit une surpression trop élévée dans la buse. La
valeur utilisée ici est de 5.105 Pa. Originellement, cette surpression était de
2.8 106 Pa, d’après les données reconstruites à partir des règles du fabricant.
Cependant au vu des résultats alors obtenus, la préssion a été réduite aﬁn de
diviser la vitesse en bouche de buse par deux. Cette réduction n’est manifeste-
ment pas suﬃsante.
Si au contraire le problème vient du modèle d’éclatement des gouttes, il convient
alors de comparer les diﬀérents modèles aﬁn de caractériser celui le plus adapté.
Les champs de répartions du fuel obtenus dans le cas présent et dans le cas de
référence sont comparés à la Fig. 7.7.
Bien que les champs traduisent nettement la mauvaise reproduction de la phase
liquide dans notre cas d’étude, une répartition homogène de fuel est obtenue
dans le convergent en amont de la zone d’injection de l’air. Ceci est en accord
avec les résultats de Porš. Les champs scalaires au niveau des injecteurs trans-
verses sont bien reproduits et analogues à ceux de température. Au ﬁnal, le
modèle oﬀre une bonne description de cette zone critique pour la chimie.
En résumé, la description choisie de la phase liquide de l’ATR 7 se révèle inca-
pable de reproduire les résultats de Porš que ce soit en terme de répartition des
gouttelettes ou de débits d’évaporation. Cependant, elle n’est pas pénalisante
4. le détail de cette note de calcul n’est cependant pas reproductible ici pour des raisons
de confidentialité.
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pour la description du mélange dodécane air au niveau des injecteurs trans-
verses. Compte tenu du grand nombre de modèles à tester et de leur sensibilité
aux nombreux paramètres les constituant, il est décidé pour des raisons de
temps, de conserver le modèle d’injection utilisé. La méthode permet en eﬀet la
description du mélange gazeux réactif dans la zone pertinente pour la réaction
chimique.
7.2.3.3 Discussion
Outre la qualiﬁcation du code de calcul, la simulation de l’écoulement à froid
permet de mieux cerner ce dernier aﬁn d’orienter a priori le choix d’un modèle
de combustion.
La structure du champ de vitesse est alors illustrée à la Fig. 7.8. Ce dernier
se divise en deux parties. La première, située au niveau du plan d’injection,
s’organise en une structure torique assez complexe de par l’impact des jets. La
seconde, en aval du divergent, consiste en une importante zone de recirculation.
Cette zone avale est par ailleurs détaillée à la Fig. 7.9 représentant le champ
de vitesse axiale dans diﬀérentes sections au niveau du plan d’injection et en
aval. Elle se traduit donc par une remontée de ﬂuide vers l’amont au centre de
la conduite, tandis que l’écoulement vers l’aval se fait en périphérie. D’autre
part, l’ensemble de cette zone est soumise à la rotation induite par les injecteurs
désaxés. L’origine de cette zone semble se trouver dans le non-décollement de
l’écoulement dans le divergent, tel que visible sur le champ de vitesse axiale de
la Fig. 7.10.
La Fig. 7.10 illustre également la complexité de la zone d’injection. L’enroule-
ment de l’écoulement autour d’un tore est visible sur le pourtour de la conduite,
tandis qu’une zone de divergence, séparant ﬂuides issus de l’amont et de l’aval,
est observable au centre. La Fig. 7.11 représente des lignes de courant issues
des ﬂuides amonts, des injecteurs et de la zone de recirculation. Les ﬂuides is-
sus des injecteurs fusionnenent en une structure d’impact torique avant d’être
évacués le long des parois du divergent. Les ﬂuides issus de l’aval remontent
via la zone de recirculation au niveau du divergent, jusqu’au plan de stagna-
tion, avant d’être éjectés vers les parois du reformeur. Enﬁn les ﬂuides issus de
l’amont s’écoulent autour du tore d’impact avant de s’orienter eux aussi vers
les parois de la conduite.
L’ensemble de ces élements traduit un important brassage des composés chi-
miques en aval du divergent, et une ségrégation assez importante au niveau
de l’injection. La réactivité modérée du mélange semble y exclure la possibi-
lité d’une ﬂamme de diﬀusion. La présence de la zone de recirculation et le
mélange induit, semblent de plus indiquer une zone de réaction plus diﬀuse
qu’une surface de ﬂamme clairement déﬁnie. Il reste alors à choisir le modèle
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de combustion turbulente à adopter.
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Figure 7.11 – Structure de l’écoulement au niveau du plan d’injection. Les lignes de courant sont issues du fluide en amont de l’injection
(bleu), d’un injecteur (rouge) et de la zone de recirculation en aval du divergent(vert).
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7.3 Fermeture de terme source chimique
7.3.1 Interaction chimie turbulence
Dans les équations de conservation du ﬂuide B.1, B.2 et B.3, les termes de pro-
duction d’espèces ω˙Yi (Y1, . . . , T ) et de dégagement de chaleur ωT (Y1, . . . , T )
s’expriment en fonction de grandeurs non moyennées. Aﬁn de pouvoir résoudre
le système, une fermeture doit être proposée. Deux approches sont alors utili-
sables :
— les modèles statistisques : Le dégagement de chaleur moyen sur le volume
de contrôle est alors estimé par le biais des densités de probabilité des
grandeurs ﬂuides :
ω˙ (Y1, . . . , T ) =
∫
ω˙
(
Y ′i , . . . , T
′
)
p
(
Y ′i , . . . , T
′
)
dY ′1 . . . dT
′ (7.9)
La description de l’écoulement est ainsi entièrement comprise dans les
fonctions de probabilité p alors inconnues. La forme de ces dernières peut
alors être modélisée, on parle alors de fonction de probabilité estimée [23],
ou bien obtenue en résolvant une équation de transport associée [178].
— les modèles physiques : Dans ce cas, une hypothèse sur la conﬁguration
physique et géométrique de l’écoulement est introduite. Dans des cas de
combustion avec ﬂamme, le dégagement de chaleur peut alors être lié à
la surface de la ﬂamme, plissée par la turbulence [178]. La combustion
peut également être décrite par une équation de propagation d’un front
de ﬂamme dans le cas de réactifs prémélangés. L’hypothèse peut aussi
se porter sur le mélange, et ainsi faire l’économie de la présence d’une
ﬂamme, comme dans le cas des approches no-model, ou bien EDC (Eddy
Dissipation Model) [179], que nous décrirons plus en détails dans la suite.
Le coût en terme de temps de calcul du modèle dépend évidemment de la com-
plexité du modèle utilisé, cependant les modèles statistiques tels qu’exprimés
par l’Eq. 7.9 se révèlent d’autant plus gourmants que le nombre d’espèces aug-
mente. En eﬀet, plusieurs termes sources non linéaires et généralement raides
sont à évaluer.
Il est alors possible d’introduire une hypothèse physique sur l’écoulement pour
réduire le nombre de variables, par exemple en considérant que la ﬂamme turbu-
lente peut être décrite comme un ensemble de ﬂamelettes plus ou moins étirées.
Le dégagement de chaleur moyen consiste alors à la moyenne des dégagements
des diﬀérentes ﬂamelettes vis-à-vis du taux détirement 5.
5. Cela revient de fait à effectuer un changement de variable dans l’expression 7.9 et
supposer que la fonction de probabilité ne dépend que de ces nouvelles variables.
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Quelle que soit l’approche choisie, le modèle doit être adapté au cas physique et
au régime de combustion probable du système. Cet élément sera à prendre en
compte lors du choix du modèle, mais avant cela il convient de voir comment
calculer le terme source chimique obtenu.
7.3.2 Calcul du terme source chimique
Les modèles statistiques et de nombreux modèles physiques tels que l’approche
no-model et EDC requièrent l’évaluation des termes source chimiques de pro-
duction d’espèces ω˙Yk ou de chaleur ω˙T . Deux approches sont alors utilisables :
— la chimie complète revient à calculer en chaque instant le dégagement de
chaleur en prenant en compte toutes les espèces et réactions du modèle
cinétique, avec les inconvénients et le coût évoqués précédemment.
— la tabulation consiste à paver l’espace des phases accessible par le système
en amont du calcul CFD. La valeur requise lors du calcul ﬂuide sera alors
extraite par interpolation des valeurs déjà existantes.
Si les méthodes de tabulation évitent le calcul à la volée de la chimie, il est
critique d’identiﬁer précisement la zone de l’espace des phases atteintes par le
système. Les méthodes de réduction telles qu’ILDM [131] évoquées à la section
4.3.3.2, peuvent être utilisées, de même que des méthodes reposant sur des
conﬁgurations physiques bien connues telles que FPI (Flame Prolongation of
ILDM) [133; 180; 134]. Il est ainsi possible de décrire la grandeur recherchée
avec un nombre réduit de variables.
7.3.3 Application au cas d’étude
Dans le cas d’un reformeur autothermique au diesel, le régime de combustion
établi n’est pas parfaitement connu. En eﬀet, il n’existe, à notre connaissance,
pour l’heure, aucune expérience de visualisation capable de répondre à cette
question. Les valeurs de température obtenues par des thermocouples sont mo-
dérées aux alentours de 900 K, ce qui semble assez éloigné d’un état postﬂamme,
qui serait beaucoup plus chaud.
Au lieu d’une ﬂamme, le régime d’oxydation correspondrait alors à une zone
beaucoup plus diﬀuse dans laquelle les processus de mélange sont importants.
Ceci tendrait à être conﬁrmé par la diﬃculté des modèles de tabulation de ﬂa-
melettes à reproduire les valeurs d’essais de reformeurs diesel 6. Deux modèles
semblent alors se distinguer pour traduire cet inﬂuence de l’écoulement.
6. ANSYS communications privées.
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7.3.3.1 Le modèle EDC
Ce modèle, proposé pour la première fois par Magnussen & Hjertager en 1977
[46], cherche à décrire les conﬁgurations avec des réactifs initialement prémélan-
gés ou non dans les cas où le temps chimique est court devant celui du mélange
turbulent τc << τt.
Ce modèle repose sur la description de la turbulence proposée par Tennekes
[181] dans laquelle la dissipation turbulente se concentre de manière très locali-
sée dans des structures de faible épaisseur, les structures fines. Ces dernières se
présentent sous la forme de longs rubans, plissés par les structures turbulentes
de plus grandes tailles, et ont une largeur de quelques longueurs de Kolmogorov,
telle que représentée à la Fig. 7.12.
Figure 7.12 – Illustration des structures fines de la turbulence issue de [179].
Ces structures sont majoritairement responsables de la dissipation de l’énergie
turbulente en chaleur, ainsi que du mélange moléculaire. Ainsi Magnussen [179;
182] suppose que c’est ici, dans ces vortex de fraction massique γ, que les
réactions chimiques vont pouvoir se mettre en place. Toutefois seule une fraction
massique χ de ces structures est supposée réagir pour obtenir une composition
Y ∗k , la composition ailleurs restant celle de l’état froid Y
0
k . Cette division en
trois zones permet donc d’écrire la fraction massique moyenne de l’espèce k
comme la somme des contributions de chaque zone :
Y k = χγY
∗
k + (1− χ) γY
0
k + (1− γ)Y
0
k (7.10)
Les structures ﬁnes sont alors supposées se comporter comme un réacteur par-
faitement agité à l’équilibre, le terme de production chimique compensant les
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ﬂux d’espèces :
φk + ω˙kMkV = 0 (7.11)
L’expression du ﬂux d’espèce peut alors être reliée aux diﬀérentes compositions,
à la fraction massique des structures [179; 182; 23], ainsi qu’au temps de séjour
du réacteur modélisé τ :
φk =
ρV γ
τ
χ
(
Y 0k − Y
∗
k
)
(7.12)
Gran & Magnussen [183], sur les recommandations de [184], modiﬁent cette
expression, en introduisant alors la taille caractéristique adimensionnée de la
structure ﬁne ζ :
φk =
ρV ζ2
τ
χ
(
Y 0k − Y
∗
k
)
(7.13)
C’est alors cette expression qui est utilisée dans le logiciel Fluent. En supposant
par ailleurs que la fraction massique des structures ﬁnes est proche de sa fraction
volumique γ ≈ ζ3, et à l’aide de la relation 7.10, il est possible d’exprimer le
dégagement de chaleur en fonction des composition moyennes et en sortie du
PSR :
ω˙k =
ρζ2
τ (1− ζ3)
(
Y ∗k − Y k
)
(7.14)
Dans Fluent R©, les structures ﬁnes sont également supposées réagir en intégralité
χ = 1, la taille caractéristique des structures ﬁnes et le temps de séjour du
réacteur sont reliés aux caractéristiques de la tuburlence :
ζ = Cζ
(
µǫ
ρK2
) 1
4
, Cζ = 2.1377
τ = Cτ
(
µ
ρǫ
) 1
2
, Cτ = 0.4082
(7.15)
7.3.3.2 L’approche no-model
Cette approche doit son nom au fait que le terme source moyen est approximé
par le terme source des valeurs moyennes. Concrètement, on peut écrire :
ω˙ (Y1, . . . , T ) = ω˙
(
Y 1, . . . , T
)
(7.16)
ce qui correspond au premier terme du développement en série entière du terme
chimique au voisinage des valeurs moyennes. Ainsi pour que ce développement
soit valide, il faut que les variables ﬂuides ϕ = ϕ+ϕ′ soient proches de la valeur
moyenne ϕ, ce qui demande de faibles ﬂuctuations et donc une faible action de la
turbulence. Ce genre d’hypothèse est acceptable pour des processus chimiques
très longs devant le temps de mélange turbulent τc >> τt.
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Dans les dernières versions de Fluent R©, le calcul du terme source chimique se
fait à l’aide du solveur Chemkin R©. Aﬁn de minimiser les problèmes de conver-
gence, le logiciel procède à une linéarisation du terme de production de chaque
espèce :
ω˙CFDk (t) =
Y Chem.k (t+ τcell)− Y
CFD
k (t)
τcell
(7.17)
La formulation est analogue à celle du modèle EDC, à la diﬀérence de l’ab-
sence de fraction de structures ﬁnes et de la déﬁnition du temps ﬂuide. Pour
l’approche no-model, ce temps est estimé indépendamment pour chaque cellule
comme un dixième du temps ﬂuide limitant de la cellule, soit le temps convectif
ou le temps de séjour, en appliquant les contraintes de CFL.
7.3.3.3 Approche choisie
Comme mis en évidence ci-dessus, le rapport entre le temps de mélange turbu-
lent τt et le temps chimique τc conditionne complètement le régime de combus-
tion observé.
Le temps chimique, peut aisément être estimé à partir du temps d’autoallumage
du système soit aux alentours de 10−1 s dans les conditions considérées.
Pour le temps ﬂuide, l’expression proposée par le modèle EDC, est utilisée.
L’estimation réalisée sur le cas froid est disponible à la ﬁgure 7.13.
Figure 7.13 – Temps de mélange turbulent, suivant la définition 7.15, appliquée sur
le cas froid.
Le temps de mélange ﬂuide est très faible devant le temps chimique. Ceci tend
à privilégier une approche no-model, contrairement aux cas dans la littérature.
Le choix est d’ailleurs validé a posteriori, par l’incapacité du modèle EDC à
décrire l’état allumé du système, au contraire de l’approche no model.
TABLE DES MATIÈRES 185
7.4 Simulation réactive
Le calcul est réalisé avec une approche “no-model” ayant recours au mécanisme
cinétique réduit dérivé précédement au chapitre 5“, disponible en Annexe C, à
part du cas froid.
Le calcul a é Le cas de calcul s’est avéré particulièrement délicat pour le code
utilisé. La vitesse et la qualité de la convergence du calcul se sont montrées par-
ticulièrement sensibles à la procédure d’initialisation du champ de température.
Ainsi les résultats présentés dans la suite ne sont pour l’instant que partiels et
présentent quelques artefacts. Cependant ils sont particulièrement représenta-
tifs de l’écoulement limite vers lequel tendent les diﬀérents cas d’initialisation,
et présentent l’intérêt de respecter la symmétrie de l’écoulement.
Malheureusement, les diﬀérents cas testés se sont montrés encore trop brui-
tés pour permettre à Chemkin R© la convergence des réseaux de réacteurs ou la
comparaison objective des corrections apportées. Ils constituent cependant les
premières représentations de l’écoulement réactif dans le reformeur et apportent
un éclairage précieux sur les phénomènes pouvant œuvrer dans le réacteur.
7.4.1 Structuration de la réaction chimique dans le reformeur
La structure du champ de vitesse axiale obtenue est présentée aux Figs. 7.14
et 7.15. La similarité avec le cas froid, Fig 7.8, est ﬂagrante. L’écoulement se
structure toujours par le biais d’un anneau d’impact au niveau de l’injection et
par la présence d’une imposante zone de recirculation en sortie de divergent.
Figure 7.14 – Champ de vitesse axiale dans la longueur du reformeur.
La structure des champs scalaires est elle complétement modiﬁée. Les champs
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Figure 7.16 – Champ de température dans la longueur du reformeur.
Figure 7.17 – Champ de dégagement de chaleur dans la longueur du reformeur.
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Figure 7.18 – Fraction massique de monoxyde de carbone dans la longueur du
reformeur.
Figure 7.19 – Fraction massique de dioxyde de carbone dans la longueur du refor-
meur.
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Figure 7.20 – Fraction massique de benzène dans la longueur du reformeur.
Figure 7.21 – Fraction massique d’hydrogène dans la longueur du reformeur.
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Temp. (K) YnC12H26 YO2 YH2O YN2 YCO YCO2 YCH4 . . .
830 0.068 0.071 0.323 0.441 0.047 0.026 0.010 < 10−2
Table 7.3 – Etat représentant le brassage à l’intérieur du reformeur.
7.4.2 Cas de l’injection vapeur
Comme visible sur les Figs. 7.16 et 7.17, la zone d’injection de la vapeur est
sujette à un important dégagement de chaleur, chauﬀant le ﬂuide de 700 K
à 900 K. Ce phénomène est pour le moins surprennant en considérant que
le ﬂuide se constitue exclusivement de vapeur, comme attesté à la Fig. 7.22.
Si l’origine de cette anomalie n’a pu être déterminée avec précision, elle peut
être liée à un artefact transitoire dû à l’initialisation. Un récent calcul, sup-
primant explicitement le terme source chimique dans chambre d’injection
de la vapeur et du diesel, a été réalisé et résulte dans la même structure
d’écoulement et niveaux d’espèces que les résultats présentés ici. Il a cepen-
dant été choisi de ne pas l’intégrer ici à cause de la présence de trop forts
transitoires en fond de reformeur en amont des catalyseurs.
7.4.3 Validation du schéma réduit
Si les champs d’espèces produites sont cohérents avec le champ de tempéra-
ture obtenu, les teneurs de ces espèces semblent relativement faibles. D’autre
part, l’intégralité des réactifs n’est pas consommée comme en témoigne la
distribution d’oxygène de la Fig. 7.23. La fraction massique d’oxygène, for-
tement marquée par des eﬀets de dillution reste, en eﬀet, assez élévée, aux
alentours de 0.15 dans le divergent. L’eﬀet de la réaction tardive générant
le dioxyde de carbone en amont des catalyseurs est visible, même s’il reste
de faible magnitude en abaissant la fraction massique à 0.12.
Il convient alors de qualiﬁer le schéma réduit sur le cas réel de fonctionne-
ment. En eﬀet, jusqu’à présent ce dernier n’a été entrainé que sur des proﬁls
d’auto-allumage dans des plages de paramètres qui ne reﬂètent peut-être
pas assez l’intérieur du système. Pour ce faire, nous procédons à l’autoal-
lumage d’un mélange composé à moitié de gaz frais tels qu’injectés dans le
reformeur, et à moitié de gaz brulés. Ce mélange dont l’état physique est
disponible à la Table 7.3, est utilisé dans le but de représenter le brassage
des gaz ayant lieu dans le reformeur.
Le proﬁl d’allumage est disponible à la Fig. 7.24. Si l’accord des proﬁls n’est
pas parfait, notament en terme de raideur, la température en ﬁn d’allu-
mage est plutôt bien reproduite, l’écart étant inférieur à 100 K. Le délai
d’allumage, ici déﬁni comme le temps pour lequel la moitié de la hausse de
température est réalisée, reste du même ordre de grandeur que le modèle
détaillé. Ainsi le modèle semble a priori capable de capturer une partie de
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Figure 7.22 – Fraction massique d’eau dans la longueur du reformeur.
Figure 7.23 – Fraction massique d’oxygène dans la longueur du reformeur.
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la physique du couplage avec l’écoulement même s’il est possible que les
températures atteintes ne soient pas assez élevées.
Les fractions massiques des espèces sont par ailleurs comparées à celle du
schéma détaillé à la Fig. 7.25 pour un temps de réaction de 1s. Cette valeur
présente l’avantage de correspondre à un état post-oxydation, non reformé
pour le modèle détaillé, tel qu’observable à la Fig. 7.24, et à un état quasi-
ment oxydé pour le schéma réduit.
Si le désaccord est notable, en particulier par la non consommation totale
des réactifs, les valeurs des espèces produites sont assez proches des valeurs
attendues et sont, de plus, cohérentes avec les niveaux observés dans le cal-
cul CFD.
L’ensemble de ces éléments semble valider a priori le schéma réduit utilisé
pour décrire le système.
Une fois des résultats moins bruités disponibles, l’application des réseaux
de réacteurs se basant sur le schéma détaillé permettra, sur les zones de fort
brassage, un second cas de validation du schéma réduit.
7.4.4 Discussion du régime d’oxydation
Comme évoqué précedement, en sortie du divergent l’écoulement présente
une température moyenne dans la chambre comprise entre 900 et 1000 K,
ce qui est proche des valeurs expérimentales évoquées par Pasel [58] pour
des systèmes similaires. Dans la simulation, cette valeur résulte d’un fort
dégagement de chaleur au niveau de l’impact des jets d’injection, ce qui se
traduit aussi par la formation de polluants tels que le benzène.
Le dégagement de chaleur au niveau de l’injection est présenté plus en détail
à la Fig. 7.26. Si la reconstruction du terme source à partir des données de
sortie de Fluent R© souligne nettement les diﬀérents raﬃnement de maillage,
il apparait clairement que le dégagement de chaleur se produit le long du
tore d’impact. Cet endroit est par ailleurs fortement marqué par les ﬂux
diﬀusifs turbulents comme attesté à la Fig. 7.27.
Ainsi la présence d’une réaction rapide, qui semble bien structurée au niveau
des zones de diﬀusion questionne les hypothèses réalisées lors de l’applica-
tion de l’approche no-model. En eﬀet, cette dernière consiste à voir chaque
cellule du maillage comme un réacteur homogène. La présence de forts ﬂux
diﬀusifs pourrait indiquer la présence d’une ﬂamme de diﬀusion à l’interface
entre l’oxygène et le fuel.
L’incapacité du modèle EDC, évoquée précédement, à décrire la présence
d’une réaction au niveau de la zone d’injection peut s’expliquer par l’hy-
pothèse de structures ﬁnes. Un volume plus faible de la maille réagit par
rapport à l’approche “no-model”, ce qui résulte en une énergie dégagée in-
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Figure 7.26 – Dégagement de chaleur au niveau de la zone d’injection. Le trait noir
correspond à l’isosurface YO2 = 0.12.
Figure 7.27 – Flux de diffusion turbulente d’oxygène au niveau de la zone de mé-
lange.
TABLE DES MATIÈRES 195
suﬃsante pour maintenir la réaction. La question de la nature physique du
régime d’oxydation reste cependant ouverte. L’application d’un modèle de
ﬂamme de diﬀusion pourrait alors être fructueuse, aﬁn de peut être mieux
rendre compte de l’interaction entre diﬀusion et dégagement de chaleur, et
devra être considérée dans les prochains travaux.
7.5 Conclusion
Dans ce chapitre, l’écoulement au sein du système ATR 7 a été investigué
tant dans un cas “à froid” reconstruit à partir des données de Porš [52], que
dans un cas réactif reposant sur l’ensemble des outils construits précéde-
ment.
Malgré les fortes hypothèses nécessaires utilisées pour la reconstruction de
l’injection de diesel, dûe au manque d’informations sur les modèles utilisés
par Porš, l’écoulement non réactif est assez bien reproduit. L’ATR 7 se ré-
vèle alors être une conﬁguration hydrodynamique complexe avec la présence
d’une forte structure d’impact des jets d’injections se prolongeant en une
important zone de recirculation dans le reste du reformeur.
À partir de cette complexité, la description de l’écoulement réactif s’est
avérée particulièrement diﬃcile pour les logiciels utilisés. Ainsi les résultats
présentés nécessitent des raﬃnements supplémentaires, cependant une cer-
taine description de l’écoulement est possible. Ce dernier semble s’organiser
en trois zones en aval de l’injection d’air. Une première, au niveau de l’in-
jection, consiste en une réaction rapide, s’accompagnant de la formation de
polluants. La seconde correspond à la large zone de recirculation observée
dans le cas “à froid”. Enﬁn la dernière correspond à la conversion lente du
monoxyde de carbone en dioxyde de carbone en amont des catalyseurs.
D’autre part, le schéma réduit semble oﬀrir une description assez représen-
tative des réactions dans les conditions du reformeur.
Enﬁn, la principale faiblesse de la description proposée tient dans le fait
qu’une grande partie de la modélisation repose sur des hypothèses a priori
dont la validation ne pourra se faire que par la comparaison nécessaire à des
données expérimentales. Malheureusement, ces données, telles que le champ
de température post-injection, ou les niveaux des espèces chimiques avant
les catalyseurs, nous font à l’heure actuelle cruellement défault.

Conclusion
L’estimation locale des niveaux des polluants au sein d’un autoreformeur de
diesel par le biais unique de la simulation numérique représente un problème
délicat d’un point de vue scientiﬁque, qui n’a été traité que rarement dans la lit-
térature. En eﬀet, si l’écoulement peut être décrit par l’utilisation de méthodes
RANS, le traitement de la chimie complexe de ces systèmes est moins évident.
De surcroît, la contrainte de temps de calcul raisonnable, imposée par l’objectif
de proposer une méthode utilisable par les milieux industriels lors des phases
de conception, exclut les démarches utilisées dans la littérature pour traiter ce
genre de problématiques. De plus, par soucis de transfert vers un partenaire
industriel, l’utilisation des logiciels Fluent R© et Chemkin R© de la suite ANSYS R©
a été imposé, générant ainsi des contraintes supplémentaires.
C’est pour répondre à ce déﬁ que les principales contributions liées à la thèse
ont été réalisées.
Devant l’absence de schémas globaux d’oxydation partielle et de reformage du
n-dodécane, une méthode de génération de schémas cinétiques est proposée.
Cette dernière est par ailleurs validée par la proposition d’un schéma d’oxyda-
tion partielle du n-dodécane qui fournit une approximation réaliste de la chimie
détaillée pour le phénomène d’autoallumage.
Pour pouvoir générer ce schéma, une nouvelle fonction de coût pour l’optimisa-
tion des paramètres cinétiques par le biais d’algorithmes évolutionnaires, a été
proposée. Cette fonction résulte en une meilleure convergence de l’algorithme,
notamment en contraignant l’algorithme à emprunter, lors de sa recherche de
l’optimum, des zones de paramètres plus en accord avec la physique recherchée.
D’autre part, lors de la validation du code de calcul ﬂuide, une compréhen-
sion plus complète du phénomène de contrejet d’impact a pu être proposée. Un
modèle semi-analytique a par ailleurs été proposé pour estimer la longueur du
contrejet à partir des seules données de géométrie. L’impact du contrejet sur le
mélange a également été analysé.
Enﬁn une première simulation réactive d’un reformeur autothermique de diesel,
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en incluant l’injection liquide et l’évaporation du carburant a été réalisée. Si
les résultats n’ont pas atteind les niveaux de précision escomptés, notament à
cause des diﬃcultés de convergence et de validation rencontrées par les logi-
ciels utilisés, cette simulation reste, à notre connaissance, une première pour
ce système. L’utilisation des logiciels nécessite quelques raﬃnements, cepen-
dant, les données obtenues semblent prometteuses, et les corrections proposées
permettront, aux équipes du partenaire, d’obtenir un éclairage précieux sur la
structure des réactions de reformage sur ce genre de systèmes.
Perspectives
Les principaux eﬀorts à fournir consistent alors à raﬃner les résultats obtenus
avec l’approche no-model sur le cas de l’ATR 7, puis à procéder à leur valida-
tion. L’application d’un réseau de réacteurs constitura un test supplémentaire
pour le schéma réduit. Une étude plus détaillée et l’application d’un modèle de
ﬂamme de diﬀusion permettrait également de juger de la qualité de l’approche
no model au niveau de la zone d’injection d’air.
Bien que n’étant pas limitants dans la réalisation de l’objectif ﬁxé au cours de
cette thèse, les points suivants restent également à améliorer.
Le premier consiste à régler les problèmes d’initialisation rencontrés lors de l’op-
timisation de schémas cinétiques à grand nombre de paramètres. Un schéma de
reformage du n-dodécane pourrait alors être proposé. De plus, une analyse de
sensibilité, sur le schéma alors obtenu pourrait permettre de réduire le nombre
de réactions, aﬁn de proposer un véritable schéma global pour le reformage du
n-dodécane.
Le second point consiste à augmenter le nombre de points de comparaison dans
l’algorithme d’optimisation. Cela aurait pour eﬀet à la fois de faciliter la conver-
gence vers des valeurs physiques des paramètres mais également de renforcer
la robustesse des schémas proposés en sortie. Cela demande en outre de retra-
vailler la parallélisation de l’algorithme évolutionnaire.
Un troisième sujet d’intérêt serait de poursuivre l’étude du contrejet d’impact.
En eﬀet, des calculs LES semblent indiquer un comportement instationnaire
de la structure d’impact, ce qui est vraisemblable en tenant compte de l’ins-
tationnarité des jets transverses la générant. Il serait intéressant de voir si un
couplage peut se réaliser entre ces jets et la structure d’impact.
Enﬁn les principales pistes de recherche concernent la poursuite de la modélisa-
tion du reformeur. De nombreux phénomènes tels que le rayonnement, la chimie
des catalyseurs n’ont pas été pris en compte dans cette thèse. La diﬃculté ré-
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side dans le fait que peu de données expérimentales étant disponibles, il est
compliqué d’estimer les phénomènes à prendre en compte. Ainsi pour pousser
plus loin la précision de l’approche, il est essentiel d’interroger, à la fois expéri-
mentalement et numériquement, dans des conﬁgurations mieux maîtrisées, les
diﬀérents phénomènes succeptibles de jouer un rôle.



B
Mécanique des fluides numérique
Dans cette section, les principes de modélisation des écoulements turbulents
sont rappelés. Puis les modèles physiques choisis sont présentés tels qu’ils sont
implémentés dans le code de calcul Fluent R© [166].
B.1 Équations fluides
Considérons un ﬂuide 1 décrit par sa masse volumique ρ, sa vitesse u et sa
pression p. Sa dynamique est alors décrite par la conservation de la masse et
de la quantité de mouvement :
∂tρ+ ∂xj (ρuj) = 0
∂tρui + ∂xj (ρuiuj) = −∂xjp+ ∂xjτ
visq
ij
(B.1)
Le terme de pression à droite traduit le lien entre la vitesse locale d’un ﬂuide u,
c’est-à-dire la vitesse “moyenne” des particules le composant, et sa pression p
liée aux écarts entre les vitesses des particules et cette vitesse moyenne. D’autre
part, le terme de viscosité traduit la dissipation de quantité de mouvement en
chaleur.
Considérons que le ﬂuide transporte maintenant ns espèces chimiques réactives.
Ainsi chaque espèce k doit vériﬁer une équation de conservation de la masse
faisant intervenir sa fraction massique Yk :
∂tρYk + ∂xi (ρuiYk) = −∂xiJ
k
i + ω˙k (B.2)
Ici Jki représente les ﬂux de diﬀusion de l’espèce k, et ω˙k décrit la création
ou la consommation de l’espèce dûe aux réactions chimiques. L’équation de
conservation de l’énergie totale E du ﬂuide prend alors la forme :
∂tρE + ∂xiui (ρE + p) = −∂xiJ
T
i + ω˙T (B.3)
Ici aussi, le terme JTi désigne les ﬂux de chaleur, et le terme ω˙T le dégagement
ou l’absorption de chaleur dû aux réactions chimiques 2.
1. C’est-à-dire un milieu continu, dont l’approximation n’est valable que si la taille de la
particule “fluide” observée l est grande devant la taille caractéristique moléculaire Λ, typique-
ment le libre parcours moyen [185].
2. Le dégagement de chaleur dû à la viscosité est, ici, inclus dans le terme JT .
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B.2 Turbulence, changement de variable et problème
de fermeture
Aﬁn de proposer une intuition de l’origine de la turbulence, prenons le cas d’un
ﬂuide newtonien incompressible, dont l’équation de conservation de quantité de
mouvement peut se mettre sous la forme :
ρ∂tu+ ρuj∂xjui︸ ︷︷ ︸
terme convectif
= −∂xjp+ µ∂xi,xjui︸ ︷︷ ︸
terme diffusif
(B.4)
Deux termes se distinguent par leurs inﬂuences sur la dynamique de l’équation :
le terme convectif non linéaire qui tend à ampliﬁer la moindre perturbation
locale de vitesse, et le terme diﬀusif qui tend au contraire à atténuer cette
perturbation [186].
Comparer des estimations de ces termes, basées sur la taille L et la vitesse U
caractéristiques du système fait apparaitre le nombre de Reynolds, cf (B.5),
bien connu pour décrire la transition vers la turbulence.
ρuj∂xjui
µ∂xi,xjui
≈
ρUU/L
µU/L2
=
ρUL
µ
= Re (B.5)
Ainsi la turbulence se traduit par de fortes variations des grandeurs ﬂuides
à diﬀérentes échelles. Toutefois ce sont les variations à grande échelle et plus
lentes qu’il convient de décrire dans une optique applicative. Une manière de
contourner ce problème revient à appliquer une transformation mathématique
φ 7→ φ aux champs : moyenne temporelle, sur un nombre de réalisations, ﬁltrage
spatial ou ﬁltrage temporel.
Ainsi le champ peut se décrire comme la décomposition d’un champ ﬁltré φ et
d’une ﬂuctuation φ′.
φ = φ¯+ φ′ (B.6)
Dans le cas d’écoulements à densité variable, on introduit le ﬁltrage (ou moyenne
suivant le cas) de Favre :
ρφ = ρ¯φ˜, φ = φ˜+ φ′′ (B.7)
Si on applique la transformation aux équations du ﬂuide et que l’on suppose
que la transformation commute avec les dérivées on obtient le système suivant :
∂tρ¯+ ∂xi (ρ¯u˜i) = 0
∂tρ¯u˜i + ∂xj (ρ¯u˜iu˜j) = −∂xj p¯+ ∂xjτij − ∂xi
ϕuij︷ ︸︸ ︷
(ρ¯u˜iu˜j − ρ¯u˜iuj)
∂tρ¯Y˜k + ∂xi
(
ρ¯u˜iY˜k
)
= −∂xiJ
k
i + ω˙k − ∂xiϕ
k
i
∂tρ¯E˜ + ∂xi u˜i
(
ρ¯E˜ + p
)
= −∂xiJ
T
i + ω˙T − ∂xiϕ
T
i
(B.8)
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Cette cascade peut être vue comme une source de dissipation de quantité de
mouvement pour les champs moyennés, qui correspondent plutôt à des grandes
échelles de l’écoulement.
Ainsi il est possible de modéliser le tenseur de Reynolds ϕuij au moyen d’une
viscosité turbulente νt, selon l’hypothèse de Boussinesq :
ϕuij = −ρνt
(
∂xj u˜i + ∂xi u˜j
)
+
2
3
ρνt (∂xl u˜lδij + ρK) (B.9)
faisant intervenir l’énergie cinétique turbulente :
K =
1
2
u˜′′l u
′′
l (B.10)
Cette viscosité peut être obtenue par résolution d’une équation de transport
associée [189]. Cependant elle est le plus communément reliée à des grandeurs de
l’écoulement qui caractérisent complétement la turbulence, telles que l’énergie
cinétique turbulente et la taille caractéristique associée, le taux de dissipation
par unité de masse ε ou bien le taux spéciﬁque de dissipation ω [190] :
ε = ν∂xku
′
i∂xku
′
i, ω ≈
ε
K
(B.11)
Ces caractéristiques sont alors obtenues par la résolution d’équations de trans-
port associées.
Il faut noter aussi la possibilité de ne pas modéliser le tenseur de Reynolds.
Ses composantes sont alors calculées à partir d’équations de transport. Cette
approche, dite Reynolds Stress Tensor Model (RSTM), est ainsi à priori capable
de traiter des cas de turbulence non isotrope mais s’avère plus couteuse en terme
de temps de calcul. De part le faible gain de précision vis-à-vis du surcoût en
temps dans les cas de jets transverses [78], cette approche n’a pas été retenue.
B.3.2 Modèles à deux équations
Trois modèles se distinguent particulièrement.
— Le premier K − ε a été proposé en 1972 par Launder et Spalding [191]
dans le cadre de larges nombres de Reynolds. Il a été largement étudié
dans la littérature de par ses résultats assez précis sur de nombreuses
applications industrielles [166]. L’équation d’évolution de l’énergie ciné-
tique turbulente y est dérivée directement de l’équation de conservation
de la quantité de mouvement. L’équation de transport de la dissipation
massique de turbulence est elle modélisée.
µt = ρCµ
K2
ε
∂tρK + ∂xiρKui = ∂xj
((
µ+ µt
σK
)
∂xjK
)
+GK +Gb − ρεYM
∂tρε+ ∂xiρεui = ∂xj
((
µ+ µt
σε
)
∂xjε
)
+ C1ε
ε
K
(GK + C3εGb)− C2ερ
ε2
K
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Ici GK , Gb, YN représentent des termes sources d’énergie cinétique tur-
bulente issus du gradient de vitesse moyenne, de la convection natu-
relle, ou la dissipation due à la ﬂuctuation de dilation dans le cas com-
pressible. Les valeurs des constantes et des deux nombres de Schmidt
C1ε = 1.44, C2ε = 1.92, Cµ = 0.09, σK = 1.0, σε = 1.3 sont issues de
[192].
— Le deuxième correspond au modèle K − ω proposé par Wilcox en 1994
[190]. Ce modèle repose sur des équations de tranport empiriques pour
l’énergie cinétique turbulente et le taux de dissipation spéciﬁque ω. Ce
modèle propose une meilleure description des contraintes de cisaillement
que le modèle K−ε, cependant les champs obtenus restent très sensibles
aux valeurs de K et ω en dehors de la zone de cisaillement, dans le cas
d’écoulements libres.
µt = α
∗ ρK
ω
∂tρK + ∂xiρKui = ∂xj
((
µ+ µt
σK
)
∂xjK
)
+GK − YK
∂tρω + ∂xiρωui = ∂xj
((
µ+ µt
σω
)
∂xjω
)
+Gω − Yω
(B.13)
Les termes GK , Gω,ΓK ,Γω, YK , Yω représentent alors la génération, la
diﬀusivité eﬀective et la dissipation de l’énergie cinétique turbulente K
et le taux spéciﬁque de dissipation ω.
— Le troisième, le modèle K − ω Shear Stress Transport (SST), a été pro-
posé par Menter en 1994 [193]. Ce modèle consiste en une hybridation
des deux modèles précédents. Le modèle K − ω est utilisé proche de la
paroi. Quand le nombre de Reynolds augmente, le modèle bascule vers
le modèle K− ε. D’autre part, l’expression de la viscosité turbulente est
modiﬁée. Ainsi le terme de gauche dans la fonction max dans l’expres-
sion (B.14) permet de tenir compte du transport de turbulence dans les
couches de cisaillement. Ceci rend le modèle utilisable notamment dans
les cas de gradients de pressions adverses.
νt =
1
max
(
1/α∗, SF1
α1ω
)K
ω
(B.14)
B.3.3 Fermeture des autres termes
Pour ce qui est des termes équivalents au tenseur de Reynolds pour la tempé-
rature et les espèces ϕT , ϕk, une modélisation de type loi gradient est utilisée.
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ϕki = ρ
νt
Sct
∂xiY
k
ϕki = ρνt
Cp
Prt
∂xiT
(B.15)
Ces expressions font intervenir le nombre de Schmidt Sct et le nombre de
Prandtl Prt turbulents, dont les valeurs sont ﬁxées par défaut à 0.7 et 0.85
dans Fluent.
Enﬁn pour les termes sources et les ﬂux de transports déjà présents dans les
équations non transformées (B.1),(B.2) et (B.3), une fermeture simple est gé-
néralement réalisée. L’hypothèse est assez forte et consiste à dire que les ﬂux
transformés sont fonctions des champs transformés au lieu des champs ﬂuides,
soit :
˜∂xiFi(φ) = ∂xiFi(φ˜) (B.16)
Cette hypothèse de commutation transformation - terme source, est acceptable
pour des ﬁltres et termes sources linéaires 4. Il faut alors traiter spéciﬁquement
tout terme source pour lequel cette hypothèse est trop forte.
Typiquement les termes sources chimiques ω˙k, ω˙T ne vériﬁent cette relation que
dans de très rares cas [178]. La modélisation spéciﬁque du terme sera discutée
plus loin.
B.4 Phénomènes physiques pris en compte dans la
modélisation
Les équations font intervenir un certain nombre de termes sources, non discutés
jusqu’à présent. Nous allons à présent décrire les phénomènes physiques que
nous avons choisis d’inclure dans la modélisation. Les expressions des termes
sources telles qu’elles seront utilisées dans le code sont également présentées.
B.4.1 Viscosité
Le ﬂuide décrit est supposé newtonien. De plus on applique l’hypothèse de
Stockes. Ainsi le tenseur visqueux prend la forme :
τvisqij = µ
(
∂xjui + ∂xiuj −
2
3
∂xlulδij
)
(B.17)
où µ représente la viscosité dynamique du ﬂuide.
4. En effet dans le cas de flux diffusifs, on considère alors que les coefficients de diffusivité
varient peu.
Annexe B - Mécanique des fluides numérique 209
B.4.2 Cas du transport d’espèces
La vitesse de déplacement des espèces par rapport au ﬂuide, c-à-d la diﬀusion
est modélisée ici à l’aide d’une loi de Fick :
F k,mi = −ρDk,m∂xiYk (B.18)
faisant intervenir le coeﬃcient de diﬀusivité massique de l’espèce Dk,m. Si
l’équation de l’énergie est incluse dans la simulation, il peut être intéressant
de prendre en compte l’eﬀet Soret. En eﬀet, un gradient de température peut
induire une diﬀusion d’espèce, tel que décrit par :
F k,Ti = −Dk,T
∂xiT
T
(B.19)
Avec le coeﬃcient de diﬀusivité thermique de l’espèce k : Dk,T . L’expression du
ﬂux est alors :
Jki = −ρDk,m∂xiYk −Dk,T
∂xiT
T
(B.20)
B.4.3 Flux d’énergie
Les ﬂux de chaleur modélisés ici sont de trois types :
JTi = −λ∂xiT +
∑
k
hkJ
k
i + τ
vis
ij .uj (B.21)
La diﬀusion de chaleur par conduction, le premier terme source, est elle aussi
modélisée par une loi de Fick, et introduit le coeﬃcient de conductivité ther-
mique λ. Le transport d’espèce s’accompagne également de transfert d’énergie,
le deuxième terme à droite, lié à l’enthalpie des espèces. Enﬁn le dernier terme
représente le dégagement de chaleur lié à la viscosité.
B.5 Traitement de la paroi
La présence de parois et la vitesse nulle associée perturbent fortement un écou-
lement turbulent, notamment dans la façon dont se structure la turbulence.
Concrêtrement, la couche limite se développant le long d’une paroi se divise en
trois zones :
— la sous-couche visqueuse correspond à un écoulement laminaire où les
eﬀects visqueux sont majoritaires,
— la couche tampon correspond à une zone de transition vers la turbulence
où les eﬀets visqueux sont encore forts,
— la couche logarithmique est, elle, pleinement turbulente même si l’écou-
lement reste aﬀecté par la paroi.
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Enﬁn en dehors de cette couche limite, l’écoulement et la turbulence retrouvent
les comportements décrits par les modèles proposés précédemment.
En introduisant des hypothèses sur la structure de l’écoulement [194], des
lois d’évolution peuvent être mises en évidence pour les première et troisième
couches.Ces relations font intervenir, la vitesse de frottement uτ , la distance à
la paroi y+, ainsi que la vitesse normalisée u+ qui s’exprime en fonction des
caractéristiques du ﬂuide et de la contrainte pariétale τp :
uτ =
√
τp
ρ
y+ = yuτ
ρ
u+ = u
uτ
(B.22)
avec y la distance à la paroi.
Les lois de parois s’expriment alors pour la première et la troisième couche :
u+ (y+) = y+ y+ < 5
u+ (y+) = A ln (By+) 30 < y+ < 300
(B.23)
où A et B sont des constantes.
Dans son implémentation du modèle K − ω, Fluent R© a recours à une fonction
de mélange, au niveau de la couche tampon, pour pouvoir décrire de manière
continue l’écoulement proche paroi. Cependant cette approche ne reﬂétant pas
forcément une réalité physique, il est préférable de s’assurer que la valeur de
y+ des éléments en contact avec la paroi respecte les plages de validation pré-
cédentes.
C
Schéma cinétique d’oxydation partielle du
diesel dans des conditions de reformage
Le méchanisme cinétique d’oxydation partielle du dodécane obtenu est dispo-
nible ci-dessous. Il s’emploie avec les bases de thermodynamique et de transport
du mécanisme de Pei [99].
Pox1.mech :
ELEMENTS
C
H
N
O
AR
HE
END
SPECIES
NC12H26
O2
H2O
N2
CO
CO2
H2
CH4
C6H6
C2H2
C2H4
ISO11
ISO12
C2H3O1-2
END
REACTIONS
!1
0.0833333333333NC12H26+1.04166666667O2=>1.08333333333H2O+CO 7.3408E+07 0.0 7.6515E+04
FORD/NC12H26 1.0768834423361056/
FORD/O2 0.9635222209392519/
!2
0.0833333333333NC12H26+1.54166666667O2=>1.08333333333H2O+CO2 5.0329E+14 0.0 7.1697E+03
212
FORD/NC12H26 0.798776761623327/
FORD/O2 2.3168339438951935/
!3
0.916666666667H2O+0.0833333333333NC12H26=>CH4+0.458333333333O2 5.9146E+14 0.0 2.6624E+04
FORD/H2O 1.308233531815417/
FORD/NC12H26 1.2955040947851755/
!4
0.5NC12H26+1.75O2=>3.5H2O+C6H6 3.7287E+09 0.0 2.5500E+04
FORD/NC12H26 0.3727154746244241/
FORD/O2 1.4418989408294594/
!5
0.166666666667NC12H26+0.583333333333O2=>1.16666666667H2O+C2H2 5.4069E+11 0.0 5.1594E+04
FORD/NC12H26 2.120524594471002/
FORD/O2 2.8033930069846678/
!6
0.166666666667NC12H26+0.0833333333333O2=>0.166666666667H2O+C2H4 2.8493E+12 0.0 7.3488E+04
FORD/NC12H26 3.014009086249924/
FORD/O2 0.7887896024779637/
!7
NC12H26+O2=>ISO11+H2O 4.0939E+03 0.0 8.4601E+04
FORD/NC12H26 2.1556950133001056/
FORD/O2 0.7528416204833658/
!8
NC12H26+O2=>H2O+ISO12 5.0436E+07 0.0 2.7412E+04
FORD/NC12H26 4.401206359255415/
FORD/O2 3.864686947433698/
!9
0.166666666667NC12H26+0.833333333333O2=>C2H3O1-2+0.666666666667H2O 2.8792E+10 0.0 3.4855E+04
FORD/NC12H26 3.7995097805004976/
FORD/O2 3.7912967636973662/
!10
NC12H26+6.0O2=>13.0H2+12.0CO 2.5306E+15 0.0 6.1121E+04
FORD/NC12H26 1.3330753324755589/
FORD/O2 0.21799750630297257/
!11
NC12H26+2.75O2=>5.5CO+6.5CH4 2.4704E+14 0.0 2.6309E+04
FORD/NC12H26 0.6966885954289367/
FORD/O2 2.2478836638702067/
!12
NC12H26+12.0O2=>13.0H2+12.0CO2 2.3628E+09 0.0 3.6785E+04
FORD/NC12H26 2.17902788059036/
FORD/O2 2.4934917632684193/
!13
NC12H26+5.5O2=>5.5CO2+6.5CH4 1.3030E+06 0.0 3.3326E+04
FORD/NC12H26 1.3844861153974395/
FORD/O2 4.249186171225974/
!14
NC12H26+0.5O2=>H2+ISO11 1.5171E+08 0.0 4.3427E+04
FORD/NC12H26 3.6981263471263075/
FORD/O2 1.0908106298360392/
!15
NC12H26+0.5O2=>H2+ISO12 1.4792E+06 0.0 9.1545E+04
FORD/NC12H26 2.605079968477738/
FORD/O2 2.873346280391357/
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!16
NC12H26+3.0O2=>4.0H2+6.0C2H3O1-2 4.4814E+06 0.0 1.9896E+04
FORD/NC12H26 3.3119946889426077/
FORD/O2 3.046389852024869/
!17
NC12H26+0.458333333333O2=>0.916666666667ISO11+CH4 1.0812E+11 0.0 6.9638E+04
FORD/NC12H26 0.28981641749368614/
FORD/O2 1.019688717383834/
!18
NC12H26+0.458333333333O2=>0.916666666667ISO12+CH4 2.6820E+11 0.0 5.7786E+04
FORD/NC12H26 2.4229245455416946/
FORD/O2 3.28305230442369/
!19
NC12H26+2.2O2=>4.4C2H3O1-2+3.2CH4 4.5944E+09 0.0 5.9162E+04
FORD/NC12H26 2.9923134152347415/
FORD/O2 3.8265555877245476/
!20
12.0H2O+NC12H26=>25.0H2+12.0CO 7.1664E+06 0.0 7.9903E+04
FORD/H2O 1.948312393484138/
FORD/NC12H26 0.29080819340497255/
!21
3.66666666667H2O+NC12H26=>3.66666666667CO+8.33333333333CH4 1.3536E+09 0.0 7.1432E+04
FORD/H2O 2.2670987859755956/
FORD/NC12H26 2.482715499046315/
!22
24.0H2O+NC12H26=>37.0H2+12.0CO2 1.0753E+03 0.0 8.0415E+04
FORD/H2O 0.43137165092237106/
FORD/NC12H26 0.5955390308837238/
!23
5.5H2O+NC12H26=>2.75CO2+9.25CH4 4.3016E+04 0.0 2.3110E+04
FORD/H2O 1.1196080676841/
FORD/NC12H26 1.962521125587553/
!24
1.0H2O+1.0NC12H26=>2.0H2+1.0ISO11 2.4691E+11 0.0 6.9154E+04
FORD/H2O 1.6023860948764315/
FORD/NC12H26 2.160438814755264/
!25
1.0H2O+1.0NC12H26=>2.0H2+1.0ISO12 4.9173E+13 0.0 3.9884E+04
FORD/H2O 3.157348811734443/
FORD/NC12H26 4.445517634644451/
!26
6.0H2O+1.0NC12H26=>10.0H2+6.0C2H3O1-2 4.0595E+10 0.0 7.1878E+04
FORD/H2O 4.256021319225813/
FORD/NC12H26 3.863631064347019/
!27
0.846153846154H2O+NC12H26=>0.846153846154ISO11+1.84615384615CH4 1.8515E+12 0.0 6.4911E+04
FORD/H2O 1.4761694583805238/
FORD/NC12H26 3.001435864669226/
!28
0.846153846154H2O+NC12H26=>0.846153846154ISO12+1.84615384615CH4 1.4458E+08 0.0 2.1326E+04
FORD/H2O 4.273006747030146/
FORD/NC12H26 2.8814263692926536/
!29
3.14285714286H2O+NC12H26=>3.14285714286C2H3O1-2+5.71428571429CH4 2.9442E+04 0.0 3.7997E+04
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FORD/H2O 2.2200127711226205/
FORD/NC12H26 1.4307816694774838/
END
D
Génération des réactions simples liant un
ensemble d’espèces
Dans cette section, nous décrivons comment à partir d’un ensemble d’espèces,
nous générons l’ensemble de réactions simples les liant.
Une espèce chimique peut être vue comme une somme d’atomes de diﬀérentes
éléments chimiques. Ainsi il est possible de décrire la matrice élémentaire A
qui a pour coeﬃcients le nombre d’atomes de l’élément j dans une molécule de
l’espèce i.
Aij = nombre d’atomes de l’élément j dans la composition de l’espèce i (D.1)
On introduit alors le rang de la matrice élémentaire :
ρ = rang (A) (D.2)
Considérons une relation chimique sous la forme :
ν ′1χ1 + ν
′
2χ2 + · · · = ν
′′
1χ1 + ν
′′
2χ2 + · · · (D.3)
Cette réaction peut s’écrire sous la forme d’un vecteur r de coeﬃcients sto-
chioétriques algébriques νi de l’espèce i. Ces coeﬃcients sont négatifs dans le
cas de réactifs, positifs pour des produits et nuls si l’espèce associée ne réagit
pas.
r =
(
ν1 ν2 · · ·
)
(D.4)
La réaction chimique est une relation entre espèces de sorte que la conservation
de la matière soit respectée pour chaque élément. Le nombre d’atome de chaque
élément ne varie pas, ce qui s’écrit :
rTA =
 00
...
 (D.5)
Il apparait d’ailleurs que la matrice élémentaire A est équivalente à la matrice de
dimensionnalité, utilisée en analyse dimensionnelle. Cette dernière décompose
chaque grandeur physique en un ensemble de dimensions physiques telles que
la longueur, le temps, la masse, . . .
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Application du théorème PI
Le théorème PI de Buckingham spéciﬁe qu’une relation entre un nombre n de
grandeurs physiques, dont la matrice dimensionnelle est de rang ρ peut être re-
formulée sous la forme d’une relation entre k = n− ρ nombres adimensionnés.
En suivant la démarche de Brand [141], on peut réarranger la matrice élémen-
taire sous l’a forme d’une matrice bloc, dont le bloc en haut à gauche P consiste
en une matrice carrée de dimension ρ, inversible.
A′ =
(
P M
Q QP−1M
)
, det(P ) 6= 0 (D.6)
Le théorème peut alors s’écrire sous la forme :
EA′ = 0 (D.7)
Celle-ci fait intervenir la matrice base de réactions E :
E =
n espèces︷ ︸︸ ︷(
−QP−1 Idk
)
} k réactions (D.8)
où Idk correspond à la matrice identité de dimension k. Cette matrice fourni
alors k vecteurs de réactions de base permettant de générer l’ensemble des l’es-
pace des réactions possibles.
Si sous-forme vectorielle, deux réactions peuvent être sommées pour en former
d’autres, ces dernières ne sont pas forcément équivalentes aux précédentes d’un
point de vue cinétique. Ainsi pour obtenir l’ensemble des réactions souhaitées,
il convient reconstruire d’autres bases de réactions.
Base de réactions liées à une espèce
Les colonnes de la matrice base de réactions E correspondent à la décomposition
des espèces sur la base de réactions.
E =
 e1 · · · en
 (D.9)
Ainsi il est possible de créer une base Be, de k espèces, en choissant des espèces
dont les vecteurs colonnes sur la base de réactions (ei)i∈[0,n] sont linéairement
indépendants. On peut alors déﬁnir la matrice E′ inversible, matrice de passage
entre la base d’espèces et de réactions à partir de ces vecteurs colonnes :
E′ =
 · · · ei · · ·
 avec i ∈ Be (D.10)
Annexe D - Génération des réactions simples liant un ensemble
d’espèces
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De cette façon, on peut isoler les réactions Λb associées à la création d’une
unique espèce, b, de base.
E′TΛb =

0
1
0
...
 b-ième ligne (D.11)
L’expression de ces réactions supplémentaires Rsup sur l’ensemble des espèces
est alors retrouvée à l’aide de la matrice de base de réactions E :
Rsup = ΛTb E (D.12)
Reconstruction de l’ensmble de réactions souhaité
En choissant des sous-ensembles d’espèces formant des bases, c’est-à-dire avec
la matrice E′ associée inversible, on peut obtenir les réactions générant telle ou
telle espèce en fonction des autres espèces du sous-ensemble. De plus, les réac-
tions obtenues contiennent le strict minimum d’espèces et statisfont le critère
de sobriété évoqué dans le chapitre 4.
Pour procéder à la reconstruction, nous suivons l’algorithme suivant :
— un sous-ensemble σ de k− 1 espèces est sélectionné dans l’ensemble des
n espèces S
— pour chaque espèce p absente de cet ensemble, nous calculons la matrice
E′p associé à l’ensemble formé par l’union de {p} et σ. Les réactions
générant p à partir des espèces de σ sont alors calculées et ajoutées à
l’ensemble de réactions.
La procédure est répétée pour l’ensemble des choix de σ possibles. Ainsi l’en-
semble des réactionsR est généré à partir des réactionsRσp construisant l’espèce
p à partir d’un sous-ensemble σ de k − 1 espèces :
R =
⋃
σ ∈ Pk−1 (S)
p ∈ CSσ
Rσp (D.13)
Cette approche assure d’obtenir toutes les réactions de base, cependant elle
n’empêche pas d’inclure plusieurs fois la même réaction. Pour remédier à ce
problème, nous ne conservons dans la liste que les vecteurs de réactions non
deux à deux colinéraires. En eﬀet, sous la forme vectorielle, les coeﬃcients stoe-
chiométriques ne sont déﬁnis qu’à une constante multiplicative près.
Le choix de cette constante multiplicative est d’ailleurs important d’un point
de vue cinétique. S’il est facile de vériﬁer que les expressions de cinétique de
réaction utilisées [144] garantissent que l’état d’équilibre de sortie ne sera pas
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perturbé par cette indétermination, la raideur de la cinétique y est cependant
particulièrement sensible. Dans notre cas, les valeurs par défault de sortie de
l’algorithme restant acceptables, aucun critère particulier n’a été proposé.
E
Dérivabilité des fonctions de coût
Les fonctions de coût utilisées peuvent se mettre sous la forme
J =
∑
k
WkJk +WTJT (E.1)
où les Wk, WT , Jk et JT sont des fonctions continues des grandeurs des proﬁls
de température et d’espèces du système. L’évolution de ces proﬁls est déterminé
par le système :
dtYk = ω˙k
dtT = ω˙T
(E.2)
Les termes sources sont des combinaisons linéaires de vitesses de réaction de la
forme :
vr = kr
∏
j
[χj ]
nj
kr = ArT
Br exp
(
− Er
RT
) (E.3)
En rappelant que les paramètres d’optimisation :
θ = (A1, . . . , B1, . . . , E1 . . . , n1,1 . . . , ) (E.4)
on constate que les termes sources sont des fonctions de classe C∞ des facteurs
pré-exponentiels et des énergies d’activation. Pour ce qui est des ordres partiels
ou du coeﬃcient de température, comme la température et les concentrations
d’espèces sont des réels positifs non nuls, la fonction puissance peut s’écrire :
xa = exp (a ln(x)) (E.5)
qui est continue, dérivable et à dérivée continue par rapport à a.
Par combinaison linéaire, les termes sources et leur dérivées par rapport aux
paramètres d’optimisation sont aussi continues.
En intégrant le système (E.2) entre t0 et t, on obtient les valeurs des proﬁls
d’espèces et de température
Yk(t) = Yk(t0) +
∫ t
t0
ω˙k(θ, t
′)dt′
T (t) = T (t0) +
∫ t
t0
ω˙T (θ, t
′)dt′
(E.6)
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L’íntégration se faisant sur un support borné, la règle de Leibniz donne que les
proﬁls sont dérivables par rapport aux paramètres :
dθYk(t) =
∫ t
t0
∂θω˙k(θ, t
′)dt′
dθT (t) =
∫ t
t0
∂θω˙T (θ, t
′)dt′
(E.7)
De là, il découle que les fonctions de coût comparant les proﬁls brutes sont
dérivables par rapport aux paramètres d’optimisation.
Cette dérivabilité est perdue lors que le proﬁls d’espèces par exemple est artiﬁ-
ciellement borné. Cependant l’utilisation d’une valeur suﬃsament faible dimi-
nue l’impact de cette zone non dérivable.
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