Speaker recognition system verifies or identifies a speaker's identity based on his/her voice considered as one of the most convenient biometric characteristic for human machine communication. This chapter introduces several speaker recognition systems and examines their performances under various conditions. Speaker recognition can be classified into either speaker verification or speaker identification. Speaker verification aims to verify whether an input speech corresponds to a claimed identity, and speaker identification aims to identify an input speech by selecting one model from a set of enrolled speaker models. Both the speaker verification and identification system consist of three essential elements: feature extraction, speaker modeling, and matching. The feature extraction pertains to extracting essential features from an input speech for speaker recognition. The speaker modeling pertains to probabilistically modeling the feature of the enrolled speakers. The matching pertains to matching the input feature to various speaker models. Speaker modeling techniques including Gaussian mixture model (GMM), hidden Markov model (HMM), and phone n-grams are presented, and in this chapter, their performances are compared under various tasks. Several verification and identification experimental results presented in this chapter indicate that speaker recognition performances are highly dependent on the acoustical environment. A comparative study between human listeners and an automatic speaker verification system is presented, and it indicates that an automatic speaker verification system can outperform human listeners. The applications of speaker recognition are summarized, and finally various obstacles that must be overcome are discussed.
INTRODUCTION
Speaker recognition can be classified into either 1) speaker verification or 2) speaker identification (Furui, 1997; J. Campbell, 1997; Bimbot et al., 2004) . Speaker verification aims to verify whether an input speech corresponds to the claimed identity. Speaker identification aims to identify an input speech by selecting one model from a set of enrolled speaker models: in some cases, speaker verification will follow speaker identification in order to validate the identification result (Park & Hazen, 2002) . Speaker verification is one case of biometric authentication, where users provide their biometric characteristics as passwords. Biometric characteristics can be obtained from deoxyribonucleic acid (DNA), face shape, ear shape, fingerprint, gait pattern, hand-vein pattern, hand-and-finger geometry, iris scan, retinal scan, signature, voice, etc. These are often compared under the following criteria (Jain, Ross, & Prabhakar, 2004) :
Figure 1 Properties of voice: voice can be universally available for every person, and its authentication result is acceptable. However, its performance in terms of accuracy is known to be slightly inferior to that of other biometric characteristics Universality: the biometric characteristic should be universally available to everyone. Distinctiveness: the biometric characteristics of different people should be distinctive. Permanence: the biometric characteristic should be invariant over a period of time that depends on the applications Performance: the biometric authentication system based on the biometric characteristic should be accurate, and its computational cost should be small. Acceptability: the result of a biometric authentication system based on certain biometric characteristic should be accepted to all users.
Figure 2 Conventional speaker verification system: the system extracts features from recorded voice, and it computes its matching score given the claimed speaker's model. Finally, an accept/reject decision is made based on the matching score. One additional criterion that should be included is circumvention which is given by Circumvention: biometric characteristics that are vulnerable to malicious attacks are leading to low circumvention.
High biometric characteristic scores on all above criteria except circumvention are preferable in real applications. As shown in Figure 1 , voice is reported to have medium universality. However, in many cases, voice is the only biometric characteristic available: for example, when a person is talking over the phone. The distinctiveness of voice is considered low, and very often a speaker verification system can be fooled by an impostor mimicking the voice of an enrolled. For this, many features such as prosodic and idiosyncratic features have been incorporated to improve the speaker recognition system. The permanence of voice is low since a speaker's voice can vary under various situations, physical conditions, etc. By incorporating on-line speaker adaptation techniques that adapt a speaker's voice change on-line, the permanence of voice can be improved. We discuss the performance of a speaker recognition system in the latter part of this chapter.
BACKGROUND

Common Tasks of Speaker Recognition
Speaker recognition system verifies or identifies a speaker's identity based on his/her speech. The length of speech data varies according to the application. For example, if an application is designed to identify a speaker when he/she tells his/her name, the input speech data will be 1-2 second long. The speech data is recorded using microphones in various environments. The types of microphone, environments (e.g., telephone communication, clean sound booth) can affect the speaker recognition performance. For this reason, several benchmark databases are collected to evaluate the performance of speaker recognition algorithms in various conditions: some examples of benchmark databases will be described in the latter of this chapter. Figure 4 Conventional speaker identification system: the speaker identification system selects the bestmatched speaker's model among enrolled speaker models. Figure 2 illustrates a conventional speaker verification system. A speaker verification system takes the speech of an unknown speaker with his/her claimed identity, and it determines whether the claimed identity matches the speech. The claimed identity can be fed into the system using various channels such as keyboard, identity card, etc. To verify whether the input speech matches the claimed identity, the claimed speaker's model must be enrolled beforehand as shown in Figure 3 . As the amount of enrollment data increases, the performance of speaker verification system usually improves, but the speaker may feel uncomfortable with long enrollment process. Thus, in many applications, the enrollment is performed by adapting a speaker-independent model into an enrolled speaker's model using speaker adaptation techniques. Figure 4 illustrates a conventional speaker identification system. A speaker identification system only takes the speech of an unknown speaker, and it determines which enrolled speaker best matches the speech. The speaker identification system finds the best matching speaker among the enrolled speakers, and it may be that the unknown speaker is not enrolled. For this reason, in many systems, speaker identification is followed by speaker verification. For example, the MIT-LCS ASR-based speaker recognition system first performs speaker identification and then performs speaker verification where the identification result is used as a claimed speaker identity (Hazen, Jones, Park, Kukolich, & Reynolds, 2003) .
Speaker Verification
Speaker Identification
Operation Modes of Speaker Recognition
The speaker recognition system can operate in either a text-dependent (TD) mode or a text-independent (TI) mode. In the TD mode, the user speaks a pre-defined or prompted text transcription. In the TI mode, the user is allowed to speak freely. Since the TD mode provides the speaker recognition system with extra information, thus it generally performs better than in the TI mode. Various studies have been performed in order to reduce the performance gap between the two operation modes (Park & Hazen, 2002; Che, Lin, & Yuk, 1996; Newman, Gillick, Ito, Mcallaster, & Peskin, 1996; Weber, Peskin, Newman, Emmanuel, & Gillick, 2000) .
Text-Dependent Speaker Recognition
In a TD mode, a speaker recognition system can be fooled by recording and play-back of pre-defined speech of an enrolled speaker. To defend a speaker recognition system from such malicious attack, the system can request the user to utter a randomly prompted text. In most cases, a TD speaker recognition system outperforms a TI speaker recognition system since additional information (text transcription) is provided (Reynolds, 2002a) . However, a TD speaker recognition system cannot be used when the trueunderlying transcription is not provided, as in the situation when some is talking freely over the phone.
Text-Independent Speaker Recognition
A TI speaker recognition system does not require true-underlying transcription of an input speech. This may be useful for a forensic speaker recognition system such as identifying a speaker of a wiretapped conversation or in human-robot interface. 
SPEAKER RECOGNITION SYSTEM
Both the speaker verification and identification system extract features from an input speech then computes matching score between enrolled speaker and the input speech. This section outlines the features and speaker modeling techniques that are used for speaker recognition.
Feature Extraction
Linear Predictive Coefficients (LPC)
The speech signal can be modeled as a filtered output of an excitation signal as shown in Figure 5 . When computing P -order linear predictive coefficients (LPC), the human vocal tract is modeled as an all-pole filter as follows: 
The MSE is convex function of k a , and the minimum of (0.3) is achieved with k a satisfying the following condition:
1, 2,..., i P = Figure 7 Waveform, spectrum, pitch-contour and energy-contour of the same sentence from different speakers: patterns from pitch or energy contour changes slowly compared to patterns from spectrum.
Mel-frequency Cepstrum Coefficients (MFCC)
Empirical studies have shown that the human auditory system resolves frequencies non-linearly, and the non-linear resolution can be approximated using the Mel-scale which is given by ( ) 1127.01048 log e M f f = • (0.5) where f is a frequency (Volkman, Stevens, & Newman, 1937) . This indicates that the human auditory system is more sensitive to frequency difference in lower frequency band than in higher frequency band. Figure 6 illustrates the process of extracting Mel-frequency cepstrum coefficients (MFCCs) with triangular filters that are equally-spaced in Mel-scale. An input speech is transformed using discrete Fourier transform, and the filter-bank energies are computed using triangular filters. The log-values of the filter-bank energies are transformed using discrete cosine transform (DCT). Finally, the M-dimensional MFCCs are extracted by taking M-DCT coefficients. Previous research has reported that using MFCCs is beneficial for both speaker and speech recognition (Davis & Mermelstein, 1980) , and MFCCs are used in many speech and speaker recognition systems (Choi & Lee, 2002; Davis & Mermelstein, 1980; Hirsch & 
Prosodic Features
Prosodic features include pitch and its dynamic variations, inter-pause statistics, phone duration, etc. (Shriberg, 2007) Very often, prosodic features are extracted with larger frame size than acoustical features since prosodic features exist over a long speech segment such as syllables. Figure 7 illustrates the waveform, spectrum, pitch-contour and energy-contour from speaker A and B. Two speakers' prosodic features (pitch and energy-contours) are different even though two speakers are uttering the same sentence "she had your dark …". The pitch and energy-contours change slowly compared to the spectrum, which implies that the variation can be captured over a long speech segment. Many literatures reported that prosodic features usually do not outperform acoustical features but incorporating prosodic features in addition to acoustical features can improve speaker recognition performance (Shriberg, 2007; Sönmez, Shriberg, Heck, & Weintraub, 1998; Peskin et al., 2003; Campbell, Reynolds, & Dunn, 2003; .
Idiolectal Features
The idiolectal feature is motivated by the fact that people usually use idiolectal information to recognize speakers. In telephone conversation corpus, Doddington (2001) reported enrolled speakers can be verified not using acoustical features that are extracted from a speech signal but using idiolectal feature that are observed in true-underlying transcription of speech. The phonetic speaker verification, motivated by Doddington (2001)'s work, creates a speaker using his/her phone n-gram probabilities that are obtained using multiple-language speech recognizers ).
Speaker Model and Matching Score
Gaussian Mixture Model (GMM)
The speaker model can be trained as a Gaussian mixture model (GMM) with the expectationmaximization (EM) algorithm. When recognizing an input speech, the system extracts from a T-length input speech, and the matching score is computed as follows:
where s Θ and t x are a set of GMM parameters of speaker s and the t th feature vector of D dimension, respectively. The GMM parameter s Θ includes the mean , w . Using this, the likelihood of a GMM can be computed as follows:
In the GMM-UBM (Gaussian Mixture Model -Universal Background Model) algorithm, the speaker model is adapted from the UBM which is a GMM trained using many speakers' speech (Reynolds, Quatieri, & Dunn, 2000) . Mariethoz and Bengio (2002) compared the performances of GMM-UBM systems with various speaker adaptation techniques, where the maximum a posterior (MAP) adaptation performed the best: for detailed explanation on the MAP adaptation algorithm, please refer to (Gauvain & Lee, 1994) . The GMM-UBM is a state of the art algorithm for TI speaker identification and verification. The GMM-UBM performs well with the small amount of enrollment data, say 2 minutes, and its computational cost is relatively small compared to other algorithms using a hidden Markov models (HMMs). The GMM-UBM is intrinsically well-fitted for a TI mode since the GMM is trained without transcription of speech data . Nevertheless, it does not imply that the GMM cannot be used for a TD mode. For example, text-constrained GMM-UBM system incorporated GMMs trained on different word groups in order to improve the speaker verification performance (Sturim, Reynolds, Dunn, & Quatieri, 2002) .
Hidden Markov Model (HMM)
The HMM is usually used to model each speaker's phonetic units or syllabic units. In a TD mode, the score is computed as follows:
where s Λ and Q are the set of HMM parameters that are trained on the enrollment data of speaker s and a true-underlying transcription of
x x x , respectively . The HMM can be trained using enrollment data with Baum-Welch algorithm, and the likelihood of
x x x and Q given s Λ can be computed using forward, backward and Viterbi algorithms: for mathematical details, please refer to (Huang, et al., 2001; Rabiner & Schafer, 1978) for Baum-Welch algorithm and (Huang, et al., 2001; Rabiner & Schafer., 1978; Woodland, Leggetter, Odell, Valtchev, & Young, 1995) for likelihood computation. For a TI mode operation, researchers have used a large-vocabulary continuous speaker recognition (LVCSR) system to generate 1-best transcription 1b Q , and the matching score is computed as follows (Hazen, et al., 2003; Newman, Gillick, Ito, Mcallaster, & Peskin, 1996; Weber, et al., 2000) :
Recently, it was reported that incorporating syllable lattice-decoding can be effective for speaker verification when 1b Q is highly erroneous (Jin, Soong, & Yoo, 2007) . The syllable lattice from the LVCSR was incorporated in the matching score as follows:
where L x is the syllable lattice decoded from 2 ... T 1 x x x , where the likelihood is computed using the lattice forward-backward algorithm.
Phone n-grams
Unlike previous modeling techniques that are based on acoustical feature vector sequence 2 ... T 1 x x x , speaker-dependent phone n-gram probabilities can be used for speaker verification (Andrews, Kohler, Campbell, & Godfrey, 2001 ). Very often, phone n-gram probabilities are computed using phone sequences created by phone recognizers that are trained on several languages. For example, used six phone recognizers of English, German, Hindi, Japanese, Mandarin and Spanish. The enrolled speaker model is a set of phone n-gram probabilities which are given by N w is the number of phone n-gram ' w in the recognition results of speaker s 's enrollment data using the phone recognizer for language l . The matching score of speaker s can be computed as follows:
where l α and d are a weight for language l and a discounting factor between 0 and 1, respectively. In
Recently, it was reported that incorporating the phone-lattice decoding can improve the phonetic speaker recognition, where the phone n-grams are extracted not from the 1-best recognition result but from the phone latticedecoding (Hatch, Barbara Peskin, & Stolcke, 2005) .
Support-Vector Machine (SVM)
In a two-class SVM, an input feature vector is classified into either class 0 or class 1 using a discriminant function below (Scholkopf & Smola, 2002) . The kernel ( , ) K ⋅ ⋅ is a pre-defined kernel function. Schmidt and Gish (1996) proposed a speaker recognition system with speaker-dependent SVMs that are trained on enrolled speakers' acoustical features. Motivated by the extreme success of GMM-UBM in speaker recognition, Wan & Renals (2005) proposed to use the Fisher-kernel for a GMM score where the kernel can be a Fisher kernel defined on the score space as follows:
and where
By using the Fisher kernel, the input feature vector is mapped into a hyper plane where the mapped feature vector is more sparsely distributed than that in the original feature vector space (Jaakkola & Haussler, 1998) . Figure 8 illustrates the system using the SVM for GMM parameters proposed by Campbell et al (2006) . Given input feature vectors, the system first adapts the UBM; the UBM is trained as a GMM. The supervector of the adapted GMM, which is a concatenation of mean parameters of all Gaussian kernels in the adapted GMM, is used an input to the SVM. The experimental results have shown that incorporating the GMM parameters into the SVM can improve the speaker verification performance. In the phonetic speaker recognition, where the speaker model is trained as phone n-grams, (W. Campbell, J. Campbell, Reynolds, Jones, & Leek, 2004) demonstrated that the kernels constructed using vector of 
Neural Network
Speaker recognition can benefit from the neural network since the exact mapping between an input (speech features) and an output (speaker identity) is not known. Farrell et al (1994) have considered two kinds of neural netoworks for speaker recognition, multi-layer perceptron (MLP) (Haykin, 1999) and neural tree network (NTN) (Sankar & Mammone, 1991) . The MLP can be trained for speech vectors such as pitch, LPC, etc. When training the MLP of a target speaker s, feature vectors from that speaker are labelled as 1, and feature vectors from non-target speakers are labelled as 0. Very often, the number of feature vectors from a target speaker is much smaller than those from non-target speakers. With such unbalanced label data, an MLP can be trained to alwaly output 0 (impostor). For this reason, Kevein et al (1994) performed VQ on training data from non-target speakers, and only the codewords are used as training data for label 0. Figure 9 illustrates an MLP with 1 hidden layer. Let
be the input to the MLP. A weight ij w corresponds to the weight of the arrowed line from a node i in the input layer to a node j in the hidden layer. The input to the hidden node j is a weighted sum of input nodes given by For binary classification, the output i y is often compared to a preset threshold, and is mapped into either 0 or 1. The weights { } , dj jo w w can be trained using the back-propagation algorithm : for details, please refer to (Haykin, 1999) . The weights in the MLP can be trained by the back-propagation algorithm, but the number of layers and nodes must be pre-defined. For speaker recognition, Farrell et al. (1994) N and 1 N are the number of feature vectors whose output is 0 (impostor) and 1 (target), respectively. The above function measures how many feature vectors are classified into a target speaker with its dynamic range normalized from 0 to 1. The normalized dynamic range can be beneficial to the speaker verification where it is important to set a proper threshold of an accept/reject decision.
In addition to the MLP, the NTN can be used for speaker recogntion. The NTN is a hybrid of a decision tree and a neural network, where the decision is made by the class of a leaf node that the input feature enters. Figure 10 llustrates an NTN using single-layer perceptron (SLP) neural network trained for a target speaker s . The hierarchical structure of NTN can be self-orgainzed as follows:
1. Create a root node, and assign entire training data to the root node 2. If there exists a node whose training data are not uniformly labeled (i. e., if there exists a node where both 0 and 1 training labels are observed in its training data) A. Train an SLP with its training data B. Let p and q be the set of training data whose SLP output is 0 and 1, respectively. C. Create two children nodes, and assign p and q to these children nodes.
E. Go to 2. 3. Terminate.
The above procedure ends when all leaf nodes are uniformly labelled, i. e., all training data in each leaf node are either 0 or 1, respectively. In Figure 10 , leaf nodes are assigned to either 0 for impostor or 1 for the target speaker. When classifying an input feature vector, at every non-leaf node (rectangular shaped), an input feature is classified into one of two child nodes. When the input feature enters a leaf node (oval shaped), the NTN outputs the class of that leaf node: in the speaker recognition considered in Figure 10 , the output class is either a target speaker s or impostor for s. Similarly to the MLP, the likelihood of an input feature vector can be obtained as follows: Farrell et al. (1994) reported that using the confidence score in (0.26) can significantly improve the performance compared to using (0.25).
Speaker Verification
The speaker verification system first extracts feature from input speech and computes the matching score of the claimed speaker model. The speaker verification system differs from the speaker identification system in that 1) it requests additional information of claimed identity and 2) the decision is an "Accept/Reject" decision. The accept/reject decision can be formulated as follows: In order to compute the score of 1 H , the UBM-based and cohort-based approaches can be used. In the UBM-based approach, the score
is approximated using the score of UBM. For example, in the GMM-UBM system, (0.27) is performed as follows:
where UBM Θ is the set of GMM parameters that are trained on many speakers' development data: the development data is separate from the test and enrollment data. In the cohort model-based approach, cohort speakers are randomly selected speakers or most competitive speakers (Rosenberg, Lee, & Soong, 1990; Che et al., 1996; Higgins, Bahler, & Porter, 1991 
The performance of the speaker verification system can be measured with various metrics such as equal-error rate (EER) and a detection error trade-off (DET) curve. The EER is the false alarm probability or the miss probability at the threshold τ where the false alarm probability equals the false rejection probability. Figure 11 illustrates the DET curve. Applications that require high security should have low false alarm probability, and applications that require high-convenience should have low miss probability. In this chapter, the EER is used to compare performances of speaker recognition systems.
Speaker Identification
The speaker identification system first extracts feature from an input speech, and it computes the matching scores of target speaker models. Then, the speaker * s whose matching score is the largest is identified as a result as follows:
The performance of a speaker identification system can be measured in terms of the accuracy.
PERFORMANCE OF SPEAKER RECOGNITION SYSTEMS
The performance of speaker recognition system can be affected by many factors (Bimbot et al., 2004; Furui, 1997) :
o Noise: speech can be collected in noisy environment o Channel distortions: speech can be collected via telephone and other channels, which can distort the speech signal. Speech variability o Physical condition of the user: the speech is affected by the physical condition of the user, especially by the condition of laryngitis. o Intersession variability: the difference between the enrollment environment and test environment can affect the speaker recognition performance. o Speaking style: the performance of speaker recognition system varies with speaking styles. Amount of data o Amount of enrollment data: the amount of enrollment data affects the quality of enrolled speaker model o Amount of test data: the accuracy of speaker recognition system can be improved with long test speech.
In order to reduce the effect of distortions in speech, normalization in both the speech feature and scores have been proposed (Auckenthaler, Carey, & Lloyd-Thomas, 2000; Bimbot et al., 2004; D. A. Reynolds, 1995) Z-norm o Each speaker model has different dynamic range of matching scores. In order to normalize the matching scores of different models, the model-specific mean and the variance of the matching score are computed, and these parameters are used to normalize the matching score to follow a standard normal distribution.
H-norm
o The telephone speech is affected by the types of handset and microphone used. The effects of handset can be reduced by first recognizing which type of handsets is used for the input speech, and the matching score is normalized to follow a standard normal distribution using the handset-specific parameters (mean and variance).
Researchers have reported their experimental results of speaker recognition with different evaluation data, thus it is difficult to compare various experimental results. In the rest of this chapter, speaker recognition performance is evaluated with following criteria: 0.24% (Reynolds, 1995) NTN :
1.9% (Farrell et al., 1994) GMM :
7.19% (Reynolds, 1995) HMM :
0.51% (Che et al., 1996) GMM :
5.15% (Reynolds, 1995) GMM&HMM :
4.83% (Hazen et al., 2003) EER of Speaker Verification Systems Table 1 summarizes the EERs for speaker verification systems that are reported for YOHO (Campbell, 1995) , TIMIT (Garofolo, 1993) , NTIMIT (Fisher et al., 1993) Table 2 EERs of various speaker verification systems in NIST SRE 2001 extended task McDaniel, 1992) and Mercury dataset (Hazen et al., 2003) . In the TIMIT and the YOHO database, where both enrollment and test data are recorded in sound-booth, the EER is less than 0.6%. The NTIMIT database is identical to the TIMIT database except that the speech is distorted with PSTN network, and it results in the verification performance degradation as shown in Table 1 . According to Reynolds (2002) 99.50% (Reynolds, 1995) MLP :
90% (Farrell et al., 1994) NTN :
96 % (Farrell et al., 1994) GMM :
60.70% (Reynolds, 1995) GMM&HMM :
99.75% (Park & Hazen, 2002) GMM :
82.80% (Reynolds, 1995) GMM&HMM :
81.70% (Hazen et al., 2003) Table 4 Comparison of human listeners and automatic speaker verification system (Adami, Mihaescu, Reynolds, & Godfrey, 2003; Jin et al., 2003; Klusacek, Navratil, D. A. Reynolds, & J. P. Campbell, 2003; Navratil et al., 2003; Reynolds et al., 2003 Table 2 summarizes verification performances of a GMM-UBM with MFCCs, phone n-grams from speech recognizers of 5 different languages, word n-grams from English recognizers: for details, please refer to . The GMM-UBM with MFCCs showed outstanding performance. Using other features such as prosodic features and phone n-gram features do not perform as well as the GMM-UBM with MFCCs, but it is shown that fusing the scores from different systems can reduce the EER. This implies that acoustical features, prosodic features, and phone and word n-gram features are complementary features for speaker recognition. Table 3 summarizes the speaker identification accuracies. As in speaker verification, the acoustical environment affects the accuracy. In speaker verification experiments, many studies have reported score and feature normalization techniques (Auckenthaler et al., 2000; Barras & Gauvain, 2003; Pelecanos & Sridharan, 2001) . Applying these techniques to the NTIMIT database could improve the accuracy of NTIMIT DB. The number of speakers to be identified in the Switchboard database is larger than that in the Mercury database, and the length of test utterance and the amount of enrollment data in the Switchboard database is also larger than those in the Mercury database. For this reason, the identification accuracies in the Switchboard and the Mercury database are similar.
Accuracy of Speaker Identification Systems
Human and Machine Performance Comparison on Speaker Verification
Schmidt-Nielson and Crystal (2000) compared the speaker verification performances between human listeners and an automatic speaker verification (ASV) system, where the following restrictions are forced to human listeners and the ASV system:
The text-transcription of speech is unavailable for the ASV system. The experiments were performed using a database from NIST speaker recognition evaluation (SRE) 1998 (M. Przybocki & A. F. Martin, 2004) . The number of human listeners participated in this experiment is 16. The average EER of these 16 human listeners is 23%, which is worse than the machine performance reported using the hierarchical GMM (Liu, Chang, & Dai, 2002) . When matching scores from 16-individuals are available, the EERs of using the mean and the median are around 12%, which is similar to the EER of machine. The EERs of human listeners are reported to range from 10% to 25%, where the speaker verification performance is dependent on the human listener involved in the task. Human listeners did not outperform the ASV system in average, but they tend to outperform the ASV system for degraded speech as stated in Schmidt-Nielsen and Crystal (2000) as follows:
Both human and algorithm performance also went down when the signal was degraded by background noise, crosstalk, poor channel conditions, etc., but again the humans were more robust for the worst conditions.
CONCLUSION
In this chapter, we have considered basic concepts of speaker recognition and common speaker recognition techniques. The performances of speaker recognition systems are shown using experimental results from various tasks of YOHO, TIMIT, NTIMIT, Switchboard, Mercury and NIST database. The performances of both speaker verification and identification are highly dependent on the acoustical environment and speaking styles. In order to compare performances of various speaker modeling techniques, the experimental results of super SID evaluation were presented. The GMM-UBM with MFCCs performed the best, and fusing scores from different systems improved the performance. Schmidt-Nielson and Crystal (2000)'s work was presented to compare the human listeners with the ASV system in speaker verification. The ASV system slightly outperformed human listeners, but human listeners were reported to be robust against distortions. This implies that more research on human listener's speaker recognition mechanism can improve the ASV system. The applications of speaker recognition were described. Many systems were designed for CRM applications using telephone. These applications have shown that the performance of speaker recognition system is not sufficient to be used for user authentication, but it can help the CRM system to reduce costs incurred by mistakes. Currently, it is not sufficient for the speaker recognition system to be used as a stand-alone user authentication system. One alternative is to use the verbal information verification which incorporates speech recognition into speaker recognition (Li, Juang, Zhou, & Lee, 2000) . With a properly defined confidence measure, the speaker recognition system can measure the reliability of the recognition results. If the reliability is smaller than a preset threshold, then the system may ask the speaker some private information which is enrolled beforehand, e.g., mother's maiden name, telephone number, etc. Then, the user's answer is recognized and determined to be correct or not by automatic speech recognition. By iterating this procedure until the system can make a reliable decision, the speaker recognition performance can be significantly improved (Li, Juang, Zhou, & Lee, 2000) . In addition, the multi-modal speaker recognition can be an alternative. Very often, speech, face and lip shapes are incorporated into the multimodal speaker recognition systems (Brunelli & Falavigna, 1995; Jourlin, Genound, & Wassner, 1997; Ben-Yacoub, Abdeljaoued, & Mayoraz, 1999; Chatzis, Bors, & Pitas, 1999; Wark & Sridharan, 2001; Sanderson & Paliwal, 2003) . The face and lip recognition performance may also deteriorate under distortions in vision such as illumination change or head rotation. The probability that both the voice and the vision are degraded may be smaller than the probability that either the voice or the vision is degraded. In addition, recent development of information technology lowers the price of devices that can capture and process the face and lip shapes, which indicates that the speaker, face and lip recognition can be incorporated with a small increment in cost. Multi-modal systems extract features from considered biometric characteristics in the system. Some systems concatenate these features, and verify or identify a speaker by using a classifier trained with a concatenated feature (Bengio, Marcel & Mariethoz 2002) . Other systems compute matching scores using these features, and verify or identify a speaker by using a classifier trained with these scores (Jourlin, Genound, & Wassner, 1997; Hazen et al., 2003b,; Erzin, Yemez, & Tekalp 2005) . The multi-modal speaker recognition system performs well especially when the voice is contaminated under noisy conditions. In future, the advancement of speech recognition may provide accurate idiosyncratic features that can improve the speaker recognition performance. Relevant challenges to speaker recognition include the estimation of speaker's physical characteristics. Recently, some researchers have considered the estimation of speaker's physical characteristics (height, weight, vocal tract length) via voice. (Smith, & Nelson, 2004; Dusan 2005) . The estimated speaker's physical characteristics can be used not only to profile unknown speaker but also to improve the speaker recognition performance.
