Weak Symplectic Functional Analysis and General Spectral Flow Formula by Booss-Bavnbek, Bernhelm & Zhu, Chaofeng
ar
X
iv
:m
at
h/
04
06
13
9v
1 
 [m
ath
.D
G]
  8
 Ju
n 2
00
4
Weak Symplectic Functional Analysis
and General Spectral Flow Formula
Bernhelm Booss–Bavnbek and Chaofeng Zhu
Abstract. We consider a continuous curve of self-adjoint Fred-
holm extensions of a curve of closed symmetric operators with
fixed minimal domain Dm and fixed intermediate domain DW .
Our main example is a family of symmetric generalized operators
of Dirac type on a compact manifold with boundary with vary-
ing well-posed boundary conditions. Here DW is the first Sobolev
space and Dm the subspace of sections with support in the inte-
rior. We express the spectral flow of the operator curve by the
Maslov index of a corresponding curve of Fredholm pairs of La-
grangian subspaces of the quotient Hilbert space DW /Dm which
is equipped with continuously varying weak symplectic structures
induced by the Green form.
In this paper, we specify the continuity conditions; define the
Maslov index in weak symplectic analysis; discuss the required
weak inner Unique Continuation Property; derive a General Spec-
tral Flow Formula; and check that the assumptions are natural and
all are satisfied in geometric and pseudo-differential context.
Applications are given to L2 spectral flow formulae; to the
splitting of the spectral flow on partitioned manifolds; and to linear
Hamiltonian systems.
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Introduction
In various branches of mathematics one is interested in the cal-
culation of the spectral flow of a continuous family of closed densely
defined (not necessarily bounded) self-adjoint Fredholm operators in
a fixed Hilbert space. Roughly speaking, the spectral flow counts the
net number of eigenvalues changing from the negative real half axis
to the non-negative one. The definition goes back to a famous paper
by M. Atiyah, V. Patodi, and I. Singer [2], and was made rigorous by
J. Phillips [28] for continuous paths of bounded self-adjoint Fredholm
operators, by K.P. Wojciechowski [33] and C. Zhu and Y. Long [38]
in various non-self-adjoint cases, and by B. Booss-Bavnbek, M. Lesch,
and J. Phillips [6] in the unbounded self-adjoint case.
0.1. History. The first spectral flow formula was the classical
Morse index theorem (cf. M. Morse [26]) for geodesics on Riemannian
manifolds. It was generalized by W. Ambrose [1] in 1961 to more gen-
eral boundary conditions, which allowed two end points of the geodesics
varying in two submanifolds of the manifolds. In 1976, J.J. Duister-
maat [16] completely solved the problem of calculating the Morse index
for the one-dimensional variational problems, where the positivity of
the second order terms was required. In 2000-2002, P. Piccione and
D.V. Tausk [29, 30] were able to prove the Morse index theorem for
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semi-Riemannian manifolds for the same boundary conditions as in [1],
and some non-degenerate conditions were needed. In 2001, the second
author [37] was able to solve the general problem for the calculation
of the Morse index of index forms for regular Lagrangian systems. As
mentioned in [37], it is nontrivial, in the general case, to see that this
problem is equivalent to the spectral flow formula of the corresponding
second order operators. Our Theorem 0.4 solves this puzzle.
There is also another line of studying the spectral flow formula
for first order operators. Let {As : C∞(M ;E) → C∞(M ;E)}s∈[0,1]
be a family of continuously varying formally self-adjoint linear elliptic
differential operators of first order over a smooth compact Riemannian
manifold M with boundary Σ, acting on sections of a Hermitian vector
bundle E over M . Fixing a unitary bundle isomorphism between the
original bundle and a product bundle in a collar neighbourhood N of
the boundary, the operators As can be written in the form
(0.1) As|N = Js,t( ∂
∂t
+Bs,t)
with invertible skew-self-adjoint bundle isomorphisms Js,t and first or-
der elliptic differential operators Bs,t on Σ. Here t denotes the inward
normal coordinate in N .
In 1988, A. Floer [18] studied the case that M is a finite interval
with periodic boundary condition. Later in 1991, T. Yoshida [35] stud-
ied the case dimM = 3 where {As} is a curve of Dirac operators with
invertible ends, Js,t = Js are unitary operators, Bs,t = Bs symmetric.
In 1995, L. Nicolaescu [27] generalized Yoshida’s results to arbitrary
dimM . In 2000, M. Daniel [15] removed the nondegenerate conditions
in [27]. In 1998-2001, the first author, jointly with K. Furutani and N.
Otsuki [4, 5] proved the case that As differ by zeroth order operators,
and the boundary condition is fixed. In December 2000, P. Kirk and
M. Lesch [22] proved the case As of Dirac type, Js,t is fixed unitary,
and Bs,t = Bs symmetric. In this paper we shall only assume that
B∗s,0 − Bs,0 is a bundle homomorphism and that kerAs|H10 (M ;E) = {0}
(weak inner unique continuation property - UCP).
Such operators we shall call symmetric generalized operators of
Dirac type. For details see Definition 3.1.
It may be worth mentioning that there is a multitude of other for-
mulae involving spectral flow, e.g., as error term under cutting and
pasting of the index (see the first author with K.P. Wojciechowski [8,
Chapter 25]) or under pasting of the eta-invariant as in [22]. Whereas
these formulae typically relate the spectral flow of a family on a closed
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manifold of dimension n − 1 to index or eta-invariant of a single op-
erator on a manifold of dimension n, this paper solely addresses the
opposite direction, i.e., how to express the spectral flow of a family
over a manifold of dimension n by objects (here by the Maslov index)
defined on a hypersurface of dimension n− 1.
0.2. Our Setting, Goals, and Difficulties to Overcome. For
some applications, the results obtained in [4, 5] respectively in [22] are
not sufficient:
(i) E.g., let Js,t and Bs,t vary with t, admitted in [4, 5], but
excluded in [22].
(ii) Let Js,t be only invertible, but not necessarily unitary, admit-
ted in [4, 5], but excluded in [22].
(iii) Let Js,t vary with s, excluded both in [4, 5] and in [22].
(iv) Let the boundary conditions vary, excluded in [4, 5] and ad-
mitted in [22].
Our goal in this paper is to generalize both the results of [4, 5] and
of [22], i.e., we shall give a method to calculate the spectral flow for a
continuous curve of formally self-adjoint elliptic differential operators of
first order defined on a smooth manifold with boundary with continu-
ously varying self-adjoint elliptic (i.e., well-posed) boundary conditions
given by pseudo-differential projections.
To do that, the routes of [4, 5] and [22] are barred to us because
they rely on the concept of one fixed symplectic Hilbert space.
The solution we give here is working in a smaller symplectic space
of reduced boundary values, namely the quotient of a fixed intermedi-
ate domain DW (the first Sobolev space in our applications) and the
minimal domain Dm (the sections with support in the interior in our
applications). So, in terms of our applications, we have to work with
the function space DW/Dm = H
1/2(Σ), in addition to working with
the natural distribution subspace β = Dmax/Dm of H
−1/2(Σ) and the
familiar L2(Σ). This leads to various difficulties:
(i) In difference to β and to L2(Σ), Green’s form induces only a
weak symplectic structure on the Hilbert space H1/2(Σ) (see
Remark 1.6b below).
(ii) There is no longer a canonical splitting (see Lemma 1.7 below).
(iii) A priori, Lagrangian subspaces of our weak symplectic space
do no longer characterize self-adjoint extensions of a given
closed symmetric operator.
(iv) The basic operator of our analysis is no longer the maximal
closed extension but the extension to the intermediate domain
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which clearly yields a bounded operator in suitable setting,
but not a closed operator in L2 in our applications (see our
Assumption 2.1 below).
(v) A priori, continuity of domains in β or in L2(Σ) does not
guarantee continuity in H1/2(Σ) (see, however, Theorem 2.6
below).
(vi) A priori, possible differences between the value of the Maslov
index of the same curves in β, L2(Σ) and H1/2(Σ) can not be
excluded (see, however, the regularity inclusion (3.7) below).
Consequently, in Sections 1, 2 our analysis requires to specify quite a
list of supplementary assumptions. Fortunately, it turns out in Section
3 that all these assumptions are naturally satisfied when we restrict
ourselves to symmetric generalized operators of Dirac type on smooth
compact manifolds with boundary and boundary conditions given by
pseudo-differential projections.
0.3. Main Results. The following four theorems will be proved.
Let {As : H1(M ;E) → L2(M ;E)}s∈[0,1] be a family of symmetric
generalized operators of Dirac type over a compact smooth Riemannian
manifold M with boundary Σ, acting on sections of a Hermitian vector
bundle E over M . We assume that the family is continuous as a family
of bounded operators. Let {Qs : L2(Σ;E|Σ) → L2(Σ;E|Σ)}s∈[0,1] de-
note the induced family of (pseudo-differential) Caldero´n projections.
The family is continuous by an argument of [6, Section 3] in com-
bination with M. Lesch [24]. Generalizing the celebrated Cobordism
Theorem to our case (in preparation, see the present authors [9] in
combination with [24]), we obtain that imQs = γ(kerA
∗
s)∩L2(Σ;E|Σ)
is a Lagrangian subspace of L2(Σ;E|Σ) endowed with a symplectic form
defined by −Js,0 . Here γ : dom(A∗s)→ H−1/2(Σ;E|Σ) is the trace map.
Let
{Ps : L2(Σ;E|Σ)→ L2(Σ;E|Σ)}s∈[0,1]
be a continuous family of pseudo-differential projections such that
(kerPs, imQs) ∈ FL2
(
L2(Σ;E|Σ)
)
for all s ∈ [0, 1],
where FL2(L2(Σ;E|Σ)) denotes the space of Fredholm pairs of La-
grangian subspaces of the (strong) symplectic Hilbert space L2(Σ;E|Σ).
(For better reading, we fix the underlying manifold M and the bun-
dle E. For a more general setting in the terminology of fibre bundles,
involving bundle isomorphisms Ts, see Section 3.1.)
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Theorem 0.1. In the set-up described above, spectral flow of the
family {As,Ps} and Maslov index of the family of pairs {kerPs, imQs}
are well-defined, and we have the general spectral flow formula
sf{As,Ps} = −Mas{kerPs, imQs}.
Here As,Ps acts like As in L
2(M ;E) with
dom(As,Ps) = Ds := {x ∈ H1(M ;E) | Ps(x|Σ) = 0}.
Our versions of the spectral flow and the Maslov index are defined
in the Appendix in Definition A.2c, respectively below in Section 1.4
in Definition 1.21b.
We obtain a second theorem in a slightly modified setting. Now
we assume that the manifold M = M+ ∪Σ M− is a partitioned closed
manifold with a hypersurface Σ. We denote the restrictions of As to
the parts by A±s . Note that we now have a pair of Caldero´n projec-
tions (Q+s , Q
−
s ) for each s ∈ [0, 1] with imQ±s Lagrangian subspaces in
L2(Σ;E|Σ) with symplectic form again defined by −Js,0.
Theorem 0.2. For the partitioned case we assume that the parts
operator A±s are symmetric generalized operators of Dirac type. Then
we have
sf{As} = sf{A−s,I−Q+s } = −Mas{imQ
−
s , imQ
+
s }.
Next we consider a first order linear Hamiltonian system on the
interval [0, T ]. Let js,t, bs,t ∈ C0([0, 1]× [0, T ], gl(m,C)) be two families
of matrices such that j∗s,t = −js,t are invertible, b∗s,t = bs,t, and js,t is
C1 in t for fixed s. Then we have a family of unbounded Fredholm
operators {As}s∈[0,1] in L2([0, T ],Cm) defined by
(Asx)(t) := −js,t d
dt
x(t)− bs,tx(t)− 1
2
(
d
dt
js,t
)
x(t)
for all s ∈ [0, 1] with x ∈ H1([0, T ],Cm). We define the symplectic
structure ωs on C
2m = Cm ⊕ Cm by
ωs((x1, x2), (y1, y2)) := −〈js,0x1, y1〉+ 〈js,Tx2, y2〉,
where x1, y1, x2, y2 ∈ Cm. LetWs be a continuous family of Lagrangian
subspaces of (C2m, ωs). Then the family {As,Ws} forms a continuous
curve of self-adjoint Fredholm operators. Here As,Ws denotes the re-
striction of As on the space
HWs := {x ∈ H1([0, T ],Cm)|(x(0), x(T )) ∈ Ws}.
Let Γs(t) be a fundamental solution of the linear system Asx = 0. Then
we have
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Theorem 0.3. In the set-up described above, the graphs {G(Γs(T ))}
of {Γs(T )} make a continuous family of Lagrangian subspaces of the
symplectic vector space (C2m, ωs). Moreover we have
sf{As,Ws} = Mas{G(Γs(T )),Ws}.
Now we consider regular linear Lagrangian systems. Let p, q, r ∈
C([0, 1]× [0, T ], gl(m,C)) be families of matrices such that p is of class
C1, ps(t) = ps(t)
∗, rs(t) = rs(t)
∗, and ps(t) is invertible for all s ∈ [0, 1]
and t ∈ [0, T ]. Then we have a family of formally self-adjoint linear
differential operators of second order {Ls}s∈[0,1] defined by
(0.2) Ls := − d
dt
(
ps
d
dt
+ qs
)
+ q∗s
d
dt
+ rs.
Let J :=
(
0 −Im
Im 0
)
, where Im denotes the identity matrix on R
m.
When there is no confusion we will omit the subindex of the identity
matrices. Let
(0.3) bs(t) =
(
p−1s (t) −p−1s (t)qs(t)
−q∗s (t)p−1s (t) q∗s (t)p−1s (t)qs(t)− rs(t)
)
.
For each s ∈ [0, 1], let Γs(t) be a fundamental solution of the linear
Hamiltonian equation
(0.4) u˙ = Jbs(t)u.
We define the symplectic structure ω on C4m by
ω(x, y) := 〈(−J)⊕ Jx, y〉, ∀x, y ∈ C4m.
Let {Ws} be a continuous family of Lagrangian subspaces of C4m.
We define
us(x) := (ps
d
dt
x+ qsx, x),
Ds := {x ∈ H2([0, T ],Cm)|
(
(us(x))(0), (us(x))(T )
) ∈ Ws}.
Theorem 0.4. We define the operators Ls,Ws to be the operators
Ls with domain Ds. Then they form a continuous family of self-adjoint
Fredholm operators on L2([0, T ],Cm). Moreover we have
sf{Ls,Ws} = Mas{G
(
Γs(T )
)
,Ws}.
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Remark 0.5. When all matrices ps(t) are positive definite, then the
operators Ls are essentially positive. In this case, however, the spectral
flow sf{Ls,Ws} is in general not the same as the difference between the
Morse indices of L0,W0 and L1,W1 .
0.4. Plan of the Paper. To prove the four theorems we develop
a broad functional analytic frame work. In Section 1 we develop the
symplectic linear algebra and functional analysis needed, based on a
rigorous treatment of (weak) symplectic vector spaces, Banach spaces,
and Hilbert spaces. We show how to treat continuously varying weak
symplectic structures and define the Maslov index.
In Section 2 we treat continuous families of closed symmetric op-
erators in fixed Hilbert space with varying maximal domains but fixed
minimal domain and fixed suitable intermediate domain. We show that
the traces at the boundary of the solution spaces yield Lagrangian sub-
spaces in corresponding symplectic Hilbert spaces, if there exist self-
adjoint Fredholm extensions. These reduced Cauchy data spaces vary
continuously under the assumption of weak inner Unique Continuation
Property (UCP). We discuss various concepts of UCP and prove the
stability of weak inner UCP. In Subsection 2.4 we prove the general
spectral flow formula in abstract setting.
In Section 3 we address the geometric setting, i.e., families of sym-
metric generalized Dirac type operators over a compact smooth Rie-
mannian manifold with boundary conditions, which are given by pseudo-
differential projections. We discuss the self-adjointness and the conti-
nuity of the corresponding operators and show that the assumptions of
Subsection 2.4 are naturally satisfied in our applications. This proves
our two main results, Theorem 0.1 and Theorem 0.2. As corollaries we
obtain two applications to Hamiltonian dynamics in Subsection 3.3.
In Appendix A we give a rigorous definition of the spectral flow in
the unbounded, non self-adjoint case.
Acknowledgement. We would like to thank Prof. Dr. M. Lesch
(Ko¨ln) for inspiring discussions about this subject.
1. Weak Symplectic Functional Analysis
1.1. Basic Symplectic Functional Analysis. We fix our nota-
tion. To keep track of the required assumptions we shall not always
assume that the underlying space is a Hilbert space but permit Banach
spaces and – for some concepts – even just vector spaces.
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Definition 1.1. Let H be a complex Banach space. A mapping
ω : H ×H −→ C
is called a (weak) symplectic form on H , if it is sesquilinear, bounded,
skew-symmetric, and non-degenerate, i.e.,
(i) ω(x, y) is linear in x and conjugate linear in y;
(ii) |ω(x, y)| ≤ C‖x‖‖y‖ for all x, y ∈ H ;
(iii) ω(y, x) = −ω(y, x);
(iv) Hω := {x ∈ H | ω(x, y) = 0 for all y ∈ H} = {0}.
Then we call (H,ω) a (weak) symplectic Banach space.
There is a purely algebraic concept, as well.
Definition 1.2. Let H be a complex vector space and ω a form
which satisfies all the assumptions of Definition 1.1 except (ii). Then
we call (H,ω) a complex symplectic vector space.
Definition 1.3. Let (H,ω) be a complex symplectic vector space.
(a) The annihilator of a subspace λ of H is defined by
λω := {y ∈ H | ω(x, y) = 0 for all x ∈ λ}.
(b) A subspace λ is called isotropic, co-isotropic, or Lagrangian if
λ ⊂ λω , λ ⊃ λω , λ = λω ,
respectively.
(c) The Lagrangian Grassmannian L(H,ω) consists of all Lagrangian
subspaces of (H,ω).
Remark 1.4. (a) By definition, each 1-dimensional subspace in real
symplectic space is isotropic, and there always exists a Lagrangian sub-
space. However, there are complex symplectic Hilbert spaces without
any Lagrangian subspace.
(b) If dimH finite, a subspace λ is Lagrangian if and only if it is
isotropic with dimλ = 1
2
dimH .
(c) In symplectic Banach space, the annihilator λω is closed for any
subspace λ. In particular, all Lagrangian subspaces are closed, and we
have for any subspace λ the inclusion
(1.1) λωω ⊃ λ.
(d) Let H be a vector space and denote its (algebraic) dual space by
H ′. Then each symplectic form ω induces a uniquely defined injective
mapping J : H → H ′ such that
(1.2) ω(x, y) = (Jx, y) for all x, y ∈ H,
where we set (Jx, y) := (Jx)(y).
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If (H,ω) is a symplectic Banach space, then the induced mapping
J is a bounded, injective mapping J : H → H∗ where H∗ denotes
the (topological) dual space. If J is also surjective (so, invertible),
the pair (H,ω) is called a strong symplectic Banach space. We have
taken the distinction between weak and strong symplectic structures
from Chernoff and Marsden [12, Section 1.2, pp. 4-5].
If H is a Hilbert space with symplectic form ω, then the induced
mapping J is a bounded, skew self-adjoint operator (i.e., J∗ = −J) on
H with ker J = {0}.
The proof of the following lemma is straightforward and is omitted.
Lemma 1.5. Any strong symplectic Hilbert space (H, 〈·, ·〉, ω) (i.e.,
with invertible J) can be made into a strong symplectic Hilbert space
(H, 〈·, ·〉′, ω) with J ′2 = −I by smooth deformation of the inner product
of H into
〈x, y〉′ := 〈
√
J∗Jx, y〉
without changing ω.
Remark 1.6. (a) In a strong symplectic Hilbert space many calcu-
lations become quite easy. E.g., the inclusion (1.1) becomes an equal-
ity, the Lagrangian property of a subspace λ can be characterized by
(Jλ)⊥ = λ, and all Fredholm pairs of Lagrangian subspaces have van-
ishing index.
(b) We shall give an important example of a weak symplectic Hilbert
space: Let A be a generalized Dirac type operator in the sense of
Definition 3.1 over a smooth compact Riemannian manifold M with
boundary Σ. As mentioned in the Introduction, we have (we suppress
mentioning the vector bundle)
H1/2(Σ) ≃ H1(M)/H10 (M)
with uniformly equivalent norms. Green’s form yields a strong sym-
plectic structure on L2(Σ) by
{x, y} := −〈Jx, y〉L2(Σ) .
Here J denotes the principal symbol of the operator A over the bound-
ary in inner normal direction. It is invertible by our assumption in
Definition 3.1. For the induced symplectic structure on H1/2(Σ) we
define J ′ by
{x, y} = −〈J ′x, y〉H1/2(Σ) for x, y ∈ H1/2(Σ).
Let B be a formally self-adjoint elliptic operator B of first order on Σ.
By Gaarding’s inequality, the H1/2 norm is equivalent to the induced
graph norm. This yields J ′ = (I + |B|)−1J . Since B is elliptic, it has
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compact resolvent. So, (I + |B|)−1 is compact in L2(Σ); and so is J ′.
Hence J ′ is not invertible.
(c) Each weak symplectic Hilbert space (H, 〈·, ·〉, ω) with induced in-
jective skew-self-adjoint J can naturally be embedded in a strong sym-
plectic Hilbert space H ′, 〈·, ·〉′, ω′) with invertible induced J ′ by setting
〈x, y〉′ := 〈|J |x, y〉 as in Lemma 1.5 and then completing the space.
This imitates the situation of the embedding of H1/2(Σ) into L2(Σ) . It
shows that the weak symplectic Hilbert space H1/2(Σ) with its embed-
ding into L2(Σ) yields a model for all weak symplectic Hilbert spaces.
A key result in symplectic analysis is the following lemma. The
representation of Lagrangian subspaces as graphs of unitary mappings
from one component H+ to the complementary component H− of the
underlying symplectic vector space (to be considered as the induced
complex space in classical real symplectic analysis, see, e.g., Booss-
Bavnbek and Furutani [3, Section 1.1]) goes back to Leray [23]. We
give a simplification for complex vector spaces, first announced in [37].
Of course, the main ideas were already contained in the real case.
Lemma 1.7. Let (H,ω) be a strong symplectic Hilbert space with
J2 = −I. Then
(i) the space H splits into the direct sum of mutually orthogonal
closed subspaces
H = ker(J − iI)⊕ ker(J + iI),
which are both invariant under J ;
(ii) there is a 1-1 correspondence between the space UJ of unitary
operators from ker(J − iI) to ker(J + iI) and L(H,ω) under
the mapping U → λ := G(U) (= graph of U);
(iii) if U, U ′ ∈ UJ and λ := G(U), µ := G(V ), then (λ, µ) is a
Fredholm pair (see Definition 1.10b) if and only if U − V , or,
equivalently, UV −1−Iker(J+iI) is Fredholm. Moreover, we have
a natural isomorphism
(1.3) ker(UV −1 − Iker(J+iI)) ≃ λ ∩ µ .
The proof of (i) is clear; (ii) will follow from Lemma 1.8; and (iii)
from Proposition 1.16.
The preceding method to characterize Lagrangian subspaces and
to determine the dimension of the intersection of a Fredholm pair of
Lagrangian subspaces provides the basis for defining the Maslov index
in strong symplectic spaces of infinite dimensions (see, in different for-
mulations and different settings, the quoted references [3], [5], [19],
[22], and Zhu and Long [38]).
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Surprisingly, it can be generalized to weak symplectic Banach spaces
in the following way.
Lemma 1.8. Let (H,ω) be a symplectic vector space and H+, H−
subspaces. We assume that H = H+⊕H− and that the quadratic form
−iω is positive definite on H+ and negative definite on H− . Moreover,
we assume that
(1.4) ω(x, y) = 0 for all x ∈ H+ and y ∈ H− .
(a) Then each isotropic subspace λ can be written as the graph
λ = G(U)
of a uniquely determined injective operator
U : domU −→ H−
with domU ⊂ H+ . Moreover, we have
(1.5) ω(x, y) = −ω(Ux, Uy) for all x, y ∈ domU.
(b) If H is a Banach space, then the part spaces are always closed and
the operator U , defined by a Lagrangian subspace λ is closed as an
operator from H+ to H− (not necessarily densely defined).
(c) For Lagrangian subspaces in a strong symplectic Banach space, we
have domU = H+ and imU = H−; i.e., the generating U is bounded
and surjective with bounded inverse.
Proof. a. Let λ ⊂ H be isotropic and v+ + v−, w+ + w− ∈ λ
with v±, w± ∈ H± . By the isotropic property of λ and our assumption
about the splitting H = H+ ⊕H− we have
(1.6) 0 = ω(v+ + v−, w+ + w−) = ω(v+, w+) + ω(v−, w−).
In particular, we have
ω(v+ + v−, v+ + v−) = ω(v+, v+) + ω(v−, v−) = 0
and so v− = 0 if and only if v+ = 0. So, if the first (resp. the second)
components of two points v++ v−, w++w− ∈ λ coincide, then also the
second (resp. the first) components must coincide.
Now we set
dom(U) := {x ∈ H+ | ∃y ∈ H− such that x+ y ∈ λ}.
By the preceding argument, y is uniquely determined, and we can de-
fine Ux := y. By construction, the operator U is an injective linear
mapping, and property (1.5) follows from (1.6).
b. One checks easily thatH± = (H∓)ω . Annihilators are always closed.
This proves the first part of (b). Now let λ be a Lagrangian subspace,
i.e., λ = λω . So, λ is closed. It is the graph of U . So U is closed.
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c. Now λ is a Lagrangian subspace in a strong symplectic Banach
space H . First we show that U is densely defined in H+ . Indeed, if
dom(U) 6= H+, there would be a v ∈ V where V denotes the orthogonal
complement of domU in H+ with respect to the inner product on H+
defined by −iω. Clearly (domU)ω = V +H− . So, V = (domU)ω∩H+ .
Then v + 0 ∈ λω \ λ. That contradicts the Lagrangian property of λ.
So, we have dom(U) = H+ .
Next we see from (1.5) that U is continuous and so is U−1 . Since U
has a closed graph, it follows that domU = H+ and U is bounded and
has bounded inverse. Applying the same arguments to domU−1 ⊂ H−,
relative to the inner product iω yields imU = domU−1 = H−. 
Remark 1.9. (a) Note that the splitting is not unique. Its existence
may be proved by Zorn’s Lemma. In our applications, the geometric
background provides natural splittings (see Equation 3.8). For varying
splittings see also the discussion below in Subsection 1.4.
(b) The symplectic splitting and the corresponding graph representa-
tion of isotropic and Lagrangian subspaces must be distinguished from
the splitting in complementary Lagrangian subspaces which yields the
common representation of Lagrangian subspaces as images in the real
category (see below Lemma 1.27).
1.2. Fredholm Pairs of Lagrangian Subspaces. A main fea-
ture of symplectic analysis is the study of the Maslov index. It is an
intersection index between a path of Lagrangian subspaces with the
Maslov cycle, or, more generally, with another path of Lagrangian sub-
spaces.
Before giving a rigorous definition of the Maslov index in weak sym-
plectic functional analysis (see below Subsection 1.4) we fix the termi-
nology and give several simple criteria for a pair of isotropic subspaces
to be Lagrangian.
We recall:
Definition 1.10. (a) The space of (algebraic) Fredholm pairs of
linear subspaces of a vector space H is defined by
(1.7)
F2alg(H) := {(λ, µ) | dim (λ ∩ µ) < +∞ anddim
(
H/(λ+ µ)
)
< +∞}
with
(1.8) index (λ, µ) := dim(λ ∩ µ)− dim(H/(λ+ µ)).
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(b) In a Banach space H , the space of (topological) Fredholm pairs is
defined by
(1.9) F2(H) := {(λ, µ) ∈ F2alg(H) | λ, µ, and λ + µ ⊂ H closed}.
Remark 1.11. Actually, in Banach space the closedness of λ + µ
follows from its finite codimension in H in combination with the closed-
ness of λ, µ (see [4, Remark A.1]). So, the set of algebraic Fredholm
pairs of Lagrangian subspaces of a symplectic Banach space H coin-
cides with the set FL2(H) of topological Fredholm pairs of Lagrangian
subspaces of H .
We begin with a simple algebraic observation.
Lemma 1.12. Let (H,ω) be a symplectic vector space with transver-
sal subspaces λ, µ . If λ, µ are isotropic subspaces, then they are La-
grangian subspaces.
Proof. a. From linear algebra we have
λω ∩ µω = (λ+ µ)ω = {0},
since λ+ µ = H . From
(1.10) λ ⊂ λω, µ ⊂ µω
we get
(1.11) H = λω ⊕ µω .
To prove λω = λ (and similarly for µ), we consider a x ∈ λω . It can
be written in the form x = y + z with y ∈ λ and z ∈ µ because of the
splitting H = λ ⊕ µ. Applying (1.10) and the splitting (1.11) we get
y = x and so z = 0, hence x ∈ λ. 
With a little work, the preceding lemma can be generalized from
direct sum decomposition to (algebraic) Fredholm pairs.
Proposition 1.13. Let (H,ω) be a symplectic vector space and
(λ, µ) ∈ F2alg(H) .
(a) If λ, µ are isotropic subspaces with index (λ, µ) ≥ 0, then
index (λ, µ) = 0 and (λ+ µ)ω = λ ∩ µ .
(b) If, moreover, (λ + µ)ωω = λ + µ, then λ and µ are Lagrangian
subspaces of H.
Proof. First we show that H˜ := (λ + µ)/(λ ∩ µ) is a symplectic
vector space with the induced form
ω˜([x+ y], [ξ + η]) := ω(x+ y, ξ + η) for x, ξ ∈ λ and y, η ∈ µ,
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where [x+ y] := x+ y+ λ∩ µ denotes the class of x+ y in λ+µ
λ∩µ
. Since
λ, µ are isotropic, we have ω(x + y + z, ξ + η + ζ) = ω(x + y, ξ + η)
for any z, ζ ∈ λ ∩ µ. So ω˜ is well defined and inherits the algebraic
properties from ω.
To show that (H˜)ω˜ = {0}, we observe
(1.12) (λ+ µ)ω = λω ∩ µω ⊃ λ ∩ µ .
We also have
(1.13) dim(λ+ µ)ω = dim(λ ∩ µ) ,
hence
(1.14)
(λ+ µ)ω
λ ∩ µ = {0}.
To see (1.13) we recall from Remark 1.4d that the induced mapping
J : H → H ′ is injective, so
J |(λ+µ)ω : (λ+ µ)ω ≃−→ J
(
(λ+ µ)ω
)
.
Since H/(λ+ µ) has finite dimension, we can find a finite-dimensional
subspace h ⊂ H such that H = h⊕ (λ+µ). So, any f ∈ J((λ+µ)ω) ⊂
H ′ is defined by its values f(u + v) for u ∈ h and v ∈ λ + µ. Clearly,
f(v) = ω(x, v) = 0 for all v ∈ λ + µ, if f = Jx with x ∈ (λ + µ)ω .
So, the functional f is completely determined by its values on h. This
implies
dim(λ+ µ)ω = dim J
(
(λ+ µ)ω
) ≤ dimh = dim H
λ+ µ
≤ dim(λ ∩ µ).
Here the last inequality is just the non-negativity of the Fredholm index
as defined in (1.8). This proves (1.13).
b. Combining (1.13) with (1.12) yields (1.14). Moreover, one checks
that
(1.15)
(λ + µ
λ ∩ µ
)ω˜
=
(λ+ µ)ω
λ ∩ µ .
With (1.14) that proves that λ+µ
λ∩µ
is a true symplectic vector space
for the induced form ω˜ which is spanned by the transversal isotropic
subspaces
λ+ µ
λ ∩ µ =
λ
λ ∩ µ ⊕
µ
λ ∩ µ .
By Lemma 1.12, the spaces λ
λ∩µ
, µ
λ∩µ
are Lagrangian subspaces.
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Clearly λ ⊂ λω ⊂ λω ∩ (λ+µ). Now consider x ∈ λ and y ∈ µ with
x+ y ∈ λω . Then
[x+ y] ∈
( λ
λ ∩ µ
)ω˜
=
λ
λ ∩ µ
by the Lagrangian property of λ
λ∩µ
. It follows that x+ y ∈ λ, hence
(1.16) λω ∩ (λ+ µ) = λ and similarly µω ∩ (λ+ µ) = µ .
Combined with the consequence
λω ⊂ (λ ∩ µ)ω = ((λ+ µ)ω)ω = λ+ µ
of our special assumption, the inclusion λ ⊃ λω follows and so the
Lagrangian property of λ (and similarly of µ). 
Remark 1.14. (a) The preceding proposition shows that Fredholm
pairs of Lagrangian subspaces in symplectic Hilbert space can not have
positive index. In contrast to the strong case, one may expect that we
have pairs with negative index in weak symplectic Hilbert space. By
now, however, this is an open problem.
(b) The delicacy of Lagrangian analysis in weak symplectic Hilbert
space may also be illuminated by addressing the orthogonal projection
onto a Lagrangian subspace. In strong symplectic Hilbert space with
unitary J , the range of an orthogonal projection is Lagrangian if and
only if the projections P and I − P are conjugated by the J operator
in the well-known way
I − P = JPJ∗ .
In weak symplectic analysis, J maps the Range imP onto a dense
subset of kerP , but there the argument stops.
(c) There is another potential difference between the weak and the
strong case: consider the space FLλ(H) of all Lagrangian subspaces
which form a Fredholm pair with a given Lagrangian subspace λ . Its
topology is presently unknown in the weak case, whereas we have
π1
(FLλ(H)) ∼= Z
in strong symplectic Hilbert space H (see [4, Corollary 4.3]).
In our applications we typically will have chains of symplectic spaces
like the Sobolev spaces H := H1/2(Σ;E|Σ), L := L2(Σ;E|Σ), or the
distribution space βs := dom(A
∗
s)/ dom(As) with symplectic forms all
defined by Green’s form. We have H ⊂ L dense and H ⊂ βs dense,
whereas the relation between L and βs is more difficult (see the Criss-
cross Reduction of [5] and our Remark 2.10 below).
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Here, a few simple observations can be made how to lift Lagrangian
subspaces (see also below Lemma 1.29 for parameter dependence of the
lifting).
Lemma 1.15. Let H be a Banach space, (L, ωL) a (weak or strong)
symplectic Banach space, and i : H → L a linear continuous injective
mapping with dense image. Then we have
(a) (H,ωH) is a (weak) symplectic Banach space where the form ωH :
H ×H → C is defined by
(1.17) ωH(x, y) := ωL(i(x), i(y)) for all x, y ∈ H.
(b) Let λ ⊂ H with i(λ) a Lagrangian subspace in L and i(λ)∩ i(H) =
i(λ). Then λ is a Lagrangian subspace of H. In particular, any sub-
space λ ⊂ H with i(λ) Lagrangian in L is a Lagrangian subspace of
H.
(c) Now assume that λ ⊂ H isotropic in H. Then, clearly, i(λ) is an
isotropic subspace of L.
Proof. a. From the continuity of the inclusion i we obtain that
ωL bounded implies ωH bounded. Moreover, we find for the annihilator
HωH = i−1
(
(i(H))ωL
)
and, by the density of i(H) in L and the symplectic property of (L, ωL)
(i(H))ωL = (i(H))ωL = LωL = {0}.
b. By definition, the image of the H-annihilator of λ
i(λωH ) = {i(x) | x ∈ H and ωH(x, y) = 0 for all y ∈ λ}
is contained in the L-annihilator of the image i(λ)(
i(λ)
)ωL = {z | z ∈ L and ωL(z, i(y)) = 0 for all y ∈ λ}.
So,
i(λωH ) ⊂ (i(λ))ωL = (i(λ))ωL = i(λ)
by the Lagrangian property of i(λ) in L. Hence λωH ⊂ λ.
The opposite inclusion is trivial by (1.17). 
We close this subsection with the following characterization of Fred-
holm pairs.
Proposition 1.16. Let (H,ω) be a symplectic Banach space with
a direct sum decomposition H+ , H− such that −iω is positive definite
on H+, negative definite on H−, and vanishing on H+×H− . Let λ, µ
be isotropic subspaces. Let U, V denote the generating operators for
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λ, µ (in the sense of Lemma 1.8). We assume that V is bounded and
invertible. Then
(a) The space µ is a Lagrangian subspace of H.
(b) Moreover,
(λ, µ) ∈ F2(H) ⇐⇒ UV −1 − IH− Fredholm operator.
(c) In this case,
index (λ, µ) = index (UV −1 − IH−).
Proof. a. Let µ = G(V ) be an isotropic subspace of H with
V : H+ → H− bounded and invertible. Then also µ′ := G(−V ) is
isotropic. We show that µ, µ′ are transversal in H . Then by Lemma
1.12, µ (and µ′) are Lagrangian subspaces. First, from the uniqueness
of defining V (see, e.g., the proof of Lemma 1.8a), we have µ∩µ′ = {0}.
Next, let x + y, or, more suggestively,
(
x
y
)
denote any arbitrary
point in H with x ∈ H+ and y ∈ H− . We set
z :=
x+ V −1y
2
and w :=
x− V −1y
2
.
Then z + w = x and z − w = V −1y, so(
x
y
)
=
(
z
V z
)
+
(
w
−V w
)
.
This proves H = µ⊕ µ′ .
b and c. Let λ = G(U) and µ = G(V ) with V bounded and invertible.
Let P+, respectively P− , denote the projection of H = H
+ ⊕H− onto
the first, respectively, the second factor. Then
λ ∩ µ =
{(
x
V x
)
| x ∈ H+ and Ux = V x
}
.
So, P2 induces an algebraic and topological isomorphism between λ∩µ
and ker
(
UV −1 − IH−
)
.
Now we determine
λ + µ =
{(
x
Ux
)
+
(
y
V y
)
| x, y ∈ H+
}
=
{(
x′
V x′
)
+
(
0
z
)
| x′ ∈ H+ and z ∈ im(UV −1 − IH−)
}
= µ⊕ im(UV −1 − IH−).
The last direct sum sign comes from the invertibility of V which induces
µ ∩ H− = {0} and, similarly, µ + H− = H , and so finally the direct
sum decomposition H = µ⊕H− with projections Πµ and Π− onto the
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components. So, Π− yields an algebraic and topological isomorphism
of λ+ µ onto im(UV −1 − IH−). In particular, we have λ+ µ closed in
H if and only if im(UV −1 − IH−) closed in H− and
H/(λ+ µ) ≃ H−/ im(UV −1 − IH−)
with coincidence of the codimensions. 
1.3. Spectral Flow for Curves of “Unitary” Operators. Let
H be a complex Banach space. First let us introduce some notation
for various spaces of operators in H :
C(H) := closed operators on H,
B(H) := bounded linear operators H → H,
K(H) := compact linear operators H → H,
F(H) := bounded Fredholm operators H → H,
CF(H) := closed Fredholm operators on H.
If no confusion is possible we will omit “(H)” and write C, B,K,
etc.. By Csa,Bsa etc., we denote the set of self–adjoint elements in C,
B, etc..
We assume that H is a pre-Hilbert space, i.e., we are given a fixed
inner product (i.e., a sesquilinear, self-adjoint positive definite form)
h : H ×H → C which is bounded
|h(x, y)| ≤ c‖x‖‖y‖ for all x, y ∈ H.
Definition 1.17. An operator A ∈ C(H) will be called unitary
with respect to h, if
h(Ax,Ay) = h(x, y) for all x, y ∈ domA.
Remark 1.18. (a) Note that h induces a uniformly smaller norm
on H which makes H into a Hilbert space if and only if H becomes
complete for this h-induced norm.
(b) The concept of h-unitary extends trivially to closed operators with
dense domain in one Banach space, equipped with an inner product,
and range in a second Banach space, possibly with a different inner
product. Exactly in this sense, for any Lagrangian subspace the gener-
ating operator U ∈ C(H+, H−) (established in Lemma 1.8) is h-unitary
with h(x, y) = ∓iω(x, y) on H± .
Like for unitary operators in Hilbert space, the following lemma
shows that a unitary operator with respect to h has no eigenvalues
outside the unit circle.
Lemma 1.19. Let A ∈ C(H) be unitary with respect to h and λ ∈ C,
|λ| 6= 1. Then ker(A− λI) = {0}.
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Proof. Let x ∈ ker(A− λI), so Ax = λx and
h(x, x) = h(Ax,Ax) = |λ|2h(x, x).
Since |λ| 6= 1, we get h(x, x) = 0 and so x = 0 by h positive definite. 
For a certain subclass of unitary operators with respect to h we
show that they have discrete spectrum close to 1. Consequently, they
are admissible with respect to the positive half-line ℓ (in the sense of
Definition A.1 of our Appendix) and so permit the definition of spectral
flow through ℓ for continuous families (same Appendix).
Proposition 1.20. (a) Let H be a Banach space with bounded
inner product h. Let A ∈ C(H) be unitary with respect to h. We
assume A − I ∈ CF(H) of index 0. Then there is a neighbourhood
N ⊂ C of 1 such that the geometric and the algebraic multiplicity of
σ(A) ∩N are finite and coincide, and
σ(A) ∩N ⊂ {1}.
(b) Let {hs} be a continuous family of inner products for H. Let As ∈
C(H) be unitary with respect to hs. We assume that the family {As}
is continuous. We denote h0 =: h and A0 =: A and choose N like in
(a). We assume that N is compact with smooth boundary. Then for
s≪ 1 the spectrum part σ(As)∩N has finite algebraic multiplicity and
we have
σ(As) ∩N ⊂ S1 .
Proof. a. We exploit the fact that the space of closed (generally
unbounded) Fredholm operators is open in C(H) in the graph (= gap)
norm and the index is locally constant (for a full proof see H. O. Cordes
and J. P. Labrousse [13, Theorem 5.1]),
Since ker(A−I) is finite-dimensional, we have an h-orthogonal split-
ting
H = ker(A− I)⊕H1
with closed H1 . (Take H1 := Π(H) with Π(x) := x−
∑n
j=1 h(x, ej)ej,
where {ej} is an H-orthonormal basis of ker(A − I)). We notice that
ker(A− I) ⊂ domA, so
(1.18) domA = ker(A− I)⊕ (domA ∩H1).
Consider the operator A|domA∩H1 . Let y ∈ domA ∩ H1 and x ∈
ker(A− I). Then
h(x,Ay) = h(Ax,Ay) = h(x, y) = 0
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by (1.18). So, the range im(A|domA∩H1) is h-orthogonal to ker(A − I)
and, hence, contained in H1 . So, the operator A can be split into the
form
(1.19) A = I|ker(A−I) ⊕A|domA∩H1 =
(
I0 0
0 A1
)
,
where I0 denotes the identity operator on ker(A − I) and A1 denotes
the restriction A1 := A|domA∩H1 : domA ∩H1 → H1 .
We observe that A − I is closed as bounded perturbation of the
closed operator A; it follows that the component A1 and the operator
A1 − I1 are closed in H1 . Here I1 denotes the identity operator on
domA∩H1 . By construction, ker(A1− I1) = {0}. By our assumption,
we have index (A1 − I1) = index (A− I) = 0, so A1 − I1 surjective. By
the Closed Graph Theorem, it follows that (A1− I1)−1 is bounded and
so A1 − I1 has bounded inverse. The same is true for all operators in
a small neighborhood. Hence, A1 has no spectrum near 1. From the
decomposition (1.19) we get σ(A) = σ(I0) ∪ σ(A1) with σ(I0) = {1}.
So, if 1 ∈ σ(A) it is an isolated point of σ(A) of finite multiplicity.
b. From our assumption it follows that σ(A)∩∂N = ∅, and, actually,
σ(As) ∩ ∂N = ∅ for s sufficiently small. Then
PN(As) := − 1
2πi
∫
∂N
(A− λI)−1dλ
is a continuous family of projections. From T. Kato [21, Lemma I.4.10]
we get
dim imPN(As) = dim imPN(A) < +∞ and PN(As)As ⊂ AsPN(As),
and from [21, Lemma III.6.17] we get
σ(As) ∩N = σ(PN(As)AsPN(As)).
Since all PN(As)AsPN (As) are unitary with respect to hs|imPN (As), it
follows σ(PN(As)AsPN(As)) ⊂ S1 . 
Thus, it follows that any h-unitary operator A with A−I Fredholm
of index 0 has the same spectral properties near |λ| = 1 as unitary
operators in Hilbert space with the additional property that 1 is an
isolated point of the spectrum of finite multiplicity. This now permits
us to define the Maslov index in weak symplectic analysis.
1.4. Maslov Index in Weak Symplectic Analysis. Our data
for defining the Maslov index are a continuous family
{(H,ωs, H+s , H−s )}
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of weak symplectic Banach spaces with continuous splitting and a con-
tinuous family {(λs, µs)} of Fredholm pairs of Lagrangian subspaces of
{(H,ωs)} of index 0. Our main task is defining the involved “continu-
ity”.
Definition 1.21. LetH be a fixed complex Banach space and {ωs}
a family of weak symplectic forms for H . Let H+s , H
−
s be subspaces
of H such that H = H+s ⊕ H−s with ∓iωs|H±s positive definite and
ωs(x, y) = 0 for all x ∈ H+s and y ∈ H−s , s ∈ [0, 1].
(a) The family {(H,ωs, H+s , H−s )} will be called continuous if the in-
duced injective mappings Js : H → H∗ are continuous as bounded
operators, and the families {H±s } are continuous as closed subspaces of
H in the gap topology. Equivalently, we may demand that the family
{Ps} of projections
Ps : x+ y 7→ x for x ∈ H+s and y ∈ H−s
is continuous.
(b) Let {(H,ωs, H+s , H−s )} be a continuous family of symplectic split-
tings and {(λs, µs)} a continuous curve of Fredholm pairs of Lagrangian
subspaces of index 0. Let Us : domUs → H−s , resp. Vs : domVs → H−s
be closed hs-unitary operators with G(Us) = λs and G(Vs) = µs . We
define the Maslov index of the curve {λs, µs} with respect to Ps by
(1.20) Mas{λs, µs;Ps} := sfℓ
{(
0 Us
V −1s 0
)}
,
where V −1 denotes the algebraic inverse of the closed injective operator
V and ℓ := (1 − ε, 1 + ε) with suitable real ε > 0 and with upward
co-orientation. The discussion around Lemma 1.23 below shows that
the spectral flow on the right side of (1.20) is always well defined.
Remark 1.22. Let {(H,ωs, H+s , H−s )} be a continuous family. A
curve {λs} of Lagrangian subspaces is continuous (i.e., {λs = G(Us}
is continuous as a curve of closed subspaces of H), if and only if the
family {Ss,s0 ◦ Us ◦ S−1s,s0} is continuous as a family of closed, generally
unbounded operators in the space imPs0. Here Us denotes the gener-
ating operator Us : domUs → H−s with G(Us) = λs (see Lemma 1.8);
s0 ∈ [0, 1] is chosen arbitrarily to fix the domain of the family; and
Ss,s0 : imPs −→ imPs0
is a bounded operator with bounded inverse which is defined in the
following way (see also [21, Section I.4.6, pp. 33-34]):
Ss,s0 := S
′
s,s0
(I − R)−1/2 = (I −R)−1/2S ′s,s0 ,
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where
R := (Ps − Ps0)2 and S ′s,s0 := Ps0Ps + (I − Ps0)(I − Ps).
We have the following lemma:
Lemma 1.23. Let (H,ω) be a weak symplectic Banach space. Let
∆ denote the diagonal (i.e., the canonical Lagrangian) in the product
symplectic space H ⊞H := (H,ω)⊕ (H,−ω), and λ, µ are Lagrangian
subspaces of (H,ω). Then
(λ, µ) ∈ FL2(H) ⇐⇒ (λ⊞ µ,∆) ∈ FL2(H ⊞H)
and
index (λ, µ) = index (λ⊞ µ,∆),
where λ⊞ µ := {(x, y) | x ∈ λ, y ∈ µ}.
Proof. Clearly (λ⊞µ)∩∆ ≃ λ∩ µ, and λ⊞µ, ∆ are Lagrangian
subspaces of H ⊞H . Since
(λ⊞ µ+∆) ∩ ({0}⊞H) ≃ {0}⊞ (λ+ µ),
we have λ+ µ closed, if λ⊞ µ+∆ is closed. Re-arranging
λ⊞µ+∆ = {(x, y)+(ξ, ξ) | x ∈ λ, y ∈ µ, ξ ∈ H} = {(x, y) | x−y ∈ λ+µ}
proves the opposite implication. Moreover, we obtain λ ⊞ µ + ∆ =
∆+∆′λ+µ with ∆
′
λ+µ := {(x,−x) | x ∈ λ+ µ}. So λ⊞ µ+∆ is closed,
if λ+ µ is closed.
Setting, similarly, ∆′ := {(x,−x) | x ∈ H} yields
H ⊞H
(λ⊞ µ) + ∆
=
∆⊕∆′
∆⊕∆′λ+µ
≃ ∆
′
∆′λ+µ
≃ H
λ+ µ
.
This proves our assertion. 
Let (H,ω) be a weak symplectic Banach space with transversal
splittings H = H+s ⊕ H−s and a corresponding projection P : H →
H+. Let (λ, µ) ∈ FL2(H). We denote the generating operators by U ,
respectively V . Then we have(
0 U
V −1 0
)
=
(
U 0
0 V −1
)(
0 IH+
IH− 0
)
,
and
G˜
(
U 0
0 V −1
)
= λ⊞ µ, and G˜
(
0 IH−
IH+ 0
)
= ∆,
where G˜ denotes the graph of closed operators from imP to im(I−P)
with P := P ⊞ (I − P ).
This leads to the following important result.
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Proposition 1.24. Let {(H,ωs)} be a continuous family of sym-
plectic forms for H in the sense of Definition 1.21a with transversal
splittings H = H+s ⊕ H−s and a corresponding family of projections
{Ps : H → H+s }. Let {(λs, µs)} be a continuous curve in FL2(H). We
denote the generating operators by Us, respectively Vs.
(a) If Vs is bounded and has bounded inverse for each s ∈ [0, 1], then
we have
(1.21) Mas{λs, µs;Ps} = sfℓ{UsV −1s },
where ℓ := (1 − ε, 1 + ε) with suitable real ε > 0 and with upward
co-orientation.
(b) We have
Mas{λs ⊞ µs,∆;Ps} = Mas{λs, µs;Ps}(1.22)
= Mas{µs, λs; I − Ps} in (H,−ωs)(1.23)
= Mas{∆, λs ⊞ µs; I − Ps} in (H,−ωs)⊞ (H,ωs),(1.24)
where Ps := Ps ⊞ (I − Ps) .
Proof. By our assumption, we have
dim ker(z2I − UsV −1s ) = dim ker
(
zI Us
V −1s zI
)
,
for all z ∈ C. By definition, we have
Mas{λs, µs;Ps} = sfℓ
{(
0 Us
V −1s 0
)}
= sfℓ{UsV −1s }.
b. Let G˜ denote the graph of closed operators from imPs to im(I−Ps) .
By (a), (b) and c(i) we have
Mas{λs ⊞ µs,∆;Ps} = Mas
{
G˜
(
Us 0
0 V −1s
)
, G˜
(
0 IH−s
IH+s 0
)
;Ps
}
= sfℓ
{(
Us 0
0 V −1s
)(
0 IH+s
IH−s 0
)}
= sfℓ
{(
0 Us
V −1s 0
)}
= Mas{λs, µs;Ps}.
So (1.22) is proved. By the definition of the Maslov index we have
(1.23). (1.24) follows from (1.23) and (1.22). 
From the properties of our general spectral flow, as observed at the
end of our Appendix, we get all the basic properties of the Maslov
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index (see S. E. Cappell, R. Lee, and E. Y. Miller [11, Section 1] for a
more comprehensive list).
Proposition 1.25. (a) The Maslov index is invariant under ho-
motopies of curves of Fredholm pairs of Lagrangian subspaces with
fixed endpoints. In particular, the Maslov index is invariant under
re-parametrization of paths.
(b) The Maslov index is additive under catenation, i.e.
Mas
{
λ1 ∗ λ2, µ1 ∗ µ2;Ps ∗Qs
}
= Mas
{
λ1, µ1;Ps
}
+Mas
{
λ2, µ2;Qs
}
,
where {λi(s)}, {µi(s)}, i = 1, 2 are continuous paths with λ1(1) =
λ2(0), µ1(1) = µ2(0) and
(λ1 ∗ λ2)(s) :=
{
λ1(2s) 0 ≤ s ≤ 12
λ2(2s− 1) 12 < s ≤ 1 ,
and similarly µ1 ∗ µ2 and {Ps} ∗ {Qs} .
(c) The Maslov index is natural under symplectic action: let {(H ′, ω′s)}
be a second family of symplectic Banach spaces and let
Ls ∈ Sp(H,ωs;H ′, ω′s)
:= {L ∈ B(H,H ′) | L invertible and ω′s(Lx, Ly) = ωs(x, y)}
such that {Ls} is a continuous family as bounded operators. Then,
clearly, {H ′ = Ls(H+s )⊕Ls(H−s )} is a continuous family of symplectic
splittings of {(H ′, ω′s)} inducing projections {Qs}, and we have
Mas{λs, µs;Ps} = Mas{Lsλs, Lsµs;Qs}.
(d) The Maslov index vanishes, if dimλs∩µs constant for all s ∈ [0, 1].
(e) Flipping. We have
Mas{λs, µs;Ps}+Mas{µs, λs;Ps} = dim λ0 ∩ µ0 − dimλ1 ∩ µ1.
We can not claim that the Maslov index, Mas{λs, µs;Ps} is always
independent of the splitting projection Ps in general Banach space.
However, we have the following result.
Proposition 1.26. Let {(H,ωs)} be a continuous family of strong
symplectic Banach spaces (with fixed underlying Banach space H) and
let {H = H+s,t ⊕ H−s,t} be two continuous symplectic splittings in the
sense of Definition 1.21a with projections Ps,t : H → H+s,t for s ∈ [0, 1]
and t = 0, 1. Let {(λs, µs)} be a continuous curve of Fredholm pairs of
Lagrangian subspaces of {(H,ωs)}. Then
(a) index (λs, µs) = 0 for all s ∈ [0, 1]; and
(b) Mas{λs, µs;Ps,0} = Mas{λs, µs;Ps,1} .
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Note. Commonly, one assumes J2 = −I in strong symplectic anal-
ysis and defines the Maslov index with respect to the induced decom-
position. In view of Lemma 1.5, the point of the preceding proposition
is that the Maslov index is independent of the choice of the metric.
Proof. a. Using −iωs, we make (H,ωs) into a symplectic Hilbert
space and deform the metric such that J2s = −I. Clearly, the dimen-
sions entering into the definition of the Fredholm index do not change
under the deformation. So, we are in the well-studied standard case.
b. We recall that our two families of symplectic splitting define two
families of Hilbert structures for H defined by
〈x, y〉s,t := −iωs(x+s,t, y+s,t) + iωs(x−s,t, y−s,t)
for x = x+s,t + x
−
s,t, y = y
+
s,t + y
−
s,t, x
+
s,t, y
+
s,t ∈ H+s,t, x−s,t, y−s,t ∈ H−s,t, t = 0, 1.
For any t ∈ [0, 1] we define
〈x, y〉s,t := (1− t)〈x, y〉s,0 + t〈x, y〉s,1.
Then all (H, 〈·, ·〉s,t) are Hilbert spaces.
Define Js,t by ωs(x, y) = 〈Js,tx, y〉s,t and let H±s,t denote the positive
(negative) space of −iJs,t and Ps,t the orthogonal projection of H onto
H+s,t.
Then the two-parameter family {Js,t} is a continuous family of in-
vertible operators; {Ps,t} is continuous; and {H+s,t} is continuous. So
Mas{λs, µs;Ps,t} is well defined. So, by homotopy invariance and ad-
ditivity under catenation we obtain
Mas{λs, µs;Ps,0} = Mas{λs, µs;Ps,1}.

For fixed strong symplectic Hilbert space H , choosing one single
Lagrangian subspace λ yields a decomposition H = λ⊕ Jλ . This de-
composition was used in [3, Definition 1.5] (see also [5, Theorem 3.1]
and [19, Proposition 2.14]) to give the first functional analytic defini-
tion of the Maslov index, though under the somewhat restrictive (and
notationally quite demanding) assumption of real symplectic structure.
Up to the sign, our Definition 1.21b is a true generalization of that pre-
vious definition. More precisely:
Let (H,ω) be a real symplectic Hilbert space with
ω(x, y) = 〈Jx, y〉, J2 = −I, J t = −J.
Clearly, we obtain a symplectic decomposition H+⊕H− = H⊗C with
the induced complex strong symplectic form ωC by
H± := {(I ∓√−1J)ζ | ζ ∈ H}.
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Now we fix one (real) Lagrangian subspace λ ⊂ H . Then there is a
real linear isomorphism ϕ : H ∼= λ⊗C defined by ϕ(x+Jy) = x+√−1y
for all x, y ∈ λ. For A = X + JY : H → H with X, Y : H → H real
linear and
(1.25) X(λ) ⊂ λ, Y (λ) ⊂ λ, and XJ = JX, Y J = JY,
we define
ϕ∗(A) := ϕ ◦A ◦ ϕ−1 = X +
√−1Y, Aλ := X − JY, Atλ := X t + JY t,
where X t, Y t denotes the real transposed operators.
Lemma 1.27. Let (λ, µ) be any pair of Lagrangian subspaces of H
(in the real category). Let V˜ : H → H with V˜ J = JV˜ be a real
generating operator for µ with respect to the orthogonal splitting H =
λ ⊕ Jλ, i.e., µ = V˜ (Jλ) and ϕ∗(V˜ ) is unitary. Let U, V : H+ → H−
denote the unitary generating operators for λ⊗ C and µ ⊗ C, i.e., we
have
λ⊗ C = G(U) and µ⊗ C = G(V ).
Then we have V U−1 = −Sλ(V˜ ), where Sλ(V˜ ) := ϕ∗(V˜ )ϕ∗
(
V˜ tλ
)
is the
complex generating operator for µ⊗C with respect to λ, as defined by J.
Leray in [23, Section I.2.2, Lemma 2.1] and elaborated in the preceding
references.
Proof. We firstly give some notations used later. For ζ = x+Jy ∈
H with x, y ∈ λ we define ζλ := ϕ−1
(
ϕ(ζ)
)
= x − Jy. Moreover, For
A = X + JY : H → H with X, Y : H → H real linear with (1.25), we
define S˜λ(A) := AA
tλ . Then we have Sλ(A) = ϕ∗
(
S˜λ(A)
)
.
Now we give explicit descriptions of U and V . It is immediate that
U takes the form
U : H+ −→ H−
(I −√−1J)ζ 7→ (I +√−1J)ζλ .
By the definition of V˜ , we have
µ = V˜ (Jλ) = {2V˜ Jx+ 2√−1V˜ Jy | x, y ∈ λ}.
We shall find V : (I −√−1J)ζ 7→ (I +√−1J)ζ1 with ζ, ζ1 ∈ H such
that G(V ) = µ⊗ C, i.e., we shall find ζ1 to ζ = x+ Jy such that
(1.26)
(I −√−1J)ζ + (I +√−1J)ζ1 = 2V˜ Jx+ 2
√−1V˜ Jy for all x, y ∈ λ.
Comparing real and imaginary part of (1.26) yields ζ+ ζ1 = 2V˜ Jx and
−√−1J(ζ − ζ1) = −
√−1V˜ Jy, so
ζ = V˜ (Jx− y) and ζ1 = V˜ (Jx+ y).
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From the left equation we obtain ζλ = −V˜ λ(Jx + y). Since ϕ∗(V˜ ) is
unitary, we obtain from the right side
ζ1 = V˜ (Jx+ y) = −V˜ V˜
−1
λ ζλ = −V˜ V˜ tζλ = −S˜λ(V˜ )ζλ.
This gives
V : H+ −→ H−
(I −√−1J)ζ 7→ −(I +√−1J)S˜λ(V˜ )ζλ.
So for all z1 := (I +
√−1J)ζ1 with ζ1 ∈ H , we have
V U−1z1 = −(I +
√−1J)S˜λ(V˜ )ζ1
= −S˜λ(V˜ )(I +
√−1J)ζ1
= −S˜λ(V˜ )(I −
√−1J)ϕ(ζ)
= −ϕ∗(S˜λ(V˜ ))(I −
√−1J)ϕ(ζ)
= −Sλ(V˜ )(I +
√−1J)ζ1
= −Sλ(V˜ )z1.
That is, V U−1 = −Sλ(V˜ ). 
With the preceding notation, we recall from [3, Definition 1.5] the
definition of the Maslov index
(1.27) MasBF{µs, λ} := sfℓ′{Sλ(V˜s)}
of a continuous curve {µs} of Lagrangian subspaces in real symplectic
Hilbert space H which make Fredholm pairs with one fixed Lagrangian
subspace λ. Here ℓ′ := (−1 − ε,−1 + ε) with downward orientation.
Corollary 1.28.
Mas{λ⊗ C, µs ⊗ C} = −MasBF{µs, λ}.
Proof. Let ℓ, ℓ′ denote small intervals on the real line close to 1,
respectively -1 and give ℓ the co-orientation from −i to +i and ℓ′ vice
versa. We denote by ℓ− the interval ℓ with reversed co-orientation.
Then by our definition in 1.20, elementary transformations, the pre-
ceding lemma, and the definition recalled in (1.27):
Mas{λ⊗ C, µs ⊗ C} = − sfℓ{UV −1s } = − sfℓ−{VsU−1}
= − sfℓ−{−Sλ(V˜s)} = − sfℓ{−Sλ(V˜s)}
= − sfℓ′{Sλ(V˜s)} = −MasBF{µs, λ}.

WEAK SYMPLECTIC FUNCTIONAL ANALYSIS 29
We close this section with discussing the invariance of the Maslov
index by embedding in a larger symplectic space, assuming a simple
regularity condition (see also Lemma 1.15 above).
Lemma 1.29. Let {(L, ωs, L+s , L−s )} be a continuous family of sym-
plectic splittings for a fixed (complex) Banach space L and {(λs, µs) ∈
FL2(L, ωs)} a continuous curve with index (λs, µs) = 0 for all s ∈ [0, 1].
Let H be a second Banach space with a linear embedding H →֒ L (in
general neither continuous nor dense). We assume that
ω˜s := ωs|H×H and H±s := L±s ∩H.
yields also a continuous family {(H, ω˜s, H+s , H−s )} of symplectic split-
tings. Moreover, we assume that λs ∩ µs ⊂ H and (λs ∩H, µs ∩H) ∈
FL2(H, ω˜s) of index 0 for all s, and that the pairs make also a contin-
uous curve in H. Then we have
Mas{λs, µs;Ps} = Mas{λs ∩Hs, µs ∩Hs; P˜s},
where Ps and P˜s denote the projections for the decomposition L =
L+s ⊕ L−s , respectively H = H+s ⊕H−s .
The lemma is an immediate consequence of Lemma A.3 of the ap-
pendix.
2. Symplectic Analysis of Symmetric Operators
2.1. General Assumptions. In this section we shall introduce
the concept of a continuous family {At}t∈[0,1] of closed symmetric op-
erators in a fixed Hilbert space X (in Section 3 we shall give an outline
of necessary changes for continuously varying Hilbert spaces Xt), and
continuously varying self-adjoint Fredholm extensions At,Dt with con-
tinuously varying domains {Dt ⊂ Xt}t∈[0,1] . Our main effort will be
explaining the suitable concepts of continuity and to specify the mini-
mal assumptions required for the general spectral flow formula.
The most general setting for that will be a fixed (or canonically
identified) minimal domain domAt =: Dm; a fixed (or canonically
identified) reduced (intermediate) domain DW ; but varying maximal
domains Dmax,t := domA
∗
t ; and varying domains Dt of the self-adjoint
Fredholm extensions.
For a better understanding, one may think of the situation de-
scribed in the Introduction (see also below Section 3).
Let X be a complex Hilbert space and A ∈ C(X) a linear, closed,
densely defined operator in X . We assume that A is symmetric, i.e.,
A∗ ⊃ A where A∗ denotes the adjoint operator. We denote the domains
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of A by Dm (the minimal domain) and of A
∗ by Dmax (the maximal
domain). We recall from [3]:
(i) The spaceDmax is a Hilbert space with the graph inner product
(2.1) 〈x, y〉G := 〈x, y〉X + 〈A∗x,A∗y〉X for x, y ∈ Dmax .
(ii) The space Dm is a closed subspace in the graph norm and the
quotient space Dmax/Dm is a strong symplectic Hilbert space
with the (bounded) symplectic form induced by Green’s form
(2.2) {x+Dm, y +Dm} := 〈A∗x, y〉X − 〈x,A∗y〉X for x, y ∈ Dmax .
(iii) If A admits a self-adjoint Fredholm extension A∗|D with do-
main D ⊂ X , then the natural Cauchy data space (kerA∗ +
Dm)/Dm is a Lagrangian subspace of Dmax/Dm .
(iv) Moreover, self-adjoint Fredholm extensions are characterized
by the property of the domain D that (D + Dm)/Dm is a
Lagrangian subspace of Dmax/Dm and forms a Fredholm pair
with (kerA∗ +Dm)/Dm .
(v) We denote the natural projection by
γ : Dmax −→ Dmax/Dm.
2.2. Lagrangian Property of Reduced Cauchy Data Spaces.
In our applications, we consider families of self-adjoint Fredholm opera-
tors with varying domain and varying maximal domain. To us, there is
no natural way to identify the different symplectic spaces and to define
continuity of Lagrangian subspaces and continuity of symplectic forms
in these varying symplectic spaces. However, in most applications the
minimal domain is fixed and also an intermediate (reduced) Hilbert
space DW , typically the first Sobolev space. We shall show that mean-
ingful modifications of the preceding statements can be obtained when
we replace Dmax by this reduced (intermediate) space DW under the
following assumptions.
Assumptions 2.1. (a) Our data are now four Hilbert spaces with
continuous inclusions
Dm →֒ DW →֒ Dmax →֒ X,
where the Hilbert space structure is given onDmax andDm by the graph
inner product of a fixed closed densely defined symmetric operator
A ∈ C(X) with domA = Dm .
(b) We assume that on Dm the graph norm and the norm induced by
the Hilbert space DW are equivalent.
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(c) We assume that the set DW is dense in Dmax in the graph norm.
(d) Finally, we assume that there exists a self-adjoint Fredholm exten-
sion AD of A with domain Dm ⊂ D ⊂ DW .
Assumption 2.1a implies
‖x‖2Dmax : = ‖x‖2G = ‖x‖2X + ‖Ax‖2X(2.3)
≤ c‖x‖2DW for all x ∈ DW .(2.4)
In particular, it follows that A∗|DW : DW → X is bounded.
Assumption 2.1b implies the opposite estimate to (2.3), namely
(2.5) ‖x‖2DW ≤ c
(
‖x‖2X + ‖Ax‖2X
)
= c‖x‖2
G
for all x ∈ Dm .
Lemma 2.2. Under Assumptions 2.1a,b,c the quotient space DW/Dm
is a weak symplectic Hilbert space with the symplectic form induced by
Green’s form on Dmax .
Proof. By Assumption 2.1b, Dm is closed in DW , so the quotient
is a Hilbert space and we can apply Lemma 1.15a. For easy reading
we repeat the argument of Lemma 1.15a in full length.
By Assumption 2.1a the inclusion DW →֒ Dmax is continuous, hence
the restriction of the Green’s form on DW is also bounded.
It remains to show that the annihilator (DW/Dm)
0 of DW/Dm is
{0}. We shall denote the class x +Dm in DW/Dm of any x ∈ DW by
[x]. So, let [x] ∈ (DW/Dm)0 . Then we have
(2.6) {x, y} = 0 for all y ∈ DW .
From the continuity of the form {·, ·} on Dmax and Assumption 2.1c it
follows that equation (2.6) is valid for all y ∈ Dmax . Since Dmax/Dm
is symplectic, that yields x ∈ Dm , so [x] = 0 in DW/Dm . 
The lemma shows that any intermediate space DW satisfying As-
sumptions 2.1a,b,c is big enough to permit a meaningful symplectic
analysis on the reduced quotient space DW/Dm . The point of this con-
struction is that the norm in DW/Dm does not come from the graph
norm inDmax but from the norm ofDW . Therefore, it can be kept fixed
even when our operator varies. The symplectic structure of DW/Dm ,
however, is induced by Green’s form and therefore will change with
varying operators.
In the following, we denote the extension A∗|D of A with domain
D by AD . We shall write AW for ADW .
In [3, Proposition 3.5], in the spirit of the classical von-Neumann
program, self-adjoint Fredholm extensions were characterized by the
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property that their domains, projected down into the strong symplec-
tic space β(A) := Dmax/Dm of natural boundary values, make Fred-
holm pairs of Lagrangian subspaces with the natural Cauchy data space
(kerA∗ +Dm)/Dm. Immediately, this does not help for operator fam-
ilies with varying maximal domain. Surprisingly, however, the argu-
ments generalize to the weak symplectic space DW/Dm.
Proposition 2.3. Under the Assumptions 2.1 the quotient space
D/Dm and the reduced Cauchy data space (kerAW +Dm)/Dm form a
Fredholm pair of Lagrangian subspaces of the (weak) symplectic Hilbert
space DW/Dm with index 0. Moreover, it follows that imAW = imA
∗ .
Proof. Clearly, the spaces
λ := D/Dm and µ := (kerAW +Dm)/Dm
are isotropic subspaces in the (weak) symplectic Hilbert space H :=
(DW/Dm, {·, ·}) . So, by Proposition 1.13 it suffices to show that λ+µ
is closed in H and that λ, µ form an (algebraic) Fredholm pair of non-
negative index.
First, we consider
(2.7) DW
A∗◦j−→ imAW π−→ imAW/ imAD ,
where j denotes the dense continuous inclusion DW
j→֒ Dmax and π
denotes the projection onto the quotient space. Note that the range
imAD closed in the basic Hilbert space X by the Fredholm property,
and so also closed in the reduced (intermediate) space imAW . Then
D + kerAW = {x ∈ DW | A∗x ∈ imAD} = ker(π ◦ A∗ ◦ j)
is closed in DW since j, A
∗, and π are continuous. So, also λ + µ =
(D + kerAW )/Dm is closed in H = DW/Dm .
To examine H/(λ + µ) we notice that the reduced (intermediate)
space imAW contains the closed space imAD of finite codimension in
X . So, the space imAW/ imAD to the right in (2.7) must be of finite
dimension. Then we apply the purely algebraic identities (note that
AW : DW → imAW is surjective):
H/(λ+ µ) = (DW/Dm)/((D + kerAW )/Dm)(2.8)
≃ DW/
(
D + kerAW
) ≃ imAW/ imAD .(2.9)
That proves dimH/(λ+ µ) <∞.
Next we consider the algebraic identity
λ ∩ µ = D/Dm ∩ (kerAW +Dm)/Dm
= (kerAD +Dm)/Dm ≃ kerAD/(Dm ∩ kerAD),
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where the numerator and the denominator in the quotient to the right
are of finite dimension, so dim(λ ∩ µ) < +∞.
To estimate index (λ, µ), we re-write, algebraically,
λ ∩ µ ≃ kerAD/(Dm ∩ kerAD) ≃ kerAD/ kerA.
We consider the numerator to the right,
kerAD ≃ X/ imAD ≃ X/ imA∗ ⊕ imA∗/ imAD
≃ kerA ⊕ imA∗/ imAD .
The transformation can be made since AD is a self-adjoint Fredholm
operator with closed range of finite codimension, and so imA∗ with
imAD ⊂ imA∗ ⊂ X is also of finite codimension and closed. So, we
finally obtained an alternative expression for dimλ ∩ µ, namely
dimλ ∩ µ = dim imA∗/ imAD .
Comparing with (2.8) we see that
codim(λ+ µ) = dim imAW/ imAD ≤ dimλ ∩ µ .
This proves index (λ, µ) ≥ 0. So, by Proposition 1.13, the pair (λ, µ) is
truly a Fredholm pair of Lagrangian subspaces with vanishing Fredholm
index. So,
dim imA∗/ imAD = dim imAW/ imAD .
Since imAW ⊂ imA∗ , that proves imAW = imA∗ . 
By the above proposition we can prove the somewhat surprising
local stability of weak inner UCP. Firstly we recall the definition.
Definition 2.4. (a) Let X be a Banach space with subspaces
Dm ⊂ DW ⊂ X and let AW be an unbounded operator in X with
domAW = DW . We shall say that the operator AW satisfies the weak
inner Unique Continuation Property (UCP) with respect to Dm if and
only if kerAW |Dm = {0}.
(b) Let X be a Hilbert space and A ∈ C(X) with domA = Dm and
A∗ ⊃ A. We shall say that the operator A (or, colloquially, the opera-
tors A∗) satisfies the weak inner Unique Continuation Property (UCP)
if kerA = {0}.
Note that
kerA = kerA∗|Dm = kerAW |Dm = Dm ∩ kerA∗ .
It is well known that weak UCP and weak inner UCP can be es-
tablished for a great class of Dirac type operators, see the first author
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with Wojciechowski [8, Chapter 8], and the first author with M. Mar-
colli and B.-L. Wang [7]. However, it is not valid for all linear ellip-
tic differential operators of first order as shown by the Pli´s counter-
example [31]. Moreover, one has various quite elementary examples of
linear and non-linear perturbations which invalidate weak inner UCP
for Dirac operators. Two such examples are listed in [7]. In the same
paper, however, it was shown that weak UCP is preserved under certain
‘small’ perturbations of Dirac type operators. Here we show a more
general and more elementary result, namely the local stability of weak
inner UCP.
Corollary 2.5. Let X be a Hilbert space. Let A ∈ C(X) with
domA = Dm, and let Dm ⊂ D ⊂ DW ⊂ X satisfy Assumptions 2.1
with respect to A. Let {As,W : DW → X} be a continuous curve of
bounded operators with A0,W = A
∗|DW . If A0,W satisfies weak inner
UCP with respect to Dm, then all As,W are surjective for s ≪ 1. If,
moreover,
(2.10) 〈As,Wx, y〉 = 〈x,As,Wy〉 for all x ∈ Dm and y ∈ DW ,
then, for s≪ 1, all As,W satisfy weak inner UCP with respect to Dm.
Proof. By Assumptions 2.1, imA∗|D is closed and is of finite codi-
mension. Since imA∗|D ⊂ imA∗ ⊂ X , the full range imA∗ is closed.
Since A0,W = A
∗|DW and A0,W satisfies weak inner UCP with respect
to Dm, imA
∗ = X . By Proposition 2.3, we have imA0,W = imA
∗.
Then A0,W is semi-Fredholm. By Theorem IV.5.17 of [21] we have
imAs,W = X for s≪ 1. This proves the first part of the corollary.
Since (2.10) means that
(
As,W |Dm
)∗ ⊃ As,W , the second part is an
immediate consequence of the first part. 
2.3. Continuity of Reduced Cauchy Data Spaces. In this
subsection we generalize (and partly simplify) the proof of the conti-
nuity of Cauchy data spaces given in [3, Section 3.3]. Instead of the
natural Cauchy data spaces
(
Dm + kerA
∗
s
)
/Dm in the natural (distri-
bution) space Dmax/Dm (see point (iii) of the introductory remarks
to our Subsection 2.2) we consider the reduced Cauchy data spaces
(Dm + kerAs,W )/Dm in the reduced (function) space DW/Dm .
Theorem 2.6. Let {As : Dm → X}s∈[0,1] be a family of closed
symmetric densely defined operators in X. We assume that
(i) each As admits a self-adjoint Fredholm extension with domain
Ds ;
(ii) each A∗s satisfies weak inner UCP relative to Dm ; and
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(iii) the extensions As,W = (As)
∗|DW : DW → X form a continuous
family of bounded operators.
Then the reduced Cauchy data spaces
(
Dm+kerAs,W
)
/Dm are continu-
ously varying in DW/Dm . Here Dm →֒ DW →֒ X denote three Hilbert
spaces with continuous embeddings satisfying Assumption 2.1 relative
A0 .
Remark 2.7. (a) As usual, we define the continuous dependence
of a family of subspaces of a Hilbert space on a parameter by the
continuity of the corresponding orthogonal projections.
(b) The assumption that the family As,W = A
∗
s|DW : DW → X forms a
continuous family in the space of bounded operators B(DW , X) is natu-
rally satisfied in our applications, as we shall see below. However, even
in the case of fixed maximal domain DW = Ds,max , our assumption is
more restrictive than demanding only continuity in the gap norm, as
explained in Remark 2.10.
(c) As mentioned before, when we deal with curves of symmetric gener-
alized operators of Dirac type on a compact manifoldM with boundary
Σ, we have DW = H
1(M), Dm = H
1
0 (M), and DW/Dm = H
1/2(Σ).
Then the reduced Cauchy data spaces
(
Dm + kerAs,W
)
/Dm can be
identified with the ranges imQs ∩ H1/2(Σ) of the pseudo-differential
Caldero´n projections Qs of the operators As .
Proof of Theorem 2.6. For shorter writing and better reading,
we shall denote kerAs,W by Ss, and the projection ofDW ontoDW/Dm
by γ . Note that Ss is closed in DW , but not necessarily in Ds,max nor
in X .
To prove the continuity, we need only to consider the local situation
at s = 0. First we show that {Ss}s∈I is a continuous family of subspaces
of DW ; then we show that γ(Ss) is a continuous family in DW/Dm.
We consider the bounded operator
Fs : DW −→ X ⊕ S0
x 7→ (A∗s(x), P0x) ,
where P0 : DW → S0 denotes the orthogonal projection of the Hilbert
space DW onto the closed subspace S0 . By definition, the family {Fs}
is a continuous family of bounded operators.
Clearly, F0 is injective. Moreover, from weak inner UCP we get
imA∗0 = X and from Proposition 2.3 imA
∗
0 = imA
∗
0|DW . So, the opera-
tor F0 is also surjective. This proves that F0 is invertible with bounded
inverse. Then all operators Fs are invertible for small s ≥ 0, since Fs
is a continuous family of operators.
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Note that
(2.11) F0(S0) = F (Ss) = 0⊕ S0 .
These linear spaces are just the same.
We define
ϕs := F
−1
s ◦ F0 : DW ∼= DW and ϕ−1s = F−10 ◦ Fs : DW ∼= DW
for s small. From (2.11), we obtain that
(2.12) ϕs(S0) = Ss .
More explicitly, let z ∈ ϕs(S0), z = ϕs(x) = F−1s F0(x) for suitable
x ∈ S0 . Then F0(x) = (0, x) and F−1s F0(x) = z ∈ Ss . To prove the
opposite inclusion, let z ∈ Ss and set x := P0(z). Then F0(x) = (0, x)
and F−1s F0(x) = z.
From (2.12) we get that
{Ps := ϕsP0ϕ−1s : DW −→ Ss}
is a continuous family of projections onto the solution spaces Ss. The
projections are not necessarily orthogonal, but can be orthogonalized
and remain continuous in s like in [8, Lemma 12.8]. This proves the
continuity of the family {Ss} in DW .
Now we must show that {γ(Ss)} is a continuous family in DW/Dm.
This is not proved by the formula γ(Ss) = γ(ϕs(S0)) alone. We must
modify the endomorphism ϕs of DW in such a way that it keeps the
subspace Dm invariant.
To do that, we recall that Dm , which is closed in the graph norm,
is, by Assumption 2.1b, closed in DW . So, Dm + S0 is closed in DW .
We define a continuous family of mappings by
ψs : DW = Dm + S0 + (Dm + S0)
⊥ −→ DW
x+ y + z 7→ x+ ϕs(y) + z
with ψ0 = id. Hence all ψs are invertible for s≪ 1, and ψs(Dm) = Dm
for such small s. Hence we obtain a continuous family of mappings
{ψ˜s : DW/Dm → DW/Dm} with ψ˜s(γ(S0)) = γ(Ss). From that we
obtain a continuous family of projections as above. 
Remark 2.8. From the preceding arguments it also follows that
the Cauchy data spaces form a differentiable family, if {A∗s|DW } is a
differentiable family.
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2.4. Proof of the General Spectral Flow Formula. We shall
make the following assumptions. They all are natural in our applica-
tions, as we shall see later, in Section 3.
Assumptions 2.9. (a) We are given a family {As : Dm → X}s∈[0,1]
of closed symmetric densely defined operators satisfying weak inner
UCP and continuity as a family of bounded operators {A∗s : DW → X}
with four Hilbert spaces with continuous inclusions
Dm →֒ DW →֒ Dmax,s →֒ X.
Here the Hilbert space structures on Dmax,s := dom(A
∗
s) and Dm is a
closed subspace of DW . We assume that on Dm the graph norm and
the norm induced by the Hilbert space DW are equivalent and that the
set DW is dense in each Dmax,s with the respective graph norm.
(b) We assume that the Hilbert space DW/Dm is embedded in a fixed
Hilbert space L with a continuous family of symplectic splittings
(L, ωs, L
+
s , L
−
s ).
We assume that
{x, y}s = ωs(x, y) for x, y ∈ DW/Dm,
where {·, ·}s is induced by the Green’s form of A∗s (see (2.2)). We set
H±s := L
±
s ∩ DW/Dm and assume that (DW/Dm, {·, ·}s, H+s , H−s ) is a
(not necessarily continuous) family of symplectic splittings.
We recall that the natural space βs :=
(
Dmax,s/Dm, {·, ·}s
)
of all
boundary values is a strong symplectic Hilbert space. We assume that
there is a family of symplectic splitting (βs, {·, ·}s,β+s ,β−s ) such that
H±s = β
±
s ∩DW/Dm.
(c) The third group of assumptions concerns the domains Ds and the
reduced Cauchy data:
(i) We are given a continuous family {λs} of Lagrangian subspaces
of L.
(ii) We set
Ds := {x ∈ DW |(x+Dm)/Dm ∈ λs}.
We assume that
{
As,Ds := A
∗
s|Ds; s ∈ [0, 1]
}
is a continuous
family (in the gap topology) of self-adjoint Fredholm operators
in X .
(iii) For real a with |a| ≪ 1, let
µ˜s,a :=
(
Dm + ker(A
∗
s + aI)|DW
)
/Dm.
38 BERNHELM BOOSS–BAVNBEK AND CHAOFENG ZHU
We assume that there exists a continuous two-parameter fam-
ily {µs,a} of Lagrangians in L for |a| ≪ 1 such that µs,a ∩(
DW/Dm
)
= µ˜s,a.
(iv) We assume that (λs, µs,a) ∈ FL2(L) of index 0.
(v) Finally, we make the regularity assumption
λs ∩ µs,a ⊂ DW/Dm.
Remark 2.10. As a simple example let us consider the case that
the domain of A∗s is fixed. Let us call it Dmax, and set DW := Dmax.
By standard norm estimates we obtain at once
(i) The graph norms are uniformly equivalent with the constants
approaching 1 for s→ s0 for any s0 ∈ [0, 1].
(ii) The family {A∗s}s∈[0,1] is continuous in C(X), i.e. with respect
to the gap norm.
(iii) If {Ds/Dm} is a continuous family of Lagrangian subspaces of
DW/Dm, then
{
A∗s|Ds
}
is a continuous family of self-adjoint
operators in C(X).
Lemma 2.11. Under Assumptions 2.9, we have for each fixed s ∈
[0, 1] and ε > 0 sufficiently small
sf
{
As,Ds + aI; a ∈ [0, ε]
}
= −Mas
{
λs, µs,a;Ps; a ∈ [0, ε]
}
,
where Ps : L = L
+
s ⊕ L−s → L+s denotes the symplectic splitting projec-
tions.
Proof. By (a) and c(ii) of Assumptions 2.9 and Corollary 2.5, the
operators As + aI, a ∈ [0, ε] satisfy weak inner UCP for ε ≪ 1. From
c(ii) and c(iii) of Assumptions 2.9 we have λs ∩ µ˜s,aβs = λs ∩ µ˜s,a.
From Assumption 2.9c(ii) it follows that Ds/Dm = λs ∩
(
DW/Dm
)
is a Lagrangian subspace of βs, and so, it makes a Fredholm pair
with the natural Cauchy data space γs(ker(A
∗
s + aI)) in βs. Here
γs : Dmax,s → βs denotes the projection.
Note that λs ∩
(
DW/Dm
)
is also Lagrangian in the weak symplectic
Hilbert space DW/Dm by Lemma 1.15. A consequence of assumption
c(ii) in combination with Proposition 2.3 is that (λs ∩DW/Dm, µ˜s,a) ∈
FL2(DW/Dm) and of index 0. By Theorem 2.6, we have two continuous
families{
γs
(
kerA∗s + aI
)
; a ∈ [0, ε]
}
and
{
γs
(
kerA∗s|DW + aI
)
; a ∈ [0, ε]
}
.
We denote by P˜s : DW/Dm = H
+
s ⊕ H−s → H+s the symplectic
splitting projections in DW/Dm.
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From [3, Theorem 5.1], Corollary 1.28 and Lemma 1.29, we have
sf
{
As,Ds + aI; a ∈ [0, ε]
}
= MasBF
{
γs(ker(A
∗
s + aI)), λs ∩
(
DW/Dm
)
; a ∈ [0, ε]
}
in βs
= −Mas
{
λs ∩
(
DW/Dm
)
, γs(ker(A
∗
s|DW + aI)); P˜s
}
in DW/Dm
= −Mas
{
λs, µs,a;Ps; a ∈ [0, ε]
}
in L.

Remark 2.12. In principle, the third line of the preceding formula
alignment is the only place in the proof of our new general spectral
flow formula where we really need our new weak symplectic analysis of
Section 1. As a matter of fact, we could have avoided weak symplectic
analysis by exploiting the Criss-Cross Theorem of [5]. Anyway, the
goal is the same, namely to come
• from more easily obtainable results in the natural boundary
value space β (which, however, is a distribution space in ap-
plications)
• to more easily applicable results in the familiar L2 space (our
L in applications).
However, that theorem is quite delicate because it relates curves of
Fredholm pairs of Lagrangians and the Maslov index in two symplectic
spaces where none of them is contained in the other one.
Going via the weak symplectic Hilbert space DW/Dm has the ad-
vantage that every step can be made by plain embedding arguments,
first embedding DW/Dm into β; then embedding DW/Dm into L.
Actually, the preceding lemma and proof can be considered as an
elementary and intuitive proof of parts of the Criss-Cross Theorem,
though not of the continuity implications which here are assumed and
not proved.
Now our main result follows at once.
Theorem 2.13. (General Spectral Flow Formula). Under Assump-
tions 2.9 we have
(2.13) sf{As,Ds} = −Mas{λs, µs,0}.
Proof. To begin with, we sharpen the observation made at the
beginning of the proof of the preceding lemma: by (a) and c(ii) of
Assumptions 2.9 and Corollary 2.5, for each s0 there exists an ε(s0) > 0
such that the operators As+aI satisfy weak inner UCP for all s, a with
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|s− s0|, |a| < ε(s0). Here we use the continuity of the family
{
A∗s|DW
}
as bounded operators from DW to X . Since [0, 1] is compact, there
exists an ε > 0 such that the operators As+aI satisfy weak inner UCP
for all s ∈ [0, 1] and |a| < ε.
We only need to prove the formula (2.13) in a small interval [s0, s1].
We consider the two-parameter families
{As,Ds + aI} and {λs, µs,a}
for s ∈ [s0, s1] and a ∈ [0, ε]. Because of the homotopy invariance
of spectral flow and Maslov index, both integers must vanish for the
boundary loop going counter clockwise around the rectangular domain
from the corner point (s0, 0) via the corner points (s1, 0), (s1, ε), and
(s0, ε) back to (s0, 0).
Moreover, for s1 sufficiently close to s0 we can choose ε sufficiently
small so that ker(As,Ds + εI) = {0} for all s ∈ [s0, s1]. Hence, spectral
flow and Maslov index must vanish on the top segment of our box.
Finally, by the preceding lemma, the left and the right side segments
of our curves yield vanishing sum of spectral flow and Maslov index.
So, by additivity under catenation, our assertion follows. 
By Remark 2.12, we have for fixed maximal domain:
Corollary 2.14. Let {As : Dm → X}s∈[0,1] be a family of closed
symmetric densely defined operators satisfying weak inner UCP, with
three Hilbert spaces with inclusions
Dm →֒ DW →֒ X,
where Dm is a closed subspace of DW , DW = domA
∗
s. We assume
that on DW the graph norms induced by A
∗
s and the original norm are
equivalent. Assume that {A∗s : DW → X} is a continuous family of
bounded operators. If {Ds/Dm} is a continuous family of Lagrangian
subspaces of DW/Dm, such that all
(
Ds/Dm, γs(ker(A
∗
s))
)
are Fredholm
pairs in DW/Dm, then
{
As,Ds
}
is a continuous family of self-adjoint
operators in C(X), and we have
sf{As,Ds} = −Mas{γ(Ds), γ(kerA∗s)}.
3. Curves of Well-posed Boundary Problems
After having expanded weak symplectic linear algebra and analysis
to some length and detail in the two preceding sections, we shall turn
to the geometric setting and the geometric applications.
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3.1. Symmetric Generalized Dirac Type Operators. Let E
be a vector bundle over a smooth compact manifold M with boundary
Σ. Let h1 be a Hermitian metric on E and g1 a Riemannian metric on
M . Let
A : C∞0 (M ;E)→ C∞0 (M ;E),
be a linear elliptic differential operator of first order. We assume that
A is formally self-adjoint with respect to the structures (g, h), i.e., it is
symmetric as unbounded densely defined operator in the Hilbert space
L2(M ;E; g, h). For better reading, we shall use the same letter A for
the original operator defined on the space C∞0 (M ;E) of all smooth
sections with support in M \ Σ, and for its standard extensions to
C∞(M ;E) and to the corresponding first Sobolev spaces H10 (M ;E)
and H1(M ;E).
To give a better understanding of Assumption (ii) in Definition 3.1
below, we shall describe what is meant by product form of an operator
near the boundary - without assuming product metric structures from
the very beginning. The details are worked out separately, see M. Lesch
[24].
We parametrize a collar neighbourhood N ⊂ M of Σ in M by a
diffeomorphism (a partial isometry)
ϕ : N → [0, ε)× Σ
p 7→ (t, η)
with ϕ|Σ = id |Σ . Here t denotes the inward normal coordinate in N .
We choose a metric g on M such that
(3.1) ϕ∗g|N = dt2 ∧ gΣ with gΣ := g1|Σ .
We denote the retraction of N onto Σ by ρ. Let
Φ : L2
(
N ;E|N
) −→ L2([0, ε)× Σ; ρ∗(E|Σ))
be a unitary operator covering ϕ. Then A can be written on N in the
form
(3.2) ΦA|NΦ−1 = Jt( ∂
∂t
+Bt) ,
where {Jt ∈ Hom(E|Σ)} is a curve of bundle isomorphisms and {Bt}
a curve of linear elliptic differential operators in ‘tangential’ direction;
i.e., on Σ. Since A is formally self-adjoint, it follows that J∗t = −Jt and
∂
∂t
(
Jt
)− B∗t Jt = JtBt .
Definition 3.1. We shall call such an operator A a symmetric
generalized Dirac type operator, if the following conditions are satisfied.
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(i) We require that each connected component M has non-empty
boundary.
(ii) The principal symbol of B0 is symmetric, i.e., B
∗
0−B0 operator
of order 0.
(iii) Moreover, we shall assume that A satisfies the weak inner
unique continuation property (UCP) with respect to Σ, i.e.,
kerA∗ ∩ H10 (M ;E) = {0}, where A∗ denotes the maximal
closed extension of A and H10 (M ;E) denotes the subspace of
the first Sobolev space H1(M ;E) comprising elements with
support in the interior of M .
Remark 3.2. (a) It is well known that each compatible Dirac oper-
ator (in the true geometric sense, i.e., given by composition of Clifford
multiplication with a compatible connection in the underlying bun-
dle of Clifford modules) is a generalized Dirac type operator in the
sense of Definition 3.1 (see also [7, Lemma 2.2] or G. Grubb and R. T.
Seeley[20]).
(b) The point of assumption (ii) of the preceding definition is that we
only assume symmetric principal symbol for the tangential operator
and only at the precise boundary. Compared with the usual assump-
tions on Dirac type operators there are two additional generalizations:
that we admit variable Jt and that we do no longer assume that the
symbol J0 is unitary. In particular, we drop the common assumption
J20 = −I which comes from Clifford multiplication. Motivated mainly
by applications in the field of Hamiltonian dynamics, we assume only
the invertibility of J0 and J
∗
t = −Jt for small t.
One way to address parameter dependence is to consider a (big)
Hermitian vector bundle E over a (big) compact Hausdorff spaceM. We
assume that M itself is a fibre bundle over the interval [0, 1] such that
M is a continuous family of compact smooth Riemannian manifolds
js : Ms →֒ M with boundary Σs. We require that the vector bundle
structure is compatible with the boundary part. More precisely, we
shall have a trivialization
ϕ : M0 × [0, 1] ≃M
such that π ◦ ϕ−1 ◦ js : (Ms,Σs)→ (M0,Σ0) is a diffeomorphism. Here
π denotes the natural projection π : M0 × [0, 1] → M0 . We do not
assume that Ms or Σs are connected. Note that the trivializations
define smooth structures on imϕ|M0\Σ0× [0,1] and so on M and E.
We consider a smooth linear differential operator A : C∞(M;E)→
C∞(M;E) which induces a smooth family of generalized Dirac type
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operators over Ms
(3.3) As : C
∞
0 (Ms;Es)→ C∞(Ms;Es),
where Es → Ms denotes the induced bundle, i.e., the pull back j∗s (E).
Recall that C∞0 (Ms;Es) denotes the space of smooth sections with sup-
port in the interior M0s := Ms \Σs of Ms . We define the Hilbert space
H10 (Ms;Es) := C
∞
0 (Ms;Es)
H1(Ms;Es)
,
where H1(Ms;Es) denotes the first Sobolev space. The inner product
is given by the graph inner product. The corresponding graph norm
is, again by ellipticity (see the relevant estimates, e.g., in [8, Chapter
18]) equivalent to the Sobolev norm. Then the operator As extends to
a bounded operator
(3.4) As : H
1(Ms;Es)→ L2(Ms;Es),
which we denote by the same symbol.
Notice that we have a continuous family of bundle isomorphisms
Ts : Es → Es0 for |s− s0| ≪ 1 induced by a local trivialization of the
fibre bundle M → [0, 1]. By construction the induced family
(3.5)
{
Ts ◦ As ◦ T−1s : H1(Ms0 ;Es0)→ L2(Ms0 ;Es0)
}
of bounded operators is continuous.
Since the operator As is elliptic, the extension to H
1
0 (Ms;Es) is a
closed operator, if we view it as an unbounded operator in L2(Ms;Es)
(see, e.g., [8, Proposition 20.7]).
We assume that all As are formally self-adjoint, i.e., As ⊂ A∗s . Note
that we do not make any assumptions about product structures near
the boundary Σs .
For each s we choose a well-posed self-adjoint boundary condition
Ps ∈ Grasssa(As) in the sense of Bru¨ning and Lesch [10]. That is a
pseudo-differential projection Ps : L
2(Σs;Es|Σs)→ L2(Σs;Es|Σs) which
defines a self-adjoint Fredholm extension As,Ps in L
2(Ms;Es) by
domAs,Ps = Ds := {x ∈ H1(Ms;Es) | Ps(x|Σs) = 0}.
To define the continuity of a family {Ps}s∈[0,1] of boundary condi-
tions at s0 ∈ [0, 1], we use again the family Ts : Es → Es0 . We shall
call the family {Ps} continuous if and only if the family{
Ts|(Es|Σs) ◦ Ps ◦ T−1s |(Es0 |Σs0 ) : L
2(Σs0 ;Es0|Σs0 )→ L2(Σs0;Es0 |Σs0 )
}
of bounded operators in L2(Σs0 ;Es0|Σs0 ) is continuous. It follows that
{Ts◦As,Ps◦T−1s } is a continuous curve in the space CF(L2(Ms0 ;Es0)) of
closed Fredholm operators in the fixed Hilbert space L2(Ms0;Es0). In
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general, the transformed operators are no longer self-adjoint. However,
the transformation does not change the spectrum and it turns out that
the integer sf{TsAs,PsT−1s } is well-defined and does not depend on the
choice of Ts .
Geometrically speaking, we do not deal with continuous curves in
a fixed space of self-adjoint Fredholm operators but with sections of
a homomorphism bundle of self-adjoint Fredholm operators between
Hilbert space bundles over the interval [0, 1]. In that way, the spectral
flow sf{As,Ps} is defined.
Let Qs : L
2(Σs;Es|Σs)→ L2(Σs;Es|Σs) denote the Caldero´n projec-
tion belonging to the operator As. It is a pseudo-differential projection
with
imQs = {x|Σs | x ∈ C∞(Ms;Es) and A∗sx = 0 in Ms \ Σs}
L2(Σs;Es|Σs )
the L2–Cauchy data space of As . From the assumed weak inner Unique
Continuation Property (UCP) kerAs = {0} (here As denotes the closed
extension of (3.4) and not the original operator of (3.3)) we can deduce
that the Caldero´n projections are continuous in this sense, i.e., that for
|s−s0| ≪ 1 the family {Ts|(Es|Σs ) ◦Qs ◦T−1s |(Es|Σs )} is continuous. This
was shown in [3, Section 3.3] in a broad functional analytical setting,
but under the narrow assumption that As is just a perturbation of a
fixed closed symmetric operator A0 by a continuous family of bounded
self-adjoint operators, i.e., in our applications only variation of the
zero’th order coefficients are admitted; [6, Theorem 3.9] permits also
variation of the first order coefficients, but only for classical Dirac type
operators, i.e., for unitary Jt,s with J
2
t,s = −I; a proof for generalized
Dirac type operators in the sense of Definition 3.1 follows from [24].
Then the family {(kerPs, imQs)} (we suppress the local transfor-
mations Ts) is a continuous curve of Fredholm pairs of closed subspaces
of L2(Σs;E|Σs) (all of index 0). Now we have two invariants. On one
side, as mentioned before, we have the spectral flow sf{As,Ps}. It is a
spectral invariant, defined by the behaviour of the spectrum near the
0-eigenvalue as the parameter s runs from 0 to 1. On the other side, we
have these pairs of L2-sections over Σs . Under suitable assumptions,
they define a second invariant, the Maslov index of these pairs. It is a
classical invariant of symplectic analysis. Roughly speaking, it is given
by counting how many times (and with which sign and which multi-
plicity) the one family, {kerPs} comes to share a non-trivial subspace
with the other family {imQs} when s runs from 0 to 1. In applications,
the Maslov index is easier to determine than the spectral flow.
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We shall express the spectral flow of the operator family {As,Ps}s∈[0,1]
as the Maslov index of the curve of pairs {(kerPs, imQs)}s∈[0,1]. To do
that, however, we must overcome some rather serious difficulties. The
main reason for our difficulties is that, in general, the natural bound-
ary value spaces βs := Dmax(As)/Dm(As) vary in an uncontrollable
way, both as Hilbert spaces and as symplectic spaces. Recall that
Dm(As) = H
1
0 (Ms;Es) denotes the (minimal) domain of the closed
symmetric operator As which is fixed or easily fixable. On the con-
trary, the space Dmax(As) which denotes the domain of the maximal
closed extension of As may vary in an uncontrollable way. Roughly
speaking, that is the reason why we cannot easily follow the functional
analytical path worked out in [3].
Instead of working in the natural distribution space βs we must
consider the space of reduced boundary values
(3.6) H1/2(Σs;Es|Σs) = γ
(
H1(Ms;Es)
) ≃ H1(Ms;Es)/H10(Ms;Es)
with trace map γ : H1(Ms;Es) → H1/2(Σs;Es|Σs), coming from the
geometrically fixable first Sobolev space. For each s we have a naturally
defined symplectic structure on H1/2(Σs;Es|Σs) given by Green’s form
ωs(γ(x), γ(y)) := 〈A∗sx, y〉L2(Ms;Es) − 〈x,A∗sy〉L2(Ms;Es)
for x, y ∈ H1(Ms;Es).
The first difficulty is that these symplectic structures are varying
when s varies. Note that ωs extends to
ωs : L
2(Σs;E|Σs)× L2(Σs;E|Σs)→ C .
Applying the bundle isomorphisms {Ts} close to one s0, we fix the Hil-
bert space L2(Σs0 ;E|Σs0 ) – with varying symplectic structures (T−1s )∗ωs.
This is the main technical problem we shall handle in this paper.
For fixed symplectic structures one has a nice reduction method to
obtain a general spectral flow formula for the spectral flow sf{As,Ps}
of a curve of varying operators with varying domains. Then, roughly
speaking, the problem can be reduced to calculating the spectral flow
for two curves {A0,P0,t} and {A1,P1,t}. Each of the two curves has a fixed
operator and solely varying domain. This reduction can be achieved by
uniformly connecting each operator As,Ps to an invertible operator As,Qs
within the category of well-posed self-adjoint boundary value problems
(see, e.g., [22] where, however, advanced results about the η-invariant
are used to get further).
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This approach is not open in our situation where we admit varying
symplectic structures and, hence, are prevented from the deformation
and reduction approach.
Having fixed the space H1/2(Σs;E|Σs) as the natural symplectic
Hilbert space for traces at the boundary in our setting, another del-
icate problem arises: our proof of Theorem 0.1 will show that, in
general, one can not expect the validity of the spectral flow formula
sf{. . . } = −Mas{(. . . , . . . )} when taking the Maslov index on the right
in the (strong) symplectic space L2 . Roughly speaking, the intersec-
tion dimensions entering into the Maslov index on the right side of
the formula can become too large in L2 . It is a special feature of
pseudo-differential projections that any Fredholm pair (kerPs, imQs)
of Lagrangian subspaces of L2(Σs;E|Σs) has its intersection
(3.7) kerPs ∩ imQs ⊂ H1/2(Σs;E|Σs)
for all s by a kind of elliptic regularity.
Here it is important that the symplectic Hilbert space structures of
H1/2(Σs;E|Σs) and L2(Σs;E|Σs) are compatible and their symplectic
splittings are defined by the bundle endomorphisms Js,0 : E|Σs → E|Σs
in the following way:
(3.8) H±s := H
1/2(Σ;E±s |Σs) and L±s := L2(Σ;E±s |Σs)
with E±s |Σs := lin. span of
{
positive
negative
}
eigenspaces of iJs,0.
Note that L+s , L
−
s change continuously if Js,0 changes continuously.
So, as a result of our analysis it turns out that the spectral flow
formula is valid also in L2 for well-posed boundary value problems
which are defined by pseudo-differential projections.
The difference between the spaces H1/2(Σs;E|Σs) and L2(Σs;E|Σs)
must be emphasized also under the perspective of continuity. In dif-
ference to [3] where Dmax(As) and the Fredholm domain (say, given
by Ps = P0) are kept fixed, now the continuity of the operator family
{As,Ps} is a problem. It can be more easily derived from the conti-
nuity of {Ps} (or {kerPs}) in H1/2 than in L2 . However, our pair
(kerPs, imQs) is, a priori, only continuous in L
2(Σs;E|Σs). In general,
kerPs ∩ H1/2(Σs;E|Σs) is not continuous in H1/2(Σs;E|Σs) without
making additional assumptions.
The price of working in H1/2(Σs;E|Σs), or, more precisely (after
locally transforming) in H1/2(Σs0 ;E|Σs0 ) must be paid by loosing the
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invertibility of the associated structures J ′s which are defined by
(T−1s )
∗ωs(x, y) = −〈J ′sx, y〉H1/2(Σs0 ;Es0 |Σs0 ) for x, y ∈ H
1/2(Σs0 ;Es0|Σs0 ).
So, we have to deal with weak symplectic structures as treated in Sec-
tion 1.
3.2. Proof of Theorem 0.1 and Theorem 0.2. We fix the ma-
nifolds and bundles and drop the fibre bundle notation and the trans-
formations for easier reading.
Remark 3.3. To prove Theorem 0.1 and Theorem 0.2, we can
weaken our assumption regarding weak inner UCP. If the principal
symbol of the tangential operators Bt is symmetric in a collar of Σ, we
can show that weak UCP with respect to Σ in the smooth category
(i.e., kerA∩C∞0 (M ;E) = {0}) implies weak inner UCP in the sense of
Definition 2.4 (i.e., kerA∗ ∩H10 (M ;E) = {0}).
The argument runs as follows: Let x ∈ ker(A : H10(M ;E) →
L2(M ;E)
)
. Since A is elliptic, x is smooth up to the boundary. Assum-
ing the symmetry of the principal symbol of the tangential operators in
the collar we can find a continuation of A to an operator A′ in a mani-
fold M ′ = [−δ, 0] ∪Σ M of the same type. Repeating the arguments of
the proof of [7, Theorem 2.7] we obtain that the support of x is totally
contained in M \ Σ. The details will be worked out separately. So, by
our weakened assumption, we have x = 0.
Proof of Theorem 0.1. Set
L := L2(Σ;E|Σ), DW := H1(M ;E),
Dm := H
1
0 (M ;E), βs := (domA
∗
s)/Dm
with the symplectic forms induced by
(3.9) {x, y}s := −
∫
Σ
〈Js,0x, y〉dΣ.
The inclusions of Assumption 2.9a are clear. The splittings L±s and
H±s are defined in (3.8); we set β
±
s := H
±
s
βs.
By Bru¨ning and Lesch [10, Theorem 1.5], the operators As,Ps are
self-adjoint Fredholm operators. By [6, Theorem 3.9b] (an elabora-
tion of the arguments will be published separately), the projections
Qs are pseudo-differential projections and
{
imQs
}
is continuous in
L2(Σ;E|Σ). So, Mas{kerPs, imQs} is well defined.
By [6, Theorem 3.9d], family {As,Ps} is continuous in C(L2(M ;E)).
So, sf{As,Ps} is well defined.
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Regularity (3.7) is proved like in [8, Chapter 19] or [10, Theorem
6.5]. By our Theorem 2.13, we have the assertion. 
Proof of Theorem 0.2. Let M ♯ denote the compact manifold
M+ ⊔M− = (M \ Σ) ∪ ((Σ ⊔ (−Σ)) with boundary ∂M ♯ = ∂M+ ⊔
∂M− = Σ ⊔ (−Σ) =: Σ♯ and E♯ → M ♯ the corresponding Hermitian
bundle. Fixing Σ induces a decomposition
L2(M ;E) ∼= L2(M+;E|M+)⊕ L2(M−;E|M−) = L2(M ♯;E♯),
and for the first Sobolev space
H1(M+;E|M+)⊕H1(M−;E|M−) = H1(M ♯;E♯).
Correspondingly we obtain an operator A♯s for each s ∈ [0, 1] which
is a symmetric generalized operator of Dirac type according to the
assumptions made for Theorem 0.2.
For the Caldero´n projection of A♯ we have
imQ♯s = imQ
+
s ⊞ imQ
−
s
⊂ L2(Σ♯;E♯|Σ♯) = L2(Σ;E|Σ)⊞ L2(−Σ;E|−Σ).
Here L2(Σ♯;E♯|Σ♯) is provided with the symplectic forms ω♯s := ωs ⊞
(−ωs) where ωs is defined like in (3.9).
Let ∆ denote the diagonal in L2(Σ;E|Σ)⊞ L2(−Σ;E|−Σ). Clearly,
for all s it is a Lagrangian subspace with respect to ω♯s and makes a Fred-
holm pair with each imQ♯s. The projection of L
2(Σ♯;E♯|Σ♯) onto ∆ sat-
isfies the regularity condition (3.7) (even it is not a pseudo-differential
operator over the manifold Σ♯, as noticed in [22, Section 5]).
Consequently, we have on the manifold M ♯ a natural self–adjoint
elliptic boundary condition (in the sense of our Theorem 0.1) defined
for A♯s by the pasting domain
D♯ : = {(x, y) ∈ H1(M ♯;E♯) | γ+(x) = γ−(y)}(3.10)
= {(x, y) ∈ H1(M ♯;E♯) | γ♯(x, y) ∈ ∆},(3.11)
where γ± : H1(M±;E|M±) → H 12 (±Σ;E|±Σ) and γ♯ : H1(M ♯;E♯) →
H
1
2 (Σ♯;E♯|Σ♯) denotes the trace maps. Let A♯s,∆ denote the operator
which acts like A♯s and has domain D
♯.
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By these definitions and applying Proposition 1.24b (switch of sym-
plectic forms) and Theorem 0.1 to the operator family {A♯s,∆} we obtain
sf{As} = sf{A♯s,∆} Th.0.1= −Mas{∆, imQ+s ⊞ imQ−s }
(1.24)
= −Mas{imQ−s , imQ+s } in L2(Σ;E|Σ)
(1.23)
= Mas{imQ+s , imQ−s } in L2(−Σ;E|−Σ)
Th.0.1
= sf{A−
s,I−Q+s
}.

Note . If one is only interested in the equality of the spectral flows
on the whole manifold and on the part, on needs not to argue with the
Maslov index, as we do, but can find a direct proof in [22, Corollary
5.6] based solely on the homotopy invariance of the spectral flow of a
related two-parameter family.
3.3. Applications to Hamiltonian Dynamics.
Proof of Theorem 0.3. This theorem extends the validity of
[37, Proposition 3.2]. The difference is, that now we admit that the
matrices js,t vary with s. We can do that, because we admit varying
symplectic structures on the spaces of boundary values.
We have the following basic spaces:
Dm := H
1
0 ([0, T ],C
m) and Dmax = DW := H
1([0, T ],Cm).
By Sobolev embedding theorem, we have
H1([0, T ];Cm) ⊂ C([0, T ];Cm).
So, we can describe explicitly
γ : H1([0, T ];Cm) −→ βs
x 7→ (x(0), x(T ))
and βs := (C
m ⊕ Cm, {·, ·}s) with symplectic form induced by Green’s
form
{γ(x), γ(y)}s : = 〈A∗sx, y〉 − 〈x,A∗sy〉
= −〈js,tx(t), y(t)〉
∣∣T
0
= −ωs(γ(x), γ(y)).
By our assumption, Ws is Lagrangian in βs, so the operator As,Ws (as
defined in the introduction) is self-adjoint. It satisfies weak inner UCP
(i.e., kerAs|Dm = {0}) because of the uniqueness of the solutions for our
linear system with continuous coefficients. Clearly, dim kerAs,Ws ≤ m.
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To see that As,Ws is a Fredholm operator, we must only check that the
range is closed. This follows from elliptic estimate in the usual way.
By Corollary 2.14 we have
sf{As,Ws} = −Mas{γ(domAs,Ws), γ(kerA∗s)}
= −Mas{Ws,G(Γs(T ))} in βs
= Mas{G(Γs(T )),Ws} in (Cm ⊕ Cm, ωs)

Proof of Theorem 0.4. We see that
〈Lsx, y〉 = 〈x, Lsy〉 for all x, y ∈ Dm,
where
Dm := H
2
0 ([0, T ],C
m) and Dmax = DW := H
2([0, T ],Cm).
So, Ls is formally self-adjoint. By Sobolev embedding theorem, we
have H2([0, T ];Cm) ⊂ C1([0, T ];Cm). Clearly, Dmax/Dm = C4m and
(3.12) γs(x) =
(
us(x)(0), us(x)(T )
)
=
(
u1(0), u2(0), u1(T ), u2(T )
)
,
with(
us(x)
)
(t) :=
(
ps(t)
d
dt
x(t) + qs(t)x(t) , x(t)
)
=: (u1(t), u2(t)).
This provides the following symplectic form, induced by Green’s form:
{γs(x), γs(y)}s : = 〈Lsx, y〉 − 〈x, Lsy〉
= −〈ps d
dt
x+ qsx, y〉
∣∣T
0
+ 〈x, ps d
dt
y + qsy〉
∣∣T
0
= −〈u1(T ), v2(T )〉+ 〈u1(0), v2(0)〉
+ 〈u2(T ), v1(T )〉 − 〈u1(0), v1(0)〉,
where γs(x) as in (3.12) and γs(y) =
(
v1(0), v2(0), v1(T ), v2(T )
)
simi-
larly defined. Comparing with
ωs(γs(x), γs(y)) =
〈(−J 0
0 J
)
u1(0)
u2(0)
u1(T )
u2(T )
 ,

v1(0)
v2(0)
v1(T )
v2(T )
〉
yields ωs(γs(x), γs(y)) = −{γs(x), γs(y)}s. So, we have βs = (C4m,−ωs).
From the Lagrangian property ofWs, we obtain that the operator Ls,Ws
is self-adjoint, and from elliptic estimate that its range is closed and so
that it is a Fredholm operator.
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To determine the Cauchy data space we notice
x ∈ kerLs ⇐⇒
(
us(x)
)
(t) = Γs(t)
(
us(x)
)
(0) for all t ∈ [0, T ].
This gives γ(kerLs) = G(Γs(T )). Then by Theorem 2.13 and Proposi-
tion 1.24 (symplectic inversion) we finally obtain
sf{Ls,Ws} = −Mas{Ws,G(Γs(T ))} in (βs,−ωs)
= Mas{G(Γs(T )),Ws} in (C4m, ωs).

As a corollary for fixed domain, we consider the index form
Is,R(x, y) : =
∫ T
0
(〈ps,t d
dt
x+ qs,tx,
d
dt
y〉+ 〈q∗s,t
d
dt
x, y〉+ 〈rs,tx, y〉
)
dt
for x, y ∈ H1([0, T ];Cm) with (x(0), x(T )), (y(0), y(T )) ∈ R.
Here the coefficients are of the operator Ls of (0.2), and R denotes an
arbitrary subspace of C2m.
We fix our domain by setting
Ws := W (R) = {(x, y, z, u) | (x,−z) ∈ R⊥, (y, u) ∈ R}
independently of s. Then we have
Corollary 3.4.
(3.13) sf{Is,R} = sf{Ls,W (R)} = iW (R)({Γ1(t)})− iW (R)({Γ0(t)}),
where
iW ({Γ(t)}) := Mas{G(Γ(t)),W}
denotes the Maslov-Long index of the symplectic path {Γ(t)}t∈[0,1] with
respect to a fixed Lagrangian domain W ⊂ C4m.
Note . (a) The Maslov-Long index is more general than the usual
Conley-Zehnder index because Γ(0) 6= I2m and general boundary con-
ditionW 6= G(I2m) are admitted, see also Long and Zhu [25]. We have
the relationship
iG(I2m)({Γ(t)}) = iCZ({Γ(t)}) +m
for real path {Γ(t)} with Γ(0) = I2m.
(b) If ps,t are positive definite, then the first equality of 3.13 is trivial.
Proof. By [37, Theorem 1.1], we need only to prove the second
equality of 3.13. First, we apply Corollary 2.14. Then we consider the
two-parameter family {Γs,t}s∈[0,1],t∈[0,T ] and apply homotopy invariance
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and catenation additivity of the Maslov index. Since Γs(0) = I, we
obtain
sf{Ls,W (R)} = Mas{G(Γs(T )),W (R)} = iW (R)({Γs(T )})
= iW (R)({Γs(0)}) + iW (R)({Γ1(t)})− iW (R)({Γ0(t)})
= iW (R)({Γ1(t)})− iW (R)({Γ0(t)}).

Appendix A. Spectral Flow
The spectral flow for a one parameter family of linear self-adjoint
Fredholm operators was introduced by M. Atiyah, V. Patodi, and I.
Singer [2] in their study of index theory on manifolds with boundary.
Since then other significant applications have been found. Later this
notion was made rigorous for curves of bounded self-adjoint Fredholm
operators in J. Phillips [28] and for continuous curves of self-adjoint
(generally unbounded) Fredholm operators in Hilbert space in [6] by
Cayley transform. The notion was generalized to higher dimensional
case in X. Dai and W. Zhang [14], and to more general operators in
[33, 37, 38].
In this Appendix we shall provide a rigorous definition of the spec-
tral flow of spectral-continuous curves of admissible closed operators
in Banach space relative to a co-oriented real curve ℓ ⊂ C. (All the
preceding terms will be explained).
Note . Of course, if ℓ is an open segment of a straight line, then
the following choices are immediate.
Let X be a Banach space, and A ∈ C(X). Let N ⊂ C be a bounded
open subset. Assume that σ(A) ∩ ∂N is a finite set. Then there exists
an open subset N˜ ⊂ N such that
(A.1) N˜ ⊂ N, ∂N˜ ∈ C1, σ(A)∩ N˜ = σ(A)∩N, and σ(A)∩∂N˜ = ∅,
and the spectral projection
(A.2) PN(A) := − 1
2πi
∫
∂N˜
(A− λI)−1dλ
is well defined and does not depend of the choice of N˜ . By Theorem
III.6.17 of [21], we have
(A.3) σ(A)∩N = σ(PN(A) ◦A ◦PN (A) : im(PN (A))→ im(PN(A))).
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Definition A.1. (Cf. Zhu [36, Definition 1.3.6], [37, Definition
2.1], and [38, Definition 2.6]). Let ℓ ⊂ C be a C1 real 1-dimensional
submanifold which has no boundary and is co-oriented (i.e., with ori-
ented normal bundle). Let A be a closed operator in a Banach space
X .
(a) We call A admissible with respect to ℓ, if there exists a bounded
open subset N of C such that
(A.4)
σ(A) ∩N = σ(A) ∩ ℓ, σ(A) ∩ ∂N = ∅, and dim imPN(A) < +∞.
Then PN(A) does not depend on the choice of such N . We set
(A.5) Pℓ(A) := PN (A) and νℓ(A) := dim imPN (A).
For fixed ℓ and X we shall denote the space of all ℓ-admissible closed
operators in X by Aℓ(X).
(b) Let A ∈ Aℓ(X). Let N ⊂ C be open and bounded with C1 bound-
ary. We set N0 = N ∩ ℓ and assume
(A.6)
N0 = N ∩ ℓ, σ(A)∩ ℓ ⊂ N, σ(A)∩ ∂N = ∅, and dim imPN (A) < +∞.
Moreover, we require that each connected component of N has con-
nected intersection with ℓ so that the disjoint positive (negative) part
N± of N with respect to the co-orientation of ℓ is well-defined, and
we have disjoint union N = N+ ∪ N0 ∪ N−. We shall call the result-
ing triple (N ;N+, N−) admissible with respect to ℓ and A, and write
(N ;N+, N−) ∈ Aℓ,A.
Now we are able to define spectral continuity and the spectral flow.
Our data are a co-oriented curve ℓ ⊂ C, a family of Banach spaces
{Xs}s∈[a,b] and a family {As}s∈[a,b] of closed operators in Xs .
Definition A.2. (a) We shall call the family {As} ∈ Aℓ(Xs), s ∈
[a, b] spectral-continuous near ℓ at s0 ∈ [a, b], if there is an ε(s0) > 0
such that for all ε′ ∈ (0, ε(s0)) there exists a triple (N ;N+, N−) such
that
(N ;N+, N−) ∈ Aℓ,As for all |s− s0| < ε′;
and for all triple (N ′;N ′+, N ′−) ∈ Aℓ,As with N ′ ⊂ N , and N ′± ⊂ N±,
we have
(N ′;N ′+, N ′−) ∈ Aℓ,As for all |s− s0| ≪ 1;
and dim imPN ′(As) and dim imPN±\N ′±(As) do not depend on s.
We shall call the family {As} ∈ Aℓ(Xs), s ∈ [a, b] spectral-continuous
near ℓ, if it is spectral-continuous near ℓ at s0 for all s0 ∈ [a, b].
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(b) Let {As}, s ∈ [a, b] near ℓ be a spectral-continuous family. Then
there exist a partition
(A.7) a = s0 ≤ t1 ≤ s1 ≤ . . . sn−1 ≤ tn ≤ sn = b
of the interval [a, b], such that sk−1, sk ∈ (tk − ε(tk), tk + ε(tk)), k =
1, . . . , n. Let (Nk;N
+
k , N
−
k ) be like a (N ;N
+, N−) in (a) for tk and
some ε′ ∈ (0, ε(s0)) such that sk−1, sk ∈ (tk − ε′, tk + ε′), k = 1, . . . , n.
Then we define the spectral flow of {As}a≤s≤b through ℓ by
(A.8) sfℓ
{
As; a ≤ s ≤ b
}
:=
n∑
k=1
(
dim im
(
PN−k
(Ask−1)
)− dim im(PN−k (Ask))).
When l = iR with co-orientation from left to right, we set
sf
{
As; a ≤ s ≤ b
}
:= sfℓ
{
As; a ≤ s ≤ b
}
.
Note that for a family of
{
As ∈ Aℓ(Xs)
}
, we always obtain a
spectral-continuous family, when we are given a suitable family of trans-
formations Ts,s0 : Ys → Ys0 such that the family
Ts,s0AsT
−1
s,s0 ∈ C(Ys0)
is continuously varying.
From our assumptions it follows that the spectral flow is indepen-
dent of the choice of the partition (A.7) and admissible (Nk;N
+
k , N
−
k ),
hence it is well defined. From the definition it follows that the spec-
tral flow through ℓ is path additive under catenation and homotopy
invariant. For details of the proof, see [28] and [38].
We close the appendix by discussing the invariance of the spectral
flow under embedding in a larger space, assuming a simple regularity
condition.
Lemma A.3. Let {Ys; s ∈ [a, b]} and {Xs; s ∈ [a, b]} be two families
of (complex) Banach spaces with Xs ⊂ Ys (no density or continuity
of the embeddings assumed). Let {As ∈ C(Ys); s ∈ [a, b]} be a spectral-
continuous curve near a fixed co-oriented curve ℓ ⊂ C. We assume that
As(Xs) ⊂ Xs for all s and that the curve {As|Xs ∈ C(Ys); s ∈ [a, b]} is
also spectral-continuous near ℓ. Then we have
sfℓ{As; s ∈ [a, b]} = sfℓ{As|Xs; s ∈ [a, b]}
if the ‘regularity’ νℓ(As) = νℓ(As|Xs) holds for all s ∈ [a, b].
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Proof. We go back to the local definition of sfℓ and reduce to the
finite-dimensional case. So, let s0 ∈ [a, b]. Choose a triple
(N1;N
+
1 , N
−
1 ) ∈ Aℓ,As0
such that N1 satisfies (A.4) for As0 . Then by spectral continuity, there
exists a triple (N ;N+, N−) with N ⊂ N1 with
(N ;N+, N−) ∈ Aℓ,As for |s− s0| ≪ 1.
Then we have, again for |s− s0| ≪ 1
(A.9) dim imPN(As) = νℓ(As0) = νℓ(As|Xs0 ) = dim imPN(As|Xs)
by spectral continuity and the regularity assumption. Now we consider
for each λ ∈ C ∩N the algebraic multiplicities and find
(A.10) dim ker(As|Xs − λI|Xs)k ≤ dim ker(As − λI)k
for each k ∈ N. Comparing
dim imPN(As) =
∑
λ∈σ(As)∩N
∑
k∈N
dimker(As − λI)k and
dim imPN(As|Xs) =
∑
λ∈σ(As |Xs)∩N
∑
k∈N
dimker(As|Xs − λI|Xs)k
we obtain from equation (A.9) and the inequalities (A.10) that each
term in the first and second preceding equation must coincide. So
σ(As) ∩N = σ(As|Xs) ∩N ;
and the algebraic multiplicities with respect to As and As|Xs coincide
in each point. By the definition of the spectral flow, the two spectral
flows must coincide. 
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