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Abstract: - This paper deals with the modifications of the audio signal in a parametric audio coder at the decoder 
stage. The parametric audio coder is based on the application of adaptive signal models for each audio signal 
component. These adaptive signal models are obtained by using different approaches so as to extract a multi-part 
model from the audio signal. The audio signal is supposed to be constituted by three components Transients, 
Sines and Noise for parametric audio coding purposes. This multi-part model (Sines + Transients + Noise) can 
also be utilized to obtain modifications on the signal, such as both tempo and pitch modifications. This paper 
explains how these modifications are accomplished by varying the coding parameters. Furthermore, the limits 
for both modifications to assure a high quality audio signal are presented. 
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1. Introduction 
Modifications of the audio signal, once the signal is 
digitally recorded, is a interesting issue for several 
audio applications [1][2]. Tempo (or time-scale) 
modification is based on stretching or shortening the 
audio signal, but maintaining the pitch of the signal 
[1]. The typical example for tempo modification is 
to adjust the length of the signal to the time required 
by an advertisement. On the other hand, pitch 
modification intends to change the pitch structure of 
the signal without changing its playback speed [2]. 
Here, the usage is not only to listen the piece in 
different musical note, but this tool is the way to 
obtain, for example, the speech from children on 
cartoons and other very valuable effects on audio 
processing. 
The presented modifications are typically 
accomplished by processing the raw data of digital 
audio files [1]. Nowadays, highly time consuming 
software is available to obtain signal modifications. 
Also, this type of software changes both the tempo 
or the pitch to a limited range. However, the 
parametric representation of audio signals in terms 
of sines + transients + noise allows a wide range of 
natural modifications [2][3][4]. Besides, most audio 
sources intuitively fit into this three-part model. 
This paper is organized as follows. In section 2 the 
principles of parametric audio coding are treated. 
How to modify the parameters to accomplish both 
tempo and pitch change is presented in section 3. 
Next, both results and conclusions are dealt in 
sections 4. 
 
2. Parametric Audio Coding 
 
Parametric coding of audio signals has become a 
popular tool for representing these signals at very 
low bit rates [5][6][7][8]. These audio coders 
decompose the audio signal into Sines, Transients 
and Noise. Transients describe drum hits and the 
stacks of many instruments, sines describe signal 
components that have a distinct pitch, and noise 
often describes the rest of the signal that is neither 
sinusoidal nor transient. This model consists of three 
parts that work together and complement each other 
to form a complete and robust signal model, which 
makes possible a highly optimized audio 
compression scheme.  
This three-part model operate in series. First, 
transients are modelled and removed, leaving a 
residual signal. Then, sinusoids are modelled and 
removed, leaving a noise-like signal for the noise 
model. As such, each model captures signal 
components that are coherent to its underlying 
assumptions. This strategy achieves full 
parametrization of the audio signal. 
 Transient extraction is useful for those parts of audio 
signals with sharp attacks, because sinusoidal and 
noise models cannot represent them efficiently. In 
[9][10][11] different approaches for transient 
modelling are presented. 
On the other hand, the classical sinusoidal or 
harmonic model has been applied with success for 
the purpose of coding speech signals [12]. This 
model comprises an analysis-synthesis framework 
that represents a signal as the sum of a set of 
sinusoids (partials) with time-varying frequencies, 
phases, and amplitudes. A large number of methods 
have been proposed for estimating the parameters of 
the sinusoidal model. Estimation of parameters is 
typically accomplished by peak picking the Short-
Time Fourier Transform (STFT) [12]. Usually, 
analysis by synthesis is used in order to verify the 
detection of every spectral peak. 
The three-part signal model is completed with a 
noise model for noise-like signals. Noise modelling 
has seen attention in the literature. LPC based 
schemes are the subject of much research. Another 
promising noise model has perceptual roots in that it 
uses energy on an Equivalent Rectangular 
Bandwidth (ERB) scale [13].  
The results which will be presented in section 4 have 
been accomplished by the parametric audio coder in 
[8]. In this approach, the matching pursuit algorithm 
[14] is used in order to iteratively select the 
functions that best match the current audio frame for 
representing transients and sinusoids. Sinusoids are 
modeled using sets of complex exponential 
functions, while transients are modeled using sets of 
wavelet functions. Therefore, the matching pursuit 
algorithm operates with both sinusoids and wavelet 
functions. The noise energy in time is parametrized 
in time by a TNS approach based on a LPC filter, 
while in frequency a ERB filter bank is applied.   
 
3. Audio modifications 
 
Once the signal is compressed by a parametric audio 
coder, obtaining several natural modifications is 
based on the processing of the coder parameters. To 
sum up the previous section, the parameters are 
organized as: 
-  Transients: both location and shape of each 
transient have been parametrized by the encoder 
stage. 
-  Sines: amplitude, frequency and phase of each 
sinusoid have been obtained. 
-  Noise: the noise parameters tell us the noise 
distribution in both time and frequency. 
Therefore, we have to process the parameters at the 
decoder stage in order to modify the audio signal. 
How to vary the parameters for each type of 
modification is presented hereafter. 
 
3.1. Pitch modification 
 
This modification is the easiest to accomplish 
because the frequencies of sines are the only 
parameters to be modified. Therefore, transient and 
noise parameters are not changed at all, while for the 
representation of sines, both amplitudes and phases 
are maintained, but frequencies are changed as 
follows, if we need to vary the pitch in a factor of p, 
the frequencies have to be multiplied by p. As a 
result, if we want to change the pitch up a musical 
note in the chromatic scale (or twelve-semitone 
scale), the p value is 2
1/12. Anyway, the p value 
could be any positive real value. 
However, the range of pitch modification is limited 
because the phase mismatch that is produced in the 
reconstructed signal. The problem is caused by the 
differences that occur in phase between adjacent 
audio frames owing to modify the original 
frequencies.  
 
3.2. Tempo modification 
 
The processing scheme to perform tempo 
modification is more difficult than the presented 
scheme for the pitch modification. Here, the aim is 
to achieve the tempo changed in real time at the 
decoder stage. Also, tempo modification must be 
accomplished maintaining the content of the audio 
signal. Therefore, if the audio signal is a musical 
piece, the tempo changed piece has to include all the 
notes, but these notes have to last a long (or short) 
time. The modified duration is pointed out by the 
stretching factor s, being s·t the final length of the 
signal, where t is the initial length.  
In order to perform tempo modification the 
parameters of the coder have to vary as follows: 
- Transients. The location of the transients is 
multiplied by the stretching factor while its shape is 
not changed. 
- Sines. The signal computed for each tone at the 
decoder stage without tempo modification is 
 
() w t y ⋅ + ⋅ = k k k f a φ π 2 cos                (1) 
 
where ak, fk and φk are the amplitude, frequency and 
phase for the i-th tone respectively, t a vector for 
time and w the window utilizes at the decoder stage. The time is normally computed between the 
beginning of the current audio frame to the end as,  
 
t=0, 1/fs, …, (N-1)/fs                      (2) 
 
where  fs is the sampling frequency of the audio 
signal and N the size for the current frame. To 
perform the tempo change the time has to be 
modified by the stretching factor s, this problem is 
resolved varying the size of the frame to Ns= N s⋅ . 
The modified time results in, 
 
ts=0, 1/fs, …, (Ns-1)/fs                     (3) 
 
Finally, the signal computed for each tone with 
tempo changed is, 
 
() w t y s s ⋅ + ⋅ = k k k f a φ π 2 cos              (4) 
 
- Noise. Obviously, the frequency parameters of the 
noise have not to modify at all, while the time 
parameters have to be stretched. Therefore, the new 
number of samples for the noise is Ns. Also, the 
envelope of the noise in time has to be resampled in 
order to obtain Ns number of samples. 
In this case, the range of operation it is similar to the 
pitch modification case. When the tempo is reduced, 
the processing is simply cutting out the signal at the 
end of each frame for the sinusoidal component, and 
joining the result with the beginning of the following 
frame. Therefore, the limit is again the phase 
mismatch between segments, but also the annoying 
effect of listening the signal too fast. On the other 
hand, when the tempo is increased, new samples is 
made up by the processing scheme at the extreme of 
each frame, causing, like in the pitch case, a phase 
mismatch between frames. Besides, the tempo 
changed signal becomes annoying when it is listened 
too slowly. 
 
4. Results and conclusions 
 
Firstly, we are showing the performance for both 
tempo and pitch modifications by different figures. 
The pitch modification over a piece of glockenspiel 
signal is depicted by figure 1. The original signal is 
shown in figure1 (a), the pitch reduced signal by 2 is 
presented in figure 1(c) and the pitch increased 
signal by 2 is shown in figure 1(c). It can be 
observed the phase mismatch between frames, which 
appears as amplitude valleys in the pitch changed 
signal. This effect is strengthened when the p factor 
steps away from 1. So, when either p=1/2 or p=2, 
this effect becomes audible, as a consequence, these 
values are the limits for pitch modification. To sum 
up, the pitch modification obtains appropriate results 
in the range from p=1/2 to p=2, that is, it is possible 
to change the pitch up or down a complete musical 
scale in a real time application with our approach. 
 
 
Fig. 1. Example for pitch modification: (a) Original 
signal, (b) pitch changed signal p=2 and (c) pitch 
changed signal p=1/2. 
 
For the tempo modification, the original signal is 
another part of the same glockenspiel signal. As in 
the pitch case, it can be observed the original signal 
in figure 2(a), the tempo changed signal stretched up 
to s=2 in figure 2(b) and the tempo changed signal 
with s=1/2 in figure 2(c). Again, the phase mismatch 
can be noticed at the joining between adjacent 
frames for both examples of tempo modifications.  
 
 
Fig. 2. Example for tempo modification: (a) Original 
signal, (b) tempo changed signal s=2 and (c) tempo 
changed signal p=1/2. 
 
With the purpose of illustrating the operation of the processing scheme for tempo modification, figure 3 
has been included. In this figure 3, the three 
components of the tempo changed signal with s=2 
are depicted. In figure 3(a), the modified transients 
are shown, as it is explained in section 3.2., the 
shape of the transients is maintained, modifying its 
location. In figure 3(b), the modified sines are 
presented, the phase mismatch can be observed here. 
Also, the modified noise is shown in figure 3(c). 
Noise maintains its frequency characteristics at each 
frame, stretching its envelope in time. 
 
Fig. 3. Example for tempo modification with s=2 for 
each signal component: (a) transients, (b) sines and 
(c) noise. 
 
As a conclusion, the usage of parametric audio coder 
permits natural signal modifications at the decoder 
stage in real time applications. For future research, 
two subjects can be explored, on the one hand, the 
minimization of the phase mismatch would be able 
to extend the range of operation for the 
modifications. The solution has to be based on 
avoiding the interference between tones of adjacent 
frames. On the other hand, other modifications like 
swing [15][16] or voice morphing [17] can be 
performed using our parametric audio coder. 
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