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In this paper the Weyl tensor is used to define operators that act on the space of forms. These
operators are shown to have interesting properties and are used to classify the Weyl tensor, the
well known Petrov classification emerging as a special case. Particularly, in the Euclidean signature
this classification turns out be really simple. Then it is shown that the integrability condition of
maximally isotropic distributions can be described in terms of the invariance of certain subbundles
under the action of these operators. Here it is also proved a new generalization of the Goldberg-Sachs
theorem, valid in all even dimensions, stating that the existence of an integrable maximally isotropic
distribution imposes restrictions on the optical matrix. Also the higher-dimensional versions of the
self-dual manifolds are investigated. These topics can shed light on the integrability of Einstein’s
equation in higher dimensions.
Keywords: Weyl tensor, Goldberg-Sachs theorem, Isotropic structures, Integrability, Petrov classification,
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I. INTRODUCTION
The Petrov classification [1, 2] is a scheme to classify the Weyl tensor in four dimensions that has been responsible
for much progress on general relativity. In particular it was of fundamental importance for the discovery of one of
the most important solutions to Einstein’s equation, the Kerr metric [3]. The main reason behind the usefulness of
such classification is encoded on the Goldberg-Sachs(GS) theorem, which states that in a vacuum(Ricci-flat) four-
dimensional Lorentzian manifold the Weyl tensor is algebraically special if, and only if, the spacetime admits a
congruence of null geodesics that is shear-free [4]. Later it has been proved that this theorem could be extended to
all signatures if the concept of shear-free geodesics is replaced by the existence of an integrable maximally isotropic
distribution [5, 6], revealing the geometrical content of the GS theorem.
The intent of the present article is to generalize the Petrov classification to all dimensions and to find extensions of
Goldberg-Sachs theorem (specially in even dimensions). Hopefully this will help the search of new exact solutions to
Einstein’s equation in higher dimensions, with relevance to string theory compactifications. Since Einstein’s equation
is non-linear there is usually no hope to find all its solutions, however with the help of GS theorem Kinnersley was
able to find all Petrov type D vacuum solutions in four dimensions [7], a really impressive achievement. The topics
discussed here can, analogously, help to fully integrate Einstein’s equation under certain circumstances in higher
dimensions. Also the results obtained here should promote more geometrical insight about the Weyl tensor with
possible applications in general relativity. Moreover this work has applicability in differential geometry, specially in
areas related to the integrability of distributions and in spinor geometry, since maximally isotropic distributions are
ubiquitous in this article. Finally it is pertinent to mention that recently it was made an explicit connection between
Navier-Stokes’ and Einstein’s equations [8], in this connection the classification of the Weyl tensor makes a prominent
role.
Different classification schemes for the Weyl tensor in dimensions greater than four have been already defined during
the last decade. In [9] it was put forward a form to classify any tensor in Lorentzian spaces based on the so called boost
weight, the well known CMPP classification. Extensions of the GS theorem using such classification were looked for
and some progress has been made [10–12]. A recent review of this approach is available in reference [13]. In [14, 15] it
was defined a classification scheme for the Weyl tensor valid in any dimension and signature based on the maximally
isotropic structures and it was found a generalization of the GS theorem that will be used in the present article. In
[16] the Weyl tensor was classified in five dimensions using spinor techniques and applications were made. In [17] it
was worked out a classification scheme for the Weyl tensor in six dimensions using spinors and the generalized GS
theorem of [15] was elegantly translated to the spinor language. Finally, a very recent paper used spinorial language
to define a classification for the Weyl tensor in even dimensions [18]. The classification presented here is more refined
than the previous ones and has the classification of reference [17] and the Petrov classification as special cases. A short
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2and nice review of the previous literature can be found in [19], where some possible applications of these subjects are
also discussed.
In section II the Weyl tensor is used to define operators Cp that act on the space of p-forms, it is also shown that
such operators have nice properties. For example, in the Euclidean signature they are Hermitean. These operators
are then used to classify the Weyl tensor in any dimension. Section III shows that in even dimensions, d = 2n, the
operator Cn preserves the space of (anti-)self-dual n-forms and this is used to split this operator into the direct sum
of a self-dual part and an anti-self-dual part. In section IV it is proved that in even dimensions the integrability
condition for maximally isotropic distributions found in [15] can be nicely expressed in terms of the operator Cn.
Section V introduces a notation in which the map Cp takes a really simple and elegant form. Although not deeply
exploited here this notation seems to be promising. Then section VI gives a brief review of some other important
methods of classification for the curvature and argues how the classification introduced here can be helpful. Section
VII provides a new and simple proof of the generalized Mariot-Robinson theorem that will be important for future
sections. Finally, in sections VIII and IX are shown links between the integrability of null structures and the optical
matrix. In particular it is proved a new generalization of the GS theorem, stating that in even dimensions the
existence of integrable maximally isotropic distributions imposes restrictions on the optical matrix. Appendix A
defines a refined version of the Segre classification that is used to classify the operators Cp, while appendix B presents
important results about simple forms that are used throughout the article.
In the present work the vector bundles are assumed to be complexified so that the results can be applied to any
signature, on the same lines of references [2, 6, 17]. All results obtained here are local and it is always assumed that
the manifold is endowed with a non-degenerate metric and its Levi-Civita connection. Throughout the article some
examples are worked out with the intent of facilitating the comprehension and showing possible applications of the
concepts and tools introduced here.
II. THE MAP Cp
Let (M, g) be a manifold of dimension d endowed with a non-degenerate real metric tensor gµν of arbitrary signature
s 1. When convenient the tangent bundle of this manifold will be implicitly assumed to be complexified. Since all
results throughout this article will be local we can always assume the existence of a volume form denoted by εν1ν2...νd .
This d-form obeys to the following well known identity2:
εµ1...µp νp+1...νd εµ1...µp αp+1...αd = p!(d− p)! (−1)
d−s
2 δ [νp+1αp+1 . . . δ
νd]
αd
. (1)
Given a p-form Kν1...νp = K[ν1...νp] then its Hodge dual is the (d− p)-form defined by:
K˜µ1...µd−p =
1
p!
εν1...νpµ1...µd−p Kν1...νp . (2)
Taking the Hodge dual twice and using equation (1) it is straightforward to prove the following important relation:
˜˜
Kν1...νp = (−1)[p(d−p)+
d−s
2 ]Kν1...νp . (3)
The tangent bundle of (M, g) is assumed to be endowed with the Levi-Civita connection, whose trace-less part of
the curvature, called the Weyl tensor, will be denoted by Cµναβ . This tensor has the following symmetries:
Cµναβ = C[µν][αβ] = Cαβµν ; Cµ[ναβ] = 0 ; C
µ
νµβ = 0 . (4)
By means of the Weyl tensor we can define the following linear operator that act on the space of p-forms with p ≥ 2:
Cp : Kν1...νp 7→ K ′ν1...νp = Cαβ[ν1ν2Kν3...νp]αβ . (5)
The particular case p = 2 of the above operator has been of fundamental importance to the development of general
relativity in four dimensions, since it gives rise to the well known Petrov classification [1, 2]. Such classification has
1 In this article the metric tensor is assumed to be real just because sometimes it is convenient to deal with a real Weyl tensor. But
almost all results presented here are also valid for the case of a complex metric.
2 As usual the indices enclosed by square brackets are anti-symmetrized, while the indices inside round brackets are symmetrized. For
example, T[ab] =
1
2
(Tab − Tba) and T(ab) =
1
2
(Tab + Tba). Also, repeated indices are assumed to be summed.
3been used to find very important solutions to Einstein’s equation, the most important examples being the Kerr metric
[3] and all type D vacuum solutions [7]. The operator C2 was also investigated in higher dimensions on reference [20],
with the intent of refining CMPP classification. It is also interesting to note that in six dimensions the operator C3
reduces to the Weyl operator defined on [17] using spinors. But, as far as the present author knows, the operators
Cp, for arbitrary p, have not been defined before. The goal of the present article is to study some properties of the
maps Cp for p > 2, define a classification for the Weyl tensor based on them and, in some cases, relate these maps to
a generalization of the Goldberg-Sachs theorem.
Now let us work out a useful relation between the Weyl operator Cp and the Hodge dual map. If K
′ is the image
of the p-form K under the operator Cp, as in equation (5), then we have:
K˜ ′
ν1...ν(d−p)
=
1
p!
εµ1...µp ν1...νd−pCαβµ1µ2
˜˜
Kµ3...µpαβ (−1)[(d−p)p+
d−s
2 ] =
(2)
=
(−1)[(d−p)p+ d−s2 ]
p! (d− p)! ε
µ1...µp ν1...νd−pCαβµ1µ2 εσ1...σd−pµ3...µpαβ K˜
σ1...σd−p =
(1)
=
(p− 2)! (d− p+ 2)!
p! (d− p)! δ
[µ1
α δ
µ2
β δ
ν1
σ1
. . . δ
νd−p]
σd−p C
αβ
µ1µ2
K˜σ1...σd−p
(4)
= C [ν1ν2µ1µ2 K˜
ν3...νd−p]µ1µ2 .
Where above it was used equations (2), (5) and (3) in the first equality and the numbers above the other equal signs
refer to the used equations. This identity has been already known for the specific case d = 4 and p = 2, in which
case it has made a prominent role on the development of Petrov classification [21]. The above equation is then the
generalization of this known fact to all dimensions and to all values of p. Such result can be put in a more elegant form
if an abstract notation is used. Denoting the bundle of p-forms on M by ∧pM then Cp : ∧pM → ∧pM is the abstract
operator that implements the map defined in equation (5), while Ep : ∧pM → ∧d−pM will denote the operator that
when acts on a p-form gives its Hodge dual. In this notation the above result is written in the following form:
EpCp = Cd−pEp . (6)
Now we are able to define an algebraic classification scheme for the Weyl tensor valid in all dimensions, we just
have to find matrix representations for the operators Cp and use the refined Segre classification (see appendix
A). Thus the classification of the Weyl tensor proposed here amounts to gathering the refined Segre types of the
operators Cp for all possible values of p. But some of these calculations will be redundant, since by equation
(3) we have that the operator Ep is invertible, with inverse proportional to Ed−p. So using this information in
equation (6) we have that Cp = E
−1
p Cd−pEp, i.e., the operator Cp can be obtained from Cd−p by a similarity
transformation, therefore the algebraic type of these operators is the same. Special attention shall be deserved
for the cases p = d and p = (d − 1) since the “dual operators”, C0 and C1, are not defined. But it is not
difficult to prove that the operators Cd and Cd−1 are both zero, because of the traceless property of the Weyl ten-
sor. So it is just necessary to classify the Weyl operators Cp for integer values of p pertaining to the interval 2 ≤ p ≤ d2 .
If Kp and Lp are p-forms then the following symmetric inner product can be defined on the space ∧pM :
< Kp,Lp > = K
µ1...µp Lµ1...µp (7)
Such inner product is non-degenerate and its signature depends on the signature of the metric g. If {Bi} is a basis for
the space ∧pM such that < Bi,Bj >= hij then denoting by hij the inverse matrix of hij it follows that the p-forms
Bi = hijB
j obey to the identity < Bi,B
j >= δ ji . Thus if Kp is a p-form then Kp =< Bi,Kp > B
i, from which it
follows that B
µ1...µp
i B
i
ν1...νp
= δ
[µ1
ν1 . . . δ
µp]
νp . The matrix representation of the operator Cp on the basis {Bi} is given
by Cp ij =< Bi,Cp(B
j) >, so that using the previous results we see that the trace of this operator is zero:
tr(Cp) = Cp ii = B
µ1...µp
i C
αβ
µ1µ2
Biµ3...µpαβ = C
αβ
µ1µ2
δ [µ1α δ
µ2
β δ
µ3
µ3
. . . δ µp]µp ∝ Cαβαβ = 0 . (8)
Also, using the symmetry Cµναβ = Cαβµν of the Weyl tensor it is simple matter to show that the Weyl operator Cp
is self-adjoint with respect to this inner product, i.e, the following equation is valid:
< Kp,Cp(Lp) > = < Cp(Kp),Lp > . (9)
In the special case of (M, g) being a real manifold of Euclidean signature it follows that the inner product of p-
forms defined on equation (7) is positive definite. In this case the self-adjointness of operators Cp guarantees that
they can be diagonalized and that the eigenvalues are real. This property imposes huge restrictions on the possible
algebraic types that the Weyl tensor can have according the classification defined above, since the refined Segre types
of operators Cp will depend just on the degeneracy of each eigenvalue and on the dimension of the kernel of these
operators. So we have the following lemma:
4Lemma 1 If the metric g has Euclidean signature then the operators Cp admit a traceless diagonal matrix represen-
tation with real eigenvalues. In particular this implies that on the refined Segre classification of these operators all
numbers inside the square bracket will be 1 (see appendix A).
III. EVEN DIMENSIONS AND THE SELF-DUALITY
In this section the dimension of the manifold M is assumed to be even, d = 2n. In such case plugging p = n on
equation (3) yields EnEn = (−1)n2+n+ s21n = (−1) s2 1n, where 1n is the identity operator of space ∧nM . So the
space of n-forms can be split into a direct sum of the eigen-spaces of En, ∧nM = S+ ⊕ S−, where S+ is the space of
self-dual n-forms and S− is the space of anti-self-dual n-forms, defined by:
S± = {Kn ∈ ∧nM | En(Kn) = ±ǫKn} .
Where ǫ is equal to 1 or i depending on whether s2 is respectively even or odd. The spaces S
+ and S− both have the
same dimension, 12
(
2n
n
)
. Using equations (2) and (7) a simple index rearrangement shows that the following property
holds:
< Kn , En(Ln) > = (−1)n2 < En(Kn) , Ln > .
Where Kn and Ln are arbitrary n-forms. Using this equation we arrive at the following result:
Lemma 2 In a manifold of dimension d = 2n if n is even then the spaces S+ and S− are orthogonal to each other
with respect to the inner product <,>. On the other hand if n is odd then every element of S+ is orthogonal to every
element of S+ and every element of S− is orthogonal to every element of S−.
Now let us see that the operator Cn has the important property of preserving the spaces S
±. If K±n pertain to S
±
and L±n = Cn(K
±
n ) then equation (6) implies that:
En(L
±
n ) = EnCn(K
±
n ) = CnEn(K
±
n ) = Cn(±ǫK±n ) = ±ǫL±n .
Therefore it is useful to define the following operators:
C± : ∧nM → ∧nM , C± ≡ 1
2
(Cn ± ǫ−1CnEn) . (10)
It is immediate to see that C± is zero when restricted to S∓, i.e., Cn = C
+ ⊕C−. Thus the matrix representation
of Cn can be put in block-diagonal form with two blocks of the same dimension. This property restrict enormously
the possible algebraic types that the operator Cn can have. This has been already known in four dimensions and
was of fundamental importance to the development of the Petrov classification [1, 2]. Also this has been noted in six
dimensions using spinor calculus [17]. This property of Cn guarantees that when convenient the operators C
± can
be assumed to act on S± instead of ∧nM .
Let us note that the trace of both operators C+ and C− is zero. From equation (8) it follows that the trace of
Cn is zero, so that using the definition of operators C
±, equation (10), we see that tr(C±) = ±ǫ−1 tr(CnEn). Using
steps similar to the ones used to evaluate tr(Cp) we find for n ≥ 2:
tr(CnEn) =
1
n!
B µ1...µni C
αβ
µ1µ2
εν1...νnµ3...µnαβB
i
ν1...νn
=
1
n!
Cαβµ1µ2ε
ν1...νn
µ3...µnαβ
δ µ1[ν1 . . . δ
µn
νn]
= 0 .
Where the last equality follows from the Bianchi identity, C[αβµ]ν = 0. So the operators C
± have vanishing trace.
From lemma 2 and from the fact that the inner product <,> in ∧nM is non-degenerate we have that when n is
odd it is possible to introduce a basis {B+i} for S+ and a basis {B−i} for S− such that < B+i,B−j >= δij . To see
this just start with a basis for S+ and a basis for S− and then use the Gram-Schmidt process to conveniently redefine
the basis of S−. The matrix representation of C+ on the basis {B+i} is then C+ij =< B−i,Cn(B+j) >, while the
matrix representation of C− on the basis {B−i} is C−ij =< B+i,Cn(B−j) >. Then from equation (9) it follows that
C+ij = C
−
ji . So when n is odd it follows that operator C
+ can be obtained from C− and vice versa. On the other hand
when n is even the operators C+ and C− are in principle independent of each other. The results obtained so far can
be summarized by the following theorem.
5Theorem 1 When the dimension of the manifold is d = 2n the operator Cn is the direct sum of an operator that acts
on the space of self-dual n-forms, C+ : S+ → S+, and an operator that acts on the space of anti-self-dual n-forms,
C
− : S− → S−. Both operators, C+ and C−, have vanishing trace. In the particular case of odd n it follows that
the operator C− is the adjoint of the operator C+, i.e., in a suitable basis the matrix representation of C− is the
transpose of the matrix that represents C+.
This theorem implies that when n is odd then to classify Cn is equivalent to classify C
+, since automatically the
operator C− has the same algebraic type of C+. In the case n = 3 this was already proved using spinorial techniques
on reference [17]. In turn, when n is even classify Cn is equivalent to compute the algebraic types of both operators
C+ and C−.
In four dimensions a manifold is called self-dual when C− = 0 and C+ 6= 0. These manifolds have been widely
studied in the past [22], in particular it has been shown that Einstein’s vacuum equation on self-dual manifolds reduces
to a single second-order differential equation [22]. Now it is natural to ask wether the notion of self-dual manifolds can
be extended to higher dimensions. Theorem 1 says that if the dimension is d = 2n with odd n then C− = 0 implies
C+ = 0, so that the Weyl tensor is identically zero. But in principle if the dimension is multiple of four, even n, the
operators C+ and C− are independent of each other so that the self-dual manifolds can be defined. But it turns out
that a laborious investigation of the self-dual constraint in 8 dimensions reveals that if C+ = 0 then C− = 0. Thus
arriving at the following lemma:
Lemma 3 If the dimension of the manifold is d = 2n with odd n or n = 4 then the constraint C+ = 0 implies that
the whole Weyl tensor vanishes. So in these dimensions the notion of self-dual manifold cannot be introduced.
Although in the case of even n this result has been worked out by the author only for the case n = 4 the calculations
seems to indicate that lemma 3 is valid for all n ≥ 4. Thus, concerning the Weyl tensor, the dimension four appears
to be very special, since in this dimension the operators C+ and C− can be independent of each other [2]. Now in
order to get acquainted with the tools introduced so far let us see how the Petrov classification emerges in the present
formalism.
Example: In four dimensions, d = 4, the operators C3 and C4 are trivially zero, as explained in section
II. So we can only use C2 to algebraically classify the Weyl tensor. According to theorem 1 it follows
that C2 = C
+ ⊕C−, where C+ is independent from C−, and both have vanishing trace. Since the space
of 2-forms has six dimensions it follows that the operators C± act on 3-dimensional spaces, S±. Then
using the refined Segre classification (appendix A) it follows that the possible types for C± are [1, 1, 1|],
[2, 1|], [(1, 1), 1|], [|3], [|2, 1] and [|1, 1, 1], these types are respectively called I, II, D, III, N and O (see
reference [2]). Note that the refined Segre type [1, 1|1] is also possible and in the Petrov classification it
also corresponds to the type I, so that the refined Segre classification provides one more algebraic type
than the Petrov classification.
Thus the operator C+ can have six Petrov types, just as C−. Then the Weyl tensor can have 6×6 = 36
Petrov types. But from an intrinsic point of view just 21 types are different, because the spaces S+ and
S− are interchanged by a simple multiplication of the volume form, ε, by −1. When the Weyl tensor is
real and the signature Euclidean the operators C± admit diagonal representations, thus C± can just have
types I, D or O. While if the Weyl tensor is real and the signature Lorentzian then the operators C± can
have any type, but the type of C+ must be the same of C− [2].
Before proceed some comments about reality conditions are in order. For a manifold (M, g) of dimension d = 2n
and signature s if (s/2) is even then the eigenvalues of En are real, ±1. In this case it is possible to find real bases for
both spaces S+ and S−. On the other hand if (s/2) is odd the eigenvalues of En are ±i so that the elements of S+
and S− must be complex. In this last case if an n-form is self-dual then its complex-conjugate will be anti-self-dual,
and vice versa. It is also important to note that if the Weyl tensor is real, as assumed in the present article, then this
reality condition generally constrains the possible algebraic types of Cn. These constraints depend on the signature
of the metric, just as happens to C2 in four dimensions [2].
Particularly in the Euclidean signature we have s = d = 2n, so that if n is even then it is possible to define real bases
{B+i} and {B−i} for S+ and S− respectively such that < B+i,B+j >= δij =< B−i,B−j > (see lemma 2). Using
equation (9) we see that in these bases the operators C± have matrix representations that are real and symmetric.
In turn, if the signature is Euclidean and n is odd it is always possible to find a basis {B+i} for S+ such that {B+i}
is a basis for S− and < B+i,B+j >= δij . The basis {B+i} can also always be arranged to be such that the matrix
representation of C+ is diagonal with real eigenvalues. To prove this note that if {Q+i} is a basis for S+ then, since
(s/2) is assumed to be odd, the complex conjugate of this basis will be a basis for S−. Now the positive definiteness
6of g implies that < Q+i,Q+i > is greater than zero so that by the Gram-Schmidt process we can find a basis {B′+i}
such that < B′+i,B′+j >= δij . In this basis, because of equation (9), the matrix representation of C+ is easily seen
to be Hermitean, thus by an unitary transformation we can change the basis {B′+i} to another basis {B+i} such that
< B+i,B+j >= δij and in which the representation of C+ takes a diagonal form.
IV. INTEGRABILITY OF MAXIMALLY ISOTROPIC DISTRIBUTIONS AND THE OPERATOR Cn
The celebrated Goldberg-Sachs theorem in its generalized version states that in a Ricci-flat four-dimensional mani-
fold a maximally isotropic distribution {V1, V2} is integrable if, and only if, the 2-formBµν = V1[µV2ν] is an eigen-2-form
of the Weyl operator C2 [6]. The intent of this section is to generalize in some extent this theorem to manifolds of
even dimension greater than four, more precisely it will be made a connection between the integrability of maximally
isotropic distributions and some algebraic restrictions on the map Cn. Throughout this section the manifold (M, g)
will be assumed to have even dimension d = 2n.
A distribution of vector fields {V1, V2, . . . , Vp} on the manifold (M, g) is called isotropic or totally null when every
vector field tangent to this distribution has zero norm or, equivalently, g(Vi, Vj) = 0 for all i, j ∈ {1, 2, ..., p}. In a
manifold of dimension d = 2n the maximum dimension that an isotropic distribution can have is n. If the signature
is different from zero, s 6= 0, then a maximally isotropic distribution is necessarily complex [23]. From now on it will
always be assumed that the tangent bundle is complexified, so that the maximally isotropic distributions can exist.
Now let us make the following important definitions:
Definitions: A simple p-form Kµ1...µp = V
[µ1
1 V
µ2
2 . . . V
µp]
p is said to generate the distribution {V1, . . . , Vp}.
This form will be denoted abstractly by Kp =
1
p! (V1 ∧ V2 ∧ . . . ∧ Vp). When the distribution generated by a non-zero
simple p-form Np is isotropic this form is called a null p-form.
In order to deal with totally null structures it is useful to introduce a null frame {e1, . . . , en, en+1 = θ1, . . . , e2n = θn}
on the tangent bundle, defined to be such that the only non-zero inner products are g(ea′ , θ
b′) = 12δ
b′
a′ , where
a′ ∈ {1, 2, . . . , n}. In particular all the frame vectors, ea, are null and the distribution {e1, e2, . . . , en} is maximally
isotropic. In this article it will always be assumed that the indices a, b, . . . pertain to {1, 2, . . . , 2n}, while the indices
a′, b′, . . . pertain to {1, 2, . . . , n}. Given a tensor Tµν , for example, then Tab will denote the components of this tensor
on the null frame, Tab ≡ e µa e νb Tµν .
In reference [15] part of the Goldberg-Sachs(GS) theorem was generalized to all dimensions greater than four and to
all signatures. The content of this generalized GS theorem can be put in the following form: In a Ricci-flat manifold
if the Weyl tensor is such that Ca′b′c′d = 0 and generic otherwise then the maximally isotropic distribution generated
by (e1 ∧ e2 ∧ . . . ∧ en) is locally integrable. The main purpose of this section is to express the integrability condition
Ca′b′c′d = 0 in terms of algebraic constraints on operator Cn. To this end it is important to define the following
subbundles of ∧nM :
Ap = {Kn ∈ ∧nM | ea′py . . . ea′2yea′1yKn = 0 ∀ a′1, . . . , a′p ∈ (1, . . . , n) } .
Where (V yK) is the interior product of the vector field V into the differential formK. In index notation the subbundle
Ap is the one formed by the n-forms Kn such that Ka′1a′2...a′pb1b2...bn−p = 0. For example, A1 has dimension one and
is generated by the n-form (e1 ∧ e2 ∧ . . . ∧ en). Note that the definition of the bundles Ap depends on the choice of
null frame. Now expanding the equation Cn(K) = L using the index notation in the null frame yields:
Ld1d2...dn = C
ab
[d1d2
Kd3...dn]ab = C
a′b′
[d1d2
Kd3...dn]a′b′ + 2C
a′
b′[d1d2
K
b′
d3...dn]a′
+ Ca′b′[d1d2K
a′b′
d3...dn]
Taking care of the different types of indices it is possible to see that if Ca′b′c′d = 0 then all subspaces Ap are invariant
under the action of the operator Cn. Conversely, careful calculations show that if both subbundles A1 and A2 are
invariant under Cn then Ca′b′c′d = 0 (this result is most easily seen using the notation introduced in section V). So
we can state the following theorem and its immediate corollary:
Theorem 2 The following three statements are equivalent: (1) The Weyl tensor obeys to the integrability condition
Ca′b′c′d = 0; (2) The subbundles A1 and A2 are invariant under the action of Cn; (3) All subbundles Ap, p ∈
{1, 2, . . . , n}, are invariant by the action of Cn.
Corollary In a Ricci-flat manifold of dimension d = 2n if the spaces A1 and A2 are invariant under the operator
Cn and the Weyl tensor is otherwise generic then the maximally isotropic distribution generated by (e1 ∧ e2 ∧ . . .∧ en)
7is locally integrable.
Where the main theorem of reference [15] was used to arrive at the above corollary. Since A1 is the one-
dimensional subbundle generated by e1 ∧ e2 ∧ . . . ∧ en, the invariance of A1 is equivalent to say that this null n-form
is an eigen-form of the operator Cn. So, in particular, theorem 2 implies that if the integrability condition of the
distribution generated by e1 ∧ e2 ∧ . . . ∧ en is satisfied then we have, Cn(e1 ∧ e2 ∧ . . . ∧ en) ∝ e1 ∧ e2 ∧ . . . ∧ en.
The converse of this implication is true only in four dimensions. Note also that since the bundles of self-dual and
anti-self-dual n-forms, S±, are invariant under Cn then if Ap is invariant by this operator then the subbundles
A±p ≡ Ap ∩ S± are also invariant. These results strengthen the relevance and the utility of the operators Cp
introduced on section II. Now let us see explicitly the application of this theorem in four and six dimensions:
Example(d = 4): In four-dimensional manifolds, n = 2, we have A1 = A+1 = Span{e1 ∧ e2}, A+2 =
Span{e1 ∧ e2, (e1 ∧ e3 + e2 ∧ e4)} and A−2 = Span{e1 ∧ e4, (e1 ∧ e3 − e2 ∧ e4), e2 ∧ e3} = S−. Looking
at the representation of the operators C± given in reference [2] we conclude that the invariance of these
spaces under the Weyl operator Cn is equivalent to the vanishing of the Weyl scalars Ψ
+
0 = C1212 and
Ψ+1 = C1213, this is the content of the well known Goldberg-Sachs theorem [5, 6].
Example(d = 6): When the dimension of the manifold is six we have A1 = A+1 = Span{e1 ∧ e2 ∧ e3},
A+2 = Span{e1∧e2∧e3, e1∧(e2∧e5+e3∧e6), e2∧(e1∧e4+e3∧e6), e3∧(e1∧e4+e2∧e5)}, A−2 = (A+2 )⊥∩S−,
A+3 = S+ and A−3 = (A+1 )⊥ ∩ S−. Where A⊥ is the orthogonal complement of A with respect to the
inner product defined on (7). Because of equation (9) it follows from these orthogonality relations that
impose the invariance of A+1 is equivalent to impose the invariance of A−3 as well as the invariance of A+2
is equivalent to the invariance of A−2 . The fact that the invariance of A+p is equivalent to the invariance of
A−n+1−p and the invariance of A−p is equivalent to the invariance of A+n+1−p, for p ∈ {1, 2, . . . , n+12 }, seems
to be a general feature of the cases in which n is odd. Now using theorem 2 we find that the integrability
condition Ca′b′c′d = 0 is equivalent to the invariance of the spaces A+1 and A+2 . This agrees perfectly with
the results found on reference [17] by means of spinorial calculus.
Note from the first example, d = 2n = 4, that the invariance of the spaces A1 and A2 impose no restrictions on
the operator C−. This happens because in this case A−1 = 0 and A−2 = S−, so that the invariance of these spaces is
always guaranteed. This phenomenon is exclusive of the four-dimensional case, in higher dimensions the invariance
of A2 imposes restrictions on both C+ and C−. This is already clear when n is odd, since in these cases C+ and
C− carry the same degrees of freedom, one is the transpose of the other, as proved on theorem 1. But even if n is
even, besides the constraints on C+, we have that C− is constrained by the integrability condition Ca′b′c′d = 0, which
stems from the fact that dim(A−2 ) = 12 (n + n2) ≤ dim(S−) = 12
(
2n
n
)
. Thus if n > 2 then A−2 is a proper subspace
of S−, which implies that C− must admit a non-trivial invariant subspace if such integrability condition is satisfied.
This remarkable difference between the well known four-dimensional case and the higher-dimensional cases will be
enunciated as a lemma:
Lemma 4 In four dimensions the integrability condition of the distribution generated by the self-dual null 2-form
(e1 ∧ e2) imposes restrictions only on C+, so that C− can be arbitrary. But in higher dimensions the integrability
condition of the maximally isotropic distribution generated by the self-dual null n-form (e1 ∧ e2 ∧ . . . ∧ en) constrains
both operators, C+ and C−.
V. AN ELEGANT NOTATION
In this section it will be introduced a notation to deal with the operators Cp that is elegant and promising. Such
notation will make clear that these operators are intimately related to the integrability of distributions.
Let us denote by {ea} the frame of 1-forms dual to the null frame {ea}, ea(eb) = δab. Then for a vanishing Ricci
tensor it follows that the Cartan structure equations are:
dea + ωab ∧ eb = 0 and Cab = dωab + ωac ∧ ωcb .
Where Cab ≡ 12 Cabcd ec ∧ ed are the curvature 2-forms when the Ricci tensor vanishes and ωab are the connection
1-forms of the Levi-Civita connection, i.e., 1-forms defined by the relation ∇V eb = ωab(V )ea for any vector field V .
Taking the exterior derivative of the second Cartan equation it is simple matter to see that:
dCab = C
a
c ∧ ωcb − ωac ∧Ccb . (11)
8If Kp is a p-form then we can associate to it a set of (p− 2)-forms K ba , with a, b ∈ {1, 2, . . . , d}, defined by:
K
b
a ≡
2
p!
K ba c1c2...cp−2 e
c1 ∧ ec2 ∧ . . . ∧ ecp−2 .
Now using the just defined objects note that
C
a
b ∧K ba =
1
p!
Cabc1c2K
b
a c3c4...cp
ec1 ∧ ec2 ∧ . . . ∧ ecp = 1
p!
Cab[c1c2Kc3c4...cp]ab e
c1 ∧ ec2 ∧ . . . ∧ ecp .
By definition of Cp, equation (5), the last relation implies the following elegant form to express the action of this
operator:
Cp(Kp) = C
a
b ∧K ba . (12)
Now we are ready to see one more hint that the operator Cp is connected to the integrability of distributions. First
let us define the (p− 1)-form DK ba by DK ba ≡ dK ba + ωbc ∧K ca − ωca ∧ K bc . Then using the definition of K ba and
using the metric to lower (or raise) the indices it easily follows thatKp =
1
2Kab∧ea∧eb. Taking the exterior derivative
of this relation and using the first structure equation we find dKp =
1
2e
a ∧ eb ∧DKab, where DKab ≡ gbcDK ca . Also
taking the exterior derivative of equation (12) and using equation (11) it follows that d [Cp(Kp)] = C
ab ∧DKab. Let
us summarize these important relations:
dKp =
1
2
ea ∧ eb ∧DKab ; d [Cp(Kp)] = Cab ∧DKab . (13)
Suppose that a simple p-form Lp is in the kernel of Cp, Cp(Lp) = 0, and that C
cd
ab DLcd = λDLab, with λ 6= 0.
Then equation (13) implies that 0 = Cab ∧DLab = 12Cabcdec ∧ ed ∧DLab = λ2 ec ∧ ed ∧DLcd. Introducing this in the
first relation of (13) we see that the simple form Lp is closed, dLp = 0. This, in turn, implies that the distribution
annihilated by Lp is integrable (more about this on section VII).
Now if Kp is a p-form such that DK
b
a = κ∧K ba for some 1-form κ, then equation (13) implies that dKp = κ∧Kp
and d [Cp(Kp)] = κ ∧ Cp(Kp). So if Kp is a simple p-form then the first equation implies that the distribution
annihilated by Kp is integrable and, analogously, if Cp(Kp) is a simple p-form then second equality implies that
the distribution annihilated by Cp(Kp) is integrable. Thus connecting the operator Cp with one more integrability
property.
These are just simple results that follow from equation (13), but the elegance of the expressions obtained in this
section together with the results of appendix B seems to denounce that the notation introduced here can be exploited
to find extensions of the Goldberg-Sachs theorem. Hopefully this will be done elsewhere.
VI. OTHER CLASSIFICATION METHODS
The intent of the present section is to briefly digress about other forms of classifying the curvature of the tangent
bundle and, when possible, relate in some way these classification schemes to the classification for the Weyl tensor
defined in the preceding sections.
The CMPP classification is the most widespread and successful scheme of classification for the Weyl tensor in
higher-dimensional general relativity [9, 24]. Such scheme makes use of a one-dimensional subgroup of the orthogonal
transformations on the tangent bundle to split the Weyl tensor as a sum of terms with different boost weights. This
subgroup is determined once a real null vector field, l, is chosen. If it is possible to choose l in order to annihilate
the components of the Weyl tensor with boost weight 2 then l is said to be a Weyl aligned null direction(WAND).
Further, if this null direction is such that all Weyl tensor components with boost weights 2 and 1 vanish then l is
called a multiple WAND.
Let e1 and θ
1 be real vector fields such that {e1, e2, θ1, θ2} is a null frame in a 4-dimensional Lorentzian manifold.
It is a established result that the null 2-form e1 ∧ e2 is an eigen-2-form of operator C2 if, and only if, the vector
field e1 is a multiple WAND [6]. Simple calculations also reveal that in 5-dimensional spacetimes if C2 admits a null
eigen-2-form then the real null direction tangent to the isotropic plane generated by this 2-form will be a multiple
WAND. But the converse of this result is not true anymore, i.e., in 5 dimensions the existence of a multiple WAND
does not imply the existence of a null eigen-2-form for C2. Now it is natural wondering whether similar relations are
verified in higher-dimensional Lorentzian manifolds. Using the notation introduced in the last section it can be proved
that if N = e1 ∧ e2 ∧ . . . ∧ en is a null n-form in a Lorentzian manifold of dimension d = 2n+ ǫ, with ǫ equal to 0 or
91 and n ≥ 3, such that e1 is a real vector field then the equation Cn (N) ∝ N does not imply that e1 is a WAND,
let alone a multiple WAND. Conversely, if e1 is a multiple WAND then generally it is not true that Cn (N ) ∝ N .
Particularly, these results can be easily verified in 6 dimensions by means of the spinorial formalism of reference [17].
Although it was argued in the last paragraph that there is no immediate relation between a WAND and an
eigen-p-form of the operator Cp in higher-dimensional spacetimes, these Weyl operators are still valuable for the
CMPP classification. Just as reference [20] has used the well known bivector operator C2 to refine this classification,
the other operators Cp can analogously be used to further refine the CMPP classification. For this task the general
aspects of the operator method for classifying tensors in higher-dimensional manifolds described in [20, 25] could be
helpful.
Another useful classification for the Weyl tensor is the Taghavi-Chabert classification [15]. As well as CMPP
classification is associated to a null direction, the Taghavi-Chabert classification needs a maximally isotropic distri-
bution to be chosen. According to this classification the Weyl tensor of an even-dimensional manifold (d = 2n ≥ 6)
can be of the following types, from the most general to the most special: C−2, C−1, C0, C1, C2 and C3. Using the
formalism of section IV it can be proved that if the subbundle A1 ⊂ ∧nM is invariant under the operator Cn then
the Weyl tensor is more special than type C−2, but the converse is not true. Analogously, theorem 2 implies that
the Weyl tensor is type C0, or more special, if, and only if, both subbundles A1 and A2 are invariant under Cn. It
would be interesting, and hopefully valuable, to use the algebraic classification introduced in section II to refine the
Taghavi-Chabert classification, i.e., investigate how each of the types of the latter classification constrain the refined
Segre types of the operators Cp.
Finally, a geometric well known form of classifying the curvature of the tangent bundle is using the holonomy group
associated to the Levi-Civita connection. In a connected manifold the holonomy is the same at all points [26], thus
providing a global classification, whereas previously seen classifications are local3. Particularly, in four-dimensional
Lorentzian manifolds the holonomy classification has been widely studied and compared with Petrov classification [28],
in which case equation (6), with d = 4 and p = 2, is behind some simplifications of this analysis. In higher-dimensional
Lorentzian manifolds important developments have recently been achieved on this subject, see for example [29, 30]
and references therein.
Purely gravitational solutions of supergravity can be put in one-to-one correspondence with Ricci-flat Lorentzian
manifolds admitting a covariantly constant spinor [31]. By means of the Ambrose-Singer theorem it follows that
the integrability condition for a constant spinor imposes restrictions on the holonomy4 [31]. Therefore the holonomy
group is of fundamental importance to supergravity and, consequently, to string theory. Holonomy classification also
provides powerful tools to find solutions to Einstein’s equation [29]. Moreover, holonomy is of major relevance to loop
quantum gravity [32], although in a broader sense, since the holonomy may be associated to the curvature of a gauge
field.
VII. GENERALIZED MARIOT-ROBINSON THEOREM
The Mariot-Robinson theorem states that in four dimensions a null 2-form, F′, generates a locally integrable
distribution of planes if, and only if, there exists some function h 6= 0 such that F = hF′ satisfies Maxwell’s equations,
dF = 0 and d(F˜) = 0 [33, 34]. Where F˜ is the Hodge dual of F and d is the exterior derivative operator. In the
present section this theorem will be generalized in a natural way to all dimensions.
Following similar steps to the ones taken in [34] let {ω1, . . . , ωp} be linearly independent 1-forms of a d-dimensional
manifold such that d(hω1 ∧ . . . ∧ ωp) = 0 for some function h 6= 0. Expanding this equation and taking the wedge
product with ωi it is immediate to see that (dωi) ∧ ω1 ∧ . . . ∧ ωp = 0. It is a standard result of differential geometry
that this implies the local integrability of the distribution of vector fields annihilated by {ω1, . . . , ωp} [35]. Conversely,
if the distribution annihilated by {ωi} is integrable then it follows that there exist p2 functions f ij and p coordinates
xj such that ωi = f ijdx
j , with det(f ij) = f 6= 0. Then it is easy to see that d( 1f ω1∧ . . .∧ωp) = d(dx1∧ . . .∧dxp) = 0.
Thus we arrived at the following result: The distribution of vector fields annihilated by {ω1, . . . , ωp} is integrable if,
3 For example, in [27] it was shown that the CMPP type on the horizon of a 5-dimensional black ring spacetime is different from the
CMPP type outside the horizon.
4 Generally the existence of a covariantly constant tensor on the manifold imposes restrictions on the holonomy. For instance, Kähler
manifolds are characterized by the existence of a covariantly constant complex structure and because of this their holonomy are subgroups
of U(n) ⊂ SO(2n), where n is the complex dimension of the manifold.
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and only if, there exists some function h 6= 0 such that d(hω1 ∧ . . . ∧ ωp) = 0.
Now let us suppose that the dimension of the manifold is even, d = 2n. As defined in section IV, an n-form Nn is
called null if it can be written as Nµ1µ2...µn = V
[µ2
1 V
µ2
1 . . . V
µn]
n where the vector fields {V1, . . . , Vn} form an isotropic
distribution of dimension n. Such distribution is said to be generated by Nn = V1∧ . . .∧Vn and in this case, since the
isotropic distribution is maximal, it is also the distribution annihilated by Nn. As proved in appendix B null n-forms
must be self-dual or anti-self-dual, meaning that En(Nn) ≡ N˜n = ±ǫNn, where ǫ is equal to 1 or i depending on the
signature of the manifold. So for a null n-form the equation dNn = 0 is equivalent to the equation dN˜n = 0. Thus
using the results of this and of the last paragraph we arrive at the following theorem:
Theorem 3 In a space of dimension d = 2n, the null n-form N′n generates an integrable maximally isotropic distri-
bution if, and only if, there exists some function h 6= 0 such that Nn = hN′n obeys to the equations dNn = 0 and
dN˜n = 0.
It is important to note that, contrary to the Goldberg-Sachs theorem, no condition on the Ricci tensor was assumed.
This theorem was proved before on reference [36], but there the proof uses spinor and twistor calculus and is less
concise.
VIII. OPTICAL MATRIX AND THE FORMS THAT ARE CLOSED AND CO-CLOSED
Let {l, n,m2,m3, . . . ,m(d−1)} be a semi-null frame of the tangent bundle such that the only non-zero inner products
are g(l, n) = 1 and g(mi,mj) = δij , in particular the vectors l and n are null. Then denoting by ∇ the Levi-Civita
connection let us define the following quantities:
M0 = l
νnµ∇ν lµ ; Mi = lνmµi ∇ν lµ ; Mij = mνjmµi ∇ν lµ . (14)
Note that in Lorentzian signature the vectors of the frame {l, n,mi} can be chosen to be real, so that the quantities
M0, Mi and Mij are real in this case. The (d − 2) × (d − 2) matrix Mij is called the optical matrix and is usually
decomposed as the sum of a symmetric trace-less matrix σij , the shear, a skew-symmetric matrix Aij , the twist, and
a term proportional to the identity matrix θδij , the expansion.
Mij = σij + Aij + θδij ; θ =
1
d− 2δ
ijMij ; σij = M(ij) − θδij ; Aij = M[ij] (15)
It is easy matter to establish that the null congruence generated by l is geodesic if, and only if, Mi = 0 and the
parametrization is affine when M0 = 0. Also, straightforward calculations show that the congruence generated by l is
hyper-surface-orthogonal, l[α∇µlν] = 0, if, and only if, Mi and Aij both vanish.
Now let Kp be a non-zero p-form obeying to the equations dKp = 0 and dK˜p = 0 and such that l is a multiple
aligned null direction [9, 24] of Kp. Using index notation these constraints are respectively given by:
∇[αKµ1µ2...µp] = 0 ; ∇αKαµ2...µp = 0 ; Kµ1µ2...µp = p!fj2j3...jp l[µ1mµ2j2 mµ3j3 . . .m
µp]
jp
. (16)
Where fj2j3...jp is completely antisymmetric and in the last relation it is being assumed a sum over the indices
j2j3 . . . jp. Let us prove that the existence of a non-zero p-form that satisfies equation (16) imposes restrictions on
the optical matrix as well as on Mi. Developing the equation 0 = (∇αKαµ2...µp)lµ2 = −Kαµ2...µp∇αlµ2 the following
results can be obtained:
Mi fij3...jp = 0 ; Aijfijk4...kp = 0 . (17)
Analogously, expanding the equation 0 = ∇[αKµ1µ2...µp]lαm µ1j1 . . .m
µp
jp
we get:
M[j1 fj2...jp] = 0 .
Note that contracting the above equation with Mj1 and using equation (17) we get that MjMj = 0. In the particular
case of Lorentzian signature the frame {l, n,mi} can be real, then Mi is real and the relation MjMj = 0 implies
that Mj vanish, i.e., the null congruence generated by l is geodesic. On the same vein, after workout the equality
0 = (∇αKαµ2...µp)m µ2j2 . . .m
µp
jp
it follows that:
Kαµ2...µp∇α(m µ2j2 . . .m
µp
jp
) = (p− 1)! lα∇αfj2...jp + (p− 1)! fj2...jp∇αlα . (18)
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Now expanding the relation 0 =
(∇[αKµ1µ2...µp]) lαnµ1m µ2j2 . . .m µpjp , using the identity ∇αlα = M0 + (d− 2)θ and
the equation (18) it follows, after some algebra, that:
2(p− 1) fi[j3...jp σj2]i = (d− 2p) θ fj2...jp .
These results are summarized by the following theorem:
Theorem 4 If Kµ1µ2...µp = p!fj2...jp l
[µ1mµ2j2 . . .m
µp]
jp
is a non-zero p-form such that dKp = 0 and dK˜p = 0 then it
follows that:
• Mi fij3...jp = 0
• M[j1 fj2...jp] = 0
• 2(p− 1) fi[j3...jp σj2]i = (d− 2p) θ fj2...jp
• MiMi = 0
• Aijfijk4...kp = 0
In the particular case of a real frame {l, n,mi} (Lorentzian signature) it follows from the fourth point above that
Mi = 0, i.e., the vector field l is geodesic.
Particularly, if the signature is Lorentzian and the dimension is four, d = 4, then the case p = 2 of the above
theorem implies that if a real null bivector F obeys to the source-free Maxwell’s equations then the real null direction
l such that Fµν l
ν = 0 generates a congruence that is geodesic and shear-free (shear-free meaning that σij = 0), a
classical result first obtained a long time ago by Ivor Robinson [33]. In the Lorentzian signature the case p = 2 of the
above theorem was obtained before on reference [11]. Also in the Lorentzian case these results can be easily obtained
using the generalized GHP formalism of reference [37]5. More precisely the first three points of the above theorem
can be found in the proof of Lemma 3 of reference [37], whereas the last two points of the above theorem are not
explicit in [37], although can be easily derived using the GHP formalism. But it is worth remarking that there is an
important difference between the Lorentzian and the non-Lorentzian signatures: while in the former case the equation
MiMi = 0 implies that the null vector field l is geodesic in the latter this is not true in general. Note also that in the
Euclidean case we have that n is the complex conjugate of l, therefore in this signature any constraint on the optical
matrix of l imposes an analogous constraint on the optical matrix of n.
IX. A GENERALIZED VERSION OF THE GOLDBERG-SACHS THEOREM
Using the previous results it will be proved in this section a generalized version of the Goldberg-Sachs theorem
that is valid in any even dimension and that makes no assumption about the Ricci tensor, contrary to the usual
generalizations of such theorem. The theorem presented here states that if there exists an integrable maximally
isotropic distribution on a manifold of even dimension then the shear matrix of the null directions tangent to such
distribution must be constrained.
Before proceeding let us introduce some notation that will be used in what follows. In a manifold of dimension d = 2n
let {e1, e2, . . . , en} be a maximally isotropic distribution of vector fields. We can complete this distribution to form
a null frame {e1, . . . , en, en+1 = θ1, . . . , e2n = θn} such that the only non-zero inner products are g(ea′ , θb′) = 12δ b
′
a′ .
From this frame we can construct a semi-null frame, like the one used in the latter section, {l, n,m2,m3, . . . ,m(d−1)}
defined by:
l = e1 ; n = 2θ
1 ; mj = (ej + θ
j) ; mj+n−1 = −i(ej − θj) , where j ∈ {2, 3, . . . , n} .
Note that in general the choice of the vector e1 to be l is arbitrary, we could have chosen any vector on the distribution
{e1, . . . , en} to take this place. In the special case of Lorentzian signature there is a privileged choice, since in this
case a maximally isotropic subspace admits just one real direction [23], in the present section whenever the signature
is Lorentzian the real direction will be assumed to be tangent to the vector field e1 = l.
5 Thanks to Harvey S. Reall for gently pointing out this reference.
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Once defined such semi-null frame we can define the optical matrix, the shear, the twist and the expansion associated
to the distribution {e1, . . . , en} to be just as defined in equations (14) and (15). Also from this maximally isotropic
distribution we can construct the null n-form Nn = e1 ∧ e2 ∧ . . .∧ en. In the semi-null frame just defined this n-form
has the following expansion:
Nµ1µ2...µn ≡ n! e [µ11 . . . eµn]n = n! f̂j2j3...jn l[µ1mµ2j2 . . .m
µn]
jn
. (19)
With f̂j2j3...jn = f̂[j2j3...jn] different from zero only when each index jr is equal to r or to r+n− 1 (and permutations
of this), in which case f̂j2j3...jn = 2
1−n iq where q is the number of indices jr that are equal to r+n− 1. For example,
in six dimensions, n = 3, the non-zero components of f̂j2j3 are:
f̂23 = −f̂32 = 1
4
; f̂25 = −f̂52 = i
4
; f̂43 = −f̂34 = i
4
; f̂45 = −f̂54 = −1
4
. (20)
Now we are able to prove the main result of this section. Suppose that the maximally isotropic distribution
{e1, . . . , en} is integrable. So from what was seen in section VII there exists some function h 6= 0 such that d(hNn) =
0 and d(hN˜n) = 0, where Nn = e1 ∧ e2 ∧ . . . ∧ en. Thus using theorem 4 and equation (19) it follows that
hf̂i[j3...jn σj2]i = 0, which leads to the following theorem:
Theorem 5 (Generalized GS) In a manifold of even dimension d = 2n if the maximally isotropic distribution
{e1, . . . , en} is integrable then the shear matrix associated to this distribution, σij , is constrained by the following
equation:
f̂i[j3j4...jn σj2]i = 0 .
Also, the twist matrix, Aij, and the scalars Mi are constrained by the following relations:
Aij f̂ijk4...kn = 0 ; Mi f̂ij3...jn = 0 ; M[j1 f̂j2...jn] = 0 ; MiMi = 0.
Particularly, from this last relation, MiMi = 0, it follows that e1 = l must be geodesic in the Lorentzian signature.
It is worth noting that in this theorem no condition was imposed on the Ricci tensor. It is also relevant to mention
that in the appendix C of reference [12] the integrability of a maximally isotropic distribution is expressed in terms
of the Ricci rotation coefficients of a null frame. Now let us see an example of the use of theorem 5.
Example: In six dimensions, d = 6, if a maximally isotropic distribution {e1, e2, e3} is integrable then it
follows from theorem 5 that f̂i[jσk]i = 0, i.e., f̂ijσki = f̂ikσji. Denoting by f the matrix f̂ij and by σ the
matrix σij then since f is skew-symmetric and σ is symmetric it follows that this equation is equivalent
to fσ = −σf . From equation (20) it follows that we can write:
f =
1
4
 0 1 0 i−1 0 −i 00 i 0 −1
−i 0 1 0
 .
Then using the fact that the matrix σ is symmetric and imposing that it anti-commutes with f we find
that the shear matrix must be of the following form:
σ =
 ∆ Θ 0 ΦΘ −∆ −Φ 00 −Φ ∆ Θ
Φ 0 Θ −∆
 .
Where ∆, Θ and Φ are arbitrary functions. Calculating the eigenvalues of σ we find ±√∆2 +Θ2 +Φ2, so
the shear must have two degenerate eigenvalues. It must be stressed that by orthonormal transformations
of the semi-null frame it is possible to simplify further the shear matrix. For example, in the Lorentzian
signature in addition of being traceless and symmetric σ is also real, so that this matrix admits, in a
suitable basis, the form diag(λ, λ,−λ,−λ) with λ = √∆2 +Θ2 +Φ2. This result is perfectly compatible
with the six-dimensional calculations, in Lorentzian signature, found in appendix C of [12].
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Despite being called here a generalized version of the Goldberg-Sachs theorem the theorem just presented carries
little resemblance with the usual version of the GS theorem. The main differences being that in theorem 5 no mention
is made to the Weyl tensor and the Ricci tensor is not assumed to be constrained. In order to understand why it is
adequate to call this theorem a generalized version of the GS theorem it is necessary to review some previous results
on the literature, this will be done in the next paragraph.
The first apparition of the Goldberg-Sachs theorem was in reference [4], where it was proved that a Ricci-flat four-
dimensional Lorentzian manifold has an algebraically special Weyl tensor if, and only if, it admits a null congruence
that is geodesic and shear-free(σij = 0). Later this result has been put in a conformally invariant form by relaxing the
constraint on the Ricci tensor [38], particularly the GS theorem has been proved to be valid for Einstein manifolds.
A decade after this the GS theorem was generalized to be valid in four-dimensional manifolds of all signatures in [5],
where it was proved that the concept of geodesic and shear-free should be substituted in the other signatures by the
requirement of local integrability of totally null 2-surfaces (see also [39]). Indeed, the leafs of integrable maximally
isotropic distributions can be proved to be totally geodesic [5, 40], so that in the Lorentzian case the intersection of
an integrable maximally isotropic distribution with its complex conjugate yields a null congruence that is geodesic
and in four dimensions is shear-free.
Now we are in position to conclude that the theorem presented in this section is deeply connected to the original
version of the GS theorem. From the reference [5] it follows, in particular, that in a Ricci-flat 4-dimensional manifold
if the Weyl tensor is algebraically special then the manifold admits an integrable maximally isotropic distribution of
vector fields. So because of theorem 5 this implies that in four dimensions if the Weyl tensor is algebraically special
then f̂iσji = 0. Since in the Lorentzian signature the 2 × 2 matrix σij is real, symmetric and traceless this last
equation implies that σji = 0, thus arriving at the usual form of the GS theorem. The converse of theorem 5 although
valid in four dimensions probably is not valid in higher dimensions, so that this theorem captures only one direction
of the original GS theorem.
A connection between algebraically special Weyl tensors and restrictions on the shear matrix can also be easily
made in higher dimensions using previous results. Combining theorem 5 with the corollary of theorem 2 we
immediately arrive at the following result:
Corollary In a Ricci-flat manifold of even dimension d = 2n if the subbundles A1 and A2 are invariant un-
der the operator Cn and this operator is generic otherwise then the shear matrix of the maximally isotropic
distribution {e1, . . . , en} is constrained by the following equation:
f̂i[j3j4...jn σj2]i = 0 .
Where f̂j2j3...jn was defined below equation (19) and the subbundles Ap were defined in section IV. In the particular
case of Lorentzian signature the vector field e1 is geodesic.
Also, although not explicitly stated, the twist matrix and the scalars Mi are also constrained if the hypothe-
ses of this corollary are satisfied (see theorem 5). This corollary is the reason of why the theorem 5 was called here a
generalized Goldberg-Sachs theorem.
X. CONCLUSIONS AND PERSPECTIVES
In this article it was investigated several aspects of the Weyl tensor classification and its relation with the integra-
bility of vector distributions, specially the maximally isotropic ones. At first the Weyl operators Cp were introduced
and its properties investigated. These operators are non-trivial generalizations of the already known bivector map
provided by the Weyl operator, here represented by C2, that can be used to classify the Weyl tensor. It was shown
that such operators are self-adjoint with respect to the natural inner product on the space of forms and that in the
Euclidean signature they can diagonalized, providing a simple form to classify the Weyl tensor.
In even dimensions, d = 2n, the operator Cn has the special property of preserving the space of (anti-)self-dual
n-forms, so that we can write Cn = C
+ ⊕ C−. This allows us to define the self-dual manifolds as the ones with
C− = 0. But lemma 3 guarantees that if n is odd or n = 4 then the condition C− = 0 implies that the whole Weyl
tensor vanishes. It was also proved that the integrability condition of a maximally isotropic distribution is given by
the invariance of certain subbundles of ∧nM under the operator Cn.
In theorem 4 it was shown that if a manifold, of arbitrary dimension and signature, admits a null p-form that is
closed and co-closed then the optical matrices of the null directions “tangent” to this form obey to several constraints.
This was then used to arrive at a generalized version of the Goldberg-Sachs theorem stating that if an even-dimensional
manifold admits an integrable maximally isotropic distribution then the shear matrix is constrained.
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The objects and tools introduced here deserve further investigation and probably the elegant notation introduced
in section V will help on this enterprise. On theoretical grounds it is important to search for new relations between
the operators Cp and integrability properties. This can shed light on the integration of higher-dimensional Einstein’s
equation, as happened in four dimensions [7]. Also the practical implications of theorem 4 and of the generalized
Goldberg-Sachs theorem should be analyzed more deeply. These theorems should be particularly useful in situations
where there are physical fields represented by p-forms whose equations of motion implies that they are harmonic
(closed and co-closed).
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Appendix A: Refined Segre Classification
In this appendix it will be presented the refined Segre classification, a classification scheme for square matrices over
the complex field that was defined in [17].
Given a square matrix M over the complex field then by means of a similarity transformation it can always be put
in the so called Jordan canonical form. This canonical form is a block-diagonal matrix such that each block is equal
to a single number or to a matrix of the following form:
J =

λ 1 0 . . .
0 λ 1
...
. . . 1
0 . . . 0 λ
 .
The Jordan canonical form of a matrix is unique up to the ordering of the Jordan blocks. Each block of the above
form has only one eigenvector and its eigenvalue is λ.
The Segre classification of the matrix M is the list of the dimensions of the Jordan blocks. This list of numbers is
put inside a square bracket and the dimensions of the Jordan blocks with the same eigenvalue are to be put together
inside a round bracket. This classification can be refined if the numbers corresponding to the blocks with eigenvalue
zero are made explicit by putting them on the right of the others and separating by a vertical bar. For example,
suppose that the Jordan canonical form of a matrix M is
0 1 0 0 0
0 0 0 0 0
0 0 α 0 0
0 0 0 β 1
0 0 0 0 β
 . (A1)
Then the next table summarizes the possible types that the matrix M can have on the Segre classification and on the
refined version of this classification.
0 6= α 6= β 6= 0 α = 0 6= β α = β 6= 0 β = 0 6= α α = β = 0
Segre Classification [2, 2, 1] [(2, 1), 2] [(2, 1), 2] [(2, 2), 1] [(2, 2, 1)]
Refined Segre Class. [2, 1|2] [2|2, 1] [(2, 1)|2] [1|2, 2] [|2, 2, 1]
TABLE I: Possible algebraic types for the matrix of equation (A1).
Appendix B: Simple Forms and the Integrability of Distributions
Let Kp be a p-form that is simple, i.e., there exists 1-forms ω
j such that Kp = ω
1 ∧ ω2 ∧ . . . ∧ ωp. Using equation
(2) it is possible to see that the Hodge dual of a simple form is a simple form, so that we can write:
K˜p = ω̂
1 ∧ ω̂2 ∧ . . . ∧ ω̂d−p . (B1)
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By means of the metric g it is possible to make a one-to-one association between vectors and 1-forms. For example,
the vector field V is associated to the 1-form ω when ω(X) = g(V,X) for all vector fields X . Using this correspondence
let us denote by Vj the vectors associated to the 1-forms ω
j and by V̂r the vectors associated to ω̂
r. Now let us define
the following vector field distributions:
N = {V1, V2, . . . , Vp} ; N˜ = {V̂1, V̂2, . . . , V̂d−p} .
Using equations (2), (B1) and the definition V µj = ω
j µ it follows that:
[Vjy(ω̂
1 ∧ . . . ∧ ω̂d−p)]µ2...µd−p =
n!
p!
V µ1j ε
ν1...νp
µ1...µd−p
V1 ν1 . . . Vp νp = 0 ,
where (V yF) is the interior product of the vector field V into the differential form F. This implies that ω̂r(Vj) = 0,
which is equivalent to g(V̂r, Vj) = 0. So we arrived at the following important result:
N˜ = N⊥ . (B2)
Where N⊥ is the orthogonal complement of N .
Given a simple p-form Kp, the vector distribution annihilated by it is defined by AKp = {U ∈ TM |UyKp = 0}.
Since ω̂r(Vj) = 0 it follows that N is the vector distribution annihilated by the form K˜p, while N˜ is the distribution
annihilated by Kp. It was proved in section VII that the distribution AKp is integrable if, and only if, there exists
some function h 6= 0 such that d(hKp) = 0, therefore we can state:{
N is integrable ⇔ ∃ f 6= 0 | d(fK˜p) = 0
N˜ is integrable ⇔ ∃ g 6= 0 | d(gKp) = 0 .
In the special case in which d = 2n, p = n and Kn is a null n-form, i.e, the distribution N is maximally isotropic,
it follows that N⊥ = N . So by equation (B2) we see that K˜n ∝ Kn, which implies that Kn must be self-dual or
anti-self-dual. In this case we have that N is integrable if, and only if, there exists some function h 6= 0 such that
K′n = hKn obeys to the equations d(K
′
n) = 0 and d(K˜
′
n) = 0.
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