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The Graph Isomorphism problem -of testing if two graphs are isomorphic-is a well-studied algorithmic problem in the class NP. Formally, the decision problem Á can be defined as: Á ½ ¾ ½ and ¾ are isomorphic graphs Graph Isomorphism has attracted a lot of research because there is no known polynomial-time algorithm for it and on the other hand there is strong evidence that it is not NP-complete. In [6] it was shown that Graph Nonisomorphism is in AM implying that GI is in NP coAM. It follows that GI cannot be NPcomplete unless the polynomial hierarchy collapses to ¦ Ô ¾ [6, 18] . Schöning, who introduced the notion of lowness in complexity theory, pointed out in [18] that GI is low for ¦ Ô ¾ . I.e. GI is powerless as oracle for ¦ Ô ¾ .
Subsequently, it was shown in [13] that GI is also low for the class PP (the language class corresponding to #P). This result is proven using the machinery of GapP functions introduced in the seminal paper of [7] . In [7] the languages classes SPP and LWPP are introduced as generalizations of Valiant's class UP. It is shown in [7] that UP SPP LWPP, and LWPP is low for PP.
SPP is perhaps the most important and natural of the counting classes. It is known that SPP is in and low for the classes¨P, C P, PP etc. SPP has a host of other nice properties as well (see [7] for details). For instance, SPP is characterized exactly as the class of languages low for GapP. In summary, SPP can be seen as the GapP analogue of UP. In [7] it is also shown that SPP is the smallest reasonable gapdefinable class.
Coming back to [13] , the result that GI is low for PP is shown in that paper by proving that Á is in LWPP. It is also shown in [13] that (testing if a given graph has a nontrivial graph automorphism) is in SPP. It is known that is polynomial-time reducible to Á, but the converse is open.
Summary of new results
In this paper, we show that Á is in the class SPP.
This was left as an open question in [13] (also see [7] ).
As a consequence it follows that Á is in and low for¨P (in fact, Á ¾ Mod P for each ¾), C P etc. Previously, only a special case of Graph Isomorphism, namely Tournament Isomorphism, was known to be in¨P. 1 What we prove is a more general result: we show that a generic problem FIND-GROUP is in FP SPP as a consequence of which Á and some other algorithmic problems on permutation groups that are not known to have polynomial-time algorithms also turn 1 Tournament Isomorphism in¨P follows because any tournament has an odd number of automorphisms. There are special cases of Graph Isomorphism, e.g. Graph Isomorphism for bounded-degree graphs or bounded genus graphs, that have polynomial-time algorithms. The containments UP SPP LWPP is shown in [7] .
We say that is in GapP , for oracle In [7] it is shown that every language in LWPP is low for PP.
Similarly, we say that ¦ £ is low for GapP if GapP GapP. Again, it is shown in [7] The identity permutation is denoted by ½ (we use ½ to denote the identity of all groups) and the subgroup consisting of only ½ is denoted ½. The permutation group generated by a subset of Ë Ò is the smallest subgroup of Ë Ò containing and is de- We now recall two basic algorithmic results concerning permutation groups. Given as input the generator set Ë for a permutation group Ë Ò , the following two basic algorithmic tasks can be implemented in time polynomial in Ò (see e.g. [20, 9] for these and other results and [15, 11] for a comprehensive treatment). 
In this section we describe a simple polynomialtime algorithm that takes as input a permutation group Ë Ò and a permutation ¾ Ë Ò and computes the lexicographically least element of the right coset of in Ë Ò . Here, we use the standard lexicographic ordering of permutations in Ë Ò given by the ordering of the set Ò ½ ¾ Ò . This algorithm is a crucial ingredient in the proof of the main theorem in the next section. 
Proof.
We describe the easy algorithm and then argue its correctness. We can easily extend the above result to show the following. We are ready to prove the main theorem of the paper. Recall that the Graph Isomorphism problem is the following decision problem: Á ´ ½ ¾ µ ½ and ¾ are isomorphic . A related problem is AUTO which is a functional problem: given a graph as input the problem is to output a strong generator set for ÙØ´ µ. It is well-known from the result of Mathon [16] (see e.g. [14] ) that GI and AUTO are polynomial-time Turing equivalent.
Thus, in order to show that Á ¾ SPP it suffices to show that AUTO ¾ FP SPP . In other words, it suffices to show that there is a deterministic polynomialtime Turing machine Å with oracle ¾ SPP that takes a graph as input and outputs a strong generator set for ÙØ´ µ.
We observe here that the problem AUTO itself is one among a class of problems, each of which we will show is in FP SPP by giving such an algorithm for the following generic problem FIND-GROUP which we formally describe below: Notice that AUTO is an example of the generic FIND-GROUP problem, as checking whether ¾ Ë Ò is an automorphism of a graph on Ò nodes can be done in time polynomial in Ò.
Remark. The advantage of solving the generic problem FIND-GROUP is that it allows us to show at one stroke that several group-theoretic problems apart from GI are all in SPP. In particular, as a corollary to Theorem 4.1 we will show in the next section that the hidden subgroup problem (of interest in quantum computing) in the case of permutation groups is also in the class FP SPP .
Theorem 4.1 There is an FP SPP algorithm for the FIND-GROUP problem.

Proof.
Let Ü ¼ Ò be an input instance of FIND-GROUP. The goal is to compute a strong generator set for Ü Ë Ò using MEMB as subroutine.
As we have fixed the input, we will sometimes drop the subscript and write instead of the group Ü .
Our goal is to design an FP SPP algorithm for finding the coset representatives of ´ µ in ´ ½µ for each in the tower of subgroups ½ ´Ò ½µ ´Ò ¾µ ´½µ ´¼µ . Starting with ´Ò ½µ , which is trivial, the algorithm will build a strong generator set for ´ µ in decreasing order of until finally it computes a strong generator set for ´¼µ . Thus, it suffices to describe how the algorithm will compute the coset representatives of ´ µ in ´ ½µ assuming that a strong generator set for ´ µ is already computed. To this end we first define a language: 
There is an element in ´ ½µ that maps to . We will find it by a prefix search that extends the partial permu- ½ is a complete set of coset representatives for ´ µ in ´ ½µ and hence ½ is a strong generator set for ´ ½µ . Thus at the end ¼ is a a strong generator set for . Therefore, we have an FP Ä algorithm problem for FIND-GROUP.
Finally, since the FP Ä algorithm makes only UPlike queries to the NP oracle Ä, it follows from Lemma 2.3 that FIND-GROUP has an FP SPP algorithm.
Remark.
We note that there is alternative way to conceive of an FP SPP algorithm for the FIND-GROUP problem: we can first design an UPSV SPP algorithm, where the prefix search that we do in CONSTRUCT( Ü ¼ Ò ) is replaced by directly guessing a permutation in the right coset (consisting of elements that fix ½ to ½ and map to ) and rejecting along all paths on which we do not guess the lexicographically least element of the coset. Then, by a general prefix search argument we can see that FP SPP and UPSV SPP are the same and hence conclude that FIND-GROUP is in FP SPP .
As we already noted, We recall the general definition of the hidden subgroup problem. Many natural problems like Graph Isomorphism, integer factorization etc, can be cast as a special case of HSP. An efficient quantum algorithm for the general problem will result in efficient quantum algorithm for all these. Based on suitable generalizations of Shor's technique [19] , the above problem has efficient quantum algorithms for the case when is an abelian group (see e.g. [17] for an exposition). However, the status of HSP is open for general nonabelian groups, except for some special cases where it is settled (see, e.g. [10, 12] ). In particular, even when we restrict attention to being the permutation group Ë Ò , it is not known if HSP has quantum polynomial time algorithms except in special cases. Independently, it is shown by Fortnow and Rogers [8] that the class BQP of languages that have polynomial-time quantum algorithms is closely connected with language classes that are low for PP. In particular, it is shown in [8] that BQP AWPP where AWPP is a language class that generalizes both BPP and LWPP.
Theorem 5.2 [8] BQP
AWPP and hence BQP is low for PP.
In this section we show as a corollary to Theorem 4.1 that there is an FP SPP algorithm for the HSP problem over permutation groups. Lowness for PP also follows as SPP is low for PP.
Other applications
Using the FP SPP algorithm for the FIND-GROUP problem we can show that other algorithmic problems on permutation groups [15] As already mentioned, a consequence of the above theorem is that several other decision problems in permutation groups (e.g. coset intersection, double coset equality, set transporter) which are polynomialtime many-one reducible to CONJ-GROUP are also in SPP.
º ÓÒ ÐÙ× ÓÒ
In this paper we have shown that Graph Isomorphism is in SPP. We have also shown that several other problems on permutation groups are in SPP. All these results are byproducts of the FP SPP algorithm for the problem FIND-GROUP. We would like to know if better upper bounds can be shown for the complexity of special cases of graph isomorphism especially tournament isomorphism. Specifically, is tournament isomorphism in UP? It is known that the automorphisms of a tournaments forms a solvable group and has odd order. Can this additional property be somehow exploited?
A related problem is Graph Canonization. Let be a function from the family of finite graphs, , to itself. We say that is a canonization if for every ¾ , ´ µ and for every ½ ¾ ¾ , ´ ½ µ ´ ¾ µ iff ½ ¾ . There is an Ç´Ò ÐÓ Ò µ algorithm for Tournament Isomorphism by giving a canonization procedure for tournements [3] . The complexity of Graph Canonization is intriguing. The only known upper bound for the problem is FP NP . It is known that Graph Isomorphism is polynomialtime reducible to Graph Canonization. Is the converse true, at least for tournaments? Is Graph Canonization for tournaments low for PP?
Babai and others, in a series of papers [5, 4, 2] , developed a theory of black-box groups to study the complexity of group-theoretic problems in a general setting. The main results in [5, 4, 2] were to put these problems in NP coAM or AM coAM. However, lowness for PP has been addressed only for the case of solvable black-box groups in [1, 21] , where many of these problems are shown to be in SPP. It is interesting to ask if our approach of showing membership in SPP via finding the lexicographically least element in a coset can be generalized to black-box groups.
More precisely, what is the complexity of finding a canonical element in the right coset of a black-box group?
