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Abstract
Estimation of the skeleton of a directed acyclic graph (DAG) is of great
importance for understanding the underlying DAG and causal effects can be
assessed from the skeleton when the DAG is not identifiable. We propose a
novel method named PenPC to estimate the skeleton of a high-dimensional
DAG by a two-step approach. We first estimate the non-zero entries of a
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concentration matrix using penalized regression, and then fix the difference
between the concentration matrix and the skeleton by evaluating a set of con-
ditional independence hypotheses. For high dimensional problems where the
number of vertices p is in polynomial or exponential scale of sample size n, we
study the asymptotic property of PenPC on two types of graphs: traditional
random graphs where all the vertices have the same expected number of neigh-
bors, and scale-free graphs where a few vertices may have a large number of
neighbors. As illustrated by extensive simulations and applications on gene
expression data of cancer patients, PenPC has higher sensitivity and specificity
than the standard-of-the-art method, the PC-stable algorithm.
Keywords: DAG, Penalized regression, log penalty, PC-algorithm, skeleton
1 Introduction
To understand the molecular mechanisms of human disease, huge amount of high-
dimensional genomic data have been collected from large number of samples. For
example, as of Feb 6th, 2014, The Cancer Genome Atlas (TCGA) project (McLendon
et al., 2008) has published multiple types of genomic data in 8,909 cancer patients
of 28 cancers. Many statistical methods have been developed to identify the associa-
tions between genomic features and disease outcomes or cancer subtypes. However,
such association results are descriptive in their nature, and they cannot deliver “ac-
tionable” conclusions for cancer treatment. Many recently developed cancer drugs
are so-called “targeted drugs” that target particular (mutated) proteins in cancer
cells, and the mechanism of such drugs can be understood as direct interventions
on tumor cells (Vogelstein et al., 2013). To characterize or predict the consequences
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such drug interventions, statical methods that allow causal inference based on high
dimensional genomic data are urgently needed.
One of the most commonly used tools for causal inference among a large number
of random variables is the directed acyclic graph (DAG) (also known as Bayesian
Network) (Lauritzen, 1996; Pearl, 2009). In a DAG, all the edges are directed, and
the direction of an edge implies a direct causal relation. There is no loop in a DAG.
Such “acyclic” property is necessary to study causal relations (Spirtes et al., 2000).
When we remove the directions of all the edges in a DAG, the resulting undirected
graph is the skeleton of the DAG.
Estimation of the skeleton of a DAG is of great importance. First, it is a crucial
step towards estimating the underlying DAG. Second, in many real data analyses
where only observational data (instead of interventional data) are available, the DAG
is not identifiable but the skeleton can be estimated; and previous studies have shown
that causal effects can be assessed from the skeleton of a DAG because a limited
number of edges of a DAG skeleton can be oriented using a set of deterministic rules
(Maathuis et al., 2009, 2010). Several methods have been developed to estimate
DAGs or their skeletons from observational data (Heckerman et al., 1995; Spirtes
et al., 2000; Chickering, 2003; Kalisch and Bu¨hlmann, 2007), however most of them
are not suitable (theoretically and/or computationally) for the high dimensional
genomic problems that motivate our study. For example, in the real data analysis
presented in Section 6, we sought to construct DAG of thousands of genes using
hundreds of samples. In this paper, we proposed a new method named PenPC to
address this challenging problem. We proved the estimation consistency of PenPC
for high dimensional settings of p = O (exp{na}) for 0 ≤ a < 1, and we also derived
3
the conditions for estimation consistency for two types of graphs: random graph
where all the vertices have the same expected number of neighbors, and scale-free
graphs where a few vertices can have much larger number of neighbors than other
vertices. As verified by both simulation and real data analyses using TCGA data,
PenPC provides more accurate estimates of DAG skeletons than existing methods.
The remaining parts of this paper are organized as follows. In Section 2, we
give a brief review of DAG estimation methods and the conceptual advantages of
our PenPC algorithm. Details of the PenPC algorithm are introduced in Section 3
and its theoretical properties are presented in Section 4. We study the empirical
performance of PenPC and existing methods in simulations and real data analyses in
Section 5 and Section 6, respectively. Finally, we conclude in Section 7.
2 Review of DAG Estimation
2.1 Directed Acyclic Graph (DAG)
A DAG of random variables X1, ..., Xp is a directed graph with no cycle. Specifically,
a DAG can be denoted by G = (V,E), where V contains p vertices 1, 2, ...., p that
correspond to X1, ..., Xp, and E contains all the directed edges. In a DAG, a chain
of length n from i to j is a sequence i = i0− i1−· · ·− in−1− in = j of distinct vertices
such that il−1 → il ∈ E or il → il−1 ∈ E for l = 1, . . . , n; and a path of length n
from i to j is a sequence i = i0 → i1 → · · · → in = j of distinct vertices such that
il−1 → il ∈ E for l = 1, ..., n. Given this path, il−1 is a parent of il, il is a child of
il−1, i0, i1, ..., il−1 are ancestors of il, and il+1, ..., in are descendants of il.
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Given a DAG G for random variables X1, . . . , Xp and assume that
X = (X1, . . . , Xp)
T ∈ Rp ∼ PX with density fX . (1)
We say that the distribution PX is Markov to G if the joint density fX satisfies the
recursive factorization
f(x1, . . . , xp) =
p∏
i=1
f(xi|xpai), (2)
where pai denotes the parents of vertex i. The factorization naturally implies acyclic
restriction of the graph structure. Equivalently PX is Markov to G if every variable is
conditionally independent of its non-descendants given its parents. A related concept
is the so-called faithfulness :
Definition 1. Let PX be Markov to G. < G, PX > satisfies the faithfulness cond-
tiontion if and only if every conditional independence relation true in PX is entailed
by the Markov property applied to G (Spirtes et al., 2000).
This means that if a distribution PX is faithful to DAG G, all conditional indepen-
dences can be read off from the DAG G using d-separation defined in the following
definition 2, and thus the faithfulness assumption requires stronger relationship be-
tween the distribution PX and the DAG G than the Markov property.
Definition 2. (d-separation). A vertex set S block a chain p if either (i) p contains
at least one arrow-emitting vertex belonging to S, or (ii) p contains at least one
collision vertex (e.g., j is a collision vertex if the chain includes i→ j ← k) that is
outside S and no descendant of the collision vertex belongs to S. If S blocks all the
chains between two sets of random variables X and Y , we say “S d-separates X and
Y ” (Pearl, 2009).
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Not all the distributions can be faithfully represented by a DAG. In this paper,
we assume the random variables follow multivariate normal distribution, then the
faithfulness assumption can be justified by the fact that among all the multivariate
normal distributions associated with G, the non-faithful ones form a Lebesgue null
set (Meek, 1995).
Given multivariate normal distribution assumption, a commonly used graphical
model is Gaussian Graphic Model (GGM), where two vertices are connected if the
corresponding two variables are independent, given all the other variables. A GGM
can be constructed by a concentration matrix (i.e., precision matrix, or inverse of
covariance matrix) in that two vertices are connected if the corresponding elements
in the concentration matrix is non-zero. The skeleton of a DAG is different from
its GGM because of v-structures. In a v-structure X → W ← Z, co-parent X and
Z are marginally independent or conditionally independent given their parents, but
given every vertex set that contains W (a collision vertex) or any descendant of W ,
X and Z are dependent with each other. A few examples are shown in Figure 1, and
instances of the covariance and concentration matrices of the GGM in Figure 1(a)
are shown in the Supplementary Materials, Section 1.
2.2 DAG estimation using observational data
Many methods have been developed for DAG estimation using interventional data.
Since the focus of this paper is DAG skeleton estimation using observational data,
we will only provide a brief review for relevant methods using observational data.
When the p variables have a nature ordering (i.e., for any vertex Xi, all the
parents or ancestors of Xi are among the vertices X1, ..., Xi−1, and all the children
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Figure 1: Four DAGs where X and Z are not connected in the skeleton, but are
connected in the corresponding GGMs. The true relation between X and Z can be
revealed by appropriate conditional independence testing. For example, X ⊥ Z in
Figure 1(a), X ⊥ Z|Y in Figure 1(b), X ⊥ Z|(Y, U) in Figure 1(c), and X ⊥ Z|Y
in Figure 1(d).
or descendants of Xi are among vertices Xi+1, ..., Xp), the problem of skeleton
estimation is greatly simplified because a regression of Xi versus X1, ..., Xi−1 can be
used to identify the true skeleton (Shojaie and Michailidis, 2010). However, in many
high-dimensional problems, such a nature ordering is not available. Throughout this
paper, we assume no knowledge of nature ordering. Then the underlying DAG is not
identifiable from observational data, because conditional dependencies implied by the
Markov property on the observational distribution PX only determine the skeleton
and v-structures of the graph (Pearl, 2009). All the DAGs with the same skeleton and
v-structures correspond to the same probability distribution and they form a Markov
equivalence class. After estimating skeleton, the v-structures can be identified by a
set of deterministic rules, and thus we do not distinguish the estimation of a DAG
skeleton and a Markov equivalence class.
In general, there are two approaches for DAG or DAG skeleton estimation. The
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first one is the search-and-score approach that searches for the DAG that maximizes
or minimizes a pre-defined score, such as BIC (Bayesian Information Criterion).
The second one is the constraint-based approach that constructs DAGs by assessing
conditional independence of random variables. There are also some hybrid methods
that combine more than one method.
Direct search across all possible graphs is computationally infeasible even for
moderate number of variables. Elegant methods have been developed to search across
Markov equivalence classes (Chickering, 2003) or the nature orderings of the variables
(Teyssier and Koller, 2005). The objective function of search-and-score methods
(e.g., BIC) may be considered a L0-penalized likelihood, and a recent work shows
several theoretical merits of L0-penalized maximum likelihood estimates (van de
Geer and Bu¨hlmann, 2013). These methods, however, are still computationally very
challenging for genomic applications where the number of vertices can be thousands
and sample size ranges from tens to thousands.
One representative method of the constraint-based approach is the PC algorithm
(named after the first names its authors, Peter Sprites and Clark Glymour) (Spirtes
et al., 2000). Starting with a complete undirected graph where any two vertices
are connected with each other, the PC algorithm first thins the complete graph by
removing edges between vertices that are marginally independent. Then it removes
edges by assessing conditional independence given one vertex, two vertices, and so on.
Kalisch and Bu¨hlmann (2007) proved the uniform consistency of the PC-algorithm in
high-dimensional settings where p = O(na) for a > 0. The results of the PC algorithm
depend on the order of the edges to be assessed. Colombo and Maathuis (2012)
proposed a modification of the PC algorithm that overcomes such order dependency.
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This new method, named as PC-stable algorithm, can substantially improve the
performance of the PC algorithm. We consider the PC-stable algorithm as the state-
of-the-art method for high dimensional problems, and we will compare our method
with the PC-stable algorithm.
The Independence Graph (IG) algorithm (Chapter 5.4.3 of Spirtes et al. (2000))
modifies the PC algorithm by using a different initial graph. Instead of starting with
a complete undirected graph as the PC algorithm, the IG algorithm starts from an
undirected independence graph, where two vertices are connected if the correspond-
ing two variables are conditionally dependent given all the other variables. In such
an independence graph (with the assumption of no estimation error), the neighbors
of a vertex Yj include its parents, children and co-parents in the underlying DAG,
which constitute the so-called Markov blanket of Yj such that Yj is independent of all
the other vertices given its Markov blanket (Aliferis et al., 2010). Under multivariate
normal distribution assumption, independence graph is a Gaussian Graphic Model
(GGM), and thus can be determined by the concentration matrix.
The Max-Min Hill-Climbing (MMHC) algorithm is a popular hybrid method
that combines search-and-sore approach and constraint-based approach (Tsamardi-
nos et al., 2006). The MMHC first estimates the skeleton of the DAG using a
constraint-based method (the Max-Min part of the algorithm), and then orient the
edges using a search-and-score technique (the Hill-Climbing part of the algorithm).
Schmidt et al. (2007) proposed to replace the Max-Min part of the MMHC algo-
rithm by a penalized regression with L1 penalty, which identifies the Markov blanket
of each vertex and improves the performance of the MMHC algorithm. Meinshausen
and Bu¨hlmann (2006) studied the theoretical property of Markov blanket selection
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using the Lasso (L1) penalty, and they referred to this procedure as neighborhood
selection. They pointed out that selection consistency of a variable Y ’s Markov blan-
ket, dented by MBY , requires a so-called irrepresentable condition (Zhao and Yu,
2006) that there is weak correlation between the variables within and outside MBY .
This is a strong condition and it generally does not hold for the genomic problems
that motivate this study.
We propose a PenPC algorithm for DAG skeleton estimation in two steps. It first
adapts neighborhood selection method to select Markov blanket of each vertex, and
then it applies a modified PC-stable algorithm to remove false positive edges due to
co-parents. Although the two-step approach of the PenPC algorithm shares similar
spirit to the IG algorithm (Spirtes et al., 2000) and the modified MMHC algorithm
(Schmidt et al., 2007), we have made the following novel contributions. First, we
employ the log penalty p(|b|;λ, τ) = λ log(|b|+τ), one of the folded concave penalties
(Fan and Lv, 2011), for the neighborhood selection step, which significantly improves
the accuracy of Markov blanket search and allows much stronger correlation between
the variables within and outside a Markov blanket than what is allowed for the Lasso
penalty. Combining the neighborhood selection with log penalty and a novel modified
PC-stable algorithm, the resulting PenPC algorithm outperforms the state-of-the-art
PC-stable algorithm in terms skeleton estimation accuracy. In high dimensional
setting, the PenPC algorithm also enjoys some advantage in terms of computational
efficiency. Second, we provide theoretical justifications of the estimation consistency
of the PenPC algorithm in high dimensional settings where p = O (exp{na}) for
0 ≤ a < 1. We also discuss the implications for estimation consistency for two types
of graphs: traditional random graph model where all the vertexes have the same
10
expected number of connections, and scale-free graph where a few vertices can have
much larger number of neighbors than the other vertices. Whereas random graph
is often assumed in previous studies, e.g., for the consistency of the PC algorithm
(Kalisch and Bu¨hlmann, 2007), scale-free graph is more frequently observed in gene
networks as well as many other applications (Baraba´si and Albert, 1999).
3 Methods
We adopt a multivariate normal distribution assumption: X = (X1, . . . , Xp)
T ∼
N(0,Σ). Let X = (x1, ...,xp) be the n × p observed data matrix. Without loss
of generality, we assume each column xi (1 ≤ i ≤ p) has been standardized to
have mean 0 and xTj xj = n. Our PenPC algorithm proceeds in two steps: (1)
neighborhood selection, and (2) application of a modified PC-stable algorithm to
remove false connections.
Step 1. (Neighborhood Selection) We first select the neighborhood of vertex
i by a penalized regression with Xi as response variable and all the other variables
corresponding to vertices V \ {i} as covariates:
bˆi = arg min
bi∈Rp−1
1
2
(xi −X−ibi)T(xi −X−ibi) + n
∑
j 6=i
p(|bi,j|;λi, τi). (3)
where X−i is an n× (p−1) matrix for n measurements of the remaining p−1 covari-
ates, bi = (bi,1, ..., bi,i−1, bi,i+1, ..., bi,p)T and p(|bi,j|;λi, τi) denotes a penalty function
with tuning parameters λi and τi. We consider a class of folded concave penalty
functions satisfying the following condition:
Condition 1: The penalty function p(t;λ, τ) is of the form λρ(t; τ), where
11
ρ(t; τ) is increasing and concave in t ∈ [0,∞) given τ and has continuous
derivative ρ′(t; τ) in terms of t and with ρ′(0+; τ) > 0.
This is a generalization of the Condition 1 in Fan and Lv (2011). Specifically, we
employ the log penalty p(|b|;λ, τ) = λ log(|b| + τ), which has been demonstrated
to have good performance in high-dimensional genetic studies (Sun et al., 2010).
We employed the implementation of penalized regression with log penalty using
coordinate descent algorithm (Sun et al., 2010), and the two tuning parameters λ
and τ are selected by two-grid search to minimize extended BIC (Chen and Chen,
2008). After p penalized regressions for each of the p variables, we construct the
GGM by adding an edge between vertices i and j if bˆij 6= 0 or bˆji 6= 0.
Step 2. (Modified PC-stable algorithm) We apply a modified PC-stable
algorithm to remove the false edges due to co-parent relationships. For each edge
i − j, we first assess marginal association between vertices i and j. If they remain
dependent, we use the following strategy to search for candidate separation sets. Let
• Ai,j = [adj(i, CG)
⋃
adj(j, CG)] \ {i, j}, i.e., the union of the neighbors of i and
j, except i or j themselves. A is the Markov blanket of i and j.
• Bi,j = [adj(i, CG)
⋂
adj(j, CG)] \ {i, j}, i.e., the intersection of the neighbors of
i and j, except i or j themselves.
• Ci,j = {k : k ∈ A
⋂
(Bi,j
⋃
Con
(i,j)
CG (Bi,j))}, where Con
(i,j)
CG (Bi,j) is the set
of vertices connected to any vertex in Bi,j by a chain of any length from a
subgraph of CG, which is created by removing vertices i and j as well as any
edges connected to i or j. Obviously Bi,j ⊆ Ci,j.
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Then the candidate conditional sets are
Πi,j = {A \D,D ⊆ C}. (4)
Note that in the definition of Πi,j, we skip the subscript i,j for A, B, C, and D to
simplify notations. Each element of Πi,j is a set A \ D, where D is exhaustively
searched across all subsets of C. The number of candidate conditional sets are 2|C|,
which is often much smaller than all the conditional sets 2|A|. More details are
described in the Supplementary Materials, Section 2. An intuitive explanation is as
follows. By Markov property in (2), the d-separation set of i and j consists of their
parents, but not their shared children or descendants. All the parents of i or j belong
to set A. All the shared descents of i and j (among those within the the Markov
blanket of i and j) belong to C. Therefore we define Πi,j such that it iteratively
excludes any set of vertices that are likely to be the shared children/descendants of
i and j.
We test the conditional independence of Xi and Xj given K ∈ Πi,j using Fisher
transformation of partial correlation. Specifically, denote the partial correlation be-
tween Xi and Xj given K ∈ Πi,j by ρi,j|K. With the significance level α, we reject
the null hypothesis H0 : ρi,j|K = 0 against the alternative hypothesis Ha : ρi,j|K 6= 0
if
√
n− |K| − 3zˆi,j|K > Φ−1(1 − α/2), where zˆi,j|K = 0.5 log((1 + ρˆi,j|K)/(1 − ρˆi,j|K))
and Φ(·) is the cdf of N(0, 1).
The final output of PenPC algorithm is the estimated skeleton and separation
sets S(i, j) for all (i, j). The separate sets are needed for causal effect estimation. If
vertices i and j are not connected in the GGM (then they won’t be connected in the
skeleton), their separation set is all the remaining variables. If i and j are connected
in both the GGM and the skeleton, there is no separation set. If i and j are connected
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in the GGM, but not the skeleton, the separation set S(i, j) is a set belongs to Πi,j,
such that the test Xi ⊥ Xj | S(i, j) gives affirmative conclusion. Given the skeleton
and the separation sets, causal effects can be assessed using function idaFast of R
package pcalg (Kalisch et al., 2012).
4 Theoretical Properties
4.1 Fixed Graphs
We denote the L2 and L∞ norm of a matrix/vector by ‖ · ‖2 and ‖ · ‖∞, respectively.
The L2 norm of a symmetric matrix is the maximum eigenvalue of the matrix. The
L∞ norm of a matrix is the maximum of the L1 norm of each row. The L∞ norm of a
vector is the maximum of the absolute values of its elements. In this section we study
high dimensional behavior where p grows as a function of sample size n. Thus we
denote p as pn, and denote a DAG and the corresponding GGM by Gn = (Vn, En) and
CGn = (Vn, Fn), respectively. We further denote the skeleton of Gn by Gun = (Vn, Eun)
where a−b ∈ Eun ⇔ a→ b ∈ En or b→ a ∈ En. For any vertex i, denote the observed
data of the variables within and outside of adj(i, CGn) (but not including xi) by X i1
and X i2, respectively. If the penalty function has continuous second derivative,
we define κ(v;λ, τ) = max1≤j≤r−λρ′′(|vj|; τ), where for v = (v1, ..., vr)T ∈ Rr and
vj 6= 0; otherwise we replace ρ′′(|vj|; τ) by lim→0+ supt1<t2∈(|vj |−,|vj |+) ρ
′(t2;τi)−ρ′(t1;τi)
t2−t1 .
The following conditions are needed for the consistency of the PenPC algorithm.
(A1) Dimensionality of the problem. pn = O (exp{na}) with a ∈ [0, 1).
(A2) Sparseness assumption. Let qn = max1≤j≤pn |adj(j, CGn)|, i.e., the maximum
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degree of CGn . qn ≤ O(nb) for some 0 ≤ b < 1. By the following Lemma 2,
max1≤j≤pn |adj(j,Gn)| ≤ qn.
(A3) Minimum effect size for neighborhood selection. δn ≡ (1/2) infi,j {|bi,j| : bi,j 6= 0} ≥
O(n−d2) with 0 < d2 < (1 − a)/2 − s0, where s0 is a constant describing the
correlation structure of the covariates with non-zero effect: ‖(X Ti1X i1)−1‖∞ =
O(n−1+s0) with 0 ≤ s0 < (1− a)/2.
(A4) Conditions for penalty function. p′(δn;λi, τi) n−d2−s0 , p′(0+;λi, τi) n−1/2+a/2+b
√
log n.
(A5) Further conditions for penalty function with respect to covariance structure of
the covariates. For all i = 1, . . . , p and 0 < K < 1,
∥∥X Ti2X i1(X Ti1X i1)−1∥∥∞ ≤
min(K ρ
′(0+;τi)
ρ′(δn;τi)
, O(nb)) and ‖(X Ti1X i1)−1‖2 < 1/(nκ0), where κ0 = maxβ1∈Ni1 κ(β1;λi, τi),
and Ni1 is a hypercube around bi1 (a sub-vector of bi’s non-zero components)
such that ‖β1 − bi1‖∞ ≤ Cn−d2 .
(A6) Restriction on the size of conditional partial correlation. Denote the partial
correlations between Xi and Xj given a set of variables {Xr : r ∈ K} for
K ⊆ Vn \ {i, j} by %i,j|K. For K ∈ Πij, the absolute values of %i,j|K’s are
bounded:
inf
i,j,K
{∣∣%i,j|K∣∣ : ρi,j|K 6= 0,K ∈ Πi,j} ≥ cn, and sup
i,j,K
{∣∣%i,j|K∣∣ : K ∈ Πij} ≤M < 1,
where cn = O(n
−d1) for some 0 < d1 < min{(1− a)/2, (1− b)/2}.
The sparseness assumption (A2) will be replaced by tighter assumptions for two
specific random graph models later. Assumptions (A3)-(A5) ensure that the step
1 of PenPC can recover the GGM. Assumption (A6) ensures the summation of the
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mistaken probabilities of the step 2 of the PenPC algorithm goes to 0 asymptotically.
The condition
∥∥X Ti2X i1(X Ti1X i1)−1∥∥∞ ≤ Kρ′(0+; τi)/ρ′(δn; τi) in Assumption (A5)
deserves more discussion since it reveals why our neighborhood selection method
using log penalty can perform better than the Lasso. For the Lasso, there is no extra
parameter τi and ρ(t) = |t|, and thus ρ′(0+)/ρ′(δn) = 1. Therefore the condition
becomes
∥∥X Ti2X i1(X Ti1X i1)−1∥∥ ≤ K, which is equivalent to the irrepresentable
condition. In contrast, for the log penalty, ρ′(t; τi) = sgn(t)/(|t| + τi), and thus
ρ′(0+; τi)/ρ′(δn; τi) → (δn + τi)/τi, which can goes to infinity if τi = o(δn). More
specifically, the scale of ρ′(0+; τi)/ρ′(δn; τi) can be derived as follows. By assumption
A4, ρ′(0+; τi)/ρ′(δn; τi)  (n−1/2+a/2+b
√
log n)/(n−d2−s0) = nb
√
log n → ∞, where
the last equality is due to Assumption A3. We can show that the log penalty satisfies
other assumptions and refer the readers to Chen et al. (2014) for details.
The following Lemma 1 claims that the support of the regression coefficients is
the same as that of the concentration matrix. Therefore, we can use the regression
model to estimate the GGM CGn .
Lemma 1. Suppose X = (X1, ..., Xp)
T ∼ Np(µ,Σ) and Ω = Σ−1. Then
Xi = X
T
−ibi + i, (5)
where X−i denotes a random vector derived from X by removing Xi from X, bi =
−σ2iΩ−i,i, and i ∼ N(0, σ2i ), with σ2i = Σii −Σi,−i(Σ−i,−i)−1Σ−i,i. Σab and Ωab are
the sub-matrices where the subscripts a and b indicate inclusion/exclusion of certain
random variables.
The proof of Lemma 1 is omitted since it is straightforward conclusion based on
conditional distribution of multivariate normal random variables.
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Consider the neighborhood selection problem for one of the variables versus all
the other variables. Let Si = supp(bi) be the support of the true regression coefficient
bi with size |Si| = si. From Lemma 1, the degree of vertex i in CGn is si. Recall
that in assumption (A4) X i1 and X i2 denote the observed data of the variables
corresponding to Si ⊆ Vn \ {i} and its complement, Sci = Vn \ (Si
⋃{i}). Similarly
bi1 and bˆi1 are respectively the sub-vectors of bi and bˆi corresponding to Si.
Theorem 1. Given Assumptions (A1) - (A5), with probability at least 1−C exp{na−
na log(n)} for a constant 0 < C < ∞, there exists a local minimizer bˆi = (bˆi1, bˆi2)T
that satisfies the following conditions: for any i = 1, . . . , pn,
(a) Sparsity: bˆi2 = 0.
(b) L∞ loss: ‖bˆi1 − bi1‖∞ = o(n−d2), where d2 is defined in (A3).
The proof is in the Supplementary Materials. Under assumption (A1), the di-
mensionality pn is allowed to grow up to exponentially fast with sample size n. The
value of d2 can be as large as 1/2 depending on the lower bound of effect size specified
in assumption (A3).
Corollary 1 is a simple extension from Theorem 1. It characterizes the consistency
of the pn penalized regression models which estimate the GGM CGn . Denote CˆGn(θ)
as the estimate of CGn by the neighborhood selection, where θ are tuning parameters
of the penalty function.
Corollary 1. Given Assumption (A1), (A4)-(A6),
P(CˆGn(θ) = CGn) ≥ 1− C exp{2na − na log(n)}
for a constant 0 < C <∞.
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Lemma 2. If the distribution PX is Markov to G, i.e., if the joint density fX satisfies
the recursive factorization, the set of edges Fn of CGn includes all edges Eun of Gun plus
co-parent relationship in Gn.
This lemma 2 has been proved in Lemma 3.21 of Lauritzen (1996).
Lemma 3. Assume (A1). If (i, j) ∈ Fn of CGn but (i, j) /∈ Eun of Gun, the conditioning
set Πi,j in (4) includes at least one set which d-separates vertices i and j in G.
The proof of Lemma 3 is presented in the Supplementary Materials. Lemma 2
and Lemma 3 provide the theoretical justifications for using GGM as a starting point
of our modified PC-algorithm. Lemma 2 shows that if we have a perfect estimation
of the concentration matrix, we can recover all the edges in the skeleton with no false
negatives, but some false positives: the co-parent relationships. Lemma 3 presents
that we can remove the false positives due to co-parent relationship by examining
partial correlation conditioning on some set in Πi,j.
Next we discuss the theoretical property of the modified PC-stable algorithm
(the second step of the PenPC algorithm) given a perfect estimation of GGM. Later
we will show that the summation of mistaken probabilities of GGM estimation and
skeleton estimation given GGM goes to 0 as n→∞.
Theorem 2. Let αn be the p-value threshold for testing whether a partial correlation
is 0. Let Gˆun(αn) be the estimates of Gun from the second step of the PenPC algorithm
given a perfect estimation of GGM from the first step of the PenPC algorithm. Assume
(A1), (A2) and (A6), then there exists αn → 0, such that
P
[
Gˆun(αn) = Gun
]
= 1−O (exp{−Cn1−2d1})→ 1,
where 0 < C <∞ is a constant.
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The proof is in the Supplementary Materials. Similar theorem has been proved
in Kalisch and Bu¨hlmann (2007) with pn at polynomial order of n. By exploiting
accurate estimation of GGM, we extend the theorem to pn = O (exp{na}) case.
Corollary 2 provides the combined error of step 1 and step 2 of PenPC algorithm as
a simple extension of Corollary 1 and Theorem 2.
Corollary 2. Let Gˆun(θ, αn) be the estimates of Gun from the two-step approach PenPC
algorithm. Assume (A1)-(A6), then there exists an αn → 0, such that
P
[
Gˆun(θ, αn) = Gun
]
= 1−O (exp{−Cn1−2d1})→ 1,
where 0 < C <∞ is a constant.
4.2 Random Graphs
Under certain conditions, the theoretical results could also be extended to two com-
monly used models for random graphs: Erdo˝s and Re´nyi (ER) Model (Erdo˝s and
Re´nyi, 1960) and Baraba´si and Albert (BA) Model (Baraba´si and Albert, 1999). In
general, assumption (A2) no longer holds for random graphs. However, based on the
proof in the Supplementary Materials, it is easy to see that assumption (A2) can be
relaxed to (A2’).
(A2’) Let qn = max1≤j≤pn |adj(j, CGn)|. Assume
P{qn ≤ O(nb)} = 1, for some 0 ≤ b < 1.
It is then suffices to show assumption (A2’) holds. Note that the value of b in this
assumption will affect the minimum effect size of partial correlations in assumption
(A3) and the convergence probability in Theorem 1 and Corollary 1.
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4.2.1 Erdo˝s and Re´nyi (ER) Model
The ER model constructs a graph G(pn, pE) of pn vertices by connecting vertices
randomly. Each edge is included in the graph with probability pE independent from
all other edges. By law of large numbers, such vertex is almost surely connected to
(pn − 1)pE edges. Let Mn be the maximal degree of the graph. Erdo˝s and Re´nyi
(1960) proved the following results about Mn.
Lemma 4. In the graph G(pn, pE) following the ER model, the maximal degree Mn
almost surely converges to mn, where
mn =

O(log pn), if pnpE < 1,
p
2/3
n , if pnpE = 1,
O(pn), if limpn→∞ pnpE = c > 1.
When pn = O{exp(na)}, by Lemma 4, assumption (A2’) holds immediately if pnpE <
1 and b ≥ a. When pnpE ≥ 1, our proof cannot handle the general case pn =
O{exp(na)}. However, when the number of vertices is of the polynomial order of n,
assumption (A2’) may still hold. In particular, suppose pn = O(n
r). When pnpE < 1,
assumption (A2’) holds for any b ∈ [0,∞). When pnpE = 1, assumption (A2’) holds
if b ≥ 2r/3. When pnpE → c > 1, assumption (A2’) holds if r < 1 and b ≥ r.
4.2.2 Baraba´si and Albert (BA) Model
The BA model is used to generate scale free graphs whose degree distribution follows
a power law: P(ν) = γ0ν−γ1 , with a normalizing constant γ0 and a exponent γ1.
Specifically, BA model generates a graph by adding vertices into the graph over time
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and when each new vertex is introduced into the graph, it is connected with larger
probability to the existing vertices with larger number of connections. Since the
distribution does not depend on the size of the network (or time), the graph organizes
itself into a scale free state (Baraba´si and Albert, 1999). Mo´ri (2005) showed that
Mn (the maximal degree of the graph) almost surely converges to O(p
1/2). Thus,
assumption (A2’) holds for the case pn = O(n
r) with b ≤ r/2.
5 Simulation Studies
We evaluated the performance of the PenPC algorithm and the PC-stable algorithm
in terms of sensitivity and specificity of skeleton estimation using DAGs simulated
by the ER model or the BA model. In both simulations and real data analysis, we
used the implantation of the PC-stable algorithm by function skeleton in R package
pcalg (version 1.1-6), and we have implemented PenPC algorithm in R package PenPC.
Following Kalisch and Bu¨hlmann (2007), we simulated DAGs of p vertices by
the ER model as follows. First we assumed the p vertices were ordered so that if
i < j, vertex i could only be the parent rather than child of vertex j. Then for any
vertex pair (i, j) where i < j, we added an edge i → j with probability pE. For
the BA model, the DAGs were simulated following Baraba´si and Albert (1999). The
initial graph had one vertex and no edge. Then a new vertex was added in each
step and directed edges were added so that they started from the new vertex and
pointed to some of the existing vertices. Specifically, in the (t + 1)-th step, e edges
were proposed. For each edge, the new vertex was connected to the i-th (1 ≤ i ≤ t)
existing vertex with probability ν
(t)
i /
∑
j ν
(t)
j , where ν
(t)
i = |adj(i,G(t))|, and G(t) was
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the DAG at the t-th step, right before adding the new vertex. Figure 2 shows the
distribution of the degrees ν from simulated DAGs under ER model (p = 1000 and
pE = 2/p) and BA model (p = 1000 and e = 1). The probability of finding a highly
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Figure 2: Histograms of the degree ν. (a) ER model with p = 1000 and pE = 2/p.
(b) BA model with p = 1000 and e = 1 and the log10 scale density of log10 ν in its
subplot.
connected vertex decreases exponentially with ν for the graphs generated by the ER
model (Figure 2(a)). However, for the graphs generated by the BA model, highly
connected vertices with large ν have relatively large chance of occurring (Figure
2(b)), and there is a linear relation between degree and degree probability in log-
log scale, which confirms the scale-free property of the graphs generated by the BA
model. Similar conclusions apply for the graphs generated by the BA model with
e = 2 (Figure S1 of the Supplementary Materials).
After constructing the DAGs, the observed were are simulated by structure equa-
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tions under multivariate normal assumption. For example, denote the parents of Xj
by paj, then xj =
∑
k∈paj bjkxk+j, where j ∼ N (0, σ2In×n). In our simulations, all
bjk’s and σ
2 were set to be 1. Our simulation settings were displayed in Table 1. For
Table 1: Simulation Setting
p n pE (ER) e (BA)
11 100 0.2 1,2
100 30 0.02, 0.03, 0.04, 0.05 1,2
1000 300 0.002, 0.005, 0.01 1,2
either ER or BA model, we considered low dimension setting where p = 11, n = 100
and high-dimension settings where p = 100, n = 30 and p = 1000, n = 300 with
various sparsity levels determined by PE for ER model and e for BA model. Due
to limited space, here we only show the results for the simulation setups using ER
model (p = 1000, n = 300, pE = 0.005) or BA model (p = 1000, n = 300, e = 1), and
other results are presented in Figure S3 - Figure S15 of the Supplementary Materials.
There are three tuning parameters. λ and τ are tuning parameters for the penalty
function of the PenPC algorithm. α is the p-value cutoff used by the PC-stable
algorithm or our modified PC-stable algorithm to declare conditional independence.
We chose λ and τ by extended BIC (Chen and Chen, 2008), and examined the
results of PC or PenPC across various values of α. In the upper panels of Figure
3, we showed the performances of three methods: PC (PC-stable algorithm), Pen
(penalized regression only, step 1 of the PenPC), and PenPC when α = 0.01 and
the skeleton was simulated by the ER model. The penalized regression identifies
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Figure 3: Performance of ER model (p = 1000, n = 300, pE = 0.005). The upper
panels are box plots (in log10 scale) of true positive rate (TPR) (a), false positive rate
(FPR) (b) and hamming distance (HD) (c) from 100 replications at α = 0.01. The
lower panels are average true positive rate (d), false positive rate (e), and Hamming
distance (f) from 100 replications when the tuning parameter α is changed from 0
to 0.1 (the grey vertical line are at α = 0.01). ROC curves are shown in panel (g).
more true positives than the PC-stable algorithm, but also introduce more false
positives (Figure 3 (a-b)), while PenPC algorithm significantly reduces the number
of false positives, though some true positives are also removed. At the end, the
PenPC has the lowest number of false positives plus false negatives, as measured by
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Figure 4: Performance of BA model (p=1000,n=300,e=1). The upper panels are box
plots (in log10 scale) of true positive rate (TPR) (a), false positive rate (FPR) (b)
and hamming distance (HD) (c) from 100 replications at α = 0.01. The lower panels
are average true positive rate (d), false positive rate (e), and Hamming distance (f)
from 100 replications when the tuning parameter α is changed from 0 to 0.1 (the
grey vertical line are at α = 0.01). ROC curves are shown in panel (g).
Hamming distance (HD) (Figure 3 (c)). Figures 3(d-f) show that across various
cutoff values of α, PenPC consistently has better performance than the PC-stable
algorithm. Finally, Figure 3(g) shows the ROC curves for the PenPC and the PC-
stable algorithms, which illustrate that PenPC has better sensitivity and specificity
25
than the PC-stable algorithm regardless of the cutoff α. Similar conclusions can be
drawn for the simulation results shown in Figure 4, where the DAGs are simulated
by the BA model.
6 Application
We applied the PC algorithm and the PenPC algorithm to study gene-gene net-
work using gene expression data from tumor tissue of breast cancer patients. Gene
expression were measured by RNA-seq (Network et al., 2012). We quantified the
expression of each gene within each sample by log(total read count), or in short,
logTReC. We restricted our study on 550 female caucasian samples. After re-
moving genes with low expression across most samples, we ended up with 18,827
genes. In this analysis, we focused on 410 genes from the cancer Gene Census in
http://cancer.sanger.ac.uk/cancergenome/projects/census/. We chose this
relatively small gene set for two reasons. One is that it is easier to exploit the results
given that these genes have better cancer-related annotations. The other reason is
that we would like to compare the results of the PC algorithm and the PenPC algo-
rithm. However, when we worked on a larger gene set of more than 8,000 genes, the
PC algorithm took too much time to finish the computation. We defer the discussion
of computational efficiency in the discussion section.
Several covariates may influence the correlations across genes. We removed such
effects by taking residuals of logTReC data for each gene using a linear regres-
sion model with the following covariates: 75 percentile of logTReC per sample,
which captures read depth, plate, institution, age, and 6 genotype PCs. Then
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Figure 5: Comparing PenPC algorithm with PC-stable algorithm in terms of skele-
ton estimation by changing the significance levels for partial correlation testings,
α =0.0001, 0.0005, 0.001, 0.005, 0.01 and 0.05.
for α = 0.0001, 0.0005, 0.001, 0.005, 0.01 and 0.05, we estimated the skeleton by
the PC-stable and PenPC algorithms. The estimated skeletons were evaluated by
comparing the estimated edge sets with protein-protein interaction (PPI) database
at http://www.pathwaycommons.org/pc2/downloads.html, and we used the pro-
tein annotations from the Universal Protein Resource (http://www.uniprot.org).
There were 3315 PPIs where both proteins were matched to the 410 genes in our
gene expression data. Figure 5 shows the total number of detected edges versus the
number of edges in PPI data. For both methods, the total number of detected edges
increase monotonically as α increases. The PenPC algorithm consistently detects
more or comparable number of edges than PC-stable algorithm, which reflects the
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sensitivity, given the same total number of edges, which reflects the specificity.
7 Conclusions
We propose a two-step approach, PenPC algorithm, to estimate the skeletons of high
dimensional DAGs. We show that the PenPC algorithm provides asymptotically
consistent estimate of the skeleton of a high dimensional DAG. For fixed graphs,
the number of vertices pn could be exponential scale of the sample size n. We
also considered two commonly used random graph models and discussed in detail
the conditions under which the consistency properties hold. The simulation studies
and real data analysis show that the network skeletons estimated by PenPC can
be substantially more accurate than those estimated by the PC-stable algorithm.
Although PenPC performs well for the scale-free network, further improvement is
possible by incorporating a regularization method which prefers to the scale-free
structure (Liu and Ihler, 2011) in the first step of the PenPC.
The acyclic assumption may appear restrictive for gene-gene network since there
may be feed back loops in gene expression regulation. One solution is to use structure
equation models (SEMs) where loops are allowed (Li et al., 2006). Recently, a few
methods have been developed to add penalization into the SEM (Logsdon and Mezey,
2010), and we conjecture that adopting folded concave penalties in these methods
may further improve their performance. The other solution is to construct Dynamic
Bayesian Network using time course data (Husmeier, 2003). This becomes a situation
where the natural ordering of the variables are available through time information,
and thus penalized regression itself is able to identify the DAG skeleton through
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estimating conditional auto-regressive correlations. The main challenge would be
that the time course data usually have limited number of time points and thus
augmenting data from other sources would be useful.
The computational efficiency of the PC-stable algorithm and our modified PC-
stable algorithm increases as the number of vertices increases and as the p-value
cutoff increases. When the dimension of the problem becomes high enough, PC-
stable algorithm becomes computationally inefficient. We discuss the computational
efficiencies in two settings where p = 410 or p = 8, 261. In our real data analysis
where n = 550 and p = 410. On average the step 1 of the PenPC algorithm took
3 seconds for one penalized regression, including searching for the best tuning pa-
rameter combination across a 100(λ) × 10(τ) two-dimensional grid. Thus the total
computational time is 3×410/60 = 20.5 minutes. As p-value cutoff varies from 10−4
to 0.05, the computational time of the PC algorithm increases from 3 minutes to
54 minutes, while the computational time of the 2nd step of the PenPC algorithm
increases from 17 seconds to 8 minutes. Overall the computational time of the two
methods are comparable and certainly PenPC is computationally more attractive if
one wants to examine the results across multiple p-value cutoffs. We also examine
the computational efficiency when we expand the number of genes to p=8,261. The
step 1 in PenPC algorithm took 128 seconds for one penalized regression, including
tuning parameter selection across a 100 × 10 two-dimensional grid. This step, al-
though computationally expensive, can be easily paralleled. Given the GGM, the
2nd step of the PenPC is computationally much more efficient than the PC-stable
algorithm (Figure 6). For example, with p-value threshold varies from 10−7 to 10−5,
the computational time of the PC algorithm increases from 20 hours to 50 hours, and
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we did not run PC algorithm for p-value larger than 10−5 due to high computational
burden. In contrast, the computation time of the PenPC remains below 10 hours even
for p-value cutoff 5 × 10−3. All the computation are done in Linux server with an
2.93 GHz Intel processor and 48GB RAM.
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Figure 6: Computation time for PC-stable and step 2 of PenPC.
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Supplementary Materials for “PenPC: A
Two-step Approach to Estimate the
Skeletons of High Dimensional Directed
Acyclic Graphs”
S.1 An example that neither covariance matrix
nor concentration matrix captures the net-
work skeleton
Consider a simple network of four nodes/variables X, Y , and Z and W , with the
underlying network structure X → W ← Z ← Y , and we assume there is no any
other (hidden) variables. For illustration purpose, we assume the observations of
these four random variables are generated through the following mechanism.
X = 1, Y = 2, Z = Y + 3, and W = X + Z + 4 (S1)
where j are i.i.d. N(0, 1) for 1 ≤ j ≤ 4. Denote the covariance matrix and partial
covariance matrix of this system as Σ and Ω, respectively. Note Ω = Σ−1, and (i, j)-
th entry of Ω indicates the covariance of the i-th and the j-th variables, conditioning
on all the other covariates in this system. Let the connection matrix (i.e., skeleton)
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of this system be Ξ. Then we have:
Σ =

X Y Z W
X 1 0 0 1
Y 0 1 1 1
Z 0 1 2 2
W 1 1 2 4

, Ω =

X Y Z W
X 2 0 1 −1
Y 0 2 −1 0
Z 1 −1 2 −1
W −1 0 −1 1

, Ξ =

X Y Z W
X 1 0 0 1
Y 0 1 1 0
Z 0 1 1 1
W 1 0 1 0

.
We see that neither Σ nor Ω gives us the correct connection matrix of network
structure X → W ← Z ← Y .
S.2 The details of the PenPC algorithm
In this section, we describe the step 2 of PenPC algorithm. For any undirected graph
G = (V, FG), we define the following quantities:
• AG,i,j = [adj(i,G)
⋃
adj(j,G)] \ {i, j},
• BG,i,j = [adj(i,G)
⋂
adj(j,G)] \ {i, j}, and
• CG,i,j = {k : k ∈ Ai,j
⋂
(BG,i,j
⋃
Con
(i,j)
G (BG,i,j))}, where Con(i,j)G (BG,i,j) is
the set of vertices connected to any vertex in BG,i,j by a chain of any length
from a subgraph of G, which is created by removing vertices i and j as well as
any edges connected to i or j.
Then the algorithm is as follows.
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Input: GGM CG = (V, FG), which is obtained from the first step of the PenPC algorithm.
Output: Skeleton Gu = (V,Eu) and separation set S(i, j) for edges i− j /∈ Eu but i− j ∈ FG .
1. Set l = -1 and G = (V, FG) = CG , i.e., FG = FG .
2. For any edge i− j ∈ FG,
2.1 If Xi and Xj are marginally independent, then
- delete edge i− j from FG, and
- set S(i, j) = ∅.
3. Repeat: l = l+1
3.1 G˜ = G
3.2 For any edge i− j ∈ F such that |CG˜,i,j | ≥ l.
3.2.1 Repeat: Select Γ ⊆ CG˜,i,j with |Γ| = l.
3.2.1.1 Set K = AG˜,i,j\Γ.
3.2.1.2 If Xi and Xj are conditionally independent given {Xk : k ∈ K}, then
- delete edge i− j from FG, and
- S(i, j) = K.
3.2.2 Until: The edge i− j is deleted or all Γ with |Γ| = l have been examined.
4. Until: for each i− j ∈ FG, |CG,i,j | < l.
5. Set Gu = (V,Eu) = G, i.e., Eu = FG.
Figure S1: The second step of the PenPC algorithm. In steps 3.1-3.2, we save the
current graph G to G˜, and all the conditional independence tests are based on G˜
while G is being updated. This is the “stable” part of the PC-stable algorithm, so
that the order of the edges being tested does not matter.
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S.3 The deterministic rules to extend a skeleton
to a CPDAG
These deterministic rules have been described in Kalisch and Bu¨hlmann (2007) and
Pearl (2009). Given the skeleton Gu and the separation sets S(i, j) for all missing
edges between nodes i and j, the arrow orientation of the skeleton proceeds in two
step: (1) determination of the v-structure and (2) completion of the partially directed
graph (PDAG).
step 1 For each pair of nonadjacent vertices i and j with common neighbor k, add
arrow heads pointing at k, i→ k ← j if k /∈ S(i, j).
step 2 In the PDAG from step 1, following four rules are repeatedly applied to obtain
maximally oriented pattern.
rule 1: Orient j− k into j → k whenever there is an arrow i→ j such that i and
k are nonadjacent.
rule 2: Orient i− j into i→ j whenever there is a chain i→ k → j.
rule 3: Orient i − j into i → j whenever there are two chains i − k1 → j and
i− k2 → j such that k1 and k2 are nonadjacent.
The repeated application of these rules results in orienting all arrows that are common
for all the DAGs within the same Markov equivalent class.
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S.4 Supplementary Figures
Figure S2: Histograms of the degree ν under BA model with p = 1000 and e = 2
and the log10 scale density of log10 ν in the subplot.
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Figure S3: ER model (p = 11, n = 100, pE = 0.2)
40
Figure S4: ER model (p = 100, n = 30, pE = 0.02)
41
Figure S5: ER model (p = 100, n = 30, pE = 0.03)
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Figure S6: ER model (p = 100, n = 30, pE = 0.04)
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Figure S7: ER model (p = 100, n = 30, pE = 0.05)
44
Figure S8: ER model (p = 1000, n = 300, pE = 0.002)
45
Figure S9: ER model (p = 1000, n = 300, pE = 0.01)
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Figure S10: BA model (p = 11, n = 100, e = 1)
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Figure S11: BA model (p = 11, n = 100, e = 2)
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Figure S12: BA model (p = 100, n = 30, e = 1)
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Figure S13: BA model (p = 100, n = 30, e = 2)
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Figure S14: BA model (p = 1000, n = 300, e = 1)
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Figure S15: BA model (p = 1000, n = 300, e = 2)
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S.5 Proofs
S.5.1 Lemma 5
The following lemma is needed for proof of Theorem 1. It provides a sufficient con-
dition for strict local minimizer bˆi of equation (3) in the main text.
Lemma 5: Assume that p(t;λ, τ) = λρ(t; τ) satisfies Condition 1. Define ρ¯(t; τ) =
sgn(t)ρ′(|t|; τ), t ∈ R and ρ¯(t; τ) = (ρ¯(t1; τ), . . . , ρ¯(tq; τ))T, t = (t1, . . . , tq)T. Then
bˆi ∈ Rpn−1 is a strict local minimizer of
Q(bi) =
1
2
(xi −X−ibi)T(xi −X−ibi) + n
∑
j 6=i
p(|bi,j|;λi, τi)
if
X Ti1(xi −X−ibˆi) = nλiρ¯(bˆi1; τi), (S2)
‖X Ti2(xi −X−ibˆi)‖∞ < p′(0+;λi, τi), (S3)
‖(X Ti1X i1)−1‖2 < 1/(nκ(bˆi1;λi, τi)), (S4)
where κ(v;λi, τi) = lim→0+ max1≤j≤r supt1<t2∈(|vj |−,|vj |+)−p
′(t2;λi,τi)−p′(t1;λi,τi)
t2−t1 for any
vector v = (v1, ..., vr)
T ∈ Rr, bˆi1 is the subvector of bˆi’s nonzero components. On
the other hand, if bˆi is a local maximizer of Q(bi), then it must satisfy (2)-(4) with
strict inequalities replaced by non-strict inequalities.
Lemma 5 is a special case of the Theorem 1 in Fan and Lv (2011) and thus we
skip the proof.
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S.5.2 Proof of Theorem 1
For any fixed i ∈ Vn, xi is a n × 1 response vector and X−i is a n × q covariate
matrix with q = pn − 1 corresponding to vertices Vn \ {i}. Let Si = supp(bi) to
be the support of the true regression coefficient bi with |Si| = si. Define ξi =
(ξi1, ..., ξiq)
T = XT−i(xi −X−ibi) = XT−ii where i ∼ Nn(0, σ2i In) for n× n identity
matrix In. Let ξi1 and ξi2 to be the non-joint sub-vectors with indices partitioned
by Si. Define the event
Ei =
{
‖ξi‖∞ ≤ σin1/2+a/2
√
log(n)
}
. (S5)
We first consider the property of penalized regression on Ei. Lemma 5 gives sufficient
conditions of a local minimizer. We prove that within the hypercube
Ni = {β = (βT1 ,βT2 )T ∈ Rq : ‖β1 − bi1‖∞ ≤ Cn−d2 , β2 = 0}, (S6)
there is a solution bˆi that satisfy (2) and (3), and equation (4) of Lemma 5 holds by
Assumption (A5).
Step 1: Find a solution to (2) in Ni.
We will prove that conditioning on Ei, there is a solution bˆi1 ∈ Rsi for equation
(2) of Lemma 5 which is equivalent to
bˆi1 = bi1 + (X
T
i1X i1)
−1{X Ti1− nλiρ¯(bˆi1; τi)}.
Suppose that β = (βT1 ,β
T
2 )
T ∈ Rq has the same partition as bi = (bTi1, bTi2)T. Let
ui = (X
T
i1X i1)
−1[X Ti1 − nλiρ¯(β1; τi)], and φ(β1) = β1 − bi1 − ui, where β1 =
(β1,1, . . . , β1,si)
T ∈ Rsi and bi1 = (bi1,1, . . . , bi1,si) ∈ Rsi . It suffies to show that there
is a solution to φ(β1) = 0 in Ni. Suppose ‖ui‖∞ = o(n−d2). For sufficiently large
54
n, if β1,j − bi1,j = Cn−d2 , φj(β1) ≥ Cn−d2 − ‖ui‖∞ > 0. If β1,j − bi1,j = −Cn−d2 ,
φj(β1) ≤ −Cn−d2 + ‖ui‖∞ < 0. By the continuity of function φ(β1) and Miranda’s
existence theorem, there is a solution for φ(β1) = 0 in Ni.
Now we prove ‖ui‖∞ = o(n−d2). For any β = (βT1 ,βT2 )T ∈ Ni, |β1,j| ≥ |bi1,j| − δn
where δn is defined in Assumption (A3), and thus
min
j=1,...,si
|β1,j| ≥ min
j=1,...,si
|bi1,j| − δn ≥ δn.
By monotonicity of ρ(t; τ) in Condition 1, ‖ρ¯(β1; τi)‖∞ ≤ ρ′(δn; τi). Therefore, on
Ei,
‖X Ti1− nλiρ¯(β1; τi)‖∞ ≤ σin1/2+a/2
√
log(n) + np′(δn;λi, τi).
Then by Assumption (A5),
‖ui‖∞ ≤ σin−1/2+a/2+s0
√
log(n) + ns0p′(δn;λi, τi).
By Assumption (A3), σin
−1/2+a/2+s0
√
log(n) = o(n−d2) and by Assumption (A4),
ns0p′(δn;λi, τi) = o(n−d2). Therefore, ‖ui‖∞ = o(n−d2).
Step 2: Verify Condition (3) holds for bˆi.
For bˆi ∈ Ni satisfying the condition (3), we need to verify
‖X Ti2(xi −X−ibˆi)‖∞ < np′(0+;λi, τi)
on the event Ei. Note that
X Ti2(xi−X−ibˆi) =X Ti2(xi−X−ibi)−X Ti2(X−ibˆi−X−ibi) = ξi2−X Ti2X i1(bˆi1−bi1).
By Condition 1, ‖ρ′(bˆi1; τi)‖∞ ≤ ρ′(δn; τi). On Ei, by Assumptions (A4) and (A5) we
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have
‖X Ti2(xi −X−ibˆi)‖∞
≤‖ξi2‖∞ + ‖X Ti2X i1(bˆi1 − bi1)‖∞
≤σin1/2+a/2
√
log(n) + ‖X Ti2X i1(X Ti1X i1)−1‖∞
[
‖ξi1‖∞ + n‖p′(bˆi1;λi, τi)‖∞
]
≤σin1/2+a/2+b
√
log(n) +Knp′(0+;λi, τi)
<np′(0+;λi, τi)
for sufficiently large n.
Step 3: Prove that P(Ei) > 1− C exp{na − na log(n)/2}.
Since ‖xi‖2 =
√
n, (
√
nσi)
−1ξij ∼ N(0, 1). We have
P(Ei) ≥ 1−
q∑
j=1
P
{
(
√
nσi)
−1|ξij| > na/2
√
log(n)
}
> 1− Cp exp
(
−n
a
2
log(n)− a
2
log(n)− log log(n)
)
> 1− C exp {na − na log(n)/2} .
The last inequality is due to Assumption (A1).
S.5.3 Proof of Corollary 1
Let E = ⋂pni=1 Ei where Ei defined in (5). Therefore P(E) ≥ 1 −∑pni=1(1 − P(Ei)) ≥
1− C exp{2na − na log(n)/2} → 1.
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S.5.4 Proof of Lemma 3
Suppose that two vertices i and j are not connected in the skeleton Gun, but con-
nected in the GGM CGn . In addition, they are not marginally independent. By
Lemma 2, there exists at least one vertex k such that i→ k ← j. Let adjj(i, CGn) =
adj(i, CGn) \ j. Let chGn(i) and deGn(i) be the sets of children and descendants
of i in Gn. Let chGn(i, j) = chGn(i) ∩ chGn(j), i.e., the common children of i and
j. Let pii = adjj(i, CGn) \
[⋃
v∈chGn (i,j) ({v}
⋃
deGn(v))
]
and pij = adji(j, CGn) \[⋃
v∈chGn (i,j) ({v}
⋃
deGn(v))
]
. We show that i and j is d-separated by pii
⋃
pij and
pii
⋃
pij ∈ Πi,j.
In order to show that i ⊥⊥ j|(pii
⋃
pij), we consider a sequence of vertices k1, . . . , km
for m ≥ 1 of chains such that
(Chain 1) i→ k1 − . . .− km ← j,
(Chain 2) i→ k1 − . . .− km → j,
(Chain 3) i← k1 − . . .− km ← j,
(Chain 4) i← k1 − . . .− km → j.
These four cases cover all possible chains connecting i and j while we allow k1
and km to be the same. It suffices to show that pii
⋃
pij blocks all the four types of
chains between i and j. For the (Chain 2), a set including the arrow emitting vertex
km d-separates i and j by Definition 1 on d-separation. Since km ∈ adji(j, CGn) and
km /∈ chGn(j) because of no loop restriction, km ∈ pii
⋃
pij. Similarly for the (Chain
3), since the arrow emitting vertex k1 ∈ adjj(i, CGn) but k1 /∈ chGn(i), k1 ∈ pii
⋃
pij.
The (Chain 4) also blocked by either arrow-emitting vertices k1 or k2 included in
pii
⋃
pij. In the (Chain 1), there must be at least one collider. If m = 1, then
km is a common child so that it is excluded from pii
⋃
pij. If m = 2, the possible
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chains are i → k1 → k2 ← j or i → k1 ← k2 ← j and both chains have one
arrow emitting vertex, k1 or k2 in pii
⋃
pij. Now we suppose that there are at least
three vertices, m > 2. If at least one of k1 and km is not a collider, there exists a
arrow emitting vertex in pii
⋃
pij. If both k1 and km are colliders, the (Chain 1) is
i→ k1 ← k2 − . . .− km−1 → km ← j. Since the arrow emitting vertices k2 and km−1
are not in chGn(i)
⋂
chGn(j) but in adjj(i, CGn)
⋃
adji(j, CGn), those are in pii
⋃
pij.
Therefore, pii
⋃
pij blocks all chains between i and j.
Next we need to prove pii
⋃
pij ∈ Πi,j. Let Vn,−i,−j = Vn \ {i, j}. Since pii
⋃
pij =[
adjj(i, CGn)
⋃
adji(j, CGn)
] \ [⋃v∈chGn (i,j) ({v}⋃ deGn(v))], it is obvious that⋃
v∈chGn (i,j)
(
{v}
⋃
deGn(v)
)
⊆
⋃
v∈adj(i,j,CGn )
Con
(
v, CGn(Vn,−i,−j)
)
,
and thus pii
⋃
pij ∈ Πi,j.
S.5.5 Lemma 6
We state Lemma 6 which is used to prove Theorem 2. This lemma is essentially the
same as Lemma 3 in Kalisch and Bu¨hlmann (2007). The proof is therefore skipped.
Lemma 6: Let g(ρ) = 0.5 log((1 + ρ)/(1 − ρ)). Denote by zˆi,j|K = g
(
ρˆi,j|K
)
and by
zi,j|K = g
(
ρi,j|K
)
where K ⊆ adj(i, CGn)
⋃
adj(j, CGn). Assume the distribution of
X = (X1, X2, ..., Xp)
T is multivariate Gaussian and supi,j,K
∣∣ρi,j|K∣∣ ≤ M < 1 (the
second part of Assumption (A6)). Then, for any 0 < γ < 2,
sup
i,j,K
P
(∣∣zˆi,j|K − zi,j|K∣∣ > γ) ≤ O(n− νi − νj) [exp {−(C1 + C2)(n− νi − νj − 4)}] ,
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where νi = |adj(i, CGn)| and C1 and C2 are two positive constants. More specifically,
C1 = log
[
4 + (γl)2
4− (γl)2
]
, C2 = log
[
16 + (1−M)2
16− (1−M)2
]
,
where l = 1− (1 +M)2/4.
S.5.6 Proof of Theorem 2
For an edge i− j ∈ Fn of CGn , define K to be any set in Πi,j of (4) with |K| < n− 3.
Let νi = |adj(i, CGn)| for all i ∈ Vn. From Lemma 5 in the Supplementary Materials,
if γ → 0, C1 ∼ (γl)2/2 → 0. In contrast, C2 is a constant. Therefore the term
exp{−C2(n− νi − νj − 4)} is negligible, and thus
sup
i,j,K
P
(∣∣zˆi,j|K − zi,j|K∣∣ > γ) ≤ O(n− νi − νj) exp{−(γl)2(n− νi − νj − 4)/2}
≤ O(n− νi − νj) exp
{−C3(n− νi − νj)γ2} ,
where C3 is a constant.
Denote by Ei,j|K the event “an error occurred when testing partial correlation for
zero at nodes i, j with conditional set K”. An error can be a type I error or a type
II error, denoted by EIi,j|K and E
II
i,j|K, respectively. Therefore Ei,j|K = E
I
i,j|K
⋃
EIIi,j|K,
and
EIi,j|K :
√
n− |K| − 3 ∣∣zˆi,j|K∣∣ > Φ−1(1− α/2) and zi,j|K = 0,
EIIi,j|K :
√
n− |K| − 3 ∣∣zˆi,j|K∣∣ ≤ Φ−1(1− α/2) and zi,j|K 6= 0.
Choose α = αn = 2(1 − Φ(
√
ncn/2)), where cn is defined in Assumption (A3).
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Then
sup
i,j,K
P(EIi,j|K) = sup
i,j,K
P
[∣∣zˆi,j|K − zi,j|K∣∣ >√n/(n− |K| − 3)cn/2]
≤ O(n− νi − νj) exp
[−C4(n− νi − νj)c2n] ,
for some constant C4. With the same choice of α,
sup
i,j,K
P(EIIi,j|K) = sup
i,j,K
P
[∣∣zˆi,j|K∣∣ ≤√n/(n− |K| − 3)cn/2]
≤ sup
i,j,K
P
[∣∣zˆi,j|K − zi,j|K∣∣ > cn (1−√n/(n− |K| − 3)/2)]
≤ O(n− νi − νj) exp
[−C5(n− νi − νj)c2n] ,
for some constant C5.
P(an error occurs in the step 2 of PenPC algorithm)
≤
∑
(i,j)∈Fn
2νi+νjO((n− νi − νj)) exp{−C6(n− νi − νj)c2n}
≤ O
 pn∑
i=1
∑
j∈adj(i,CGn )
n22qn exp
{−C6(n− 2qn)c2n}

≤ O [npnqn exp{2qn − C6(n− 2qn)c2n}]
≤ O [npnqn exp{−C6n1−2d1 + C7qn}] (S7)
≤ O [nb+1 exp{−C6n1−2d1 + na + C7nb}]
for a positive constant C6 and C7. This probability converges to zero as n → ∞
when 0 < d1 < min
(
1−a
2
, 1−b
2
)
.
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S.5.7 Proof of Corollary 2
From Corollary 1 and Theorem 2,
P(an error occurs in the PenPC algorithm)
= P(CˆGn(θ) 6= CGn) + P(Gˆun(αn) 6= Gun)
= O (exp{2na − na log(n)}) +O (exp{−Cn1−2d1})
= O
(
exp{−Cn1−2d1})
for d1 < min((1− a)/2, (1− b)/2).
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