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Abstract
Mean distance of the locations of an animal from the boundaries of its home range
was presented as a measure of its space-use preference. Methods for evaluating
the predictive ability of an individual-based model were also presented. These
methods were applied to data on the Florida panther and some interesting results
were obtained.
A strong negative correlation was observed between age and home range size of
the panther, indicating constrained mobility of the panther during its old age.
Space-use preference was also highly dependent on age of the panther. A general
trend was found for panthers, which indicates they stay away from the boundaries
of their home range during old age. It was also observed that sex of the panther
and season of the year do not have any effect on the space-use preference.
A random movement model was used to simulate panther movement;
applicability of this model to panther data was evaluated based upon its ability to
depict the animal’s space-use preference and shift of activity center over time. It
was concluded that comparison of modeled and observed movement data
accumulated over a long period of time might give misleading results. Data
should be subdivided into different age periods and the model should be tested in
each period.
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CHAPTER 1: Background

1.1 Animal Movement in Home Range
Burt [10] defined home range as “that area traversed by an individual in its normal
activities of food gathering, mating, and caring for young”. A statistical translation of
this biological concept is that the movement trajectory generated by the animal can
be modeled as a 2-dimensional, continuous, stationary, stochastic process, which by
definition, generates an associated autocorrelation function [24,62]. The home range
includes the nest site, shelter, locations for resting, food gathering, mating, etc. Since
home range can depend upon individual status, including life stage, accurate
comparisons between individuals require more explicit definitions. One approach is
to limit home range estimation to a particular time period or life stage. The term
activity range is applied when considering movements within a certain time period.
Many statistical home-range estimators have been proposed. Some of the frequently
used estimators are: minimum convex polygon [51], harmonic mean [21], and 95%
ellipse estimators of Jennrich and Turner [33], and Koeppl et al. [41].
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Study of animal movement patterns provides a basis for understanding their foraging
decisions [6,57,5], space-use in home ranges [59,63,44], spatial distribution in
populations [43,39,66], dispersal behavior [56,61,68], and community interactions
[53,3,38]. Movement is a mechanistic element of these and other ecological
processes at various spatial and temporal scales. To link movement behavior to its
many important consequences requires a description and analysis of the process of
movement. Common approaches to this problem include statistical description [1],
computer simulation [59,35,47] and diffusion models [56,37]. Diffusion theory has
been useful in describing continuous time movement or rate-of-spread in
homogeneous environments, successfully incorporating directed movement with net
bias, prey taxis, or advection terms [66,3]. Movement models have also been
extended to heterogeneous landscapes by simulating movements using percolation
[27,34,50] and by a diffusion-based approximation of a correlated random walk [66].

1.2 Simulation of Animal Movement in Home Ranges
Siniff and Jessen simulated movement of an animal in its home range on the basis of
telemetry data for red foxes (Vulpes fulva), snowshoe hare (Lepus Americana), and
raccoons (Procyon lotor) [59]. They analyzed their data in terms of three elemental
quantities: distance of travel, relative angle and relative duration of rest and
movement. They determined the distance from an initial location to the point where
the next location was recorded and calculated mean speed by dividing the distance
traveled by the duration of time between the two locations. The observed speed
distribution may be approximately represented by the gamma distribution:
2

f (ν ) =

β

α +1

−r
1
ν αe β ,
Γ(α + 1)

( 1.1)

where ν is speed, α and β are constants satisfying the constraints α > −1 and β > 0 ,

and Γ(ν ) is the gamma function; and the distribution of the relative angle is
approximated by the circular normal distribution:
1
f (θ ) = π I 0 (c ) exp{c cos(θ − m )} ,
2

( 1.2)

where I 0 (c ) is the modified Bessel function of order zero; m is the angle of
maximum probability, i.e., the modal direction; and c is the parameter of
concentration of the distribution.
For computer simulation, Siniff and Jessen first tried a simple model using the
distribution laws (1.1) and (1.2), and the distribution of rest and of movement as
obtained from the observed values of the three fundamental quantities.
To measure the differences in animal movement patterns, Siniff and Jessen applied
the method of square sampling units. The home range was partitioned into square
units, and the number of individuals in the unit, n, was assumed to be approximated
by the negative binomial distribution. The negative binomial distribution is given by

f ( n) =

(k + n − 1)!  m n 1 + m − k ,
(k − 1)!n!  m + k 
k 
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n = 1,2, L ,

( 1.3)

where m is the arithmetic mean and k > 0. Values of the dispersion parameter k were
used to compare the movement pattern. Low values of k produce clumping, and high
values indicate considerable randomness in the distribution.

1.3 Analysis of Movement as a Random Walk
Movement is often compared to a correlated random walk (CRW), which produces
pathways in a series of discrete time steps having a net directional bias [36,67].
CRW models have the advantage of providing a general framework for making
quantitative predictions about an organism’s rate of spread. These models can also be
used to make succinct comparisons of movement behaviors in different habitat
situations. CRW models are discrete models and are appropriate when the number of
steps between observations is small.
In a study of the role of small-scale vegetation heterogeneity in determining the
movement characteristics of darkening beetles, Crist et el. [14] compared observed
movement pathways of eleodes beetles with that obtained from simulation using a
CRW. They simulated CRWs using observed mean step length (mean of distances
traveled between successive time steps), variance in step length, mean turning angle
(trigonometric mean of angles formed by the changes in directions between time
steps), and mean vector length (a unit vector measure of the dispersion of turning
angles with variation between 0.0 (uniform) to 1.0 (perfectly directional)) to
parameterize the theoretical distribution used in the simulation. They used net
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displacement (the straight-line distance from beginning to the end point of a path) as
an overall measure to compare the simulated and observed models.
Turchin ([67], pp 247-301) presented methods for measuring rate of dispersal and
analysis of movement pathways based upon individual mark recapture (IMR) data.
He presented a method for analyzing IMR data as an uncorrelated random walk (i.e.
there is no directional persistence, or any other kind of correlation between
successive displacements). In this approach each displacement between two
successive fixes are equated to a random walk move. The random walk process is
characterized by the distribution of move lengths and durations (distance and time
between two successive locations).
The path characteristic that is most often used in analysis is either net displacement
or net squared displacement. Net displacement is defined as the straight-line distance
from beginning to the end point of a path. Since net displacement is an aggregate
result of movement step length and turning angle, it is often used as an overall
measure of movement (e.g. see [14]). However, Turchin argued that net
displacement is a poor statistic with which to compare different paths, because of its
sensitiveness to path duration. A better and theoretically sounder statistic is the rate
of increase in net squared displacement per unit of time ([67], pp 17-18).
Net squared displacement is often the quantity of interest in a variety of random walk
formulations and associated diffusion approximations. It is the squared displacement,
rather than the linear displacement that grows linearly with time (or with the number
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of moves), and it provides us with a measure of spread on the population level. Thus,
net squared displacement has been recognized as the most convenient and
theoretically sound parameter with which to quantify dispersal [60,56,36].
Turchin suggested use of net squared displacement, Rn2 , as a way to test the
applicability of CRW model and extended use of this quantity in the analysis of IMR
data using an uncorrelated random walk model. If an animal moves according to
correlated random walk (CRW) in two dimensional space, then its net squared
displacement, for large n is approximately [67,60,36]:

Rn2 ≈ nm2 + 2n

ψ
m12 ,
1 −ψ

( 1.4)

where subscript n indicates number of moves and the bar indicates the expectation,
or alternatively an average taken over several paths, and m1 , m2 and ψ are defined as

m1 =

1 n
∑ li
n i =1

mean move length,

m2 =

1 n 2
∑ li
n i =1

mean squared move length, and

1 n −1
ψ=
∑ cosθ i
n − 1 i =1

( 1.5)

average cosine of the turning angle.

In uncorrelated random walk there is no directional persistence such that ψ = 0 .
Therefore the formula relating Rn2 to move attributes simply reduces to

Rn2 = nm2 .

6

( 1.6)

That is, under the assumption of no correlations between moves, Rn2 increases
linearly with number of moves. A plot of Rn2 versus n can then be used to test the
applicability of the uncorrelated random walk model by checking if it increases
linearly with n. If Rn2 increases faster than linearly (curves up), then one explanation
is that there is significant directionality in the movement. This could be a result of
correlation between the directions of successive moves, or because there is a
directional bias. If net squared displacement curves down, then either dispersal rate
is decreasing with time or there is some barrier to dispersal. For example, in
movement within a home range Rn2 should approach a constant asymptote.

1.4 Individual-based Models
Most ecological models make assumptions that contradict two important properties
of organisms. First, grouping individuals into categories violates the principle of the
uniqueness of the individual. Second, by not distinguishing among the locations of
the individuals, the models violate the principle that interactions are inherently local
[31]. As an alternative, ecologists use models based on explicit representation of
individual organisms.
Ecologists interested in movement were among the pioneers in developing
individual-based models (IBMs) [59,35]. The essence of the individual-based
approach is the derivation of the properties of ecological systems from the properties
of the individuals that make up these systems. IBMs are bottom-up approaches that
start at the bottom level of population ecology, i.e., at the individual level [26]. IBMs
7

have the potential to determine which individual properties and elements of an
individual’s performance are essential for generating the characteristic features of
overall population dynamics.
The basic assumption in IBMs is that each action during the movement process
(e.g., whether to stop or to continue movement, or which direction to take) is a
mixture of stochastic and deterministic elements [67]. For example, whether or not
an organism will stop in a certain locality could be a probabilistic process. But in
some localities (for example, with abundant food) the probability of stopping might
be much higher than in localities where food is absent. Therefore, every move in the
model is controlled by sets of rules based upon the movement attributes of the
animal. For example, the model of Florida panthers [11] includes separate sets of
rules that account for i) search for prey, primarily white-tailed deer; these include
short distance local searching for prey and intermediate scale and long-distance
movement when local search for prey have failed, with the direction of search
depending on the individual’s past hunting history, ii) remaining at a kill site until
the deer has been eaten or has spoiled, iii) activity of males in search of a mate, iv)
dispersal of juveniles from the natal area, v) dispersal of adults when food
availability is low, and vi) avoidance of high water depths. The movement rules
were all based on random local neighborhood searches (for prey and mates),
constrained by water depths and habitat features, with movement into an expanding
range of cells around the current location if the local search was unsuccessful.
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IBMs provide a very “feature-rich” framework for modeling individual movements.
Death and birth events are easily incorporated within the framework. Attempting to
model too many behaviors and too many individuals, however, can strain both the
capacity of the computer to execute the model, and the capacity of the human brain
to interpret the results [67].
IBMs have many features that make them an attractive modeling tool for empirical
ecologists. Their ability to make connections between phenomena at different levels
of biological organization is a very important feature [16]. They are one of the most
effective ways to investigate the mechanisms of species interaction and
quantitatively associate these mechanisms with phenomena in question. They are
readily testable and should be easy to validate. IBMs also offer excellent potential to
examine questions of natural selection and evolution. Their value resides in the fact
that the models are constructed at the level (individual) on which natural selection
operates. One of the advantages of the simulation of IBMs that especially
recommends their use in the context of applied work is that it is easier to
communicate the system, mechanism, etc. between the biologists and the modeler
than with many of the partial differential equation systems currently used [16]. The
importance of IBMs has widely been noted [31,8,16,17,30,45,49] and have been
frequently used by ecologists under varying conditions. As an example, a spatiallyexplicit individual-based simulation model for the Florida panther will be treated
separately in Section 3.2.

9

1.5 Motivation and Research Objectives
Finding the “true” model of an animal’s movement may be impossible, as animals
change their behavior patterns over time and space, and field data are typically too
sparse to permit one to entertain complicated models. IBMs are supposed to be more
testable than their counterparts developed using the classical approach, because they
are closer to reality [54]. However, more reality means more parameters and, in turn,
more effort to determine these parameters. With individual behavior in a
heterogeneous, randomly fluctuating environment in particular, the number of
parameters will soon exceed manageable limits. Even with the state of art technology
at hand, it is almost impossible to incorporate all the parameters into the model. So
there should always be a trade off between the degree of closeness of the model to
reality and manageability of the parameters. Nevertheless, these models should be
able to produce meaningful outputs that are within a statistically acceptable range of
observed movement parameters. Therefore, the next challenge ecologists face is to
compare the simulated and observed movement patterns. However, the task of
judging the statistical accuracy of the simulated movement patterns, in comparison
with telemetrically observed movement patterns, remains less addressed. A criterion
for goodness of fit is required for such comparisons, the choice of which poses a
difficult problem. The issue in question is that of pattern recognition and testing the
validity of the model movement parameters.
Considering the importance of the home range in the life of animals, one might
expect that animal movements within the home range have been studied in detail. In
10

fact little is known to us. During the 60’s and 70’s, studies on home range were
primarily limited to the delineation of the home range itself [33,40,9]. However, in
recent years ecologists have shown more interest in studying different aspects of
animal movement in their home range, including space-use and habitat selection
[19,64,48,65]. Study of space-use is basically focused on identifying activity centers
and habitat use within the home range. Nomadic mammals like panthers can cover
large areas. For example a male panther, in average, covers an area of 39,630 ha
[12]. However, a little is known about the pattern of their space-use preference.
It has been well documented that animals do not use all the areas of their home range
uniformly. Some portion of the home range is used more intensively than others.
This portion is called the “core area”, where the probability of finding the animal is
higher. The method used to calculate core area is the “utilization distribution” (UD)
[33] from which one estimates the smallest area that accounts for some percentage
(e.g. 95%) of the space utilization. This concept is based on a bivariate probability
density function that gives the probability of finding an animal at a particular
location based upon space utilization. Harmonic mean center [55] is also often used
to identify the focal activity center in the home range of an animal [21].
Although these measures have proven to be very useful in analyzing space
utilization, they do not take into consideration the relative position of the “core area”
or the center of activity with respect to the boundaries of home range. That is, they
do not provide information on the locations of the animal in relation to the home
range boundaries. For example, in the case of the Florida panther, it has been well
11

documented that during their youthful years they move vigorously and widely within
and beyond the boundary of their home range, and show a territorial attitude toward
defending their boundaries [46]. To reflect this tendency, a measure that would take
into account the position of the animal relative to the boundary of its home range is
required.
Furthermore, in studies of animal movement, statistical analysis of radio telemetry
data poses special problems due to lack of independence of successive observations
along the sample path. These data are typically not gathered continuously, but
sampled at particular times, which adds further difficulties in analysis. James E.
Dunn proposed a multivariate Ornstein-Uhlenbeck diffusion process as a workable
model for analysis of telemetry data [25]. However, he assumed that data are
generated by a continuous, stationary, Gaussian process. In spite of the wellrecognized usefulness in providing a good database for studying animal dispersal and
wide use in mammal and bird population research, the potential of radiotracking data
for a quantitative analysis of movements of vertebrates has hardly been tapped.
Therefore, in general, the following issues remain open for further investigation and
research.
•

Methods of analysis of telemetry and other behavior data in order to assess
movement differences between individuals and determine how these
differences are affected by underlying habitat and spatio-temporal variation
in environmental conditions.
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•

Methods to compare modeled movements with data in order to evaluate the
reliability of the model to mimic the dynamics of movement, the trajectories
of individuals as well as the spatial patterns that arise at the population level.

•

Derivation from available movement data of a simplified set of rules for the
model, including what environmental or habitat characteristics are essential
to include and which can be ignored, under what circumstances movement is
modified by location of con-specifies, potential predators, and what historydependence occurs (e.g. what memory there is in the system).

These issues require a detailed understanding of animal behavior, extensive analysis
of movement data and technical sophistication. However, for the purpose of my
thesis, I focused on issues of comparing outputs of the IBM with the observed data.
The overall goal of my research was to produce appropriate statistics to compare the
outputs of IBMs of an animal to data, particularly those obtained from telemetry.
Specifically, my work was focused on the following three issues.
1. How to measure space-use preference of animal with respect to their tendency to
stay near or away from the boundary of their home range.
2. Does the preference of the animal regarding space-use depend upon their age, sex
or season of the year?
3. How well does the IBM depict the space-use preferences and movement patterns
of the animal?
13

CHAPTER 2: Methods

2.1 Home Range Analysis
Many methods for estimating home range and utilization distribution have been
developed. They have been thoroughly reviewed [69], and several of the most
popular methods have been numerically compared through Monte Carlo simulations
[7,70]. In a survey of home range analysis using radio tracking data, Harris et al. [28]
found that a majority of papers (81 out of the 93 papers included in the survey)
resulting from a literature search of 18 of the major journals likely to include such
papers published through 1984 to 1988, used a minimum convex polygon (MCP) or
modified polygon estimator. This illustrates that polygon methods are playing a
central role in analysis and interpretation of home range data. The MCP is appealing
to ecologists, perhaps because it is well defined and straightforward to evaluate. For
the purpose of my thesis, I also used the MCP method not only because of its
computational simplicity but also because one of my thesis objectives is to apply
methods developed to the Florida panther data, and the home range of the Florida
panther has been estimated using this method.
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The area of the MCP home range can readily be estimated by [71]

AMCP =

1 m
∑ (x j y j +1 − x j +1 y j ) ,
2 j =1

(2.1)

where, (xj,yj) is the jth point in anticlockwise order from a total of m points on the
convex hull, and (xm+1, ym+1) = (x1, y1).
Since MCP is based on the peripheral points of the data set, it is extremely sensitive
to outliers, irrespective of the distribution of the inner points; as a result, these outer
points have great influence on the home range size estimate. It is also known that the
home range is highly dependent on the sample size of the data set [69]. This means
that estimates calculated from the data sets with unequal sample sizes are not
comparable. Gary et el. [69], suggested that this problem of increasing home range
size with increasing sample size can be corrected by eliminating the outliers before
the home range polygon is calculated. They suggested to rank the locations based on
their contribution to the area of MCP and then to eliminate the 5% highest ranked
locations to get a 95% MCP. For the purpose of my analysis, I computed 95% MPC
home range based on the methods suggested by them. Hereafter in this thesis, the
terms MCP and 95% MCP will be synonymously used to represent the home range
computed using the 95% MCP method.

2.2 Analysis of Space-use Preference
I define space-use preference of an animal as its tendency to stay near or away from
the boundaries of its home range during its daily activities. This preference is
15

measured by computing the mean distance of the locations of the animal from the
nearest boundary of its home range.
Let X p = (X p , Y p ) ( p = 0,1,L N ) denote the position of an animal after p moves
from its initial position (p = 0), and suppose that X i s are independently and
randomly distributed within the home range. Consider a random sample x1 , x 2 L x n
of n observed locations, where x i = ( xi , y i ) (i = 1,2, L n) denotes the ith observed
location of the animal in its home range. Let x′j = (x ′j , y ′j ) ( j = 1,2, L m) be the
coordinates of the vertices of the 95% MCP based on the sample observations. If
A j x + B j y + C j = 0 represents the equation of the straight line joining the jth and
j+1th vertices1 of the 95% MCP, then the linear distance between the location point
x i and the line A j x + B j y + C j = 0 is given by

d ′j =

A j xi + B j y i + C
2

Aj + B j

2

(2.2)

,

provided that Aj and Bj are different from zero. Then the distance of the ith location
from the closest boundary of the 95% MCP will be the minimum of (2.2) over j. That
is, the distance of ith location form the closest boundary is given by d i = min d ′j .
1≤ j ≤ m

1

Here Am x + Bm y + C m = 0 represents a line joining the vertices

(x1 , y1 ) .
16

(x m , y m )

and

If the animal spends more time near the boundary of its home range, we should
expect a clustering of points along the boundary and hence get smaller dis. Similarly,
clustering of the locations away from the boundary would yield larger dis. Therefore,
comparison of the distribution of dis would allow us to compare the space-use
preferences of two animals. Larger mean(di) would indicate a greater tendency of the
animal to stay away from the boundaries of home range and vise versa.
I used this statistic to test the following two hypotheses.
a) The observed and model space-use preferences are similar; i.e., the model and
the observed tendency of the animal to stay near or away from the boundary of
the home range are similar.
b) The tendency of the animal to move closer or further away from the boundary of
home range does not depend upon its age, sex and season of the year. In other
words, there is no age, sex and seasonal preference with respect to space-use in
the home range.

2.3 Comparison of Model and Observed Space-use
Preference
I used Kolmogorov-Smirnov’s two-sample test to see if the observed and modeled
space-use preferences are similar. The Kolmogorov-Smirnov test is a powerful
alternative to the Chi-square test for testing the similarity between two frequency
distributions. Technically, Kolmogorov-Smirnov requires continuously distributed
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variables, but only slight errors result when the technique is applied to discrete data
[20,13].
Let D1 and D2 be the random variables respectively representing the distances of
observed and modeled locations of the animal from the closest boundary of home
range. Then if the model accurately depicts the space-use preference of the animal,
distributions of D1 and D2 should be identical. Let F(x) and G(x) be the distribution
functions of the random variables D1 and D2. Then the null hypothesis to be tested is
H o : F ( x ) = G ( x ) against the alternative H a : F ( x ) ≠ G ( x )

(2.3)

The two-sample Kolmogorov-Smirnov statistic is defined as [20]
Dn1n2 = sup Fˆn1 ( x ) − Gˆ n2 ( x )

(2.4)

x

where, Fˆns and Gˆ n2 are respectively the empirical distributions and, n1 and n2 are the
number of modeled and observed locations. The null hypothesis is then rejected at
the α level of significance for large values of Dn1n2 , i.e., we reject H o in favor of

[

]

H a , if Dn1n2 ≥ d n11n2 , where PH o Dn1n2 ≥ d n11n2 = α .

2.4 Comparison of Model and Observed Center of
Activity
Biologists have used different statistics as estimates of the “true center of activity”.
Hayne’s center of activity, which is “a two-dimensional average of a group of
points” [29], has been the most widely used, but has been criticized as lacking
biological significance. Mohr and Stumpf [52] computed a median center with the
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median of X values and the median of Y values as coordinates. Unfortunately, this
center is not a true bivariate statistic, since its location changes as axes are rotated
[42]. Dixon and Chapman [21] advocated use of the harmonic mean center as the
alternative to Hayne’s center of activity; they showed that unlike the arithmetic
mean, the harmonic mean was usually located in areas of high activity in individual
ranges. The following paragraphs give an overview of these three methods of
locating the center of activity of an animal’s home range.

2.4.1 Areal Moments
The major reference on areal moment is the work of Neft [55], so the following
description is drawn largely from his work.
Areal moments are similar in form to ordinary statistical moments except for the fact
that they are not based on reference lines or axes. However, the basic characteristic
of moments is retained: the number of the moment is equal to the exponent of
distance that is used. Thus the value of the nth areal moment, M n′ , at a point j is
defined as:

1 n
r dA , where P represents the number of observations in the
P ∫A

population and r is the radial distance between j and the element of area, dA. In
practice, since areal populations are finite and discrete, summation replaces the
integration. The nth moment then is

M n′ at j =

1 n n
∑ r jx ,
P x =1
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(2.5)

where r jx is the distance between j and the locus of a member of the population, x.
As in linear statistics, areal moments can be used to construct an integrated system of
measures of central tendency. A measurement of central tendency of an areal
distribution is called a measure of average position and represents a specific point on
an area. The location of the minimum value of the nth root of M n′ represents such a
measure. Areal moment can also be used to indicate the dispersion of an areal
population. Such measures are defined by the magnitude of the minimum value of
n

M ′ . Thus, this one value defines both the measures of average position and

dispersion [55].
Several areal moments are available as measure of average position: the arithmetic
mean center (AMC), the median center (MC), and the harmonic mean center (HMC).
Biologists and geographers have also used other measures, which are not based on
moments. They are modal center and geometric mean center.
a) The Arithmetic Mean Center
The arithmetic mean center ( S c ) of an areal population is the location of the
minimum value of

M 2′ , or more simply, the position of the minimum value of

M 2′ . This is analogous to the concept of the arithmetic mean, which also has the

property that it represents the location of the minimum value of the sum of the
squared deviations. This center is invariant with respect to the choice of a coordinate
system. Since the second power of distance is involved, the Pythagorean Theorem is
applicable. Thus, virtually all AMCs have been calculated as the point representing
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the arithmetic mean of the X values and the arithmetic mean of the Y values, where X
and Y values were a pair of orthogonal axes.
AMC has several characteristics that make it disadvantageous as a measure of
average position of animal activities:
i. AMC does not have to be located inside the area of animal activity.
ii. AMC does not necessarily indicate any characteristics of the region in which it is
located.
iii. AMC is greatly affected by the extreme locations.
iv. AMC is extremely sensitive. Any movement within the population causes some
change in its location, although the change may be minute.
This sensitivity to internal movements makes the AMC a useful parameter for
studying general trends in the pattern of an areal distribution over a long period of
time. Most importantly, AMC has the advantage of possessing the majority of the
valuable statistical properties of arithmetic mean. Therefore, it is not surprising that
despite its disadvantageous characteristics, it is the basis for nearly all statistical
methods of home range calculation for the past five decades including probability
circles and probability ellipses [21].
b) The Median Center
The median center (MC), denoted by MDc , is the point that minimizes the mean
distance to all other points in the activity field. Formally, it minimizes the value of
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the first areal moment, M 1′ . MC is often called the point of minimum average travel
or minimum aggregate travel. There is no arithmetic solution for finding MC. One
cannot locate it by using the median of the X values and the median of the Y values
[42]. Initially the concept of a median for areal analysis was based on the median’s
property of dividing a population in half. Thus, a “median point” was defined as the
intersection of two orthogonal axes, each of which divides the population in half.
However, the location of this intersection depends on the direction of the axis.
Another disadvantage of this measure is that large movements of the population
within one quadrant will not affect the location of the median point but any
movement from one quadrant to another will change its location. Because of these
two features, the median point is virtually useless as a measure of average position.
c) The Harmonic Mean Center
The harmonic mean center (HMC), denoted by H c , is located at the point that
minimizes the inverse of the mean of inversed distances to other points. Formally, it
minimizes the inverse first areal moment 1 M −′1 , where
1
=
M −′1

P
P

1
∑
x =1 r jx

.

(2.6)

It is easier to see from the above expression that HMC is analogous to the harmonic
mean for linear distributions. There are two important characteristics of HMC: it
must be located within the area under consideration and it is relatively insensitive to
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movement within the home range. Therefore, HMC cannot be used to indicate the
gradual changing of an areal pattern over time. As HMC indicates the “hub” or true
center of activity of a distribution [42,21], change in HMC is likely to be sudden
large shift from one region of very high density to another. This property of HMC
can be used in time series analysis to indicate when there have been shifts in the
location of the center of activity
As with MC, there is no arithmetic solution for finding HMC. The inverse first
moment must be computed at all points to locate the point that minimizes its value.
In practice, the exact calculation of HMC is extremely time consuming with
distributions of more than a trivial number of points. The data can be grouped into
quadrants to compare an approximation [21], but the size of the grid and choice of
control points seriously affects the precision of the estimate [55].
These same characteristics of HMC make it a promising measure of center of
activity. Lair [42] evaluated the relative usefulness of the aforementioned measures
in red squirrel activity in the field and concluded that HMC was a good estimate of
focal center location, which coincided with the behavioral focal mean center.
Similarly, Dixon and Chapman showed that HMC was usually located in areas of
high activity in individual home range.
For my analysis, I used the AMC to evaluate the appropriateness of the model to
depict movement patterns of the animal under consideration. The hypothesis was if
the modeled and observed movement patterns are similar, we should expect the AMC
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of the modeled and observed location to be close. Thus, distance between the
observed and modeled AMCs can be used as a measure of predictive capability of the
model. My choice of AMC as a measure of center of activity was mainly due to the
following reasons:
i. If the home range was estimated using the convex polygon method, AMC would
always be inside the corresponding home range.
ii. I wanted to study general trends in the patterns of the distribution of locations
over a period of time. Because of its sensitivity, the AMC is a preferable measure
for this purpose over its other counterparts.
iii. AMC is easy to use and easy to interpret.
iv. Most importantly, AMC possesses most of the valuable statistical properties of
arithmetic mean and therefore is suitable for further statistical analysis.

2.4.2 Comparison of Model and Observed Center of Activity
Let the rectangular coordinates of the animal’s ith location be given by a twodimensional state vector X i = ( X i , Yi ) . Assume that locations of the animals are
independent and follow a normal probability surface distribution [55]. Consider a
sample of p1 observed locations, x1i = (x1i , y1i ), (i = 1,2, L p1 ) of an animal and let

x 2 j = (x 2 j , y 2 j ), ( j = 1,2, L p 2 ) denotes a sample of model locations. Using the
notations of Neft et el. [55], let s c1 = (x1i , y1i ) and s c2 = (x 2 j , y 2 j ) represent the AMCs
of the observed and modeled locations.
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The null hypothesis to be tested is that these samples were drawn from the same
population, i.e., distance between the two AMCs , rss = 0 .
The standard error of the distance between the two arithmetic centers is given by

SE rss =

( p1 + p2 )( p1sr2 + p2 sr2 )
,
p1 p 2 ( p1 + p 2 − 2 )
1

2

(2.7)

where s r1 and s r2 are respectively the observed and modeled standard distance
deviations and are defined as the square root of the second areal moments when
computed about sc1 and sc2 respectively. Then the test statistic [55]

tr =

rss
,
SE rss

(2.8)

with n = p1 + p 2 − 2 d.f. is a univariate areal counterpart of the student’s t in linear
statistics (one should not confuse it with one sided usual t-statistic). As in the linear
case, as n → ∞, t r approaches a normal probability surface. Critical values of t r for
various d.f. have been calculated by Neft et el. [55]. The (1 − α ) × 100% confidence
limit for rss is then given by

rss < t r (n ,α ) SE rss ,
where t r (n ,α ) is critical value of t r for n d.f. and α level of significance.
If p1 = p2 = p then the standard error can be rewritten as
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(2.9)

SErss =

(s

2
r1

+ s r22

( p − 1)

),

(2.10)

and the test statistic can be computed accordingly.
The above test is suitable for areal distribution when sphericity of earth is taken into
consideration. If sphericity of the earth is ignored, the Pythagorean Theorem can be
invoked and the confidence interval can be computed by replacing s ri with
s x2i + s y2i .
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CHAPTER 3: Application to the
Florida Panther Data

3.1 Background
As a part of the efforts toward restoration of the Everglade ecosystem and
development of a landscape conservation strategy for panthers, extensive and
ongoing radio telemetry monitoring and field studies of panthers have been
conducted in Florida continuously since 1981. These provide a wealth of information
about panther biology, behavior and demographics. Presently these data are being
used in defining behavior rules for use in the ATLSS Deer/Panther model, an
individual-based spatially-explicit model for panthers and white-tailed deer in the
Everglades and Big Cypress landscapes [11,18]. The predictive capabilities of
individual-based models are closely tied to the realism of the decision rules that
determine how a simulated animal moves across the landscape, interacts with other
individuals, and responds to their environment. The definition of these rules in turn
depends upon the availability and interpretation of empirical observations of
behaviors and movement patterns [12]. In this section, methods developed in Chapter
2 will be used to test the predictive capability of the movement model and to draw
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inferences about the space-use preferences and movement patterns of the Florida
panther.

3.2 The Spatially-explicit Individual-based Simulation
Model for the Florida Panther
The Deer/Panther model was designed to be used as a management and evaluation
tool to analyze the relative effects of alternative water management scenarios on
long-term population dynamics of the Florida panthers and their primary prey
species, white-tailed deer. The Florida panther model is one of four components of
the Deer-Panther model. The other three components are hydrology, vegetation and
deer. The following abstract from the work of Comiskey et al. [11], describes the
spatially-explicit individual-based simulation model for the Florida panther
constructed for application to Everglades restoration.
A spatially-explicit model is grid based, with the landscape subdivided into spatial
cells. Within this spatial grid, individual-based models track the states of each
individual within a population. Each individual has a state consisting of its location,
gender, age, body weight, etc. Decision rules, which are a function of the states of
each individual, determine how individual animals move across the landscape,
interact with one another and respond to their environment.
The Florida panther sub-model offers a choice of options for defining the panther
population parameters at the start of a simulation. Initial conditions can be based on
empirical data for the existing population, or data for a hypothetical population with
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any pre-defined set of characteristics can be used. By varying the autoecological
characteristics, such as age, weight, health status, and location of the selected
individuals, the viability of different reintroduction scenarios can be evaluated. The
panther sub-model is coupled to the hydrology sub-model, which provides water
depth, to the vegetation sub-model, which provides cover, and to the individualbased deer sub-model, which provides the prey (Figure 3.1). Panther behavior and
physiology are simulated on a daily time step. Each panther is assigned a state which
includes individual characteristics, such as age, gender and weight; predation
information such as number of days at a deer kill site and number of days since the
last deer kill; and several gender specific variables which describe each individual’s
reproductive status.
Panthers move daily on the landscape at the 500 m. scale of resolution, based on
behavior rules, which specify:
search for prey, which are primarily white-tailed deer. These include short
distance local searching for prey and intermediate scale and long-distance
movement when local searches for prey have failed, with the direction of
search depending on the individual’s past hunting history,
remaining at a kill site until the deer has been eaten or has spoiled,
activity of males in search of a mate,
dispersal of juveniles from the natal area,
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Figure 3.1: Structure of Panther Component of Deer Panther Model (Adapted from
Comiskey et al. [11])
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dispersal of adults when food availability is low, and
avoidance of high water depths.
To incorporate a panther’s awareness of the presence and status of other panthers in
the model, each panther marks spatial cells with its unique ID, so that other panthers
encountering this mark can identify its gender and reproductive status from the mark.
Movement and behavior of each panther is then mediated by the presence or absence
of foreign markers. Marks are dated and decrease in potency over time.
In simulating predation behavior, the model assumes that individual panthers know
where they have been and where they hunted successfully. By recording for each
panther the N-S and E-W offsets from its starting point or center and the location and
date of deer settings and kills, the information needed to incorporate this memory of
locality into movement behavior is made available. Panther mortality occurs in the
model due to starvation, intra-species aggression, accidents, and other factors, such
as chemical toxicity and disease.

3.3 Data
Panther telemetry data have been collected by three different groups from two
agencies: Florida Fish and Wildlife Conservation Commission (FWC), and National
Park Services (NPS). Over the monitoring period of February 22, 1981 to December
2001, 115 panthers have been monitored.
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Location records of radio-collared panthers are collected using a fixed-wing airplane
flying at an altitude of about 200 meters. Except for daily monitoring of panthers in
Everglades National Park (ENP) for the period 1986-1991, flights have been
conducted three days per week. Directional antennae mounted on either side of the
aircraft are used to identify the general locations of individual panthers by sighting
along an antenna to the point on the ground where the radio signal is strongest. The
radio collar of each monitored panther emits a unique frequency that allows its signal
to be distinguished from those of other collared panthers. A point is plotted as
accurately as possible by hand on a 1:24,000-scale topographic map, and the date,
time, panther number, and habitat type are recorded. A straightedge is subsequently
used to measure the Universe Transverse Mercator (UTM) coordinates for each
panther location as determined from the topographic map to the nearest 100 meters.
BCNP and ENP use similar techniques to determine panther locations.
The primary database consisted of UTM coordinates specifying location of
individual panthers along with date when the location was measured and
demographic and other information such as: sex, age and date on which the cat was
radio-collared, date and cause of death, date on which independent home range
started, etc. These data sets were further refined for specific analysis.

3.3.1 Accuracy of Data
Accuracy of these data is affected by a number of variables, including equipment
used, collection and reporting protocols, and the experience and expertise of
operators. Belden et al. (1988) [4] reported that radio-telemetry locations collected
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using the techniques mentioned above were accurate to 230 m. Dees et al. (2001)
[19] collected radio-telemetry data on some of the same panthers being monitored by
FWC between 1994-1998 using similar techniques, but their observations also
included an on-board global positioning system to determine coordinates. They also
tested the accuracy of their locations by placing test transmitters in known locations
in the field, plotting transmitter locations from the air, and then determining the error
of actual versus observed locations. They reported that the mean distance between
estimated and actual locations was 77 m. and 95% of estimated locations were within
200 m. of the actual location. However, Dees et al. (2001) [19] and Janis et al.
(1999) [32] reported mean error between recorded and actual locations to be 204 and
247 m. for FWC and NPS, respectively, with 95% of locations occurring within 489
and 485 m., respectively.

3.4 Statistical Software
All of the statistical analyses were done using the statistical software JMP 4 (SAS
Institute Inc.) and Microsoft Excel. JMP is a software tool for interactive statistical
graphics and includes a broad range of graphical and statistical methods for data
analysis and an extensive design of experiments module. Simulation of panther
location, estimation and analysis of home range, data visualization, and other
computational works were done in PV-WAVE (Visual Data Analysis Software by
Visual Numerics), a software application for visualization, representation and
analysis of data.
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3.5 Assumptions
Three basic assumptions were made about the panther movement data.
1. Patterns of daytime activities and habitat use were representative of nighttime
patterns as well.
2. Panther location data are statistically independent. This assumption was based on
the hypothesis that as the difference between the two times becomes greater, the
probability that the second location can be known, given the first, becomes small.
Therefore, if the interval between recordings of two consecutive sample locations
is sufficient, then the observations can be considered independent. An interval of
48 hours between recordings of two sample locations was assumed to be
sufficient for the statistical independence of the panther data.
3. The last assumption was that sample data have a bivariate normal distribution,
which was a prerequisite for the methods used in Section 3.8.

3.6 Analysis of Space-use Preferences
3.6.1 Sample
Analysis of space-use preference was done at two different levels: composite home
range and yearly home range level. Accordingly, two different samples were
selected. For both samples, selection of the panthers and location observations was a
multistage process, in which observations were filtered at various stages according to
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some predefined criteria. The following paragraphs describe the processes of
selecting sample observations for these two analyses.

Composite home range Analysis:
As of December 2001, the panther database contained information on 115 panthers.
Since the primary objective was analysis of movement of panthers in home ranges,
only those panthers that were reported to be monitored for dispersal behavior and
home range establishment activities were selected at the first stage. As such, a total
of 85 panthers were selected. A total of 53,589 observations had been recorded on
these panthers during February 1981 to December 2001.
Selection at the second stage was based on consistency in data recording. Frequency
of recording locations of panthers was not consistent over time and between the
agencies involved in data collection. Although a three times per week recording
pattern was generally used, panther locations in ENP were also recorded on a daily
basis during the period of 1986 to 1991. In a few cases when special monitoring of
the panther was required, data were also collected more than once a day. Such
inconsistencies in recording locations of panthers introduce measurement errors into
the space-use preference analysis. One way of minimizing these errors is to exclude
such inconsistent observations from the analysis. Therefore, observations that did not
fit the standard three times per week pattern were identified for each panther, and
panthers with 10 percent or more such inconsistent observations were excluded from
the sample. From the remaining 56 panthers, those with a threshold of less than 1.5
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years of residence in a home range were further excluded. The resulting sample
consisted of 25,483 observations on 40 panthers.

Annual Home Range Analysis:
For yearly analysis, the sample selection process was started with the 85 panthers
that were monitored for dispersal behavior and home range establishment activities.
Observations on these panthers were further categorized by age of the panthers2
(hereafter, these age categories will be referred to as cases.) In total, there were 407
such cases for 85 panthers. These cases served as sampling units for the second
round of selection.
At the second stage, the number of observations that did not fit the standard three
times per week pattern was determined for each case, and cases with 10 percent or
more such inconsistent observations were excluded from the sample. To ensure
sufficient number of observations for home range analysis, cases with the number of
observations less than 50 were further omitted from the subset obtained at second
stage of selection. The resulting sample consisted of 34,096 observations in 258
cases of 69 panthers. This sample was used to construct the 95% MCP home ranges
for all ages of each panther. Consequently, 258 such home ranges were constructed.
Construction of 95% MCP home ranges was, in a sense, removal of so-called
outliers from the data set. It was observed that removal of these outliers resulted in
considerable decrease in the number of observations in some of the 95% MCP home
ranges. Therefore, to be on safe side, home ranges with fewer than 50 observations
2

Approximate age of the panther at time of recording its location.
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(ensuring at least four months of residence in the home range) were excluded from
the final sample. The final sample thus consisted of a total of 30,238 observations in
239 cases of 66 panthers.

3.6.2 Home Range Estimation and Distribution of Mean Distances
Home ranges for each of the sample panthers were estimated using the Minimum
Convex Polygon (MCP) method [69]. I computed two types of home ranges for
sample panthers: i) home range computed based upon all the locations accumulated
throughout the life span of the panther, which will be termed the “composite home
range”, and ii) the home range computed for each age of the panther (termed “annual
home range”). In other words, the composite home range is the area used by a
panther throughout its lifespan. For the computation of annual home range,
observations were categorized according to the age of the panther and home range
for each age was estimated. These home ranges, which are sometimes also referred
to as activity ranges, are therefore the areas the panther has used at various ages
during its lifespan. For the purpose of computation of home ranges, I used codes
developed by the ATLSS modeling group at The Institute of Environmental
Modeling, University of Tennessee. These codes were written in the PV-WAVE
application package.
Boundaries of the home ranges were determined and distance (di) of each of the
locations inside the 95% MCP from the nearest boundary of the corresponding home
range was computed using the methods described in Section 2.2. These distances
were used to analyze the space-use preference of the panthers. For example, equality
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of mean distances of two groups of panthers indicates similarity in the tendency of
the panthers in those groups to stay near or away from the boundary of the home
range. This tendency is indicative of the space-use preference of the panthers.
There was a strong positive linear co-relationship between mean distances (mean(di))
and square root of area of the 95%MCP home range (r = 0.905, p<0.001) (Annex 1).
A panther with large home range is also expected to have a larger mean(di) than the
panther with smaller home range. Because of this dependency of mean(di) on size of
the home range, space-use preferences of panthers with different home ranges cannot
be compared based upon the distance statistic. Therefore, meaningful comparisons of
space-use preferences of two groups of panther requires normalization of the effect
of home range size on the mean distance, which in turn requires selection of an
appropriate normalization factor.
It was also noticed that the rates at which mean(di) increased with square root of area
were almost equal for female (slope of best-fit line = 149.12) and male (slope of
best-fit line = 157.2) panthers. This relationship of home range size with mean(di)
makes it a strong candidate of normalization factor. I divided each di by the square
root of the area of the corresponding 95% MCP to get normalized distances,
norm(di). Distributions of these normalized distances were used to compare the
dependence of space-use preference of the panthers on their age, sex and season of
the year.
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For the analysis of age-adjusted annual home range, the 95% MCP home range and
the distribution of norm(di) were constructed for each case separately using the
aforementioned methods.

3.6.3 Results
Comparison of composite home ranges of male and female panthers indicates that
the mean home range size for females (218.6 sq. km.) was significantly smaller than
the mean for males (518.2 sq. km.) (p<0.0001). It also indicates a wide difference
between the variation in the home range sizes of male and female panthers (Annex
2). Female panthers in the sample had home ranges ranging from 61 sq. km. to 390
sq. km. (sd. = 105.2 sq. km.) while this range was from 204 sq. km. to 1268 sq. km.
(sd. = 215.7 sq. km.) for male panthers.
Size of the home ranges is often related to an animal’s energetic costs. That is, the
larger the home range the more energy expended in searching for various life
requisites [69]. Accordingly, area of home range is expected to have an inverse
relationship with age. Results of analysis of age-adjusted annual home ranges were
consistent with this hypothesis (Figure 3.2). Area of annual home range adjusted for
age had a unimodal distribution with peak around the age seven. Home ranges
became smaller as panthers grew older. Adult panthers of age from 7 to 8 years seem
to occupy the largest area (mean = 234.2 sq. km., maximum= 1873 Sq. Km). During
old age, their home range areas become very small (mean = 111.1 sq. km.).
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Figure 3.2: Relationship Between Age and Area of Annual Home Range (All Panthers)

Panthers who prefer to stay deep inside their home ranges are expected to have larger
norm(di) than those who utilize each section of the home range uniformly or those
who preferentially utilize area near the boundary of the home range. Based on this
hypothesis, I compared the space-use preferences of panthers of different genders
and ages and at different seasons of the year. My analysis showed that the difference
between the mean normalized distances of male (mean = 179.3) and female panthers
(mean = 167.8) was not significant (p = 0.097) (Annex 4), indicating similar spaceuse preferences of both sexes. However, age of the panther seems to have great
influence on their space-use preference. This is clear from the following analysis.
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Relationship between mean norm(di) and age of the panther was somewhat erratic in
nature (Annex 5). In the age interval 1 to 10 years, the relationship was
approximately parabolic with local minima around year five. After age 10, the mean
norm(di) decreased sharply with age. The graph clearly shows a clustering of points
around the ages 12 to 14 years. Means of dis for these ages were noticeably lower
than that of age 11. This observation contradicts the prevailing hypothesis that as
panthers grow older their movement becomes restricted to a smaller area, resulting in
larger mean distance of their locations from the boundaries of the home range. There
are two possible explanations for this unexpected drop off of the mean norm(di) after
age 11: i) the panthers in the sample with these ages have unusual and unexpected
movement patterns or ii) the annual home range of older panthers shrinks towards
one sub-area of the composite home range.
Further analysis revealed that six sample panthers have reached the age of 12 to 15
years. Among them, only two (ID # 31 and 32) have passed age 13 and only one has
passed ages 14 and 15 (ID # 32). This indicates possible sampling bias due to the low
representation of panthers from the age group 13 to 15. Drawing any inferences
about the population of panthers in that age group based upon the behavior of only
one or two panthers would not be practically meaningful. Because of such a low
representation of panthers from ages 13 to 16 in the sample, it was desirable to
restrict the analysis to age below 13 years. Furthermore, plots of norm(di) against age
for these six panthers clearly reveal that panther # 26 had somewhat irregular and
unexpected low mean norm(di) at the age of 12 years (Annex 6). This mean value
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was quite different from the means at others ages of this panther and was a principle
contributor in lowering overall mean norm(di) for age 12. Therefore, for the purpose
of my analysis of age dependence of space-use preference, I considered this panther
as an outlier and excluded it from analysis.
With the aforementioned adjustment in the sample, I re-examined the relationship
between norm(di) and age of the panther. It was observed that initially mean norm(di)
was decreasing with age, reached a minimum around age 5 and then started
increasing again (Figure 3.3).
As expected, mean norm(di) was significantly different between different ages of
panthers (p<0.001). Based upon the clustering of points in Figure 3.3, I categorized
the panthers into four age categories: juveniles (1 to 4 years), younger adults (5 to 7
years), adults (8 to 10 years), and older adults (11 and 12 years). Results based on
Tukey’s test for comparison of means revealed that younger adults (age 5 to 7) had
significantly different space-use preference than panthers in other age groups (α =
0.05) (Annex 7). Panthers at this age tend to stay closer to the boundary of their
home range (mean norm(di) = 171.8) than panthers in any other age group. Panthers
in the remaining age groups had similar space-use preferences.
The current occupied range of the Florida panther constitutes approximately 8,000
sq. km. of the landscape of South Florida, consisting of a mosaic of vegetation types
including swamps, marshlands, water conservation areas swamp forests etc. The
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Figure 3.3: Mean Normalized Distance of Locations of Panthers by Age.

hydrology of the conservation area, therefore, is expected to play an important role in
the space-use preferences of the Florida panthers. For example as water level rises
during the wet season (May to October), panther movement is expected to be
confined in upland areas. My findings however did not support this hypothesis.
Based on the date of collection, I divided the observations into two categories: wet
(May to October) and dry (November to April) seasons. Difference between the
mean norm(di) for these two seasons was not significant (p = 0.55, Annex 8),
indicating no significant effect of seasonality on the space-use preferences of
panthers.
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3.7 Model Vs. Observed Space-use Preference
One of the objectives of this thesis was to test the predictive capability of an
individual-based model by comparing the observed and simulated movement
patterns. The panther model was meant to serve as a test model. Since it was still
under development and was not available for use, I considered a random movement
model to simulate panther movement within its home range. The only significance of
this model is its role as a test model to demonstrate how the methods developed in
this thesis can be used to compare model and simulated movement patterns.

3.7.1 Theoretical Model
Panthers can cover a large distance in a single movement vector. My calculations
showed that the maximum linear distance between two consecutive locations was 80
km. for male and 75 km. for female panthers. It has also been noted that panthers
move freely within large home ranges. Therefore, ignoring effects of factors like
spatial heterogeneity of the landscape, prey availability, age etc., which affect
movement of the panthers, it can be reasonably assumed that successive moves of
panthers are random in nature. Based upon this assumption I considered a model,
which assumes that panthers can move randomly and without any restrictions within
their home ranges, and that their movement within the boundaries of home ranges
are independent. Under the random movement assumption, simulated location points
are distributed randomly and uniformly within the boundaries of the home range.
This means that each section of the home range is used with equal frequency.
Moreover, distribution of the locations of panthers simulated by such a model is a
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spatial Poisson process. It is a very naïve model that may have no practical
significance, other than to generate a movement pattern with which observed
location patterns can be compared using the techniques proposed in this thesis. The
idea was to demonstrate how these methods could be used to compare observed and
model movements.
Simulation of location points using the random movement model was a
straightforward process. For simulation purposes, 95% MCP home range of each of
the sample panthers was estimated and the home range boundaries were determined.
The RANUNI function of PV-WAVE was used to simulate random location points
within each of the home ranges. The number of locations generated in a particular
home range was equal to the number of observed locations within the corresponding
95% MCP.

3.7.2 Sample
I compared model and observed distributions of di for three panthers. Number 49
was a female of age 11 years (as of December 2001). She was radio collared at the
age of 2 years. She was resident in her home range for 9.85 years and was still living
as of December 2001. Number 78, another female panther was also selected for
comparison. As of December 2001, she was about 5 years old, and had been resident
in her home range for 2.87 years. Number 79, a male panther, was born in September
1995. He was radio collared at the age of 3.5 years and resided in his home range for
2.33 years before his death in a vehicular accident in February 2000. These panthers
were selected because of their distinct movement patterns (Figure 3.4). For example,
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(a)

(b)

(c)
Figure 3.4: Home Range of Panthers (a) Number 49, (b) Number 78, (c) Number 79.
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distribution of location points of number 49 showed a tendency to stay more towards
the center of the home range; location points of number 78 were concentrated near
the boundary; and number 79 seemed to move freely in his home range, resulting in
randomly distributed locations.

3.7.3 Distribution of Distances
For each of the above panthers, coordinates of the vertices of the 95% MCP home
range were computed. These vertices were then used to draw boundaries of the home
range. Model location points within the boundaries of the observed home range were
then generated using the random movement model. Distances of these modeled
location points as well as the observed location points from the nearest boundary
were computed using the methods described in Section 2.2.
Although distribution of d i s depends on the shape as well as size of the home range,
normalization of the effect of size of home range is not necessary for comparing
model and observed distributions of dis. Because the model and observed distribution
of dis for a particular panther were based on the same home range, comparisons were
not made between two different panthers. Histograms of the model and observed
distributions for this panthers were constructed for comparisons (Figure 3.5).

3.7.4 Results
Mean distance of the locations of number 49 from the boundary of its home range
was 3007.11 meters, which was significantly larger than the mean of the distances of
its simulated locations (mean = 2059.51 meters, p<0.0001 (one sided)).
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Figure 3.5: Model and Observed Distributions of di for Panther # 78, 49, and 79..
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This supports the preliminary claim that locations of number 49 were not distributed
randomly; they were, on average, located at a greater distance from the boundary of
the home range as compared to the simulated locations. The hypothesis of no
difference, however, could not be rejected at 1% level of significance for number 78
and 79 (number 78: model mean = 1303.50 m., observed mean = 1198.64 m., p =
0.04; number 79: model mean = 6217.15 m., observed mean = 6480.86 m., p =
0.2297 (one sided test)). This suggests that simulated locations for these two
panthers were located, on average, at the same distance from the boundary as the
observed locations.
It was interesting to note that locations of number 78 were not distributed randomly;
they were concentrated along the eastern boundary of its home range (Figure 3.4).
Yet, based on the outcome of the t-test we fail to reject the hypothesis of no
difference of mean(di) for this panther. Failing to reject the hypothesis of no
difference means only that, on average, the modeled and observed locations were at
the same distance form the boundary of the home range. Under no circumstances
does this imply identical clustering of points or similar point patterns of the two
distributions being compared. This explains why the difference between the mean
distance of the observed locations, which were highly concentrated along the
boundary, and model locations, which were distributed randomly, was not significant
for number 78.
Though t-tests are sensitive to differences between the means of the two distributions
being compared, they may not detect differences of other types, such as differences
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in variances. Therefore, the next step was to see if the modeled and observed
distributions of the distances were similar. I used the Kolmogorov-Smirnov twosample statistic to test if the empirical distribution functions of observed and
simulated distances were identical.
Table 3.1 summarizes outputs of the Kolmogorov-Smirnov test. Distributions of the
observed and simulated dis were found to be identical for panther numbers 78 and
79, but were not in the case of number 49 (α = .01). These results suggest that the
random movement model failed to predict the space-use preferences of number 49,
while it worked well in the cases of panthers 78 and 79. It should be noted that, even
though the distribution of the locations of number 78 was not quite random,
distribution of distances of these locations was found to be identical to the
distribution of the distances of randomly simulated locations. Arguments similar to
those presented in the previous paragraph can be used to explain this not so counter
intuitive result
Table 3.1: Outputs of Kolmogorov-Smirnov Two Sample Test

ID

Smirnov
Statistic T

Number of Observations
Model (m)
Observed (n)

m + n
mn

0.99 Quantiles 3

49

0.28159

728

728

0.05241

0.116192

78

0.09115

373

373

0.07323

0.162326

79

0.12

300

300

0.08165

0.181001

3

Quantiles are based on asymptotic distribution of the Kolmogorov-Smirnov Statistic T for large
sample size.
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3.8 Comparison of Model and Observed Activity
Centers.
I used arithmetic mean center (AMC) to evaluate the ability of the model to depict
movement patterns of an animal. Tests developed in Section 2.4.2 were based on the
simple hypothesis that if the modeled movement pattern is close to the observed
pattern then the AMCs of the modeled and observed locations should also be close.
Two types of comparisons were made in this respect. First, the AMCs of the
observed and modeled locations of the sample panthers in their composite home
range were compared. Secondly, AMC of cumulative locations at each time step was
computed and significant tests were carried out for the departure of modeled AMC
from the observed AMC with time.
Results of the significance tests for comparing modeled and observed AMC are
presented in table Table 3.2. The hypothesis to be tested was that the two sets of
locations were drawn from the same population. Distances between modeled and
observed AMCs (rss) of the selected panthers are listed in column three. The fourth
column contains values of the test statistic (tr), computed by dividing rss by the
corresponding standard error. Critical values of the test statistic were computed at α
= 0.01, based upon the asymptotic distribution tr for large sample [55].
AMC simulated by the random movement model was found to be acceptably close to
the observed AMC of number 79. These findings further support the initial
observation made about the randomness of the distribution of locations of this
panther. However distances between the modeled and AMCs of number 49 and 78
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Table 3.2: Comparison of Observed and Modeled Activity Centers of Panther

# 49, 78, and 79.
ID

SE rss

rss

49

121.90553

325.2012

2.667649

78

134.92519

1472.678

10.91478

79

590.27752

1069.517

1.811889

tr =

rss
SE rss

Critical value of tr
for α =.01

2.146

were both significantly large at α = 0.01. Therefore, there was room for doubt of the
appropriateness of the random movement model to simulate the movement patterns
of these two panthers.
The above test compared AMCs of locations accumulated over the life span of
panthers. Their use of area within their composite home range changes consistently
[46], and therefore occasional shifts in their activity areas is not unusual. AMC is
very sensitive to these types of internal movements. Any change in the locations of
the panther causes some change in its location, although the change may be minute.
Analysis of the shift in the AMC with subsequent moves of a panther can, therefore,
reveal much about its overall movement pattern.
I computed AMC of the first 75 locations for each of the sample panthers. With three
times per week recording pattern, 75 records would ensure location recording for
approximately six months. This AMC is therefore, the activity center of the animal
during the first six months in its observed home range. AMC of the locations at each
successive move after the first 75 moves was then computed. That means each move
after the first 75 moves would result a new arithmetic center based on the set of
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locations accumulated up to that point. Simply speaking, the AMC corresponding to
the nth move was calculated using the first n locations. For each successive move,
distance between the observed and modeled AMCs and the 99% confidence limit for
this distance were computed. These confidence limits and the distances between
observed and modeled AMCs panthers 49, 78 and 79 were then plotted against
number of moves (Figure 3.6, 3.7 and 3.8 respectively).
Up to approximately 400 moves, modeled AMC of number 49 differed noticeably
from its observed AMC. After this point, except for a slight departure around move #
500 and at the end of the recording period, modeled and observed AMC were
acceptably close. This indicates that the random movement model was reasonable
accurate in approximating the movement patterns of this panther after move # 400.
Some mixed results were observed in the case of number 79. Except for a few short
intervals, the model and observed activity centers of this panther were significantly
different from each other. The longest interval when the distance between these two
centers was not significant was between the 45th and 85th moves. The random
movement model, however, appeared to fail completely to depict the movement
pattern of number 78. This is evident from the consistently wide departure of model
and observed AMCs of this panther with time.
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Figure 3.6: Confidence Limits of Distances between Observed and Model AMC s by

Number of Moves (Panther Number 49).
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Figure 3.7: Confidence Limits of Distances between Observed and Model AMC s by

Number of Moves (Panther Number 78).

55

4000

3500

3000

Distance (m)

2500

2000

1500

1000

500

221

210

199

188

177

166

155

144

133

122

111

89

100

78

67

56

45

34

23

12

1

0

Number of moves
Observed Distance

Confidence Limit
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3.9 Conclusions
Panthers are top carnivores requiring abundant large prey and large home ranges. An
adult panther’s home range is an area of extensive habitual use, providing resting and
denning sites, travel routes, hunting grounds and areas where habitat requirement of
their prey are met. Male panthers occupy ranges covering, on average, 518 sq. km.,
while female home ranges are significantly smaller (219 sq. km.) (Annex 3). In
general, home range size depends upon age of the panther. While adult panthers can
occupy area as large as 976 sq. km. (mean = 207 sq. km.) in their yearly activity,
during old age their activities are confined within an area of 111 sq. km. This is as
expected, because as panthers age they may become less energetic and hence less
able to defend their home range boundaries.
Age also appeared to be a determining factor affecting the space-use preferences of
the panthers. Younger adults prefer to visit areas near their home range boundaries
more frequently than panthers in any other age group. These observations can be
explained in light of the territorial characteristics of the panther at this age. Adult
male panthers regularly indicate their presence along game trails, swamp buggy
trails, old logging trams, and forest edges via scrapes containing feces or urine. Adult
males maintain primary breeding rights with females in their home ranges [46].
Therefore, it is not surprising that they travel widely to protect their home range from
invasion by other male panthers.
As the Panther Model was not available to simulate movement patterns, a random
movement model was used. Comparisons of space-use preferences based upon
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simulated and observed movement patterns indicate that the random movement
model seems to reasonably depict the overall space-use preferences for number 78
and 79, in their composite home ranges. However, slightly different results were
obtained when model and observed center of activities were compared. The
simulated center of activity of number 78 was significantly different from the
observed center throughout the period of comparison. In the case of number 49, these
centers of activity were significantly different for a long period at the beginning and
then came acceptably closer. This indicates that movement patterns of panthers
change over time. Therefore, comparisons based upon movement patterns
accumulated over a long period of time might be misleading. Data should be
subdivided into different age periods, and the model should be tested in each period.

58

CHAPTER 4: Conclusions and
Future Considerations

4.1 Conclusions
In this thesis, mean distance of the locations of an animal from the nearest boundary
of the home range was presented as a simple but useful measure of space-use
preferences of the animal under study. Methods based on the distance statistic were
applied to the movement data of the Florida panther and the results obtained from the
analysis were quite encouraging. The tests based upon the distance statistic revealed
an interesting space-use preference pattern, which was strongly associated with the
age of the panther. These patterns were consistent with the observations made by
ecologists about the vigorous and wide-ranging movement behavior and the
protective attitude of the animal towards its home range during its younger years.
Mean distance of the locations from the boundary of home range was also used to
compare the modeled and observed space-use preferences of panthers. Selection of
panthers number 49, 78 and 79 for comparison was quit purposeful. Distribution of
their locations on their corresponding composite home ranges suggested different
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space-use preferences. For example, location points of number 49 were more focused
towards the center of the home range, and those of number 78 were clustered along
the boundaries of its home range. On the other hand, observed locations of number
79 did not reveal any observable space-use preferences, as they were distributed
randomly over the entire home range. I used a random movement model to simulate
the space-use preferences of these three panthers. Test results confirmed similarity of
modeled and observed space-use preferences of numbers 78 and 79. However, tests
were unable to detect differences between the patterns of distribution of locations.
Limitations of these methods should be given due consideration during analysis.
These limitations are discussed and possible solutions are suggested in the following
sections.

4.2 Future Considerations
The following improvements and considerations are recommended to enhance
analysis based upon the distance statistic.

1. Pattern Analysis
By definition, the distance statistic measures only distance of the locations from the
nearest boundary of home range. It does not, however, take into account the quadrant
or the section of the home range in which the points are located. It is quite possible
for the point pattern of the observed locations to be completely different from the
point pattern of the modeled locations, but yet the means of the observed and
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modeled distributions are not significantly different. This can be explained with the
help of the following example.
Suppose the rectangles in Figure 4.1a and Figure 4.1b represent home ranges of two
different animals and the dots in the rectangle represent their locations at different
times. The difference between the distribution patterns of the points in Figure 4.1a
and Figure 4.1b is quite visible. In fact, Figure 4.1b was obtained by overlapping the
points in the right half and the mirror image of the points in left half of the rectangle
in Figure 4.1a. Figure 4.2 presents the identical histograms of the distribution of the
distances of these points from the closest side of the corresponding rectangle. In this
case if a significance test were conducted, the hypothesis of no difference would not
be rejected.

(a)

(b)

Figure 4.1 Distribution of Locations of Two Hypothetical Panthers
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Therefore, care should be taken when interpreting the results of tests based upon the
distance statistic. Rejection of the hypothesis of no difference means only that the
average distance of the locations from the nearest boundary of the home range for
observed and modeled movement patterns were not significantly different. Equality
of mean distances should not be interpreted as similarity of movement patterns.
Usefulness and applicability of the distance statistic can be significantly improved if
used in association with methods developed for pattern analysis. Some of the
methods that can be used to analyze point patterns are the quadrant method, kernel
estimation and the nearest neighbor distance method. Further references on these
methods can be found in Dale et el. [15] and Bailey et el. [2].
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2. Independence of Observations
Methods discussed in this thesis require that the input data (i.e. locations of panther)
be statistically independent. It was assumed that each location contributes as much
information as every other location. If two locations are not independent, the sum of
the information contributed by the two data points is not 2 units but less than 2 units,
because one of the locations can be used to make a reasonable estimate of the other.
Since tracking data are three dimensional, the closer in time two locations are taken,
the less likely they are to be statistically independent. In other words, given the
animal’s location at time t, the expected change in location would be small for a
small increase in time, t+∆t. As the interval between two times becomes greater, the
probability that the second location can be known, given the first, becomes small. In
the presence of auto correlation, the statistical estimate for a sample will be biased.
Tests of independence and methods for resampling data should be applied to avoid
this problem. To ensure temporal independence of the locations, ecologists often fix
an independence interval based on the attributes of the ranging behavior of the
animal, and then resample the locations using that interval. In this research, I
assumed that a 48-hour interval between two consecutive observations would be
sufficient to ensure temporal independence of the observations. However, fixing
independent intervals in this way was subjective and, therefore, use of some
functionally correct method of estimating independent intervals would be
appropriate.
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Reliability and statistical validity of the results can be improved by ensuring
statistical independence of the observations. Although the independence of activity
data is particularly hard to assess, as it is not set by any fixed parameter, some
sophisticated methods for testing the independence of the locations [22,23] and
estimating the independence interval [58] are available and can be used to evaluate
panther data.

3. Selection of Normalization Factor
To normalize the effect of home range size on the distribution of dis distance, each
location was divided by the square root of the area of the corresponding home range.
This approach assumes that mean distance is directly proportional to square root of
the area of the home range, which may not be equally true in all cases, especially for
home ranges that have the shape of an elongated polygon (length is considerably
greater than width). Therefore, other normalization factors, e.g. maximum of dis,
should also be considered and their relative advantages should be compared.

4. Sampling of Locations
One of the criteria for selecting samples for this analysis was to exclude panthers
with 10 percent or more inconsistent observations (observations that did not fit the
standard three times per week pattern). Therefore, the sample used in this research
did not represent the entire monitored panther population. This sampling error should
be minimized by using resampling techniques, ensuring that sample locations are
equally spaced in time.
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5. Data Sufficiency
It is widely recognized that panthers exhibit distinct daily patterns in activities and
habitat use. During non-daylight hours, they roam widely across the mosaic of
habitats within their home range, with peaks of activity around dusk and dawn.
Panthers are typically at rest in dense cover during the day, when monitoring flights
are made [46]. The telemetry data are therefore not representative of 24-hour activity
patterns; rather they represent the pattern of resting sites of the panther within its
home range. Analysis presented herein uses these telemetry locations to delineate the
general boundary of home ranges and activity areas and to evaluate and compare
patterns of daytime resting sites of panthers.
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ANNEX 1: Relationship Between Area of 95% MCP HR and Mean
Distance of Locations from the Nearest Boundary
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ANNEX 2: One-way Analysis of 95% MCP Area (sq. km.) By Sex
Summary of Fit
Rsquare
Adj Rsquare
Root Mean Square Error
Mean of Response
Observations (or Sum Wgts)

0.465261
0.46524
153.0893
323.023
25483

t-Test
Difference
Estimate
-299.66
Std Error
2.01
Lower 95%
-303.60
Upper 95%
-295.71
Assuming equal variances

t-Test
-148.897

DF
25481

Prob > |t|
0.0000

Analysis of Variance
Source
Sex
Error
C. Total

DF
1
25481
25482

Sum of Squares
519590431
597180835
1116771265

Mean Square
519590431
23436.319

F Ratio
22170.31

Prob > F
0.0000

Means for Oneway Anova
Level
Number
Mean
Female
16600
218.568
Male
8883
518.223
Std Error uses a pooled estimate of error variance

Std Error
1.1882
1.6243

Lower 95%
216.24
515.04

Upper 95%
220.90
521.41

Means and Std Deviations
Level
Number
Female
16600
Male
8883

Mean
218.568
518.223

Std Dev
105.217
215.745

Maximum
390
1268
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Minimum
61
204

Std Err Mean
0.8166
2.2891

ANNEX 3: Summary Statistics of 95% Home Range Sizes by Age
and Sex
Characteristics

Frequency

95% MCP Home Range Size
Mean

SD

Minimum

Maximum

Sex
Female
Male

25
15

206.08
493.27

110.9
272.4

61
204

390
1268

Less than 5
5 to 7
8 to 10
11 to 13
14 and above

85
67
51
24
8

178.5
206.9
234.2
171.9
111.1

143.26
160.59
298.01
126.53
25.95

25
12
30
49
78

1104
976
1873
533
136

Age
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ANNEX 4: One-way Analysis of Normalized Distance By Sex
Summary of Fit

Rsquare
Adj Rsquare
Root Mean Square Error
Mean of Response
Observations (or Sum
Wgts)

0.000108
0.000069
111.3805
177.7026
25483

t-Test

Estimate
Std Error
Lower 95%
Upper 95%

Difference
-2.4296
1.4642
-5.2995
0.4403

t-Test
-1.659

DF
25481

Prob > |t|
0.0971

Assuming equal variances
Analysis of Variance

Source
DF
Sum of Squares
Mean Square
Sex
1
34158
34158.4
Error
25481
316107255
12405.6
C. Total
25482
316141413
Means for One-way ANOVA
Level
Number
Mean
Std Error
Lower 95%
Female
16600
176.856
0.8645
175.16
Male
8883
179.285
1.1818
176.97
Std Error uses a pooled estimate of error variance
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F Ratio
2.7535

Prob > F
0.0971

Upper 95%
178.55
181.60

ANNEX 5: Relationship Between Age of Panther and Normalized
Distances

Normalized Distances
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ANNEX 6: Mean Normalized Distances by Age of Panthers # 19, 26,
31, 32, 36 and 49
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ANNEX 7: Comparison of Mean norm(di) for All Age-group Pairs
using Tukey’s test.
Comparisons for all pairs using Tukey-Kramer HSD
q*
2.56921

Abs(Dif)-LSD
4
3
1
2

4
-13.776
-8.134
-1.653
7.696

3
-8.134
-6.038
0.842
10.140

1
-1.653
0.842
-4.125
5.146

2
7.696
10.140
5.146
-4.387

Positive values show pairs of means that are significantly different at 5% level of significance.
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ANNEX 8: One-Way Analysis of Normalized Distances by Season.
Summary of Fit
Rsquare
Adj Rsquare
Root Mean Square Error
Mean of Response
Observations (or Sum Wgts)

0.000014
-0.00003
111.3857
177.7026
25483

t-Test
Difference
Estimate
-0.8299
Std Error
1.3962
Lower 95%
-3.5664
Upper 95%
1.9067
Assuming equal variances

t-Test
-0.594

DF
25481

Prob > |t|
0.5522

Analysis of Variance
Source
Season
Error
C. Total

DF Sum of Squares
1
4384
25481
316137030
25482
316141413

Mean Square
4383.5
12406.8

F Ratio
0.3533

Prob > F
0.5522

Means for Oneway Anova
Level
Number
Mean
Std Error
Dry
12355
177.275
1.0021
Wet
13128
178.105
0.9721
Std Error uses a pooled estimate of error variance
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Lower 95%
175.31
176.20

Upper 95%
179.24
180.01
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