Abstract. We propose a spectral learning approach to shape segmentation. The method is composed of a constrained spectral clustering algorithm that is used to supervise the segmentation of a shape from a training data set, followed by a probabilistic label transfer algorithm that is used to match two shapes and to transfer cluster labels from a training-shape to a test-shape. The novelty resides both in the use of the Laplacian embedding to propagate must-link and cannotlink constraints, and in the segmentation algorithm which is based on a learn, align, transfer, and classify paradigm. We compare the results obtained with our method with other constrained spectral clustering methods and we assess its performance based on ground-truth data.
Introduction
In this paper we address the problem of segmenting shapes into their constituting parts with emphasis onto complex 3D articulated shapes. These shapes are difficult to describe in terms of their parts, e.g., body parts of humans, because there is a large variability within the same class of perceptually similar shapes. The reasons for this are numerous: changes in pose due to large kinematic motions, local deformations, topological changes, etc. Without loss of generality we will represent 3D shapes with meshes which can be viewed as both 2D discrete Riemannian manifolds and graphs. Therefore, shape segmentation can be cast into the problem of graph partitioning for which spectral clustering (SC) algorithms [1] provide tractable solutions.
Nevertheless, unsupervised spectral clustering algorithms will not always yield satisfactory shape segmentation results for the following reasons: Distances between vertices are only locally Euclidean (manifold structure), the graph has bounded connectivity (sparseness), and the number of edges meeting at each vertex is almost the same through the graph (regular connectivity). Manifoldness will exclude methods that need a fully-connected affinity matrix. While sparseness makes shape-graphs good candidates for Laplacian embedding [2, 3] , the usual spectral clustering assumptions do not hold in the case of regular connectivity. First, the Laplacian matrix of a shape-graph cannot be viewed as a slightly perturbed version of the ideal case 1 , namely a number of strongly connected components that are only weakly interconnected [1] . Second, there is no eigengap and hence there is no simple way to determine the number of clusters. Third, the eigenvectors associated with the smallest non-null eigenvalues cannot be viewed as relaxed indicator vectors [1] .
Fig. 1. First stage:
Constrained spectral clustering (CSC) which takes as input a mesh (or more generally a graph) together with a sparse set of must-link (dashed lines) and cannot-link (full lines) constraints (a). These constraints are propagated using the commute-time distance (b). Spectral clustering is applied to a modified graph Laplacian (c). Second stage: Probabilistic label transfer (PLT). Shape segmentation is performed via vertex-to-vertex matching (d) and label transfer (e).
In this paper we propose a learning approach to shape segmentation via a two-stage method, e.g., fig. 1 . First we introduce a new constrained spectral clustering (CSC) algorithm which takes as input a shape-graph G tr from a training set. G tr contains unlabeled vertices as well as must-link and cannot-link constraints between pairs of vertices, fig. 1 -(a). These constraints are propagated, using the unnormalized Laplacian embedding and the commute-time distance (CTD), such that edge-weights corresponding to within-cluster connectivities are strengthened while those corresponding to betweencluster connectivities are weakened, fig. 1-(b) . This modified embedding yields improved shape segmentation results than the initial one, e.g., fig. 1 -(c), because it better fits into the theoretical requirements of spectral clustering [1] .
Second, we consider shape alignment based on vertex-to-vertex graph matching as a way to probabilistically transfer labels from a training-set of segmented shapes to a test-set of unsegmented ones. We consider a shape-graph G test from a test set. The segmentation of G test is carried out via a new probabilistic label transfer (PLT) method that computes a point-to-point mapping between the embedding of G tr and G test , e.g., fig. 1-(d) . This completely unsupervised matching is based on [4, 5] and allows to transfer labels from a segmented shape to an unsegmented one. Consequently, the vertices of G test can be classified using the segmentation trained with G tr , fig. 1 -(e). While the spectral graph matching is appealing [6] , it adds an extra difficulty because of the ambiguity in the definition of spectral embeddings up to switching between eigenvectors corresponding to eigenvalues with multiplicity and changes in their sign [4, 7] . This is particularly critical in the presence of symmetric shapes [8] .
Unsupervised segmentation of articulated shapes is a well investigated problem and one can find a quantitative comparison of recent non-spectral methods in [9] . However, the spectral methods are natural choice for pose-invariant segmentation as they exploit the inherent manifold structure of the mesh representation to embed the shape in an isometric space. For the reasons already mentioned in the introduction, the results of simple spectral clustering (SC) are unsatisfactory ( [1] for both a tutorial and comprehensive study). Therefore, more recent methods, such as those by Reuter [10] and Zhang [11] , also take the topological features of a shape in its embedded space into account and can achieve this way impressive segmentation results. However, these methods do not provide intuitive means to include constraints in a semi-supervised framework.
Regarding semi-supervised spectral methods, we distinguish between semi-supervised and constrained spectral clustering methods: With semi-supervised spectral methods we consider algorithms which attempt to find good partitions of the data given partial labels. In [12] labeled data information is propagated to nearby unlabeled data using a probabilistic label diffusion process, which needs an extra time parameter that must be specified in advance [13, 14, 7] . In [15] the labeled data are used to learn a classifier that is then used to sort the unlabeled data. These methods work reasonably well if there are sufficient labeled data or if the data can be naturally split into clusters. Furthermore, these methods were only applied to synthetic "toy" data and their extension to graphs that represent shapes may not be straightforward.
Constrained clustering methods use prior information under the form of pairwise must-link and cannot-link constraints, and were first introduced in conjunction with constrained K-means [16] . Subsequently, a number of solutions were proposed that consist in learning a distance metric that takes into account the pairwise relationships; This generally leads to convex optimization [17, 18] . Since K-means is a ubiquitous post-processing step with almost any SC technique, it is tempting to replace it with constrained K-means. However, this does not take full advantage of the graph structure of the data where edges naturally encode pairwise relationships. Recently, metric learning has been extended to constrained spectral clustering leading to quadratic programming [19] . The semi-supervised kernel K-means method [20] incorporates constraints by adding reward and penalty terms to the cost function to be minimized.
Another way to incorporate constraints into spectral methods is to modify the affinity matrix of a graph using a simple rule: Edges between must-link vertex-pairs are set to 1 and edges between cannot-link pairs are set to 0 [21] . Despite its simplicity, this method is not easily extendible to our case due to graph sparsity: one has to add new edges (with value 1) and to remove some other edges. This will modify the graph's topology and hence it will be difficult to use the segmentation learned on one shape in order to segment another shape.
All methods described above need a large number of constraints to work well, which is a major drawback, as it is desirable to work with a small set of sparse constraints. We note that the issue of constraint propagation is not well studied: The transitivity property of the must-link relationship has already been explored [22] but this cannot be used with the cannot-link relationship which is not transitive.
Paper Contributions
This paper has two contributions: A new constrained spectral clustering method that uses the unnormalized Laplacian embedding to propagate pairwise constraints and a modified Laplacian embedding to cluster the data, and a new shape segmentation method based on spectral graph matching and on a novel probabilistic label-transfer process.
We exploit the properties of the unnormalized graph Laplacian [3, 1] which embeds the graph into an isometric space armed with a metric, namely the Euclidean commutetime distance (CTD) [23, 14] . Unlike the diffusion maps that are parameterized by a discrete time parameter, which acts as a scale, [13] , the CTD reflects the connectivity of two graph vertices: All possible paths of all lengths. We build on the idea of modifying the weighted adjacency matrix of a graph using instance level constraints on vertex-pairs [21] . We provide an explicit constraint propagation method that uses the Euclidean CTD to densify must-link and cannot-link relationships within small volumes lying between constrained data pairs. We show that the modified weighted adjacency matrix thus obtained can be used to construct a modified Laplacian. The latter respects the topology of the initial graph but with a distinct geometric structure that have the presence of dense graph lumps, which is a direct consequence of the constraint propagation process: This makes it particularly well suited for clustering.
We introduce a shape segmentation method based on a learn, align, transfer, and classify paradigm. This introduces an important innovation, namely that one can perform the training on one data-set and then classify a completely different data-set on the premise that the two sets are approximately isomorphic. Our probabilistic label transfer algorithm is robust to topological noise as we consider dense soft correspondences between two shapes.
We compare our CSC algorithm with several other methods recently proposed in the literature, and we evaluate it against ground-truth segmentations of both simulated and real shapes. We note that the existing CSC methods have not been applied to articulated shapes which are rather complex discrete Riemannian manifolds. Real shapes gathered with scanners and cameras are very challenging dataset. As already mentioned, these manifold data are very difficult to cluster due to the regularity of the associated graph.
Laplacian Embeddings and Their Properties
We consider an undirected weighted graph G = {V, E, A} where V(G) = {v 1 , . . . , v n } is the vertex set, E(G) = {e ij } is the edge set, and the entries of the weighted adjacency matrix A are: a ii = 0, a ij > 0 whenever two vertices are adjacent, i.e., v i ∼ v j , and a ij = 0 otherwise. In the case of 2D manifolds, a vertex v i corresponds to a 3D point v i . Let 0 < a min ≤ a ij ≤ a max ≤ 1. Since our graphs correspond to a uniform surface discretization, it is realistic to assume that the weights vary within a small interval [a min , a max ]. Without loss of generality we consider Gaussian weights i.e.
2 ). We briefly recall the following definitions: the degree matrix
The following Laplacian matrices are used in spectral clustering [1] : The unnormalized Laplacian
Both L and L N are symmetric semi-positive definite, hence their eigenvalues are non-negative and their eigenvectors form an orthonormal vector basis of R n . From the similarity
one can easily characterize the eigenspace of the random-walk graph Laplacian. It has been recently shown that both L and L R are well suited for spectral clustering [1] . In this section we describe some interesting properties of the unnormalized Laplacian which justify its use for both the tasks of clustering and of matching.
, and let U = [u 2 . . . u p+1 ] be the n × p matrix formed with the p smallest non-null eigenvectors of L, hence U U = I p . We have as well λ 1 = 0 and u 1 = 1 (a vector with all entries equal to 1). The columns of U form an orthonormal basis that span an embedded space R p ⊂ R n perpendicular to 1. Hence, we have the following property:
where we introduced the notation u i (v j ) for the j-th entry of vector u i in order to emphasize that each eigenvector is an eigenfunction mapping the graph's vertices onto real numbers. The Euclidean embedding of the graph's nodes that we will use are the column vectors of the p × n matrix X defined by:
This is also known as the commute-time embedding [14] . From the orthonormality of the eigenvectors and from (1) we obtain:
The L-embedding. So far we described the properties of spectral embeddings that correspond to graphs that contain only unlabeled vertices. As it will be explained in the next section, the presence of pairwise constraints could lead to a modified Laplacian embedding and in this paragraph we describe the rationale of this modified spectral representation. We suppose that pairwise constraints are provided and we consider one such vertex-pair. Two situations can occur: (i) the two vertices are adjacent or, more generally, (ii) the two vertices are connected by one or several graph paths. While the former situation leads to simply modifying the edge weights of the corresponding pairs, the latter is more problematic to implement because it involves some form of constraint propagation and it constitutes the topic of section 3. To summarize, the presence of constraints leads to modifying some of the edge weights in the graph. We denote the modified adjacency matrix with A. We also obtain a modified degree matrix D and a modified unnormalized Laplacian L:
This leads to modified Euclidean coordinates:
The initial graph can therefore be represented with two different embeddings, the exact geometry of the embedded space depending on the edge weights. Notice, that there is a one-to-one correspondence between the columns of X and of X.
Propagating Pairwise Constraints
In a constrained clustering task instance-level constraints are available. In practice, it is convenient to be able to cope with a sparse set of constraints. The counterpart is that they are not easily exploitable: propagating these constraints over a manifold (or more generally over a graph) is problematic. In this section we describe a constraint propagation method that uses the L-embedding and the associated Euclidean commutetime distance (CTD). As already mentioned, must-link and cannot-link constraints were successfully incorporated in several variant of the K-means algorithm [16, 17, 18] . However, these methods did not incorporate constraint propagation. Rather than modifying the K-means step of spectral clustering, we incorporate a constraint-propagation process directly into the L-embedding, thus fully exploiting the properties outlined in the previous section. Consider a subset of the set of graph vertices S = {v i }, S ⊂ V from which we build two sets of constraints: A must-set M ⊂ S × S and a cannot-set C ⊂ S × S. Vertex pairs from the must-set should be assigned to the same cluster while vertex pairs from the cannot-set should be assigned to different clusters. Notice that the cardinality of these sets is independent of the final number of clusters. Also, it is necessary neither to provide must links for all the clusters, nor to provide cannot links across all cluster pairs. A straightforward strategy for enforcing these constraints consists in modifying the weights a ij associated with adjacent vertex-pairs that belong either to M or to C, such that a ij is replaced
where ε is a small positive number. We recall that 0 < a min ≤ a ij ≤ a max ≤ 1. Notice that for graphs corresponding to regular meshes, the edge-weight variability is small.
Since the set S is composed of sparsely distributed vertices, the pairs (v i ,v j ) do not necessarily correspond to adjacent vertices. Hence, one has to propagate the initial must-link and cannot-link constraints to nearby vertex pairs. We propose to use the commute-time distance (CTD) already mentioned. The CTD is a well known quantity in Markov chains [24] . For undirected graphs, it corresponds to the average number of (weighted) edges that it takes, starting at vertex v i , to randomly reach vertex v j for the first time and go back. The CTD has the interesting property that it decreases as the number of paths connecting the two nodes increases and when the lengths of the paths decrease. We prefer the CTD to the shortest-path geodesic distance in the graph because it captures the connectivity structure of a small graph volume rather than a single path between two vertices. The CTD is the integral of the diffusion distances over all times. Hence, unlike the latter, the former does not need the free parameter t to be specified [13, 14, 7] . Indeed, the scale parameter introduces an additional difficulty because different vertex-pairs may need to be processed at different scales. The commute-time distance [23] between two vertices is an Euclidean metric and it can be written in closed form using the L-embedding, i.e., eq. (2):
The CTD will allow us to propagate must-link and cannot-link constraints within small graph volumes, e.g., fig. 2 .
We briefly describe the propagation of must-link constraints. For each pair (v i ,v j ) ∈ M with embedded coordinates x i and x j : We consider the hypersphere centered at (x i + x j )/2 with diameter given by (6) and we build a subset X s ⊂ X that contains embedded vertices lying in this hypersphere. We build a subgraph G s ⊂ G having as vertices the set X s = {v i } r i=1 corresponding to X s . Finally, we modify the weights a ij of the edges of G s :ã ij = 1. There is an equivalent procedure for the propagation of cannot-link constraints. In order to preserve the topology of the modified graph, in this case the weights are set to a small positive number, i.e., the modified weight of a cannot-edge isã ij = ε. Hence the proposed CSC algorithm, fig. 3 :
input : Unnormalized Laplacian L of a shape-graph G, a must-link set M, a cannot-link set C, the number of cluster k to construct. output : A set of binary variables Δ = {δ il } assigning a cluster label l to each graph vertex vi.
1: Compute the L-embedding of the graph using the p first non-null eigenvalues and eigenvectors of L, p ≥ k. 2: Propagate the M and C constraints, modify the adjacency matrix of G and build the modified Laplacian L using eq. (4). 3: Compute the L-embedding using the k first non-null eigenvalues and eigenvectors of L. 4: Assign a cluster label l to each graph vertex vi by applying K-means to the points X in eq. (5).
Shape Segmentation via Label Transfer
The CSC algorithm that we just described is applied to a shape-graph G tr such that the latter is segmented into k clusters. Given a second shape G test we wish to use the segmentation result obtained with G tr to segment G test . Therefore, the segmentation of G test can be viewed as an inference problem, where we seek a cluster label for each one of its vertices conditioned by the segmentation of G tr . We formulate this label inference problem in a probabilistic framework and adopt a generative approach where we model the conditional probability of assigning a label to a test shape vertex. More formally, let X tr and X test be the L-embeddings of the two shapes with n and m vertices respectively, i.e., eq. (2). We introduce three sets of hidden variables: S = {s 1 , . . . , s m } which assign each test-shape vertex to its cluster, R = {r 1 , . . . , r n } which assign each train-shape vertex to its cluster, and Z = {z 1 , . . . , z m }, which assign a test-shape vertex to a train-shape vertex. Then the posterior probability of assigning a cluster label l ∈ {1, . . . , k} to a test-shape vertex x test i ∈ X test can be written as:
Here, P (r j = l|x tr j ) is the posterior probability of assigning a label l to a train-shape vertex x and can be termed as soft assignment. We propose to replace the posteriors P (r j = l|x tr j ) with hard assignments, namely the output of the CSC algorithm:
The estimation of the posteriors P (z i = j|x test i ) is an instance of graph matching in the spectral domain which is a difficult problem in its own right, especially in the presence of switches between eigenvectors and changes in their sign. The graph/shape matching task is further complicated when the two graphs are not isomorphic and when they have different numbers of vertices.
We adopted the articulated shape matching method proposed in [4, 5] to obtain these soft assignments. This method proceeds in two steps. The first step uses the histograms of the k first non-null eigenvectors of the normalized Laplacian matrix to find an alignment between the Euclidean embeddings of two shapes. The second step registers the two embeddings using the expectation-maximization (EM) algorithm and selects the best vertex-to-vertex assignment based on the maximum a posteriori probability (MAP) of a vertex from one shape to be assigned to a vertex from the other shape. In order to fit to our methodological framework, we introduce two important modifications to the technique described in [4]:
1. We use the unnormalized Laplacian. This is justified by the properties of the Lembeddings which where described in detail in section 2. In particular, the property (3) facilitates the task of comparing the histograms of two eigenvectors. 2. We do not attempt to find the best one-to-one assignments based on the MAP criterion. Instead, we keep all the assignments and hence we rely on soft rather than hard assignments.
The resulting shape matching algorithm will output the desired posterior probabilities (7) and (8) we obtain the following expression that probabilistically assigns a vertex of G test to a cluster of G tr :
This corresponds to the maximum posterior probability of a test-shape vertex to be assigned to a train-shape cluster conditioned by the test-shape vertex and by the trainshape-to-test-shape soft assignments of vertices. The proposed segmentation method is summarized in algorithm 2. Fig. 4 illustrates the PLT method on two examples.
Algorithm 2. Probabilistic Label Transfer (PLT)
input : L-embeddings X tr and X test of train and test shape-graphs Gtr and Gtest; a set of binary variables Δ = {δ jl } assigning a cluster label l to each vertex x tr j ∈ X tr . output : A set of binary variables Γ = {γ il } assigning a cluster label l to each vertex x
1: Align two L-embeddings X tr and X test using the histogram alignment method [4] . 
Experiments and Results
We evaluated the performance of our approach on 3D meshes, consisting of both synthetic 2 and real articulated shapes 3 having a wide range of variability in terms of mesh topology, kinematic poses, noise and scale. Particularly, the data acquired by multicamera systems are non-uniformly sampled and there are major topological changes in between the various kinematic poses, e.g., fig. 1(c) . We have generated manual segmentations of all the employed meshes as a ground truth for the quantitative evaluation of our approach. As a consequence of this, one-to-one correspondences between groundtruth and our results are available. Therefore, the standard statistical error measures like the true positives e gives for each identified cluster the percentage of vertices which actually truly belong to this cluster. Using these two measures, we tabulate the overall performance of our segmentation results by computing the mean over all clusters of each shape mesh. We can define recall and precision as:
with k being the total number of clusters on the evaluated mesh. To maintain the independence of the ground truth from the test data, the manual segmentation and constraint placement for the tested algorithms were performed by different persons. We performed two sets of experiments. First, we evaluate the segmentation performance of the CSC algorithm described in section 3 against two other constrained spectral clustering algorithms; Second, we evaluate the probabilistic label-transfer method described in section 4. We compared our CSC algorithm with the constrained clustering by spectral kernel learning (CCSKL) method [19] , and with the spectral learning (SL) method [21] . For completeness we also provide a comparison with the spectral clustering algorithm (SC) based on the random-walk graph Laplacian. Our implementations of these methods were duly checked with their respective cited results. With all these constrained spectral clustering methods the same set of constraints was used as well as the same number of clusters (the latter varies from one data set to another). The normalized SC algorithm that we implemented corresponds to the second algorithm in [1] : it applies K-means to the unnormalized Laplacian embedding, i.e., eq. (2) and it corresponds to steps 3 and 4 of our own CSC algorithm. A summary of these results can be found in Table 1 and fig. 5 . The most surprising result is that, except for the "Crane" data and with SL, both CCSKL and SL could not significantly improve over the unsupervised SC algorithm, despite the side-information available to guide the segmentation. The CCSKL algorithm fails to improve over SC with our mesh data. Indeed, both assume that there are natural partitions (subgraph) in the data which are only weakly inter connected. Therefore, CCSKL only globally stretches each eigenvector in the embedded space to satisfy the constraints, without any local effect of these constraints on the segmentation. The SL algorithm can barely improve over the SC results as it requires a large number of constraints. With our method the placement of the cannot-link constraints is crucial. Although our method needs only a sparse set of constraints, the number of constraints increases (still number of constraints |V|) if the desired segmentation is not consistent with the graph topology, e.g., fig. 3(d) .
In the second experiment, we evaluate the performance of our probabilistic label transfer (PLT) method. In all these examples, we consider two different shapes, one from the training set and one from the test set. First we apply the CSC algorithm to the train-shape and then we apply the PLT algorithm to the test-shape. Fig. 1 shows an example of PLT between two different shapes and in the presence of significant topological changes: the right arm of Ben, (e), touches the torso. Fig. 4 show additional results which are quantified on Table 2 (I). We also evaluate the robustness of PLT with respect to various mesh corruptive transformations, such as holes, topological noise, etc. Fig. 6 and Table 2 (II) shows the segmentation results obtained by transferring labels from the original horse mesh to its corrupted instances. We obtain zero error if the corruptive transformation does not change the triangulation of the mesh as in the case of Gaussian noise. In fig. 7 we show the segmentation obtained with PLT where fig. 7-(c) significantly differs from the training shape fig. 7-(a) due to large aquisition noise (see the left hand merged with the torso).
Conclusions
We proposed a novel framework for learning shape segmentation. We made two contributions: (1) we proposed to use the unnormalized Laplacian embedding and the commute-time distance to diffuse sparse pairwise constraints over a graph and to design a new constrained spectral clustering algorithm, and (2) we proposed a probabilistic label transfer algorithm to segment an unknown test-shape by assigning labels between an already segmented train-shape and a test-shape. We perform extensive testing of both the CSC and the PLT algorithms on real and synthetic meshes. We compare our shape segmentation method with recent constrained/semi-supervised spectral clustering methods which were known to outperform unsupervised SC algorithms. However, we found it difficult to adapt these existing constrained clustering methods to the problem of shape segmentation. This is due to the fact that, unlike our method, they do not explicitly take into account the properties inherently associated with meshes, such as sparsity and regular connectivity.
