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Automatic design is based on computational modeling and optimization methods to provide proto-
type designs to targeted problems in an unsupervised manner. For biological circuits, we need to
produce quantitative predictions of cell behavior for a given genotype as consequence of the differ-
ent molecular interactions. Automatic design techniques aim at solving the inverse problem of ﬁnd-
ing the sequences of nucleotides that better ﬁt a targeted behavior. In the post-genomic era, our
molecular knowledge and modeling capabilities have allowed to start using such methodologies
with success. Herein, we describe how the emergence of this new type of tools could enable novel
synthetic biology applications. We highlight the essential elements to develop automatic design pro-
cedures for synthetic biology pointing out their advantages and bottlenecks. We discuss in detail the
experimental difﬁculties to overcome in the in vivo implementation of designed networks. The use
of automatic design to engineer biological networks is starting to emerge as a new technique to per-
form synthetic biology, which should not be neglected in the future.
 2012 Federation of European Biochemical Societies. Published by Elsevier B.V.1. Introduction
One of the most challenging aims of synthetic biology is the de
novo engineering of regulatory systems with desired behavior by
taking advantage of quantitative models describing molecular
interactions able to predict of the behavior of the systems [1].
The engineering of complex systems requires borrowing appropri-
ate methodologies from systems engineering. In ﬁrst place, rational
design techniques have exploited different natural regulatory
mechanisms to engineer artiﬁcial systems (applications reviewed
in [2]). Aside from rational design approaches, directed evolution
[3], its combination with DNA shufﬂing [4], and the more recent
multiplexing-based accelerated evolution [5] have also allowed
the engineering of regulatory systems towards the development
of improved or new functionalities. Still it is possible to combine
both approaches by using computational techniques, where the
evolution of a genetic system is simulated in the computer. These
are automatic design methods, which are proving to be promising
tools to the de novo design of nucleic acid sequences, and whose
strategy consists in the design by optimization. However, could
automatic methods reach the requirements for their application
in biology and thus provide useful insight over the problem ofcal Societies. Published by Elsevier
up, Institute of Systems and
Genopole – CNRS UPS3201,
enri Desbruères, 91030 Évry
(A. Jaramillo).designing regulatory systems? If so, what are the application do-
mains of such a design strategy? Could they be combined with
other techniques to improve the design process?
Herewith, we depict a general automated approach to the de
novo design of regulatory systems. The approach is intended to
provide a DNA sequence and follow an in silico evolutionary proce-
dure, where a starting sequence is iteratively modiﬁed to reach, by
applying the appropriate mutation operators, a speciﬁed regula-
tory behavior. We present a reductionist view of the problem
of designing regulatory systems, both transcriptional and post-
transcriptional, where heuristic optimization techniques are
applied to ﬁnd a solution that satisﬁes the design speciﬁcations.
The next sections will subsequently introduce the design problem,
the current computational approaches to solve it, the success
stories in synthetic biology, the experimental linkage and limi-
tations, and the future perspectives of this de novo design strategy.
2. Design as an inverse problem
2.1. Analysis versus design
The problem of predicting the behavior of a biological system by
using a mathematical model is very challenging due to its size and
complexity, aside from the lack of complete (or even reasonable)
models. Usually, the design of molecules is approached computa-
tionally by using physical models that rely on a set of parameters
inferred from experimental data [6,7]. Regulatory networks, espe-
cially transcriptional, are modeled by exploiting phenomenologicalB.V. Open access under CC BY-NC-ND license.
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set of ordinary (or stochastic) differential equations (summarized
in [9]). In the long term, it is expected that the ability of obtaining
reasonably accurate models will allow predicting new biological
functions that are now unseen, which will provide us a better
understanding of the intracellular organization and, ultimately,
will lead to an increased ability in the reprogramming of cells.
Herein, we will show how the automatic design methods, instead
of solving the dynamics of a given biological system, answer the in-
verse problem of ﬁnding the biological systems that have a tar-
geted behavior.
The optimization in the automatic design of biological systems
could be seen as an in silico evolutionary problem, where a system
evolves from a deﬁned started state by successive steps of muta-
tion and selection [10]. The mutation steps correspond to small
perturbations to the model of the system by using unary operators
(the modiﬁcation only depends on a single state), binary operators
(the modiﬁcation depends on two states, usually called parents in
analogy with sexual reproduction) or higher order operators. The
selection is performed by means of an objective function (or ﬁt-
ness) that measures, for instance, how close the dynamics of the
biological system is to a desired behavior. If we consider the com-
putation of the regulatory dynamics of a biological system as the
forward problem, the search for the biological system that obey a
targeted dynamics could be seen as its corresponding inverse prob-
lem. Contrary to the forward problem, the inverse one may have no
answer, a unique one, or even multiple solutions. In synthetic biol-
ogy we are concerned with obtaining any solution that fulﬁlls the
design speciﬁcations. This makes the problem much more tracta-
ble, since the goal of obtaining only one possible solution among
a large set allows us to be less demanding with the description
of the objective function. This important point is a key element jus-
tifying the use of inverse methods when even an accurate solution
of the forward problem is not known. This is the case for the pro-
tein-folding problem, where it is not feasible to solve the folding
dynamics to predict the tridimensional structure from the amino
acid sequence. Hence, the objective function used in such an in-
verse folding problem is approximated by the free-energy release
from the unfolded to the folded state [11]. The appropriate deﬁni-
tion of the objective function, which needs to be chosen according
to the model, is also pivotal for the convergence of the algorithm,
since it ultimately yields the shape of the ﬁtness landscape [12].
2.2. Generation of genetic diversity
Computational evolutionary procedures have to implement
mechanisms for generating diversity, after which selection can
act (by the use of the ﬁtness function). For the design of molecules,
such evolutionary moves consist in mutating the sequence of
nucleotides. To accelerate the optimization procedure, the muta-
tion operator can be deﬁned to change a word of a speciﬁed length
instead of a single point mutation, or even to include recombina-
tion. Nevertheless, in the design of networks taking advantage of
a set of regulatory elements, the moves consist in mutating the
nucleotide sequence, replacing, adding or removing such elements
with speciﬁed rules of assembly. Those place another constraint on
the ﬁtness function, because the need of limiting ourselves to those
systems that could work in a modular way generating the desired
dynamics. Especially in bacteria, the promoter function may be as-
sumed independent of what genes are downstream. Experimen-
tally, different promoters and transcription factors have been
assembled in a combinatorial way to create networks working as
different logic gates [13]. Computationally, the automatic assembly
of biological parts [14–20] could lead to the use of combinatorial
optimization methods to design genetic circuits that could be read-
ily constructed. However, it is important to realize the differencebetween the more familiar computer-aided design tools from the
automated procedures. The former consists in rationally designing
a given genetic circuit taking advantage of computational re-
sources that allow simulating mathematical models, whereas the
later involves in silico evolutionary procedures offering an unsu-
pervised design by tackling the optimization of a ﬁtness function.
In fact, what these methods implement is the tedious process of
construction and evaluation of all possible regulatory systems,
resulting in the automation at large of the rational design proce-
dure. They can provide a collection of designs conforming to the
speciﬁcations, which can be experimentally tested or further com-
putationally analyzed.
Optimization methods, alike to other evolutionary methods,
have to confront the problem of exploring an immeasurable search
space generated by the combinatorial genetic diversity. They have
been used in protein design for long time to engineer or re-
engineer functional and stable amino acid sequences [21]. There,
designing N residues in a protein spans an amino acid space of
20N combinations (for 100 amino acids we would have 10130)
although the use of atomic descriptions also explores a conforma-
tion space in addition to the sequence space giving around 200N
combinations (which for 100 amino acids would be 10230). We re-
cently reported the largest protein design attempt by simulta-
neously designing 339 positions (spanning a sequence space of
10341), although the experimental characterization did not provide
a functional protein [72]. In the problem of the automatic design of
RNA-based circuits, the combinatorial space is 4N, and the size of
the search space would show typical values of 1030–1040. Analo-
gously, in the case of regulatory networks, we create the genetic
diversity by replacing interchangeable elements [22]. Although
these elements must assemble with a speciﬁc order, an estimation
of the design space would be given by (NM)P, where N is the num-
ber of promoters, M the number of coding regions, and P the num-
ber of operons in the circuit. If we also considered the variability of
ribosome binding sites and transcriptional terminators, we would
effectively redeﬁne N and M, and then the search space would be
larger in that case.3. Examples of automatic design of regulatory networks
3.1. Synthetic regulatory circuits based on nucleic acids
The attempts for designing small regulatory RNAs have to take
advantage of the various known mechanisms of action associated
with RNA systems [23]. Indeed, RNA can (i) silence the expression
of targeted genes by interference (RNAi) [24], (ii) immunize the
host against alien DNA/RNA by the use of clustered, regularly inter-
spaced short palindromic repeats (CRISPRs) associated cleavage
[25], (iii) block or induce translation by antisense RNA (asRNA)
[26], and (iv) catalyze biochemical reactions (ribozymes) [27].
Whereas RNAi is only found in eukaryotes and CRISPR systems in
prokaryotes, asRNA and ribozymes are usually based on speciﬁc
secondary structures in all kingdoms [28]. The automatic design
of regulatory RNAs would require using a multi-objective function
implementing RNA stability and RNA interaction. The stability
could be accomplished by imposing a given secondary structure,
whereas the interaction requires a speciﬁc subsequence of nucleo-
tides. The optimization with the combined objectives would pro-
vide sequences of nucleotides with predeﬁned folds able to
interact among them speciﬁcally. Moreover, it would be possible
to combine protein and RNA design.
Computational design approaches, by exploiting the predictabil-
ity of possible inter/intra-molecular interactions between nucleic
acid strands [29–33], have been applied to design (for in vitro
functioning) logic gates using single stranded DNA molecules [34],
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ming language [35], complex DNA functions such as catalytic
hybridization, dendritic growth or autonomous locomotion [36],
and hammerhead ribozymes [37]. Winfree and co-workers [34]
developed a fully automated procedure to design multiple
sequences of nucleic acids able to interact among them with high
speciﬁcity in order to createhierarchical and scalable logic programs
(Fig. 1). Stojanovic and Stefanovic [38] proposed an automatic
design methodology to engineer logic gates using nucleic acids
in vitro. On the other hand, Collins and co-workers [39] illustrated
the engineering of the ﬁrst RNA devices using interacting RNAs
working in bacteria. These achievements have encouraged the
rational engineering of synthetic RNA devices in vivo during the last
years [40–46], and there has been a challenge for implementing a
design methodology by using optimization. Thus, our group has
recently developed an automated procedure to design the fullCharacterization 
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3.2. Synthetic regulatory circuits based on transcription factors
Contrary to the ability of predicting the intermolecular interac-
tions of nucleic acids using physical models, it is not possible to
currently predict the transcription rates a given promoter/tran-
scription factor interaction would produce. It is possible to circum-
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other systems [22]. Then, the design of a regulatory network is re-
duced to ﬁnd the best combination of elements among the avail-
able diversity. These basic elements are independently created in
a standardized manner to match a given speciﬁcation and satisfy-
ing a mathematical model relating their outputs and inputs [49].
Certainly, it is the embracing of the modular design approach at
all levels a distinctive difference between synthetic biology from
the mother genetic engineering discipline [1,2]. Computational ap-
proaches also require harnessing such modularity to construct the
model of a network from the assembly of the models of its basic
elements. When thermodynamic models are not useful to describe
the function of a regulatory element from its sequence, phenome-
nological models can at best describe it resulting in black-box com-
ponents with calculated interactions. However, the models of the
different genetic parts for exchange or modiﬁcation could depend
on the context. For instance, assembled networks could behave
unexpectedly due to interference of signals and even lead to the
emergence of new properties [50]. This challenge would require
the redesign of the network or the addition of external control ele-
ments. Modularity can also be imposed taking models of sub-net-
works as new composable elements, and then designing the
system hierarchically. This is usually facilitated by the appropriate
design of an interface that determines how the models are coupled
[14–20].
Several evolutionary algorithms have been developed over the
last years to design regulatory networks with different dynamical
behaviors [51–62]. Those methods were implemented using heu-
ristic optimization methods, such as Genetic Algorithms or Monte
Carlo Simulated Annealing. However, they were not conceived to
design networks by exploiting a library of elements and then read-
ily link computational design with genetic engineering. In the case
we here depict, the method has to explore a discrete space pro-
vided a set of composable elements and certain rules of assembly
(Fig. 1). Contrary to the enumeration of all possible networks, opti-
mization methods explore the combinatorial space using an objec-
tive function, which could be chosen either by measuring the
dynamics of the output gene, the full gene proﬁle in steady state,
or the spectral properties of the system. Our group developed an
approach for the design of regulatory networks given a library of
genetic components, which could also be applied to analyze the
functional diversity and the designability of several behaviors
[20]. If the richness of the library (abundance and functionalities)
increases, we could design more complex networks. The design
of these networks could exploit the use of novel proteins with pre-
deﬁned binding ability (through the engineering of suitable protein
domain fusions) [73] and RNA switches of gene expression [47],
which in combination with further transcriptional elements (e.g.,
synthetic promoters) will allow reprogramming cells with new
functionalities.4. Experimental testing in living cells
4.1. Characterization of standardized parts
One crucial aspect in automatic design is its experimental vali-
dation in a living cell. Automatic design methods need to output an
implementable DNA sequence, providing in this way a mapping of
the mathematical model with a sequence. Although these models
certainly present a moderated degree of accuracy in the prediction
of the behavior, principally due to the lack of consideration of
many cellular factors, this simpliﬁcation makes the problem at
the same time computationally accessible. In particular, the exten-
sive in vivo characterization of natural or synthetic promoters [63–
65] requires their standardization to create a library of elementsusable by the synthetic biology community, which can serve to de-
sign regulatory networks. Ideally, such a characterization would
also need to quantify the inﬂuence of the assembly on the expected
network behavior, since biological parts cannot be rendered com-
pletely modular, in part because of the difﬁculty in the prediction
of intramolecular interactions such as for RNA or protein chimeras
[45,78,79]. Very recently, a proof-of-concept was successfully at-
tempted to construct synthetic gene circuits in yeast by exploiting
a library of mathematical models of promoters that allowed the
prediction of the engineered behavior (Fig. 1) [65]. In contrast to
previous engineered synthetic circuits, the use of experimental
data for developing the models avoided the necessity of further
ﬁne-tuning to reach the right functionality. However, if the pro-
posed sequence requires some mutations to yield the designed ki-
netic parameters and be functional, directed mutagenesis or even
directed evolution over molecules or networks could be applied
[3,66]. In addition, modeling of the interface of the network with
the host cell may improve the accuracy of the designs, since inter-
actions with RNA polymerases, ribosomes, or endogenous proteins
would alter gene expression [67]. Moreover, one could automati-
cally identify endogenous genetic elements that could be altered
from the host genome for better integration and implementation
of speciﬁc heterologous genetic systems into the cellular chassis
[76–78]. Thereby, the accompanying efforts on characterization
of genetic components are pivotal towards a reliable computa-
tional design.
4.2. Biological stability
One of the major challenges in the design of genetically engi-
neered organisms with novel functions is their potential evolution
after being deployed. In many instances, the traits of interest may
be lost after subsequent cell replications. Accordingly, the quanti-
ﬁcation of the biological stability (i.e., how many generations the
target phenotype is sustained) is pivotal for real biotechnological
applications. This has been analyzed for a quorum sensing device,
implemented with the transcription factor LuxR, and AHL as sig-
naling element, obtaining a biological stability over 90/60 culture
doublings of Escherichia coli at low/high levels of AHL on a medium
copy number plasmid [49]. In addition, the regions that accumu-
late the mutations causing this loss-of-function have been studied,
ﬁnding that the promoter and the transcription terminator regions
are preferential sites, and a reengineering of those sites could in-
crease the evolutionary stability of the synthetic circuits [68].
How to overcome such a phenotypic emergence will be, of course,
the matter of future synthetic biology endeavors. We could foresee
that future automatic design methodologies will incorporate a
quantiﬁcation of the mutational drift into their objective functions.
This drift depends on many factors, such as the host strain, the
environment, existence of repeated or homologous DNA se-
quences, the mutational robustness of each part (genetic element),
or the genetic and metabolic loads of the circuit [69,70]. Without
accounting for these factors, the resulting synthetic genetic circuits
may display a behavior that is deviated from the design speciﬁca-
tions and, in some cases, may lead to unpredictable dynamics [80].
However, at the same time, the implementation and characteriza-
tion of synthetic circuits could be indispensable to unveil the cel-
lular constraints imposed over the regulatory interactions.
4.3. Genetic scalability
Another important problem in the design of regulatory net-
works lies on the need to explore a vast genetic network space,
much beyond the feasible size of any possible future combinatorial
library. Certainly we could have a much larger search space if we
multiplied every modular component or biological part, having a
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site-directed mutations and predictable output [71]. But this ap-
proach is too costly, even with the development of gene banks con-
taining large collections of composable elements, such as the
Registry of Standardized Biological Parts at MIT, and thus it would
not be feasible to engineer most of the proposed designs from
automatic procedures. A proposed solution to this problem entails
that the model of a given part incorporates a kinetic range of alter-
native functionalities that could later be obtained by precise muta-
tions if necessary. For instance, a constitutive r70 promoter could
be characterized by means of a model describing its transcription
rate. Mutations in its -10 or -35 region would affect such a rate,
and could provide alternative promoters with decreased function.
By extending the concept of characterization of the promoter rate
to also involve its behavior under mutations in such a region, one
could deﬁne an evolvability region where the promoter could be
mutated towards new transcriptional rates. We would then use
an automatic design procedure, exploring the genetic network
space by assembling different biological part models [14] and com-
puting their ﬁtness thanks to mathematical models derived from
the characterization of the parts. Therefore, a regulatory network
could be optimized in silico using such a degree of evolvability,
while still allowing the reengineering of the required part a poste-
riori, which would considerably enlarge the search space and the
quality of the optimal solution.5. Conclusions
Automatic design methods evolve sequences of nucleotides,
using models (physicochemical or phenomenological) describing
genetic structures and biological interactions, towards obtaining
a desired behavior. We have reviewed that automatic methods
can be applied to (i) design genetic circuits and (ii) study natural
systems by designing artiﬁcial systems, for one speciﬁc behavior,
and confronting them with the natural ones. This, indeed, chal-
lenges our knowledge about the mode of action of molecular sys-
tems and could reveal hidden traits on which natural selection
operated. In particular, this approach has been used to design net-
works for pattern formation and then infer the underlying princi-
ples [59–61]. Oscillatory behavior can also be designed, for
instance, to respond under different periodic forcing interactions
[62]. Exploiting modularity, computational methods can primary
be applied for basic designs consisting in oscillatory, bistable or ﬁl-
tering systems, which could serve as building blocks to design
more complex functional networks [20], and then test whether
natural systems evolved similar patterns of modularity [61].
The emergence of new technologies for bacterial transcripto-
mics is starting to shake the usual concepts of promoters, RBS, ter-
minators or transcription factors, as the only ones required to
describe quantitatively the complexity of regulation in bacteria.
But new data is unveiling the increasing dominance of other con-
cepts: sub-cellular location of DNA, RNA and proteins, RNA struc-
ture and degradation, read-through terminators, tandem and
internal promoters, complex sRNA networks coupled to many
RNA–protein interactions, leaderless transcripts, or premature
transcription termination, among others [81]. They will have a pro-
found impact in the modeling of transcription regulation, as the
molecular equations describing the dynamics will have to account
for such effects in the context of intrinsic and extrinsic noise. How-
ever, these concepts are circumvented when, if for several techno-
logical applications, we are intended to engineer biological systems
able to work in cell-free contexts. Because the cell machinery can
be decoupled from its natural environment (basically, puriﬁed T7
polymerases and ribosomes), computational methods gain predict-ability in the design of transcriptional and DNA-based networks to
work in vitro [34–36,74,75].
Using ﬁrst-principles and experimental data, the mathematical
models may also allow in the future integrating the cellular envi-
ronment inﬂuence at large. In addition, computational methods
could be combined with directed evolution techniques by helping
to reduce the size of combinatorial libraries. All in all, the ﬁnal ex-
pected outcome would be a platform that will help synthetic biol-
ogists to design the regulatory systems to engineer the future
synthetic cells [82]. Ideally, this platformwould input a set of spec-
iﬁcations, in the form of human-readable programs, and would
output a biological model together with its compilation into a reli-
able DNA sequence. The next steps in this ﬁeld would be directed
towards providing a common design platform going from single
molecules with regulatory ability to complex biological systems
integrating different regulatory elements.Acknowledgments
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