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Glosario
1. VRP: Vehicule Routing Problem o Problema de enrutamiento de veh´ıculos
es un problema de optimizacio´n combinatoria con diferentes variaciones que
busca distribuir de la mejor manera un conjunto de rutas que deben atender
a un conjunto de usuarios.
2. IA: Inteligencia Artificial. Donde se le atribuye inteligencia a un programa de
co´mputo, siendo este capaz de interactuar con su entorno.
3. Algoritmos gene´ticos: Conjunto de pasos que buscan encontrar solucio´n a un
problema basa´ndose en la seleccio´n natural de los organismos, simulando la
seleccio´n, reproduccio´n y mutacio´n a trave´s de generaciones.
4. Simulated annealing: En espan˜ol enfriamiento simulado, es un algoritmo que
imita un proceso metalu´rgico para alcanzar el mı´nimo nivel de energ´ıa.
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Resumen
En este proyecto se realizo´ una investigacio´n de los distintos algoritmos utilizados
para resolver el problema de enrutamiento de veh´ıculos, VRP, con el fin de facilitar
esta tarea a los encargados de rutas en los colegios privados de la ciudad de Pereira.
De acuerdo a los resultados encontrados y al conocimiento en algoritmos se eligieron
dos para llevarlos a una aplicacio´n con la que se puede optimizar la distribucio´n de
rutas para un mapa, un conjunto de estudiantes y unas rutas dadas, minimizando los
recorridos basados en la distancia geogra´fica entre los estudiantes. Los algoritmos de
inteligencia artificial usados fueron el Gene´tico y el Recocido Simulado (Simulated
Annealing).
Se realizaron pruebas con dos colegios privados, el Liceo Taller San Miguel y el Saint
Andrews, ubicados en la v´ıa a Armenia y en la v´ıa a Cerritos respectivamente, las
dos zonas con mayor concentracio´n de colegios privados de la ciudad. Se identifica-
ron las mejores configuraciones y combinacio´n de los algoritmos dados y se pudieron





1.1. Descripcio´n del Problema
Una gran cantidad de colegios, que incluye casi la totalidad de los privados de
Pereira, prestan el servicio de transporte a sus estudiantes. Estos colegios pueden
llegar a tener ma´s de mil estudiantes cada uno y por consiguiente ma´s de 30 buses
o microbuses, con diferentes capacidades, para llevar a sus estudiantes.
En general los colegios empiezan con pocos estudiantes y pueden repartir a las
personas en diferentes rutas disen˜adas manualmente, pero a medida que crece el
nu´mero de estudiantes este problema se vuelve ma´s complejo y es muy probable que
las decisiones tomadas este´n lejos de ser las o´ptimas.
Este tipo de problema se conoce en el mundo de la computacio´n como VRP [34](por
sus siglas en ingle´s Vehicule Routing Problem) o problema de enrutamiento de
veh´ıculos. En este problema se dispone de un nu´mero finito de recursos o rutas
para repartir bienes que ocupan una determinada capacidad de los recursos, los bie-
nes deben repartirse en diferentes puntos y el objetivo es minimizar los costos de
reparticio´n, que en general consisten en la suma de las distancias recorridas por cada
ruta.
El VRP puede ser representado usando un grafo, donde los ve´rtices incluyen la ubi-
cacio´n de los bienes y del punto de inicio y final, las aristas son los recorridos entre
cada ve´rtice y sus costos esta´n determinados por la distancia entre ellos, normal-
mente todas las conexiones son posibles. Tambie´n es comu´n usar una matriz donde
se relacione la distancia de todos los nodos con cada uno de los dema´s.
La importancia de abordar el problema con inteligencia artificial radica en la com-
plejidad computacional del problema. Si se hiciera una bu´squeda explorando cada
una de las soluciones para determinar la mejor, la cantidad de soluciones a explorar
estar´ıa determinada as´ı, siendo n el total de alumnos, m el total rutas y r la capa-
cidad de las rutas, asumiendo que la capacidad es igual para todas las rutas y que
m ∗ r >= n:
Para escoger los alumnos de una primera ruta se tendr´ıan Cnr posibildades para el
segundo ser´ıan C
(n−r)
r , luego C
(n−2r)
r y cada uno de estos nu´meros se debe multiplicar





Que expandiendo la combinatoria es equivalente a:
m−1∏
i=0
(n− i ∗ r)!
r!(n− (i + 1) ∗ r)! (1.1)
Para dar una mejor idea de la cantidad tan amplia de soluciones se hizo el ca´lculo
con algunos valores, observar Cuadro 1.1.






Cuadro 1.1: Posibilidades de distribucio´n de rutas
Como se puede observar en un colegio de 200 estudiantes no tiene sentido explorar
todas las soluciones para determinar la o´ptima, adema´s en Pereira hay colegios con
ma´s de 800 estudiantes como el Salesiano Juan Bosco [5], el Liceo Taller San Miguel
[6] con alrededor de 700 y La Salle [27] con ma´s de 1000.
Debido a la cantidad de informacio´n que se deber´ıa analizar la complejidad compu-
tacional es bastante alta, por lo que se deben utilizar heur´ısticas que aunque no
garanticen la mejor solucio´n pueden encontrar una buena en un tiempo prudente
independientemente de que no sea o´ptima.
1.1.1. Definicio´n del Problema
El proceso de repartir a los estudiantes en rutas se hace hoy en d´ıa de manera emp´ıri-
ca y manual en los colegios privados de la ciudad de Pereira, lo que conlleva a planes
de distribucio´n dif´ıciles de crear y demanda horas de trabajo, estos planes pueden
estar bastante lejos de lo o´ptimo, causando gastos innecesarios de combustible y
tiempo afectando conductores y estudiantes.
1.2. Justificacio´n del proyecto
Una mala distribucio´n en las rutas ocasiona pe´rdidas de tiempo en estudiantes y
conductores, adema´s de generar gastos de gasolina que podr´ıan ser evitados. De otro
lado se tiene a las personas encargadas de esta tarea que si lo hacen manualmente
les puede tomar horas y se debe hacer cada que inicia un nuevo an˜o escolar o cuando
ingresan nuevos estudiantes en cualquier otro momento del an˜o.
Teniendo un software que haga esto automa´ticamente basado en la ubicacio´n de cada
estudiante, el nu´mero de rutas y la capacidad de las mismas, se puede encontrar una
solucio´n mucho mejor y en menos tiempo que si esta tarea se hace manualmente.
Se espera tambie´n aportar a futuras investigaciones o desarrollos en el a´rea de VRP





Determinar un algoritmo que mejor se adapte para el problema de reparticio´n de
rutas de colegios en Pereira para desarrollar un software prototipo que realice esta
tarea.
1.3.2. Objetivos Espec´ıficos
1. Analizar alternativas con que se ha abordado el problema en el pasado.
2. Proponer una nueva alternativa o variacio´n de un algoritmo existente.
3. Comparar alternativas y elegir la ma´s adecuada teniendo en cuenta la distri-
bucio´n geogra´fica de los colegios objetivo.
4. Disen˜ar e implementar una aplicacio´n que proponga un plan de distribucio´n
de rutas para colegios en la ciudad de Pereira.
1.4. Antecedentes
El problema de distribucio´n de rutas se puede abordar con 3 diferentes tipos de al-
goritmos; los primeros buscan encontrar una solucio´n exacta pero tienen limitacio´n
en el taman˜o de problema que pueden resolver, tambie´n esta´n los algoritmos que
utilizan heur´ısticas para encontrar una solucio´n buena y con mayor capacidad en
cuanto a puntos a repartir, y finalmente esta´n los me´todos clasificados como meta
heur´ısticos en donde la bu´squeda es ma´s aleatoria pero que se adapta a ma´s proble-
mas y puede producir muy buenas soluciones. Una comparacio´n de estas familias se
puede encontrar en [1], [18] y [30].
1.4.1. Algoritmos Exactos
El primer acercamiento a resolver el VRP son los algoritmos exactos, es decir, que
garantizan una solucio´n o´ptima. Estos sin embargo se caracterizan por la limitacio´n
en la cantidad de puntos a distribuir que puede resolver y segu´n el estudio de Laporte
y Nobert [19] se clasifican en 3 grupos los cuales son: bu´squeda de a´rbol directa,
programacio´n dina´mica y programacio´n lineal entera.
Bu´squeda de a´rbol directa
La alternativa de bu´squeda de a´rbol directa con mayor alcance conocida fue propues-
ta por Laporte, Mercure y Norbert en 1987 [19], en la cual se aprovecha la similitud
del problema con el MSTP usando un algoritmo branch and bound que consiste
en ramificar y podar aquellas soluciones que no llevara´n a un camino o´ptimo. Este
algoritmo demostro´ poder resolver problemas de hasta 250 ve´rtices.
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Programacio´n dina´mica
En cuanto al uso de programacio´n dina´mica para VRP, esta fue propuesta por Eilon,
Watson-Gandy y Christofides en 1971 [10] el cual inicialmente pod´ıa encontrar una
solucio´n exacta para problemas entre 10 y 15 puntos. Posteriormente Christofides
hizo algunas mejoras que permitieron que trabajara hasta con 50. Usos ma´s actuales
de este algoritmo logran resolver instancias de VRP de hasta 101 ve´rtices en un
tiempo de alrededor de 6 horas [20].
Programacio´n lineal entera
En el u´ltimo grupo se tiene un me´todo de particiones de conjuntos propuesto por
Balinski, y Quandt en 1964 [28]; desafortunadamente este solo tiene alcance de hasta
15 ve´rtices e incluso no garantiza una solucio´n exacta siempre. Este procedimiento
fue adaptado por Desrosiers y Solomon en 1991 [24] el cual sirve para resolver VR-
PTW, una modalidad que agrega ventanas de tiempo (las siglas TW son por Time
Windows en ingle´s) en las que los bienes se pueden dejar o recoger con restricciones
de tiempo. Este funciona con problemas de hasta 100 lugares y su desempen˜o mejora
a medida que las restricciones aumentan, ya que el campo de soluciones es menor.
1.4.2. Algoritmos Heur´ısticos
Debido a las limitaciones de los algoritmos exactos se han propuesto mu´ltiples apro-
ximaciones que en general garantizan soluciones buenas, aunque no las o´ptimas.
Estos algoritmos se dividen en 3 familias: constructivas, de dos fases y de mejora.
Constructivas
Las heur´ısticas constructivas crean soluciones desde cero. Una de ellas y tal vez la
ma´s fa´cil de implementar es la del vecino ma´s cercano, en esta se escoge un punto
al azar y se conecta con el que se encuentre a menor distancia au´n no conectado,
este proceso se repite hasta que todos este´n unidos pero en general sus resultados
esta´n lejos de los o´ptimos por lo cual no es muy usado. El algoritmo heur´ıstico ma´s
representativo de esta familia es el Clark Wright Savings, propuesto por Clarke y
Wright en 1964 [17] en el cual inicialmente se tiene un ruta para cada punto y estas
se van combinando de acuerdo a la que produzca un mayor ahorro de recorrido.
Dos fases
Los algoritmos de dos fases se dividen en dos sub-familias: una en la que primero
se agrupa y luego se enruta, y otra en la que el procedimiento se hace al reve´s. Del
primer grupo esta´ el algoritmo de barrido (The sweep algorithm) que fue inicialmente
sugerido por Wren en 1971, luego por Wren y Holliday en 1972 [2] donde se usaba
para CVRP, variante en la que se tiene en cuenta la capacidad de cada ruta y el
espacio que ocupa cada bien que se transporta. El algoritmo se puede adaptar a
situaciones con uno o mu´ltiples origines de las rutas. Finalmente Gillett and Miller
en 1974 [13] le dieron el nombre de algoritmo de barrido y este se popularizo´.
Este acercamiento ha probado proveer soluciones entre un 2 % y un 10 % de cerca-
nidad con la solucio´n o´ptima conocida en problemas de la vida real [29] [34].
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Otros me´todos de dos fases y agrupamiento primero incluyen al de Fisher y Jai-
kumars de 1981 [26] el cual usa un me´todo ma´s sofisticado de agrupamiento, re-
solvie´ndolo como un GAP o problema de asignacio´n general (General Assignment
Process), este logra soluciones hasta un 2 % mejores que las del algoritmo de barrido
[34] pero tiene la limitacio´n de que la cantidad de rutas debe ser fijada desde el
inicio. Tambie´n hay una extensio´n del me´todo de barrido propuesta por Balinski y
Quandt y mejorada por Foster y Ryan [7]; esta se conoce como algoritmo de pe´talo
y su variacio´n consiste en que se produce una coleccio´n de rutas candidatas llama-
das pe´talos, las cuales inicialmente se intersectan y posteriormente se dividen en
soluciones posibles, al igual que en las dema´s cada ruta se soluciona como un TSP
aislado.
Los me´todos de la segunda sub-familia consisten en primero crear una especie de
TSP que agrupe a todos los ve´rtices y luego este se empieza a dividir en rutas, sin
embargo no son competitivos con los algoritmos que tienen el orden inverso.
De mejora
La u´ltima familia es de los algoritmos de mejora. Uno de los primeros me´todos de
mejora iterativa fue el 2-Opt, el cual consiste en recorrer parejas de nodos conecta-
dos y reordenarlos si esto causa una mejora en el total del recorrido. Una mejora
propuesta por Christofides y Eilon [31] fue el 3-Opt, que funciona de igual manera
pero se toman de a 3 nodos para intentar buscar un orden ma´s conveniente. Este
tipo de heur´ısticas al limitarse a la mejora de soluciones normalmente se utiliza en
combinacio´n con otros algoritmos, usa´ndose como una mejora al resultado obtenido
pero nunca para crear soluciones desde cero.
1.4.3. Meta Heur´ısticas
Las meta heur´ısticas son me´todos de nivel superior a los heur´ısticos en los que
generalmente se crea una solucio´n o conjunto de soluciones, a veces aleatorias, que
son mejorados iterativamente en busca del o´ptimo global. Este tipo de algoritmos
suelen aplicarse solamente a problemas que no tienen una buena solucio´n con las
heur´ısticas conocidas debido a que no garantizan que se encuentre incluso una buena
solucio´n y habitualmente tienen un margen de efectividad menor, sin embargo en
cuanto a VRP algunos de los mejores resultados han sido encontrados con meta
heur´ısticas. El e´xito o fracaso depende de la forma en que se implemente y se ajusten
las variables del algoritmo; los ajustes se hacen por lo regular de manera emp´ırica.
En este tipo de me´todos se destacan las colonias de hormigas, la bu´squeda Tabu´, el
enfriamiento simulado (mejor conocido como Simulated Annealing en ingle´s) y los
algoritmos gene´ticos.
Enfriamiento simulado
El enfriamiento simulado, SA por sus siglas en ingle´s, esta´ inspirado en un proce-
so utilizado en la metalu´rgica en el cual se calienta un material y se deja enfriar
controladamente para reducir sus defectos. Fue propuesto por Scott Kirkpatrick, C.
Daniel Gelatt y Mario P. Vecch [8] para resolver problemas de mu´ltiples variables y
combinatorios. Lo interesante es que el algoritmo tiene la caracter´ıstica de explorar
estoca´sticamente soluciones cercanas a una solucio´n dada aunque no sean mejores
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que la actual, con el fin de escapar a mı´nimos locales. Las soluciones alternas se acep-
tan con una probabilidad que depende de una manera directamente proporcional del
para´metro global T el cual va disminuyendo con las iteraciones para que converja
finalmente. En la analog´ıa con el proceso metalu´rgico T representa la temperatura.
Este procedimiento se ha utilizado principalmente para resolver VRPTW [4] [23].
Colonia de hormigas
La optimizacio´n de colonia de hormigas esta´ basada en la forma en que estos insectos
buscan y recolectan comida y fue propuesta por primera vez para el VRP en 1997
por Bullnheimer, Hartl y Strauss [15]. En la vida real las hormigas inicialmente
buscan la comida siguiendo caminos aleatorios y una vez la encuentran regresan a
su colonia dejando un rastro de feromonas, as´ı cuando otras hormigas salgan en la
bu´squeda seguira´n los rastros que encuentren con una probabilidad directamente
proporcional a que tan fuerte es au´n la feromona, lo cual les indica hace cua´nto
tiempo fue depositada. Si existen varios caminos, los ma´s cortos tendra´n feromonas
ma´s recientes que sera´n preferidas por otras hormigas, adema´s; si estos insectos
siguen el rastro y encuentran la comida repetira´n el proceso de volver a su colonia
dejando a su paso ma´s feromonas dando como resultado un buen camino que las
dema´s recorrera´n.
Esta heur´ıstica se aplico´ inicialmente a TSP y fue adaptada a VRP por Bullnheimer,
Hartl y Strauss forzando a las hormigas a crear una nueva ruta cada vez que exced´ıa
su capacidad o una distancia ma´xima predefinida. Este algoritmo ha probado en-
contrar soluciones de hasta un 1 % bajo la o´ptima conocida [11] y ha sido adaptado
para resolver VRPTW [14] VRP dina´mico o DVRP [12], variante en que las rutas
deben ser actualizadas en tiempo real para abarcar nuevos nodos.
Bu´squeda Tabu´
El concepto de bu´squeda tabu´ fue descrito inicialmente por Glover [16] en 1986 y
consiste en que cada iteracio´n una solucio´n se mueve hacia la mejor solucio´n de
un subconjunto de su vecindario. Para evitar ciclos, las soluciones tienen informa-
cio´n sobre las recientemente exploradas, las cuales son declaradas prohibidas o tabu´.
La duracio´n de una solucio´n como tabu´ es determinada por para´metros que pue-
den variar a trave´s del tiempo y adicionalmente se puede salir de este estatus si
por ejemplo una declarada tabu´ es mejor que cualquier otra encontrada hasta ese
momento. La bu´squeda tabu´ inicia con una solucio´n candidata, la cual puede ser
generada aleatoriamente o partir de otra heur´ıstica.
Entre las versiones de este algoritmo se encuentra el Tabu´ granular propuesta por
Toth y Vigo [33] donde se hace un proceso adicional que elimina movimientos en el
vecindario que probablemente no producira´n buenos resultados y solo los reintegran
si el algoritmo se atasca en un mı´nimo local. Tambie´n esta´ el proceso de memoria
adaptativa de Rochat y Taillard [9] donde se tiene un conjunto de buenas soluciones
que es dina´micamente actualizado a trave´s del proceso de bu´squeda y de manera
perio´dica algunos elementos son extra´ıdos y combinados con otros para producir
nuevas soluciones buenas, finalmente el de Kelly y Xu que utiliza el intercambio de
ve´rtices entre dos rutas, un posicionamiento global de algunos ve´rtices en otras rutas
y mejoras locales en cada recorrido [32].
13
Algoritmos gene´ticos
Los algoritmos gene´ticos son uno de los meta heur´ısticos ma´s conocidos; estos simu-
lan el proceso de seleccio´n natural y lo que pasa a nivel de gene´tica para evolucionar
hacia mejores soluciones. La aplicacio´n a problemas computacionales fue propuesta
por Holland en 1975 [21] y ha sido aplicada a tipos de problemas muy variados.
En este me´todo cada solucio´n debe estar codificada en cromosomas que representan
al individuo y pueden ser evaluados por una funcio´n conocida como fitness, que
indica que tan bueno es. Sobre la poblacio´n o poblaciones de individuos se simula
tanto la reproduccio´n como la mutacio´n, donde las soluciones ma´s aptas tienen ma´s
posibilidades de reproducirse. Al final el individuo que mejor resultado tenga en la
funcio´n fitness es decodificado y corresponde a la solucio´n. En todo el proceso hay 3
operaciones importantes, de su implementacio´n y de la representacio´n del problema
en cromosomas depende encontrar o no una buena solucio´n, estas son la seleccio´n,
reproduccio´n y mutacio´n.
Al implementar las operaciones se debe buscar que se de´ oportunidad de diversidad
en las soluciones, de no ser as´ı el algoritmo puede fa´cilmente converger en mı´nimos
locales.
Los resultados obtenidos con esta meta heur´ıstica no han sido los mejores; sin embar-
go una adaptacio´n de Nagata de EAX [35] y un algoritmo gene´tico h´ıbrido propuesto
por Berger y Barkoui conocido como HGA-VRP (Hybrid Genetic Algorithm – VRP)
[25] han alcanzado las mejores soluciones conocidas para instancias cla´sicas de VRP
y son competitivas con los mejores resultados conocidos.
1.4.4. Factor geogra´fico y colegios
Pereira es la capital del departamento de Risaralda, Colombia. Se ubica en la regio´n
central del pa´ıs en la cordillera central de los Andes, es la ma´s poblada del eje
cafetero con ma´s de medio millo´n de habitantes. El a´rea municipal es de 702km2 .
La cercan´ıa con el municipio vecino, Dosquebradas, hacen que la poblacio´n de ambas
se trate como una sola; adema´s de compartir el sistema de transporte pu´blico, miles
de personas se movilizan diariamente entre estos municipios, incluyendo estudiantes
a sus colegios. En la figura 1.1 se puede observar el a´rea metropolitana.
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Figura 1.1: A´rea metropolitana de Pereira
Debido a la distribucio´n geogra´fica alargada de la ciudad, algunas heur´ısticas como la
de dos fases podr´ıa no adaptarse bien al problema, ya que generalmente tienen e´xito
en problemas donde el depo´sito, en este caso colegio, esta´ centrado en el mapa y los
puntos esta´n distribuidos alrededor de este. Ma´s importante au´n es que la poblacio´n
objetivo son los colegios de tipo privado, los principales de este tipo tienen en su
mayor´ıa la caracter´ıstica de encontrarse a las afueras de la ciudad, especialmente en
la v´ıa armenia y v´ıa cerritos como se puede observar en la figura 1.2. Los colegios
esta´n marcados con estrellas.
Figura 1.2: Mapa de Pereira con principales colegios privados
En la imagen se encuentran los colegios ma´s importantes y los ma´s reconocidos de
la ciudad. Vı´a Cerritos, parte izquierda del mapa, se encuentran el Liceo Campestre
15
(fuera de la imagen debido a la lejan´ıa), Liceo Merani, Colegio Saint Andrews,
Colegio La Salle, Colegio General Rafael Reyes, Colegio Pino Verde y Liceo Ingle´s.
En la v´ıa Armenia, parte inferior derecha, esta´n el Colegio Saint George, Colegio
Angloamericano, Liceo France´s, Colegio Abraham Lincoln, Liceo Taller San Miguel
y el Colegio Sagrados Corazones. Otros colegios en el mapa son las Bethlemitas, el
Calazans, la Ensen˜anza, el Gimnasio Pereira, las Franciscanas y el Salesiano.
En la ciudad de Pereira por lo regular los colegios privados prestan el servicio de
transporte a sus estudiantes; en la tabla de estudiantes del anexo se listan los prin-
cipales colegios privados de la ciudad y una estimacio´n del nu´mero de estudiantes
de cada uno, basada en el nu´mero de los mismos que presentaron las pruebas Saber
11 en los u´ltimos dos an˜os. Estas pruebas son obligatorias para que los estudian-
tes de u´ltimo an˜o de secundaria se puedan graduar y el estado proporciona toda
la informacio´n sobre cada colegio [22], por lo cual es una buena fuente para hacer
la estimacio´n. El ca´lculo se realizo´ tomando el promedio de estudiantes de u´ltimo
grado en los u´ltimos 2 an˜os y multiplica´ndolo por la cantidad de grados que ofrece
el colegio, informacio´n tomada de [3]. Partiendo de esta estimacio´n se calculo´ un
promedio de 498 estudiantes por colegio, se espera por lo tanto que las soluciones
encontradas por el aplicativo sean buenas para problemas de hasta este taman˜o. Se
tomaron los an˜os 2012 y 2013 ya que no hay suficiente informacio´n en la plataforma





Para la solucio´n de problemas como el VRP se usan algoritmos de inteligencia arti-
ficial ya que su rango de solucio´n es demasiado amplio.
2.2. Representacio´n
Se representa el problema de la siguiente manera, se tiene un mapa de Pereira con
el colegio u´bicado en cuestio´n, luego se ubican los estudiantes en el punto donde los
recoger´ıa la ruta. En este caso particular se tiene un VRP donde se encuentran varias
rutas con una capacidad espec´ıfica, que debe ser suficiente para llevar el nu´mero de
estudiantes ubicados en el mapa. Se desea encontrar la mejor distribucio´n de los
estudiantes en cada una de estas rutas para que se consiga la mı´nima distancia de
recorrido total.
2.3. Evaluacio´n
Para evaluar la funcio´n objetivo se toma la distancia Harvesine, desde el primer es-
tudiante, seguido del segundo la cual se suma con el resto de las distancias siguiendo
el orden de estudiantes asignados hasta completar . Y se suman las distancias de
cada rutas, otorgando la distancia total recorrida.
2.4. Algoritmos Usados
Algoritmo Gene´tico debido a su gran cantidad de variables, permite flexibili-
dad.
Simulated Annealing (Recocido Simulado), ya que este ha obtenido de los
mejores resultados para VRP.
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2.5. Mejoras
Aplicar el algoritmo a nivel de rutas, se puede hacer solo al final o como una
mutacio´n.
Aplicar algoritmos como 2-opt y 3-opt estos son algoritmos de mejora y pueden
disminuir el costo de la solucio´n final dada por el algoritmo principal, tambie´n
pueden ser aplicadas en ciertas iteraciones de los algoritmos, por ejemplo como





Los algoritmos gene´ticos son inspirados en la naturaleza, espec´ıficamente en la evo-
lucio´n. Estos simulan el recorrido que han tenido durante millones de an˜os diferentes
organismos para adaptarse a su entorno y convertirse en estructuras ma´s complejas,
con mejores caracter´ısticas que les permitan sobrevivir.
En la naturaleza este proceso se cumple gracias al cruce entre diferentes organismos
de la misma especie, a la seleccio´n natural y a algunas mutaciones que pueden
acelerar el proceso de mejora. El cambio real ocurre a nivel de gene´tica, en donde los
cromosomas que tienen la informacio´n del organismo se toman de los predecesores,
formando un nuevo conjunto que definira´ las caracter´ısticas del descendiente.
En la computacio´n se tiene la ventaja de poder simular el algoritmo en un ambiente
controlado y con organismos de complejidad y cantidad reducida, en este caso de 50
a 1000 cromosomas con informacio´n ba´sica. Este proceso de millones de an˜os con las
caracter´ısticas descritas se puede simular en un tiempo de horas o incluso minutos.
Con respecto al ambiente controlado se pueden definir cuantas generaciones simular,
el taman˜o de la poblacio´n de la especie, que tipo de seleccio´n se aplicara´ para
escoger que instancias de soluciones sobreviven y la forma en que estas se cruzara´n
para crear las nuevas generaciones; tambie´n se pueden definir el tipo de mutaciones
y la frecuencia de estas. Estas posibilidades hacen de los algoritmos gene´ticos una
herramienta flexible y poderosa, que bien configurada puede aplicarse a casi cualquier
problema, el reto esta´ en escoger las diferentes variantes correctamente y evitar
mı´nimos locales.
3.2. Inicializacio´n de Poblacio´n
El primer paso para encontrar una solucio´n lo ma´s cercana posible a la o´ptima es
definir una poblacio´n inicial. Esta consta de un conjunto de n individuos, donde
cada individuo es una representacio´n de una posible solucio´n al problema. Como
se explica en el cap´ıtulo 2, seccio´n 2.2, para el problema actual las soluciones se
representan como una lista de paquetes o estudiantes que indica el orden en que
estos deben ser recogidos.
Para aplicar el algoritmo a este problema se crea una solucio´n aleatoria para cada
individuo de la poblacio´n, cada una de las soluciones es va´lida, es decir que contiene
a cada uno de los puntos que deben ser asignados a las rutas.
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3.3. Seleccio´n
El primer punto crucial del algoritmo es la seleccio´n. Se debe encontrar un equilibrio
entre tener soluciones diferentes entre la poblacio´n y tener soluciones cada vez me-
jores. Aqu´ı se tienen algunas variables y puntos a tener en cuenta. Entre las posibles
formas de hacer la seleccio´n se tienen las siguientes:
1. Por ruleta: A cada individuo.se le asigna una parte proporcional a su aptitud
en una ruleta simulada que tiene valores de 0 a 1; luego se genera un nu´mero
aleatorio en el intervalo y se toma el individuo ubicado en esa posicio´n. Este
me´todo se torna bastante ineficiente con poblaciones grandes, ya que a cada
uno de los individuos tocar´ıa que agregarles una parte proporcional de la ruleta,
por lo que no sera´ tomado en cuenta para el problema actual.
2. Determin´ıstica: Donde solo se escoge los mejores individuos de manera elitista.
3. Probabil´ıstica: Se toman igualmente un nu´mero de individuos al azar pero se
selecciona el mejor con probabilidad p, que se tiene normalmente entre 0.5 y
1, favoreciendo al ma´s apto en la mayor´ıa de las ocasiones.
4. Agresiva: Se toman los n mejores o un porcentaje de los mejores de la pobla-
cio´n.
En los 3 u´ltimos casos casos hay decisiones adicionales que tomar, ¿Cuantos in-
dividuos deben competir a la vez?, ¿Con que´ probabilidad tomar al mejor?, ¿Que
porcentaje o cantidad de individuos tomar? Estas variables pueden afectar dra´sti-
camente los resultados del algoritmo y su eficacia var´ıa fa´cilmente dependiente del
problema, por lo cual en lo posible se deben probar todas las opciones con diferentes
valores para las variables.
Durante las pruebas se descubrio´ que bajo algunas configuraciones de seleccio´n y
cruce se pueden empezar a duplicar soluciones, por lo que se determino´ necesario
buscar y eliminar soluciones repetidas antes de hacer la seleccio´n. Esto se tradujo en
una mejora considerable en el valor de las soluciones, este proceso se puede tomar
como una preseleccio´n y nuevamente hay variantes, en este caso con respecto a
cua´ndo dos soluciones se consideran iguales. La primera opcio´n es considerar dos
individuos iguales si su plan de distribucio´n es ide´ntico, es decir que cada ruta
contiene los mismos paquetes y los recoge/entrega en el mismo orden. La segunda
consiste en ignorar el orden interno de cada ruta, as´ı si dos soluciones tienen los
mismos paquetes en las mismas rutas, estas se consideran iguales au´n si cada ruta
hace su entrega o recogida en orden diferente .
3.4. Cruce
La reproduccio´n o cruce es el otro punto cr´ıtico del algoritmo y tambie´n se tienen
algunas alternativas, las ma´s utilizadas son el cruce en un punto (conocido como
SPX por Single Point Crossover) , el cruce en dos puntos (o DPX por Double Point
Crossover) y el uniforme (UPX, Uniform Point Crossover). Estas te´cnicas aplican
solo para representaciones binarias de la solucio´n lo cual no es el caso; sin embargo se
encontro´ una forma de adaptar el cruce uniforme a la representacio´n utilizada. Para
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el VRP existen 2 operadores comunes los cuales son: cruce de orden (OX por Order
Crossover) y cruce de conjunto de aristas (EAX por Edge Assembly Crossover). Tras
el cruce se debe definir tambie´n co´mo se formara´ la nueva poblacio´n.
3.4.1. Cruce uniforme y adaptacio´n
Este cruce se hace generalmente con una ma´scara binaria del mismo taman˜o del
cromosoma que representa la solucio´n, donde hay un uno se toma el gen de un padre
y donde hay un cero se toma el gen del otro; se tiene la ventaja de que se pueden
generar dos descendientes a la vez si se intercambian los papeles de los padres.
El problema es que la representacio´n del problema no es binaria, cada gen debe estar
una u´nica vez en la solucio´n y este cruce generar´ıa genes repetidos en una cadena,
lo cual no es una solucio´n va´lida. Para resolverlo se adapto´ el algoritmo as´ı:
1. Se crea una cadena binaria aleatoria de la longitud del vector.
2. Donde hayan unos se toma el gen del padre
3. El resto de las posiciones se llenan tomando los genes faltantes en el orden que
los tenga el segundo padre.
4. Se hace el mismo proceso invirtiendo los padres.
3.4.2. Cruce de orden
El OX selecciona dos puntos de corte en el cromosoma de los padres, la subcadena
de uno es copiada en donde corresponder´ıa la del otro y los dema´s genes se agregan
al nuevo individuo de acuerdo al orden en que aparec´ıan en el segundo padre. Para
aplicar este me´todo se tomaron los dos puntos de corte aleatoriamente.
3.4.3. Cruce de conjunto de aristas
El EAX es ma´s complejo y fue originalmente disen˜ado para TSP pero posteriormente
adaptado a VRP [35]. En este se combinan las soluciones de ambos padres en un
solo grafo, uniendo las aristas de los dos, se crea un conjunto de los ciclos en el
grafo seleccionando aleatoriamente nodos de cada padre, luego se escogen algunos
de estos ciclos para formar una solucio´n inicialmente incompleta ya que esta´ formada
por sub-tours disyuntos, finalmente usando un me´todo codicioso se unen los sub-
tours en una solucio´n va´lida, si esta es mejor que ambos padres sera´ aceptada, de
lo contrario el proceso se repetira´ hasta que lo sea o se hayan cumplido un nu´mero
ma´ximo de intentos.
3.4.4. Estrategia destructiva o no destructiva
Luego de realizar el cruce y haber generado un nuevo conjunto de individuos se pue-
den tomar dos caminos. El primero es agregar los descendientes a la nueva generacio´n
aunque estos no sean ma´s aptos que sus padres, esta se conoce como destructiva.
Por el otro lado esta´ la estrategia no destructiva en la cual los hijos creados so-




Al igual que en la naturaleza se acostumbra a simular una mutacio´n sobre algu´n in-
dividuo, esto se hace con una probabilidad menor a 1 % en lo general. La mutacio´n
consiste en alterar algu´n gen del individuo, para el caso del VRP con la representa-
cio´n que se tomo´ lo que se puede hacer es cambiar un gen de lugar con otro, esto
equivale a cambiar el orden en que se recoge o entrega un estudiante o incluso su
ruta con la de otro.
Las mutaciones se hacen con el fin de ampliar el espectro de posibles soluciones
a explorar, normalmente una mutacio´n no produce soluciones mejores pero puede
hacerlo a largo plazo y ayudar a escapar de mı´nimos locales.
3.6. Condicio´n de parada
Ba´sicamente existen dos condiciones de parada, la primera es correr el algoritmo
hasta que se cumpla un nu´mero fijado de generaciones, la segunda opcio´n es parar






El recocido simulado (Simulated Annealing) es un algoritmo que se basa en una
te´cnica de metalurgia, que a trave´s de un tratamiento te´rmico puede llevar un ma-
terial de un estado a otro. El proceso empieza sometiendo el material a una tem-
peratura lo suficientemente alta, as´ı sus a´tomos alcanzan un alto nivel de energ´ıa,
permitiendo que estos se reestructuren cambiando su forma inicial. Luego empieza
la fase de enfriamiento, donde la energ´ıa de estos a´tomos empieza a decrementar,
hasta que llegue a un mı´nimo estado de energ´ıa y el material se cristalice.
Este algoritmo se caracteriza por su manera de escapar de los o´ptimos locales, esto
es logrado gracias a la probabilidad de aceptacio´n de resultados que pueden ser
menos buenos que el que se encuentra actualmente. La probabilidad de cambio va
variando a medida que la temperatura cambia, si la temperatura se encuentra en
altos rangos la probabilidad de que acepte soluciones que no superen o igualen a la
actual es mucho mayor que cuando se encuentra a temperaturas bajas.
4.2. Inicializacio´n
El algoritmo requiere unos para´metros de inicio como la temperatura mı´nima, y una
inicial que por lo general empieza con un valor alto con respecto a la temperatura
mı´nima, un nu´mero de iteraciones que se van a realizar por cada valor nuevo de la
temperatura, un ratio de enfriamiento con el que se va a ir alterando el valor de
la temperatura y una solucio´n inicial, que se genera de manera aleatoria, la cual es
asignada como mejor solucio´n.
4.3. Alteracio´n de solucio´n
Cuando se empieza el ciclo se escoge algu´n individuo aleatoriamente y se cambia con
otro, se calcula la energ´ıa (evalu´a la solucio´n) de este nuevo cambio y se compara
con la energ´ıa actual, si la diferencia de la nueva con la actual es negativa o igual a
cero, se toma esta nueva solucio´n y se compara luego con la mejor. Pero si ocurre lo
contrario entra la evaluacio´n probabil´ıstica (explicada en 4.4), donde hay un chance
de que se tome esta solucio´n aunque no sea mejor que la actual. Si esta es mejor se
establece como la mejor solucio´n hasta el momento.
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4.4. Evaluacio´n probabil´ıstica
Para que el algoritmo no se estanque en un mı´nimo local, se establece una condicio´n
de tomar la nueva solucio´n aunque esta no sea ma´s o´ptima que la anterior:
random(0, 1) < P (4.1)
Donde random(0, 1) devuelve un nu´mero aleatorio entre 0 y 1, y P es la probabilidad
de aceptacio´n la cual es 1 si el valor de la nueva solucio´n es mejor o igual a la actual,
en caso contrario devuelve e(∆/T ) siendo ∆ la diferencia entre la solucio´n actual y
la nueva, y T es la temperatura actual. Cuando T tiende a cero y la solucio´n nueva
es mayor que la solucio´n actual la probabilidad debe tender a cero. Y si la solucio´n
actual es mayor la probabilidad tiende a un valor positivo.
4.5. Condicio´n de parada
La primera condicio´n de parada es cuando la temperatura baje hasta alcanzar valor
de temperatura mı´nima, la segunda condicio´n es que la mejor solucio´n no haya
cambiado en un determinado nu´mero de iteraciones ya que lo ma´s probable es que
se haya estancado en un o´ptimo local y ya no pueda salir de este.
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Cap´ıtulo 5
Metodolog´ıa de la investigacio´n
5.1. Disen˜o metodolo´gico
5.1.1. Hipo´tesis
Se puede encontrar una buena solucio´n, no necesariamente la o´ptima, en cuanto
a tiempo de respuesta del algoritmo y total de recorrido de las rutas en un VRP
utilizando inteligencia artificial.
5.1.2. Tipo de investigacio´n
Este proyecto es cuantitativo ya que la solucio´n propuesta al problema se puede
medir en cuanto a la suma de los tiempos promedios de todas las rutas de un
colegio antes y despue´s de la implementacio´n del software, adicionalmente si se
tienen datos de cua´nto tardar´ıa aproximadamente la reparticio´n manual de rutas se
puede comparar con el tiempo que tome el software en hacerlo.
5.1.3. Poblacio´n
Colegios privados de Pereira que presten el servicio de transporte a sus estudiantes.
5.1.4. Unidad de ana´lisis
Base de datos local, generada por el software, donde se tiene informacio´n sobre las
pruebas realizadas en cada mapa. Mostrando el algoritmo utilizado, el id del mapa,
el valor de la funcio´n objetivo encontrada, el tiempo de ejecucio´n, la configuracio´n
aplicada al algoritmo, nu´mero de rutas, capacidad total y porcentaje de ejecucio´n
del algoritmo (si se guardo´ para una prueba determinada).
5.1.5. Muestra
Colegio Liceo Taller San Miguel, el colegio cuenta un total aproximado de 750
estudiantes, de los cuales 630 pertenecen a la sede campestre ubicada en el
kilo´metro 8 de la v´ıa a Armenia, y 120 al jard´ın infantil que se encuentre en
el barrio de A´lamos.
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Colegio Saint Andrews, ubicado en el kilo´metro 7 de la via a Cerritos con
un total de 230 estudiantes de los cuales cerca de 180 utilizan el servicio de
transporte.
5.1.6. Variables
Las variables que alimentara´n el programa para encontrar una solucio´n son las si-
guientes:
Nu´mero de rutas y capacidad de cada una.






Para el desarrollo del aplicativo se tomaron los requerimientos desde los objetivos
del proyecto. Debido a esto no so´lo se penso´ en el software como tal que diera
solucio´n al problema y se vio la necesidad de incluir un mo´dulo de pruebas para
correr mu´ltiples ejecuciones con ambos algoritmos y con diferentes configuraciones
de manera automa´tica, permitiendo encontrar las mejores combinaciones que se
utilizara´n a la hora de resolver una instancia espec´ıfica.
Se vio tambie´n la necesidad de un mo´dulo encargado de los mapas ya que se ma-
nejan dos tipos, uno ba´sico a modo de matriz que permitira´ fa´cilmente hacer un
seguimiento en tiempo real del desempen˜o del algoritmo cuando se este´ en modo de
prueba y otro que se basara´ en los mapas de Google que se utilizara´ en el modo de
produccio´n. Tanto el algoritmo gene´tico como el de recocido simulado interactu´an
directamente con este mo´dulo por lo que sera´ transparente el tipo de mapa que se
este´ utilizando.
Los casos de uso se encuentran en las siguientes tablas:
Caso de uso Crear mapa
Actores Administrador, Investigador
Referencias Objetivo 4
Resumen En este caso de uso se creara´ una instan-
cia de mapa, ya sea de tipo google maps
o por defecto, donde se pondra´n los atri-
butos necesarios del mapa y la posicio´n
del colegio.
Curso normal de los eventos
Accio´n de los actores Respuesta del sistema
1. El actor selecciona el boto´n “Maps”. 2. El sistema despliega un menu´ de opcio-
nes entre los cuales se encuentra “Create
map” y “Manage Maps”.
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3. El actor escoge “Create map”. 4. El sistema despliega un for-
mulario para la creacio´n del ma-
pa, con los siguientes atributos:
- Name (Nombre del mapa)
- Gmaps (Si el mapa es de
tipo google maps o default)
- Height (Altura, solo reque-
rida si se utiliza sin Gmaps)
- Width (Anchura, solo reque-
rida si se utiliza sin Gmaps)
- Num of students (Nu´me-
ro de estudiantes, solo reque-
rida si se utiliza sin Gmaps)
- School x (posicio´n del colegio en
x, o la latitud si es de google maps)
- School y (posicio´n del colegio en y, o
la longitud si es de google maps)
5. El actor llena los campos necesarios y
selecciona el boto´n de “Create it”.
6. El sistema toma los datos ingresados y
crea el mapa correspondiente y muestra
la seccio´n de “update”.
Cuadro 6.1: Caso de Uso, Creador de mapas
Caso de uso Manejar mapas
Actores Administrador, Investigador
Referencias Objetivo 4
Resumen En este caso se permite al usuario visua-
lizar los mapas existentes con sus carac-
ter´ısticas espec´ıficas y realizar algunas
acciones con cada uno como visualizar,
actualizar y borrar mapa.
Curso normal de los eventos
Accio´n de los actores Respuesta del sistema
1. El actor selecciona el boto´n “Maps”. 2. El sistema despliega un menu´ de
opciones entre los cuales se encuentra
“Create map” y “Manage Maps”.
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3. El actor escoge “Manage Maps”. 4. El sistema despliega una lista con los
mapas existentes, con tres botones al
inicio (ver, actualizar y eliminar) y unos
atributos espec´ıficos de cada mapa:
- Name: Nombre del mapa.
- Height: Altura, solo reque-
rida si se utiliza sin Gmaps.
- Width: Anchura, solo reque-
rida si se utiliza sin Gmaps.
- Num of students: Nu´me-
ro de estudiantes, solo reque-
rida si se utiliza sin Gmaps.
- Best Result: Si se ha corri-
do algu´n algoritmo sobre este
mapa aparece el mejor resulta-
do obtenido hasta el momento.
- Time Best Result: Si se ha co-
rrido algu´n algoritmo sobre este
mapa aparece el tiempo de ejecu-
cio´n del algoritmo que encontro´ el
mejor resultado hasta el momento.
- Routes Best Result: Si se ha corrido
algu´n algoritmo sobre este mapa el
sistema muestra las rutas en forma
de lista, cada elemento (ruta) repre-
sentando la capacidad de dicha ruta.
- Config Best Result: Si se ha corrido
algu´n algoritmo sobre este mapa mues-
tra los valores de algunas variables
espec´ıficas del algoritmo que encontro´
la mejor solucio´n.
Cuadro 6.2: Caso de Uso, Manejar mapas
Caso de uso Ver mapa
Actores Administrador, Investigador
Referencias Objetivo 4
Precondicio´n Haber completado el caso de uso “Ma-
nejar mapas”.
Resumen El usuario podra´ visualizar los estu-
diantes y su ubicacio´n. En caso de que
un algoritmo haya corrido se mostrara´
la mejor solucio´n hasta el momento (Es-
tudiantes se unen con l´ıneas de colores,
cada color representando una ruta, de
acuerdo a la secuencia encontrada por
el algoritmo)
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Curso normal de los eventos
Accio´n de los actores Respuesta del sistema
1. El actor selecciona el boto´n ver (que
tiene icono de un ojo).
2. El sistema muestra el mapa que con-
tiene el colegio en su direccio´n espec´ıfi-
ca, y sus estudiantes (si se han estable-
cido) si hay ma´s de un estudiante en
un punto, aparecera´ un anuncio arriba
de este indicando la cantidad de estu-
diantes presentes. Si se tiene una “me-
jor solucio´n” el sistema la representara´
a trave´s de l´ıneas de diferentes colores,
cada color representando un bus dife-
rente, que conectan a los respectivos es-
tudiantes de cada ruta en el orden de la
solucio´n.
Cuadro 6.3: Caso de Uso, Ver mapa
Caso de uso Actualizar Mapa
Actores Administrador, Investigador
Referencias Objetivo 4
Precondicio´n Haber completado el caso de uso “Ma-
nejar mapas”.
Resumen Se mostrara´ el mapa con sus estudian-
tes, mostrando el id de cada uno. Se
tendra´ la posibilidad de agregar y eli-
minar estudiantes.
Curso normal de los eventos
Accio´n de los actores Respuesta del sistema
1. El actor selecciona el boto´n actuali-
zar (que tiene icono de un la´piz).
2. El sistema muestra el mapa que con-
tiene sus estudiantes (si se han estable-
cido, con sus respectivos id’s).
3. El actor presiona click derecho. 4. Si en el lugar donde se presiono´ el
click existe ya uno o ma´s estudiantes,
este sera´ eliminado. Si en caso contra-
rio, no existe ningu´n estudiante en es-
te lugar, aparecera´ un mensaje pregun-
tando el nu´mero de estudiantes que se
desean agregar en ese punto.
5. El actor proporciona el nu´mero de es-
tudiantes a agregar y presiona aceptar.
6. El sistema adiciona un nuevo id en
ese punto y agrega la cantidad de estu-
diantes indicados.
Cuadro 6.4: Caso de Uso, Actualizar Mapa




Precondicio´n Haber completado el caso de uso “Ma-
nejar mapas”.
Resumen Se eliminara´ el mapa requerido.
Curso normal de los eventos
Accio´n de los actores Respuesta del sistema
1. El actor selecciona el boto´n eliminar
(que tiene una equis de ı´cono) de un
determinado mapa.
2. El sistema elimina el mapa.
Cuadro 6.5: Caso de Uso, Eliminar Mapa
Caso de uso Definicio´n de costos
Actores Administrador, Investigador
Referencias Objetivo 4
Precondicio´n Haber completado el caso de uso “Ma-
nejar mapas”.
Resumen Se permitira´ el cambio del costo de ir
desde una direccio´n determinada a otra.
Curso normal de los eventos
Accio´n de los actores Respuesta del sistema
1. El actor selecciona el boto´n cam-
biar costo (que tiene un ı´cono de pesos).
2. El sistema muestra un formulario
con dos listas conteniendo las direccio-
nes disponibles, un campo “Valor” y un
boto´n “Aceptar”.
3. El actor selecciona en la primera lis-
ta un origen y en la segunda lista un
destino, proporciona el valor del nuevo
costo y da click en aceptar.
4. El sistema cambia el valor del nuevo
costo y muestra un mensaje de e´xito.
Cuadro 6.6: Caso de Uso, Definicio´n de Costos
Caso de uso Ejecutar mu´ltiples pruebas
Actores Administrador, Investigador
Referencias Objetivo 4
Resumen Se escogera´ un mapa a ser probado y
se establecera´n unas variables para es-
te, se ejecutara´n el nu´mero de pruebas
indicadas y se mostrara´n los resultados
de estas.
Curso normal de los eventos
Accio´n de los actores Respuesta del sistema
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1. El actor selecciona el boto´n “Test”. 2. El sistema desplie-




- Simulated Annealing Test.
3. El actor selecciona “Multiple Tests”. 4. El sistema muestra en la
parte superior dos botones:
- “All results”: Lleva al caso
de uso “Resultado de pruebas”
- “New Map”: Lleva al ca-
so de uso “Crear Mapa”
y luego de estos despliega un
formulario con tres campos:
- “Routes”: Donde se espera una lista
donde cada elemento es un bus y el va-
lor del elemento es la capacidad de este.
Ej: “15,15,15” representando tres buses
cada uno con capacidad de 15 personas.
- “Num Test”: Canti-
dad de pruebas a correr.
- “Mapp”: Se escoge uno de los
mapas creados para aplicar las pruebas.
Por u´ltimo mostrara´ el boto´n “Test
it!” el cual ejecutara´ las pruebas con
los datos del formulario.
5. El actor llena los campos requeri-
dos, escoge el mapa y presiona el boto´n
“Test it!”.
6. El sistema corre las pruebas, y
cuando terminan muestra dos tablas:
- Datos de Entrada: Contiene los da-
tos ingresados en el formulario, nu´me-
ro de estudiantes, nu´mero de ru-
tas y capacidad total de los buses.
- Resultados: Se encuentran los datos
referentes a los algoritmos que ejecuta-
ron las pruebas, en los campos se en-
cuentran: Algoritmo, Promedio (valor
promedio del valor objetivo de las prue-
bas), Tiempo (TIempo promedio en co-
rrer las muestras), y por u´ltimo “Con-
fig. Extra” (Las variables espec´ıficas del
algoritmo).
Cuadro 6.7: Caso de Uso, Ejecutar mu´ltiples pruebas




Resumen Se eliminara´ el mapa requerido.
Curso normal de los eventos
Accio´n de los actores Respuesta del sistema
1. El actor selecciona el boto´n “Test”. 2. El sistema desplie-




- Simulated Annealing Test.
3. El actor selecciona “Genetic Test”. 4. El sistema despliega un formu-
lario con cinco campos campos:
- “Mapp”: Se escoge uno de los ma-
pas creados para aplicar las pruebas.
- “Routes”: Donde se espera una lista
donde cada elemento es un bus y el va-
lor del elemento es la capacidad de este.
Ej: “15,15,15” representando tres buses
cada uno con capacidad de 15 personas.
- “Iterations”:
- “Pop Size”: el nu´mero de
cromosomas que se generara´n.
- “Elite Factor”:
Por u´ltimo mostrara´ el boto´n “Test
it!” el cual ejecutara´ la prueba con los
datos del formulario.
5. El actor llena los campos requeri-
dos, escoge el mapa y presiona el boto´n
“Test it!”.
6. El sistema corre la prueba, y cuando
terminan muestra la solucio´n y el valor
de la funcio´n objetivo. Si la solucio´n es
mejor que la existente de el mapa, esta
sera´ reemplazada.
Cuadro 6.8: Caso de Uso, Ejecutar Algoritmo Gene´tico
Caso de uso Ejecutar Algoritmo Recocido Simulado
Actores Administrador, Investigador
Referencias Objetivo 4
Resumen Se eliminara´ el mapa requerido.
Curso normal de los eventos
Accio´n de los actores Respuesta del sistema
1. El actor selecciona el boto´n “Test”. 2. El sistema desplie-




- Simulated Annealing Test.
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3. El actor selecciona “Simulated An-
nealing Test”.
4. El sistema despliega un formu-
lario con cinco campos campos:
- “Mapp”: Se escoge uno de los ma-
pas creados para aplicar las pruebas.
- “Routes”: Donde se espera una lista
donde cada elemento es un bus y el va-
lor del elemento es la capacidad de este.
Ej: “15,15,15” representando tres buses
cada uno con capacidad de 15 personas.
- “Iterpertemp”: Nu´mero de itera-
ciones sin cambiar la temperatura.
- “Coolrate”: Valor de re-
duccio´n de la temperatura.
- “Inittemp”: Temperatura inicial.
Por u´ltimo mostrara´ el boto´n “Test
it!” el cual ejecutara´ la prueba con los
datos del formulario.
5. El actor llena los campos requeri-
dos, escoge el mapa y presiona el boto´n
“Test it!”.
6. El sistema corre la prueba, y cuando
terminan muestra la solucio´n y el valor
de la funcio´n objetivo. Si la solucio´n es
mejor que la existente de el mapa, esta
sera´ reemplazada.
Cuadro 6.9: Caso de Uso, Ejecutar Algoritmo Recocido Simulado
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Figura 6.1: Diagrama de Secuencia, Crear Mapa
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Figura 6.2: Diagrama de Secuencia, Definicion Costos
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Figura 6.3: Diagrama de Secuencia, Eliminar Mapa
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Figura 6.4: Diagrama de Secuencia, Ejecutar Algoritmo Gene´tico
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Figura 6.5: Diagrama de Secuencia, Ejecutar Algoritmo Recocido Simulado
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Figura 6.6: Diagrama de Secuencia, Ejecutar Multiples Pruebas
40
Figura 6.7: Diagrama de Secuencia, Manejar Mapas
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Figura 6.8: Diagrama de Secuencia, Actualizar Mapa
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Figura 6.9: Diagrama de Secuencia, Ver Mapa
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6.2. Disen˜o
En el diagrama de clases se puede ver como interactu´an estas para complir con los
casos de uso y por consecuencia con objetivos del proyecto. Las responsabilidades
de cada clase son las siguientes.
Solution
Representacio´n de una posible solucio´n a la distribucio´n de rutas, contiene un arreglo
con el plan de distribucio´n y el costo de la misma, cada instancia puede ser creada
a partir de un plan o se puede generar aleatoriamente. La clase contiene me´todos
por lo tanto para crear una solucio´n aleatoria de acuerdo al nu´mero de estudiantes
y para evaluar su plan segu´n las capacidades de las rutas, el plan se evalu´a sumando
el costo entre cada estudiante de una ruta y luego sumando los costos de todas las
rutas, adicionalmente si para la instancia del problema se definio´ una ubicacio´n el
colegio se sumara´ el costo del colegio al primer estudiante de la primera ruta, o al
u´ltimo estudiante de la u´ltima ruta, segu´n el trayecto.
El costo entre cada ruta se calcula por su distancia dependiendo del tipo de mapa,
para los mapas tipo matriz se toma la distancia de manhattan*, para los mapas
geogra´ficos se utiliza la distancia harvesiana*.
Student
Esta clase simplemente es una representacio´n de un estudiante, contiene los datos
de la posicio´n del mismo en sus coordenadas x,y o latitud,longitud segu´n el tipo
de mapa. Adema´s tiene una bandera indicando si es un estudiante fantasma, un
identificador u´nico que es asignado por el MappWrapper, un identificador de la
familia y el id que le corresponde en la base de datos.
Un estudiante fantasma representa un puesto vac´ıo en un ruta, este tipo de estudian-
te es necesario ya que la solucio´n debe contener un nu´mero de estudiantes igual a la
capacidad total de la rutas, los estudiantes de este tipo no son tenidos en cuenta a
la hora de evaluar una solucio´n ya que no tiene ningu´n costo recogerlos, sin embargo
los algoritmos los cambian de posicio´n indiferentemente.
El identificador u´nico se utiliza para identificar cada instancia en la solucio´n. El
identificador de familia se usa cuando hay ma´s de un estudiante en la misma posicio´n,
en la base de datos solo se crea un registro para esos casos pero a la hora de correr
el algoritmo se debe crear uno por cada estudiante real, teniendo esto en cuenta la
matriz de costos se crea con todas las posibles combinaciones entre familias y no
entre estudiantes reales ya que se tendr´ıa informacio´n duplicada. Este valor por lo
tanto se utiliza para acceder a la matriz de costos y los algoritmos lo pueden tener
en cuenta a la hora de hacer cambios en una solucio´n, por ejemplo moviendo siempre
juntos a estudiantes de la misma familia.
El identificador de la tabla es necesario para un proceso especial en el que se aplica
un algoritmo a una sola ruta de la solucio´n .
La clase estudiante se puede inicializar de diferentes formas:
Enviando las coordenadas
Sin enviar coordenadas, con lo que generar´ıa una posicio´n aleatoria (Se utiliza




Esta clase consiste en un capa que se crea en tiempo de ejecucio´n a partir de toda
la informacio´n de un mapa que se tiene en la base datos y tambie´n se encarga de
almacenar los datos al crear una nueva instancia.
El MappWrapper contiene una instancia del registro en la base de datos, un diccio-
nario de estudiantes en donde su la llave es el identificador u´nico de cada uno, el
nu´mero de estudiantes, de familias y de estudiantes fantasmas (puestos vac´ıos) los
cuales son agregados desde cada algoritmo a trave´s de un me´todo que provee esta
clase, contiene tambie´n una matriz de costos de (n+1)x(n+1) siendo n el nu´mero de
familias, y la escuela como una instancia de Student.
La matriz de costos indica el costo entre cada par de estudiantes, y en la posicio´n
i,i se tiene el costo del estudiante i al colegio. Esta matriz se carga al instanciar
un objeto de MappWrapper, si no se tiene la informacio´n de los costos esta matriz
se cargara´ inicialmente con valor -1 en todas las posiciones. Cada vez que se crea
una nueva solucio´n esta se debe evaluar y all´ı es donde realmente se utilizan estos
valores, en el caso en que se encuentre un -1 se calculara´ la distancia segu´n el tipo
de mapa y se guardara´ en la matriz. Finalmente cuando un algoritmo termine debe
pedirle a su instancia de mapa que guarde los valores de la matriz a trave´s de un
me´todo, este actualizara´ en la base de datos los valores que no se hubieran calculado
antes.
Genetic y SimAnn
Estas clases son las encargadas de correr el algoritmo gene´tico y el de recocido si-
mulado respectivamente, ambos implementan un me´todo constructor que recibe una
instancia de MappWrapper, un vector de con las capacidades rutas y los para´metros
adicionales de cada algoritmo.
Tambie´n implementan un me´todo run() que se encarga de correr el algoritmo con
los datos del mapa, las rutas y los para´metros dados, este me´todo en ambos casos
retorna una instancia de Solution, con la mejor solucio´n encontrada.
45
6.3. Diagrama de entidad relacio´n
Figura 6.10: Diagrama Entidad Relacio´n
6.4. Pruebas
Para poder llevar a cabo pruebas con datos reales el colegio Liceo Taller San Miguel
facilito´ los listados de direcciones de sus estudiantes (so´lo la direccion). Este colegio
tiene una jornada para los estudiantes de primaria y otra para los de bachiller,
adema´s de una sede jard´ın en a´lamos. Adicionalmente contamos con la colaboracio´n
del colegio Saint Andrews. Gracias a esto se tiene la informacio´n de 5 conjuntos
diferentes de estudiantes que deben ser recogidos: los estudiantes de primaria, los
estudiantes de bachillerato y la jornada de la man˜ana y de la tarde del jard´ın de
A´lamos, las cuales tienen muchas diferencias.
En total se tiene entonces 5 casos reales de prueba con las siguientes caracter´ısticas:
Descripcio´n Nu´mero de rutas Nu´mero de estudian-
tes
LTSM Bachillerato sede campestre 19 271
LTSM Primaria sede campestre 24 367
LTSM Jard´ın Infantil, sede a´lamos. Jorna-
da man˜ana
5 44
LTSM Jard´ın Infantil, sede a´lamos. Jorna-
da tarde
3 27
Saint Andrews sede campestre 12 158
Cuadro 6.10: Caracter´ısticas casos reales
Una ventaja destacable de los casos de prueba con los que contamos es que tenemos
un colegio en la v´ıa cerritos y uno v´ıa armenia, donde se encuentra gran parte de la
poblacio´n definida para el proyecto.
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Cap´ıtulo 7
Ana´lisis de resultados y
conclusiones
7.1. Resultados con recocido simulado
El algoritmo de recocido simulado (Simulated Annealing) dio resultados muy buenos
en tiempos cortos. Au´n as´ı, para lograr los mejores resultados se observo´ que fue
con un enfriamiento muy lento como se puede observar en el cuadro 7.1, e iniciando
con una temperatura baja (menor que 5). Cuando se realizaron pruebas con tempe-
raturas altas (mayores que 100) se observo´ que se demora ma´s para poder encontrar
buenas soluciones. Tambie´n se realizaron unas pruebas donde se ejecutaba el algo-
ritmo con porcentaje de enfriamiento alto(0.001), lo cual permite que en muy poco
tiempo se baje a una solucio´n buena, y esta solucio´n era pasada a otra ejecucio´n del
algoritmo con porcentaje de enfriamiento bajo (0.00001); Se vio que de esta forma
no es tan eficiente, ya que se queda enfrascado en un o´ptimo local ma´s fa´cilmente.
En la figura A.3 se puede ver como con un enfriamiento muy lento, el algoritmo se
queda en etapas muy tempranas en un o´ptimo local (desde el 40 %).
En la tabla A.3 se puede observar la ejecucio´n con una configuracio´n espec´ıfica,
viendo como va cambiando la funcio´n objetivo en el porcentaje de ejecucio´n. Este
se para en el 57 % porque no cambio´ la solucio´n por ma´s de 1 ∗ 107 ciclos.
En la figura 7.1 se puede observar que los mejores resultados se dieron al tener una
proporcio´n de enfriamiento muy lenta ”1e − 05”, aunque su tiempo de ejecucio´n
crece exponencialmente a medida que la proporcio´n de enfriamiento es menor. As´ı
como se observa en la figura 7.2 el mejor resultado se dio al tener el CoolingRate
menor, y su tiempo de ejecucio´n es el que ma´s tardo´.
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Figura 7.1: Gra´fico de Resultados Recocido Simulado, Liceo Taller San Miguel, Pri-
maria
Figura 7.2: Gra´fico de Resultados Recocido Simulado, Liceo Taller San Miguel, Ba-
chillerato
Figura 7.3: Gra´fico de Resultados Recocido Simulado, Saint Andrews
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7.2. Resultados con algoritmo gene´tico
Para realizar las pruebas con el algoritmo gene´tico se definieron algunas de las va-
riables de acuerdo a lo que se definio´ para el desarrollo y lo que se observo´ durante
esta etapa. Para la seleccio´n optamos por la estrategia determinista, lo que intro-
dujo unas de las variables que nombramos Elite Factor, indicando el porcentaje de
poblacio´n considerada como e´lite que formara´ la pro´xima generacio´n. El cruce se
hizo con el algoritmo OX, o cruce de orden.
Como mutacio´n se implemento´ el algoritmo k-opt y se aplicaba a individuos al azar,
sin embargo los resultados se ve´ıan desmejorados debido a que la solucio´n ca´ıa ma´s
fa´cil en mı´nimos locales, en la mayor´ıa de las ocasiones aplicar el k-opt produc´ıa una
mejora al aplicarse sobre el mejor resultado encontrado por el algoritmo gene´tico,
sin embargo esta estrategia se cambio´ y en su lugar se definio´ correr el algoritmo
de recocido simulado sobre la mejor solucio´n del gene´tico, esta estrategia tuvo los
mejores resultados.
Sobre el taman˜o de la poblacio´n y el nu´mero de generaciones se decidieron valores
altos que no hicieran que el tiempo de ejecucio´n sobrepasara las 6 horas. Estos fueron
un taman˜o de 1000 individuos por 5000 generaciones.
Otra variante con la que se experimento´ fue hacer un ajuste en el cruce de acuerdo
a que´ tan avanzadas estaban las generaciones. El cruce OX toma dos puntos de uno
de los padres aleatoriamente para tomar una sub-cadena que sera´ parte del nuevo
individuo, el ajuste consiste en que a medida que las generaciones avancen esta
cadena debe ser mas pequen˜a, esto se logro´ multiplicando la longitud de la cadena
formada al azar por el porcentaje de generaciones restantes y reducie´ndola a este
nuevo taman˜o.
Fueron definidas entonces las siguientes estrategias:
Seleccio´n determinista
Cruce OX





Factor de elite (EF) = [0.1, 0.15, 0.2, 0.25, 0.3]
Ajuste porcentual en cruce (A %) = [Si, No]
Con estas configuraciones se probaron los mapas de bachillerato del Liceo Taller San
Miguel con 267 estudiantes y del Colegio Saint Andrews con 158.
Para el LTSM se corrio´ 12 veces el algoritmo con cada una de las configuraciones, los
resultados mostraron que al final de la ejecucio´n del algoritmo gene´tico los mejores
resultados se ten´ıan usando un factor elite de 0.3, y que en 4 de las 5 opciones
definidas para el factor elite se obtuvo en mejor resultado en promedio usando ajuste
porcentual. Por estas razones se hicieron 12 pruebas utilizando el factor 0.35 y 0.4,
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en ambos casos con ajuste porcentual. En la figura 7.4 se observa el valor promedio
para cada una de las configuraciones segu´n el porcentaje de generaciones, all´ı se
puede identificar fa´cilmente que la configuracio´n que obtuvo mejores resultados fue
con un factor elite de 0.35 y usando ajuste porcentual.
En la figura 7.5 se observa como a medida que se aumenta el factor de elite los
resultados mejoran teniendo su mı´nimo en 0.35, incluyendo no solo en el promedio
sino tambie´n en el mejor y el peor resultado. Sin embargo los valores al finalizar el
algoritmo gene´tico esta´n lejos de los mejores encontrados, es al aplicar el algoritmo de
recocido simulado sobre el mejor resultado del gene´tico que se encuentran soluciones
realmente buenas y esto segu´n los resultados no depende mucho de la configuracio´n
del gene´tico, se puede evidenciar en la figura 7.6, los datos de ambas figuras esta´n en
la tabla A.7. En las tablas A.4 y A.5 esta´n los datos de los promedios por porcentaje
y en la u´ltima fila esta´ el ca´lculo de la mejora del resultado tras aplicar el recocido
simulado, el valor total de recorrido se reduce hasta entre un 35 % y 38 %.
Con respecto a los tiempos cada prueba tardo´ entre 2.5 y 4 horas en una computadora
con procesador i3 con procesadores de 2.5Ghz, usando el 25 % del procesamiento.
Las pruebas ma´s demoradas pueden ser ejecutadas en un tiempo menor a una hora
en una computadora con mejores caracter´ısticas, y podr´ıan ser au´n mas ra´pidas
utilizando hilos, te´cnica que se puede adaptar con facilidad debido a la naturaleza
del algoritmo que debe procesar cientos de individuos. Los datos completos de los
tiempos se encuentran en la tabla A.6 y esta´n graficados en la figura 7.7. En la
gra´fica se puede apreciar que el proceso mas demorado es la reproduccio´n y que este
tiempo al igual que el total disminuye a medida que se aumenta el factor de elite, y
es siempre menor si se aplica el ajuste porcentual.
Para el mapa del colegio Saint Andrews se realizaron 10 pruebas con cada una de
las configuraciones, los mejores resultados al finalizar el gene´tico se obtuvieron con
factor de elite de 0.2 y 0.30, ambos con ajuste porcentual, este comportamiento se
puede ver en las figuras 7.8 y 7.9.
Al igual que en las pruebas del LTSM se encontro´ que tras aplicar el recocido simu-
lado al mejor resultado del gene´tico, los resultados no dependen de la configuracio´n
inicial, figura 7.6. La distancia total se reduce hasta un 50 %, ver tabla A.8.
Los tiempos de ejecucio´n del algoritmo para el mapa del Saint Andrews ocilan entre
80 y 110 minutos, y presentan el mismo comportamiento de ser mas cortos a medida
que se aumenta el factor de elite.
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Figura 7.4: Distancia promedio por porcentaje de generaciones simuladas segu´n con-
figuracio´n. Liceo Taller San Miguel, Bachillerato
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Figura 7.5: Mejor, promedio y peor resultado segu´n configuracio´n al terminar Algo-
ritmo Gene´tico. Liceo Taller San Miguel, Bachillerato
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Figura 7.6: Mejor, promedio y peor resultado segu´n configuracio´n tras aplicar Re-
cocido Simulado. Liceo Taller San Miguel, Bachillerato
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Figura 7.7: Tiempo en minutos de etapas principales del algoritmo segu´n configura-
cio´n. Liceo Taller San Miguel, Bachillerato
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Figura 7.8: Distancia promedio por porcentaje de generaciones simuladas segu´n con-
figuracio´n. Colegio Saint Andrews
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Figura 7.9: Mejor, promedio y peor resultado segu´n configuracio´n al terminar Algo-
ritmo Gene´tico. Colegio Saint Andrews
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Figura 7.10: Mejor, promedio y peor resultado segu´n configuracio´n tras aplicar Re-
cocido Simulado. Colegio Saint Andrews
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Figura 7.11: Tiempo en minutos de etapas principales del algoritmo segu´n configu-
racio´n. Colegio Saint Andrews
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Figura 7.12: Mejor resultado encontrado Liceo Taller San Miguel, Bachillerato
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Figura 7.13: Mejor resultado encontrado. Colegio Saint Andrews
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Figura 7.14: Gra´fico Google Maps de Resultados Recocido Simulado, Liceo Taller
San Miguel, Bachillerato. Sin las Etiquetas de los estudiantes.
En las figuras 7.12, 7.13 y 7.14 se observa como el software muestra en google maps
el mejor resultado de Bachillerato del Liceo Taller San Miguel, con el algoritmo de
recocido simulado.
7.3. Comparacio´n de algoritmos
Con las configuraciones y variantes probadas el algoritmo de recocido simulado
es muy superior al gene´tico tanto en tiempo como en resultado.
Es de gran importancia poner una condicio´n de parada al recocido simulado
si se deja de encontrar una mejor solucio´n tras una cantidad de iteraciones ya
que la probabilidad de mejorar es muy baja y se tienen amplios beneficios en
tiempo.
El recocido simulado otorga mejores resultados en la medida en que se toma
el CoolingRate mas bajo.
La configuracio´n ideal del algoritmo gene´tico var´ıa segu´n el tipo de mapa. De-
bido a la gran variedad de posibles configuraciones del gene´tico no se descarta
que entre estas haya una combinacio´n que produzca mejores resultados que
los actuales, esto puede ser un problema mientras no se tengan definidos los
criterios para decidir con que configuracio´n resolver cada instancia, pero a su
vez le da mayor flexibilidad al algoritmo.
Aunque el recocido simulado de mejores resultados si se corre por si solo la
solucio´n sigue estando lejos de la mejor encontrada en el total de las pruebas,
en los 3 mapas probados esta siempre se encontro´ corriendo primero el algorit-
mo gene´tico y aplicando el recocido simulado a la mejor solucio´n encontrada
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por el primero, esta es la configuracio´n recomendada y los buenos resultados
indican que el recocido simulado se puede utilizar como un algoritmo de me-
jora, mientras que el gene´tico hace mejor la tarea de agrupar. Un ejemplo de
esto se dio en el mapa de LTSM, bachillerato, donde se logro´ una distancia
total de 102km, mientras que ejecuta´ndolo solo con el recocido simulado solo
fue posible alcanzar 146.51km.
Con la estrategia recomendada la configuracio´n inicial del algoritmo gene´tico
no tiene influencia en el resultado final, lo u´nico importante es entregarle al
recocido simulado una solucio´n avanzada y no cruda.
Si bien las distancias que se utilizaron fueron geogra´ficas y no teniendo en
cuenta el recorrido por las v´ıas, los algoritmos prueban encontrar soluciones
que ser´ıan imposibles de hallar de forma manual. Debido a que el algoritmo
no depende en lo absoluto de como se calculen las distancias sino su valor, si
el programa se alimenta con las distancias reales las soluciones encontradas
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170.81 371.150 1.0 5 1e-05
177.14 36.653 5.0 2 1e-05
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177.14 36.653 5.0 2 1e-05
178.45 31.834 1.0 2 1e-05
179.11 30.280 1.0 1 1e-05
179.50 46.825 10.0 2 1e-05
179.71 45.690 10.0 5 1e-05
179.78 43.196 10.0 1 1e-05
180.53 38.991 5.0 1 1e-05
182.33 33.906 1.0 5 1e-05
182.76 36.038 5.0 5 1e-05
200.13 6.399 5.0 1 0.0001
201.59 7.472 10.0 1 0.0001
202.86 9.888 10.0 5 0.0001
209.50 5.413 1.0 2 0.0001
210.22 8.066 5.0 2 0.0001
211.18 6.808 5.0 5 0.0001
212.90 6.763 1.0 5 0.0001
218.06 6.865 1.0 1 0.0001
218.21 8.523 10.0 2 0.0001
256.03 0.791 5.0 1 0.001
257.09 0.758 1.0 2 0.001
257.11 0.870 1.0 5 0.001
257.75 1.036 10.0 5 0.001
260.24 0.913 10.0 2 0.001
265.62 0.963 5.0 5 0.001
266.42 0.848 5.0 2 0.001
268.95 0.816 10.0 1 0.001
270.55 0.711 1.0 1 0.001
340.34 0.082 5.0 2 0.01
368.68 0.080 10.0 2 0.01
373.37 0.092 5.0 5 0.01
377.92 0.068 1.0 2 0.01
386.38 0.080 5.0 1 0.01
387.12 0.083 10.0 1 0.01
390.70 0.067 1.0 5 0.01
395.66 0.068 1.0 1 0.01
397.29 0.071 10.0 5 0.01
Cuadro A.2: Resultados Recocido Simulado, Liceo Taller San Miguel, Primaria
Ejecutado con configuracio´n: Temperatura Inicial: 1.0, Iteraciones por Tem-
peratura: 5, Proporcio´n de Enfriamiento: 1e-06, Nu´mero total de Repeticio-
nes Ciclo Principal: 16118087
Solucion porcentaje temperatura
314.550876312 1 % 0.852510221566
309.789691816 2 % 0.725604513099
286.324932804 3 % 0.617589525156
264.565386936 4 % 0.525653871629
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245.815042679 5 % 0.447403949556
232.460644999 6 % 0.380802472657
221.329312521 7 % 0.324115429301
207.332882575 8 % 0.275866936416
203.513888161 9 % 0.23480081393
191.768015925 10 % 0.199848079187
188.131577207 11 % 0.170098280951
182.481735463 12 % 0.144777099185
173.261993593 13 % 0.123225280887
172.456396015 14 % 0.104881710817
168.559400145 15 % 0.0892688025108
165.187827833 16 % 0.0759800640136
162.993137324 17 % 0.0646695146025
160.810478806 18 % 0.055042732003
153.112520142 19 % 0.0468489571211
151.619147259 20 % 0.0398749245079
150.448781644 21 % 0.0339390608078
147.545928044 22 % 0.0288868220499
147.224122834 23 % 0.0245866699986
146.963626237 24 % 0.0209266474719
146.730498374 25 % 0.0178114634652
146.644362877 26 % 0.0151600273502
146.630743475 27 % 0.0129032743368
146.611216575 28 % 0.0109824662427
146.600283576 29 % 0.0093475936125
146.563788274 30 % 0.00795609150202
146.548983562 31 % 0.00677173127252
146.546141471 32 % 0.00576367735533
146.545006698 33 % 0.00490568442833
146.540916487 34 % 0.00417541827767
146.540916487 35 % 0.00355385688055
146.540916487 36 % 0.00302482239803
146.540916487 37 % 0.0025745410823
146.540916487 38 % 0.00219128957416
146.511142086 39 % 0.00186508967785
146.510007313 40 % 0.0015874485725
146.510007313 41 % 0.00135113769609
146.510007313 42 % 0.00115000569529
146.510007313 43 % 0.000978813469958
146.510007313 44 % 0.00083310527321
146.510007313 45 % 0.000709087499868
146.510007313 46 % 0.000603531268662
146.510007313 47 % 0.000513688356261
146.510007313 48 % 0.000437219645543
146.510007313 49 % 0.000372134225195
146.510007313 50 % 0.000316737871815
146.510007313 51 % 0.000269587617389
146.510007313 52 % 0.000229456247316
66
146.510007313 53 % 0.00019529891596
146.510007313 54 % 0.000166226315567
146.510007313 55 % 0.000141481522574
146.510007313 56 % 0.000120420290623
146.510007313 57 % 0.000102494277202
Repeticiones totales: 46255560
Run Time: 04:43:59















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Etapa \EF - A % 0,1 - No 0,1 - Si 0,15 - No 0,15 - Si 0,2 - No 0,2 - Si
Elim. duplicados 6,6 5,9 6,8 6,7 6,8 6,7
Reproduciendo 183,9 123,0 178,4 132,7 168,8 125,3
Aplicando SA 46,0 42,5 47,0 48,9 48,9 47,6
Tiempo Total 236,7 171,7 232,5 188,6 224,9 179,8
Etapa \EF - A % 0,25 - No 0,25 - Si 0,3 - No 0,3 - Si 0,35 - Si 0,4 - Si
Elim. duplicados 7,1 7,0 5,3 5,4 7,4 8,1
Reproduciendo 164,8 122,6 107,9 84,8 102,7 134,4
Aplicando SA 48,0 48,4 35,8 36,0 52,0 54,3
Tiempo Total 220,2 178,3 149,3 126,5 162,4 154,5
Cuadro A.6: Tiempo promedio en minutos de las etapas principales del algoritmo
segu´n configuracio´n. Liceo Taller San Miguel, Bachillerato
Etapa \EF - A % 0,1 - No 0,1 - Si 0,15 - No 0,15 - Si 0,2 - No 0,2 - Si
Mejor al 100 % 281,96 270,14 272,04 277,39 280,69 278,86
Promedio al
100 %
305,69 311,22 303,37 294,75 302,97 295,66
Peor al 100 % 320,01 347,24 342,33 311,12 338,36 331,23
Mejor tras SA 102,04 103,03 102,38 103,57 105,48 103,97
Promedio tras
SA
108,04 109,42 108,80 109,46 109,58 108,12
Peor tras SA 111,60 114,17 113,97 113,45 114,20 113,80
Etapa \EF - A % 0,25 - No 0,25 - Si 0,3 - No 0,3 - Si 0,35 - Si 0,4 - Si
Mejor al 100 % 284,58 271,32 279,47 274,11 262,98 271,40
Promedio al
100 %
301,37 297,13 296,08 295,79 286,73 294,24
Peor al 100 % 315,82 320,01 331,20 320,67 325,36 311,01
Mejor tras SA 105,14 104,38 106,45 106,00 102,33 107,24
Promedio tras
SA
109,13 110,37 110,12 108,36 108,20 110,39
Peor tras SA 113,08 114,14 112,75 113,12 113,60 115,88
Cuadro A.7: Mejor, promedio y peor resultado tras aplicar el algoritmo gene´tico























































































































































































































































































































































































































































































































































































































































































































































































































































































































Etapa \EF - A % 0,1 - No 0,1 - Si 0,15 - No 0,15 - Si 0,2 - No 0,2 - Si
Eliminando
duplicados
4,15 3,64 4,14 4,23 4,24 139,72
Reproduciendo 82,50 57,22 76,91 63,76 74,61 168,83
Aplicando SA 24,57 20,79 27,77 24,11 26,88 188,86
Tiempo Total 111,40 81,81 109,01 92,28 105,92 90,56
Etapa \EF - A % 0,25 - No 0,25 - Si 0,3 - Si 0,35 - Si
Eliminando
duplicados
4,10 4,09 4,24 4,36
Reproduciendo 67,49 54,48 52,41 51,08
Aplicando SA 29,17 25,99 28,35 29,96
Tiempo Total 100,95 84,75 85,19 85,60
Cuadro A.9: Tiempo promedio en minutos de las etapas principales del algoritmo
segu´n configuracio´n. Colegio Saint Andrews
Etapa \EF - A % 0,1 - No 0,1 - Si 0,15 - No 0,15 - Si 0,2 - No 0,2 - Si
Mejor al 100 % 161,50 161,71 165,09 163,00 164,86 139,72
Promedio al
100 %
185,21 182,86 181,14 176,44 177,82 168,83
Peor al 100 % 209,07 203,01 190,47 190,65 198,94 188,86
Mejor tras SA 87,48 86,88 90,09 87,87 86,67 90,56
Promedio tras
SA
93,15 96,74 95,82 94,87 92,29 97,16
Peor tras SA 97,76 104,68 101,59 106,00 100,70 101,51
Etapa \EF - A % 0,25 - No 0,25 - Si 0,3 - Si 0,35 - Si
Mejor al 100 % 163,61 153,27 158,78 161,24
Promedio al
100 %
176,10 173,28 167,96 174,32
Peor al 100 % 191,17 187,65 172,61 189,74
Mejor tras SA 87,91 87,42 90,10 85,21
Promedio tras
SA
93,78 94,40 97,09 94,30
Peor tras SA 98,76 99,47 102,71 102,67
Cuadro A.10: Mejor, promedio y peor resultado tras aplicar el algoritmo gene´tico y
tras aplicar el recocido simulado, segu´n configuracio´n. Colegio Saint Andrews
72
Bibliograf´ıa
[1] FENTON Aish. “The Bees Algorithm for the Vehicle Routing Problem”. En:
Computer Science (2011).
[2] WREN Anthony y HOLLIDAY Alan. “Computer scheduling of vehicles from
one or more depots to a number of delivery points”. En: Operations Research
Quarterly Volumen 23 (1972), pa´gs. 333-344.
[3] Programa de futuros cient´ıficos. Colegios de Pereira [online]. url: http://
www.ofecfuturoscientificos.com/colegios-pereira.html.
[4] ARBELAITZ Olatz; RODRIGUEZ Clemente y ZAMAKOLA Ion. “Low Cost
Parallel Solutions for the VRPTW Optimization Problem. International Con-
ference on Parallel Processing Workshops”. En: IEEE Computer Society (2001),
pa´gs. 176-181.
[5] Colegio La Salle [online]. url: pereira.delasalle.edu.co/.
[6] Colegio Salesiano San Juan Bosco [online]. url: http://www.salesianosjb.
edu.co/.
[7] RYAN David M.; HJORRING Curt y GLOVER Fred. “Extensions of the Petal
Method for Vehicle Routing”. En: En Journal of the Operational Research
Society (1993), pa´gs. 289-296.
[8] KIRKPATRICK S.; GELATT Jr C. D. y VECCHI M. P. “Optimization by
Simulated Annealing”. En: Science, New Series, Vol. 220, No. 4598 (mayo de
1983), pa´gs. 671-680.
[9] TARANTILIS Christos D. y KIRANOUDIS Chris T. “BoneRoute: An Adap-
tive Memory-Based Method for Effective Fleet Management”. En: Annalis
of Operations Research, Volumen 115, Kluwer Academic Publishers (2002),
pa´gs. 227-241.
[10] EILON Samuel; WATSON-GANDY Carl Donald y CHRISTOFIDES Nicos.
Distribution management: Mathematical modelling and practical analysis. 1971.
[11] BELL John E. y MCMULLEN Patrick R. “Ant colony optimization techniques
for the vehicle routing problem”. En: Department of Operational Sciences, Air
Force Institute of Technology, Wright-Patterson AFB, OH, USA (jul. de 2004).
[12] GAMBARDELLA Luca M.; RIZZOLI Andrea E. y DONATI Alberto V. “Ant
Colony System for a Dynamic Vehicle Routing Problem”. En: Istituto Dalle
Molle di Studi sull Intelligenza Articiale (2005).
[13] GILLETT Billy .E. y MILLER Leland R. “A heuristic algorithm for the vehicle
dispatch problem”. En: Operations Research Volumen 22 Tema 2 (1974).
73
[14] GAMBARDELLA Luca M.; TAILLARD Eric. y AGAZZI Giovanni. “MACS-
VRPTW: A Multiple Ant Colony System for Vehicle Routing Problems with
Time Windows”. En: Istituto Dalle Molle Di Studi Sull Intelligenza Artificiale
(1999).
[15] BULLNHEIMER Bernd; HARTL Richard F. y STRAUSS Christine. “Applying
the Ant System to the Vehicle Routing Problem”. En: 2nd International Con-
ference on Metaheuristics, (1997).
[16] GLOVER Fred. “Future Paths for Integer Programming and Links to Artificial
Intelligence”. En: Computers and Operations Research, Volumen 13 (1986),
pa´gs. 533-549.
[17] CLARKE G y WRIGHT J. W. “Scheduling of vehicles from a central depot
to a number of delivery points”. En: Operations Research Volumen 12 Tema
4 (1964).
[18] LAPORTE Gilbert. “The Vehicle Routing Problem: An overview of exact and
approximate algorithms”. En: Centre de Recherche sur les Transports (1992).
[19] LAPORTE Gilbert y NOBERT Yves. “Exact algorithms for the vehicle rou-
ting problem”. En: MARTELLO, Silvano et al. Surveys in Combinatorial Op-
timization (1987).
[20] BEKTAS Tolga; ERDOGAN Gunes y ROPKE Stefan. “Formulations and
Branch and Cut Algorithms for the Generalized Vehicle Routing Problem”.
En: Transportation Science (2011).
[21] HOLLAND John Henry. “Adaptation in natural and artificial systems”. En:
University of Michigan Press (1975).
[22] ICFES Interactivo: Clasificacio´n por planteles [online]. url: http://www.
icfesinteractivo.gov.co/Clasificacion/.
[23] CZECH Zbigniew J. y CZARNAS Piotr. “Parallel simulated annealing for
the vehicle routing problem with time windows”. En: 10th Euromicro Works-
hop on Parallel, Distributed and Network-based Processing (ene. de 2001),
pa´gs. 376-383.
[24] DESROCHERS Martin; DESROSIERS Jacques y SOLOMON Marius. “A new
optimization algorithm for the vehicle routing problem with time windows”.
En: Operations Research Volumen 40 Tema 2 (1992).
[25] BERGER Jean y BARKAOUI Mohamed. “A hybrid genetic algorithm for the
capacitated vehicle routing problem”. En: Genetic and Evolutionary Compu-
tation—GECCO 2003, volume 2723 of Lecture Notes in Computer Science
(2003), pa´gs. 646-656.
[26] FISHER Marshall L. y JAIKUMAR Ramchandran. “Generalized Assignment
Heuristic for Vehicle Routing”. En: Networks Volumen 2 Tema 2 (2008),
pa´gs. 109-124.
[27] Liceo Taller San Miguel [online]. url: http://www.liceotallersanmiguel.
edu.co/.
[28] BALINSKI Michel Louis y QUANDT Richard Emeric. “On an integer program
for a delivery problem”. En: Operations Research, Volumen 2 Tema 2 (1964).
74
[29] SUTHIKARNNARUN Nanthi. “A Sweep Algorithm for the Mix Fleet Vehicle
Routing Problem”. En: Proceedings of the International MultiConference of
Engineers and Computer Scientists, Vol II IMECS (2008).
[30] Networking y Emerging Optimization Research Group. Solution Methods for
VRP [online]. url: http://neo.lcc.uma.es/vrp/solution-methods/.
[31] CHRISTOFIDES Nicols y EILON Samuel. “An algorithm for the vehicle dis-
patching problem”. En: Operational Research Society, Volumen 20 (1969),
pa´gs. 309-318.
[32] KELLY James P. y XU Jiefeng. “A Network Flow-Based Tabu Search Heuristic
for the Vehicle Routing Problem”. En: Transportation Science, Volumen 30
(1996), pa´gs. 379-393.
[33] OTH Paolo y VIGO Daniel. “The Granular Tabu Search and its Application
to the Vehicle Routing Problem”. En: Computers and Operations Research,
Volumen 13 (1986), pa´gs. 533-549.
[34] TOTH Paolo y VIGO Daniel. The Vehicle Routing Problem. 2002.
[35] NAGATA Yuichi. “Edge assembly crossover for the capacitated vehicle rou-
ting problem”. En: Evolutionary Computation in Combinatorial Optimization,
Lectures Notes in Computer Science, Volumen 4446 (2007), pa´gs. 142-153.
75
