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ЭКСТРЕМАЛЬНЫЙ СДВИГ НА СОПУТСТВУЮЩИЕ ТОЧКИ
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ДЛЯ СИСТЕМЫ ДРОБНОГО ПОРЯДКА
М.И. Гомоюнов
Рассматривается антагонистическая дифференциальная игра двух лиц. Движение динамической систе-
мы описывается обыкновенным дифференциальным уравнением с дробной производной Капуто порядка
α ∈ (0, 1). Показатель качества состоит из двух слагаемых: первое зависит от движения системы, реа-
лизовавшегося к терминальному моменту времени, второе включает в себя интегральную оценку реали-
заций управлений игроков. В рамках позиционного подхода проведены формализации рассматриваемой
дифференциальной игры в классах “стратегии — контрстратегии”, “контрстратегии — стратегии” и, при
дополнительном условии седловой точки для маленькой игры, “стратегии — стратегии”. В каждом из
случаев доказано существование цены и седловой точки игры. При этом основу доказательств состав-
ляет подходящая модификация метода экстремального сдвига на сопутствующие точки, учитывающая
специфику систем дробного порядка.
Ключевые слова: дифференциальное уравнение дробного порядка, производная Капуто, дифференци-
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M. I. Gomoyunov. Extremal shift to accompanying points in a positional differential game for
a fractional-order system.
A two-person zero-sum differential game is considered. The motion of the dynamical system is described
by an ordinary differential equation with a Caputo fractional derivative of order α ∈ (0, 1). The performance
index consists of two terms: the first depends on the motion of the system realized by the terminal time and
the second includes an integral estimate of the realizations of the players’ controls. The positional approach
is applied to formalize the game in the “strategies — counter-strategies” and “counter-strategies — strategies”
classes as well in the “strategies — strategies” class under the additional saddle point condition in the small
game. In each case, the existence of the value and of the saddle point of the game is proved. The proofs are
based on an appropriate modification of the method of extremal shift to accompanying points, which takes into
account the specific properties of fractional-order systems.
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В теории позиционных дифференциальных игр [1–5] метод экстремального сдвига на со-
путствующие точки является одним из основных инструментов для построения оптималь-
ных стратегий управления игроков и доказательства существования цены игры. Изначаль-
но этот метод был разработан для динамических систем, движение которых описывается
обыкновенными дифференциальными уравнениями [3; 4], и в дальнейшем был развит для
функционально-дифференциальных систем запаздывающего [6] и нейтрального [7] типов, а
также для систем среднего поля [8]. В настоящей работе дается модификация метода экстре-
мального сдвига на сопутствующие точки для систем дробного порядка.
Рассматривается антагонистическая дифференциальная игра двух лиц, в которой дви-
жение динамической системы описывается обыкновенным дифференциальным уравнением с
дробной производной Капуто порядка α ∈ (0, 1) (см., например, [9–11]). Показатель каче-
ства состоит из двух слагаемых: первое зависит от движения системы, реализовавшегося к
терминальному моменту времени, второе включает в себя интегральную оценку реализаций
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управлений игроков. Формализация дифференциальной игры проводится в классах чистых
позиционных стратегий первого игрока и позиционных контрстратегий второго игрока в рам-
ках подхода [1–4]. Заметим, что в силу нелокального характера дробной производной Капуто
под позицией системы естественно, по аналогии с [5;6], понимать пару, состоящую из текущего
момента времени и истории движения системы, сложившейся к этому моменту. Следуя схе-
ме рассуждений из [3, теорема 29.1], получаем, что рассматриваемая дифференциальная игра
имеет цену и седловую точку из оптимальных стратегий. Основу доказательства составляет
модификация метода экстремального сдвига на сопутствующие точки, учитывающая специ-
фику систем дробного порядка. При этом одним из ключевых моментов является подходя-
щий выбор функции Ляпунова, определяющей окрестность для поиска сопутствующих точек.
Кроме того, в работе рассмотрены формализации дифференциальной игры в классах “контр-
стратегии — стратегии” и, при дополнительном условии седловой точки для маленькой игры
(см., например, [3, с. 79]), в классах “стратегии — стратегии”. В каждом из случаев проведены
соответствующие доказательства существования цены и седловой точки игры.
Отметим, что в [12] рассматриваемая дифференциальная игра изучалась в классах стра-
тегий управления с поводырем. При этом для построения оптимальных стратегий игроков ис-
пользовались подходящие аппроксимации [13] конфликтно-управляемых систем с дробными
производными при помощи функционально-дифференциальных систем запаздывающего типа
с производными первого порядка. Другие типы дифференциальных игр в системах дробного
порядка исследовались, например, в [14–17] (см. также библиографию к этим статьям).
1. Интегралы и производные дробного порядка
1.1. Основные обозначения
Пусть n ∈ N и Rn — евклидово пространство n-мерных векторов со скалярным произве-
дением 〈·, ·〉 и нормой ‖ · ‖. Для отрезка [t0, ϑ] ⊂ R через L
∞([t0, ϑ],R
n) обозначаем банахо-
во пространство (классов эквивалентности) существенно ограниченных измеримых по Лебе-
гу функций x : [t0, ϑ] → R
n с нормой ‖x(·)‖∞ = ess supt∈[t0,ϑ] ‖x(t)‖, а через C([t0, ϑ],R
n) —
банахово пространство непрерывных функций x : [t0, ϑ] → R
n с нормой ‖ · ‖∞. Далее, пусть
Lip0([t0, ϑ],R
n) — множество функций x(·) ∈ C([t0, ϑ],R
n), удовлетворяющих равенст-
ву x(t0) = 0 и условию Липшица ‖x(t) − x(τ)‖ 6 λ|t − τ |, t, τ ∈ [t0, ϑ], с некоторым своим
числом λ > 0. Для заданного числа λ > 0 через Lip0([t0, ϑ],R
n;λ) обозначаем множество
функций x(·) ∈ Lip0([t0, ϑ],R
n), для которых условие Липшица выполняется с этим числом λ.
1.2. Дробный интеграл Римана — Лиувилля
Пусть α ∈ (0, 1). Для функции ϕ : [t0, ϑ] → R
n левосторонним дробным интегралом Рима-








dτ, t ∈ [t0, ϑ],
где Γ — гамма-функция. Отметим, что для любой функции ϕ(·) ∈ L∞([t0, ϑ],R
n) величина
(Iαϕ)(t) определена при всех t ∈ [t0, ϑ], справедливо включение (I
αϕ)(·) ∈ C([t0, ϑ],R
n) (см.,







ϕ(τ)dτ, t ∈ [t0, ϑ]. (1.1)





x(·) ∈ C([t0, ϑ],R






Утверждение 1. Для функции x : [t0, ϑ] → Rn включение x(·) ∈ Iα(L∞([t0, ϑ],Rn)) имеет
место тогда и только тогда, когда x(·) ∈ C([t0, ϑ],R
n) и (I1−αx)(·) ∈ Lip0([t0, ϑ],R
n).
Д о к а з а т е л ь с т в о утверждения проводится по схеме из [9, теорема 2.3].
Утверждение 2. Пусть a > 0, b > 0 и функция Ψ(·) ∈ C([t0, ϑ],R) такова, что
Ψ(t) = a(IαΨ)(t) + b
t∫
t0
Ψ(τ)dτ + 1, t ∈ [t0, ϑ]. (1.3)
Пусть c ∈ R и для функции ψ(·) ∈ C([t0, ϑ],R) справедливо неравенство
ψ(t) 6 a(Iαψ)(t) + b
t∫
t0
ψ(τ)dτ + c, t ∈ [t0, ϑ]. (1.4)
Тогда имеет место оценка
ψ(t) 6 cΨ(t), t ∈ [t0, ϑ]. (1.5)
Д о к а з а т е л ь с т в о. Зафиксируем числа a > 0 и b > 0. Во-первых, докажем, что
интегральное уравнение (1.3) действительно имеет непрерывное на отрезке [t0, ϑ] решение Ψ(·)
и что такое решение единственно. Следуя схеме из [18, теорема 3.10] (также см., например,
[19, теорема 2.3] для случая уравнений дробного порядка), рассмотрим банахово пространство







где число ω > 0 удовлетворяет неравенству aω−α + bω−1 < 1. Тогда определяемое по правилу
A(Ψ(·))(t) = a(IαΨ)(t) + b
t∫
t0
Ψ(τ)dτ + 1, t ∈ [t0, ϑ], Ψ(·) ∈ Ce([t0, ϑ],R),
отображение A : Ce([t0, ϑ],R) → Ce([t0, ϑ],R) будет сжимающим. Стало быть, по принципу
сжимающих отображений (см., например, [20, гл. II, § 4, теорема 1]) это отображение имеет
единственную неподвижную точку, которая является единственным решением уравнения (1.3).
Зафиксируем число c ∈ R и функцию ψ(·) ∈ C([t0, ϑ],R), удовлетворяющую неравен-
ству (1.4). Доказательство оценки (1.5) следует схеме из [11, лемма 6.19]. Зададимся числом





Ψε(τ)dτ + c+ ε, t ∈ [t0, ϑ]. (1.6)
Покажем, что ψ(t) < Ψε(t), t ∈ [t0, ϑ]. Рассуждая от противного, предположим что это нера-
венство не выполняется. Поскольку ψ(t0) 6 c < c+ ε = Ψε(t0) в силу оценки (1.4) и функции
ψ(·) и Ψε(·) непрерывны, то найдется такое число t∗ ∈ (t0, ϑ], что
ψ(t∗) = Ψε(t∗), ψ(t) < Ψε(t), t ∈ [t0, t∗). (1.7)
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ψ(τ)dτ + c 6 a(IαΨε)(t∗) + b
t∗∫
t0
Ψε(τ)dτ + c = Ψε(t∗)− ε < Ψε(t∗),
что противоречит равенству в (1.7). Таким образом, для любого числа ε > 0 имеет место
неравенство ψ(t) < (c+ ε)Ψ(t), t ∈ [t0, ϑ], откуда следует справедливость оценки (1.5). 
Отметим, что схожие обобщения леммы Беллмана — Гронуолла на случай неравенств ви-
да (1.4) даны, например, в [21, теорема 1.4; 22, лемма 3.2].
1.3. Дробные производные Римана — Лиувилля и Капуто
Для функции x : [t0, ϑ] → R
n левосторонними дробными производными Римана — Ли-
увилля и Капуто порядка α ∈ (0, 1) на отрезке [t0, ϑ] называются соответственно величины























dτ, t ∈ [t0, ϑ].
(1.8)
Отметим, что для любой функции x(·) ∈ Iα(L∞([t0, ϑ],R
n)) величина (Dαx)(t) определена
при почти всех t ∈ [t0, ϑ], справедливо включение (D
αx)(·) ∈ L∞([t0, ϑ],R
n) и имеет место




(t) = x(t), t ∈ [t0, ϑ]. (1.9)
Утверждение 3. Для любого числа M > 0 найдется такое число R > 0, что, каковы бы
ни были число ε > 0 и функция x(·) ∈ Iα(L∞([t0, ϑ],R
n)), из неравенств ‖(Dαx)(·)‖∞ 6 M и
‖(I1−αx)(·)‖∞ 6 ε следует оценка
‖x(·)‖∞ 6 Rε
α. (1.10)
Д о к а з а т е л ь с т в о. Пусть x(·) ∈ Iα(L∞([t0, ϑ],R
n)) и ϕ(t) = (Dαx)(t), t ∈ [t0, ϑ].









∥∥ = ‖(I1−αx)(t)‖ 6 ε, t ∈ [t0, ϑ].
Опираясь на эти оценки и рассуждая по схеме из [9, теорема 14.11], выводим ‖(Iαϕ)(·)‖∞ 6 Rε
α
для R = (2 + α−1)M1−α/Γ(α), откуда заключаем справедливость неравенства (1.10). 
Утверждение 4. Пусть x(·) ∈ Iα(L∞([t0, ϑ],Rn)) и V (t) = ‖x(t)‖2, t ∈ [t0, ϑ]. Тогда
V (·) ∈ Iα(L∞([t0, ϑ],R)) и (D
αV )(t) 6 2〈x(t), (Dαx)(t)〉 при почти всех t ∈ [t0, ϑ]. Кроме того,
для любого числа M > 0 можно указать такое число MV > 0, что, какова бы ни была функ-
ция x(·) ∈ Iα(L∞([t0, ϑ],R
n)), удовлетворяющая неравенству ‖(Dαx)(·)‖∞ 6 M, для функции
V (t) = ‖x(t)‖2, t ∈ [t0, ϑ], справедлива оценка ‖(D
αV )(·)‖∞ 6MV .
Д о к а з а т е л ь с т в о. Справедливость этого утверждения вытекает из результатов
работы [23] (см. следствие 3.2, а также лемму 3.1 и ее доказательство). 
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2. Дифференциальная игра
2.1. Динамическая система
Рассмотрим динамическую систему, движение которой на промежутке времени [t0, ϑ] опи-
сывается дробным дифференциальным уравнением с производной Капуто порядка α ∈ (0, 1) :
(CDαx)(t) = f(t, x(t), u(t), v(t)), x(t) ∈ Rn, u(t) ∈ U ⊂ Rr, v(t) ∈ V ⊂ Rs, t ∈ [t0, ϑ]. (2.1)
Здесь t — время; x(t) — значение фазового вектора в момент времени t; u(t) и v(t) — текущие
управляющие воздействия первого и второго игроков соответственно; U и V — компакты.
Полагаем, что функция f : [t0, ϑ]× R
n × U× V → Rn обладает следующими свойствами:
(f.1) Функция f непрерывна.
(f.2) Для любого числа R > 0 существует такое число λf > 0, что справедливо неравенство
‖f(t, x, u, v) − f(t, y, u, v)‖ 6 λf‖x− y‖, t ∈ [t0, ϑ], x, y ∈ B(R), u ∈ U, v ∈ V,
где через B(R) обозначен замкнутый шар в пространстве Rn с центром в нуле и радиусом R.
(f.3) Существует такое число cf > 0, что имеет место оценка
‖f(t, x, u, v)‖ 6 (1 + ‖x‖)cf , t ∈ [t0, ϑ], x ∈ R
n, u ∈ U, v ∈ V.
Позицией системы (2.1) называем пару (t, w(·)), состоящую из момента времени t ∈ [t0, ϑ] и
функции w : [t0, t] → R
n, играющей роль истории движения системы (2.1) на отрезке [t0, t]. При
этом предполагаем выполненным включение w(·) ∈ {w(t0)} + I
α(L∞([t0, t],R
n)). В согласии
с (1.2) это включение означает, что w(τ) = w(t0)+ (I
αϕ)(τ), τ ∈ [t0, t], для некоторой функции
ϕ(·) ∈ L∞([t0, t],R
n). Отметим, что w(·) ∈ C([t0, t],R
n). Определим множество позиций
G =
{





Пусть выбраны начальная позиция (t∗, w∗(·)) ∈ G и момент времени t
∗ ∈ [t∗, ϑ]. Допу-
стимыми реализациями управления первого u(·) и второго v(·) игроков на промежутке [t∗, t
∗)
считаем измеримые по Лебегу функции u : [t∗, t
∗) → U и v : [t∗, t
∗) → V. Множества всех
таких реализаций обозначаем через U(t∗, t
∗) и V(t∗, t
∗) соответственно. Под движением систе-
мы (2.1), порожденным из позиции (t∗, w∗(·)) реализациями u(·) ∈ U(t∗, t
∗) и v(·) ∈ V(t∗, t
∗),
понимаем функцию x(·) ∈ {w∗(t0)} + I
α(L∞([t0, t
∗],Rn)), которая удовлетворяет начальному
условию x(t) = w∗(t), t ∈ [t0, t∗], и вместе с u(·) и v(·) при почти всех t ∈ [t∗, t
∗] удовлетворяет
уравнению (2.1). В силу условий (f.1)–(f.3) такое движение x(·) существует и единственно
(см., например, [12, утверждение 2]). Кроме того, справедливо интегральное представление:












f(τ, x(τ), u(τ), v(τ))
(t− τ)1−α
dτ, t ∈ [t∗, t
∗]. (2.2)
2.2. Множество допустимых позиций и свойства движений системы
Задавшись достаточно большим числом R0 > 0, определим множество G∗ допустимых
позиций системы (2.1) следующим образом:
G∗ =
{
(t, w(·)) ∈ G : ‖w(t0)‖ 6 R0, ‖(
CDαw)(τ)‖ 6 (1 + ‖w(τ)‖)cf при п.в. τ ∈ [t0, t]
}
,
где cf — число из условия (f.3).
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Утверждение 5. Пусть (t∗, w∗(·)) ∈ G∗, t∗ ∈ [t∗, ϑ] и x(·) — движение системы (2.1),
порожденное из позиции (t∗, w∗(·)) реализациями u(·) ∈ U(t∗, t
∗) и v(·) ∈ V(t∗, t
∗). Тогда для
любого t ∈ [t0, t
∗] справедливо включение (t, xt(·)) ∈ G∗, где обозначено
xt(τ) = x(τ), τ ∈ [t0, t]. (2.3)
Кроме того, существуют такие числа Rx > 0, Hx > 0 и Mx > 0, что, каковы бы ни были
(t∗, w∗(·)) ∈ G∗, t
∗ ∈ [t∗, ϑ], u(·) ∈ U(t∗, t
∗) и v(·) ∈ V(t∗, t
∗), для соответствующего движе-
ния x(·) системы (2.1) имеют место неравенства
‖x(t)‖ 6 Rx, ‖x(t)− x(τ)‖ 6 Hx|t− τ |
α, t, τ ∈ [t0, t
∗],
‖(CDαx)(t)‖ 6Mx при п.в. t ∈ [t0, t
∗].
Д о к а з а т е л ь с т в о. Справедливость этого утверждения вытекает из результатов
работы [12] (см. утверждения 1, 2 и следствие 1). 
Утверждение 6. Существует такое число Lx > 0, что для движений x(·) и y(·) систе-
мы (2.1), порожденных из позиций (t∗, w∗(·)) ∈ G∗ и (t∗, r∗(·)) ∈ G∗ соответственно одной и
той же парой реализаций u(·) ∈ U(t∗, ϑ) и v(·) ∈ V(t∗, ϑ), имеет место оценка
‖x(t)− y(t)‖ 6 Lx max
τ∈[t0,t∗]
‖w∗(τ)− r∗(τ)‖, t ∈ [t0, ϑ]. (2.4)
Д о к а з а т е л ь с т в о. Взяв число Rx из утверждения 5, определим число λf в согласии
с условием (f.2) и положим Lx = 3Eα((ϑ− t0)
αλf ), где Eα — функция Миттаг-Леффлера (см.,
например, [9, с. 33]). Рассмотрим движения x(·) и y(·) системы (2.1), порожденные из позиций
(t∗, w∗(·)) ∈ G∗ и (t∗, r∗(·) ∈ G∗ соответственно парой реализаций u(·) ∈ U(t∗, ϑ) и v(·) ∈ V(t∗, ϑ).
Заметим, что при t ∈ [t0, t∗] неравенство (2.4) автоматически выполняется, так как Lx > 1.
Пусть t ∈ [t∗, ϑ]. Принимая во внимание интегральное представление (2.2), выводим















‖f(τ, x(τ), u(τ), v(τ)) − f(τ, y(τ), u(τ), v(τ))‖
(t− τ)1−α
dτ.



















Тогда с учетом определения (1.8), равенства (1.9) и выбора числа λf имеем










Так как эта оценка верна при всех t ∈ [t∗, ϑ], то по лемме Беллмана — Гронуолла для интегра-
лов дробного порядка (см., например, [11, лемма 6.19], а также [23, лемма 1.1]), заключаем
‖x(t)− y(t)‖ 6 3 max
τ∈[t0,t∗]
‖w∗(τ)− r∗(τ)‖Eα((t− t∗)
αλf ) 6 Lx max
τ∈[t0,t∗]
‖w∗(τ)− r∗(τ)‖, t ∈ [t∗, ϑ].
Утверждение доказано. 
Для t ∈ [t0, ϑ] рассмотрим сечение G∗(t) = {w(·) : (t, w(·)) ∈ G∗} множества позиций G∗.
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Утверждение 7. Для любого t ∈ [t0, ϑ] множество G∗(t) компактно в C([t0, t],Rn).
Д о к а з а т е л ь с т в о. Зафиксируем t ∈ [t0, ϑ]. Из утверждения 5, в частности, следует,
что для всех функций w(·) ∈ G∗(t) имеют место неравенства
‖w(τ)‖ 6 Rx, ‖w(τ)− w(ξ)‖ 6 Hx|τ − ξ|
α, τ, ξ ∈ [t0, t],
‖(Dα(w(·) − w(t0)))(τ)‖ = ‖(
CDαw)(τ)‖ 6Mx при п.в. τ ∈ [t0, t].
(2.5)
В силу первых двух неравенств по теореме Арцела (см., например, [20, гл. II, § 7, теоре-
ма 4]) множество G∗(t) является предкомпактным в пространстве C([t0, t],R
n). Стало быть,
для доказательства утверждения достаточно проверить замкнутость G∗(t). Пусть последова-
тельность функций {wi(·)}i∈N ⊂ G∗(t) сходится равномерно на отрезке [t0, t] к некоторой функ-
ции w0(·) ∈ C([t0, t],R
n). Покажем, что w0(·) ∈ G∗(t). Во-первых, отметим, что ‖w0(t0)‖ 6 R0,
так как ‖wi(t0)‖ 6 R0 для любого i ∈ N и wi(t0) → w0(t0) при i→ ∞.
Для каждого i ∈ N положим zi(τ) = (I
1−α(wi(·) − wi(t0))(τ), τ ∈ [t0, t]. В силу непрерыв-
ности оператора дробного интегрирования I1−α как оператора из L∞([t0, t],R
n) в C([t0, t],R
n)
(см., например, [9, замечание 3.3]) последовательность {zi(·)}i∈N равномерно на [t0, t] сходится
к функции z0(t) = (I




Dα(wi(·)− wi(t0))(ξ)dξ, τ ∈ [t0, t], i ∈ N, (2.6)
откуда в силу третьего из неравенств в (2.5) выводим zi(·) ∈ Lip
0([t0, t],R
n;Mx), i ∈ N. Тогда
z0(·) ∈ Lip
0([t0, t],R
n), и по утверждению 1 заключаем w0(·) ∈ {w0(t0)}+ I
α(L∞([t0, t],R
n)).
Далее, для любого i ∈ N в силу включения wi(·) ∈ G∗(t) и равенства (2.6) имеем
‖dzi(τ)/dτ‖ = ‖(
CDαwi)(τ)‖ 6 (1 + ‖wi(τ)‖)cf при п.в. τ ∈ [t0, t].
Зафиксируем число ε > 0 и момент времени τ ∈ (t0, t), для которого существует производ-
ная dz0(τ)/dτ функции z0(·). Учитывая равномерную на [t0, t] сходимость последовательности
{wi(·)}i∈N к w0(·) и непрерывность функции w0(·), выберем число δ > 0 так, чтобы при всех
достаточно больших i ∈ N выполнялось неравенство
‖dzi(ξ)/dξ‖ 6 (1 + ‖w0(τ)‖)cf + ε при п.в. ξ ∈ (τ − δ, τ + δ) ∩ [t0, t].
Тогда в силу [24, § 5, лемма 13] будет справедлива оценка ‖dz0(τ)/dτ‖ 6 (1 + ‖w0(τ)‖)cf + ε.
Так как эта оценка верна при почти всех τ ∈ [t0, t] для любого числа ε > 0, заключаем
‖(CDαw0)(τ)‖ = ‖dz0(τ)/dτ‖ 6 (1 + ‖w0(τ)‖)cf при п.в. τ ∈ [t0, t].
Утверждение доказано. 
2.3. Показатель качества
Пусть x(·) — движение системы (2.1), порожденное из начальной позиции (t∗, w∗(·)) ∈ G∗
реализациями управления игроков u(·) ∈ U(t∗, ϑ) и v(·) ∈ V(t∗, ϑ). Тройку {x(·), u(·), v(·)} будем
называть реализацией игры. Пусть качество такой реализации оценивается показателем
γ = γ(x(·), u(·), v(·)) = σ(x(·)) +
ϑ∫
t∗
χ(t, x(t), u(t), v(t))dt. (2.7)
При этом полагаем выполненными следующие свойства:
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(σ) Функция σ : C([t0, ϑ],R
n) → R непрерывна.
(χ.1) Функция χ : [t0, ϑ]×R
n × U× V → R непрерывна.
(χ.2) Для любого числа R > 0 существует такое число λχ > 0, что справедливо неравенство
|χ(t, x, u, v) − χ(t, y, u, v)| 6 λχ‖x− y‖, t ∈ [t0, ϑ], x, y ∈ B(R), u ∈ U, v ∈ V.
Для системы (2.1) и показателя качества (2.7) рассмотрим антагонистическую дифферен-
циальную игру, в которой первый игрок нацелен на минимизацию показателя качества, а цель
второго игрока, соответственно, противоположна.
3. Формализация игры в классах “стратегии — контрстратегии”
Следуя, например, [3, § 7, 8], формализацию дифференциальной игры (2.1), (2.7) проведем
в классах чистых позиционных стратегий U первого игрока и позиционных контрстратегий Vcs
второго игрока. Отметим, что в разд. 8 и 9 обсуждаются другие классы стратегий игроков.
3.1. Чистые позиционные стратегии первого игрока
Чистой позиционной стратегией (кратко, стратегией) U первого игрока называется любая
функция
G∗ × (0,∞) ∋ (t, w(·), ε) 7→ U(t, w(·), ε) ∈ U.
Здесь пара (t, w(·)) — позиция системы (2.1), а число ε имеет смысл параметра точности.
Пусть зафиксированы начальная позиция (t∗, w∗(·)) ∈ G∗, число ε > 0 и разбиение
∆δ =
{
τj : τ1 = t∗, 0 < τj+1 − τj 6 δ, j ∈ 1, k, τk+1 = ϑ
}
(3.1)
промежутка времени [t∗, ϑ]. Тройка {U, ε,∆δ} называется законом управления первого игрока.
Этот закон последовательно по шагам разбиения ∆δ формирует кусочно-постоянную реали-
зацию u(·) ∈ U(t∗, ϑ) в соответствии с правилом
u(t) = U(τj , xτj (·), ε), t ∈ [τj, τj+1), j ∈ 1, k, (3.2)
где в согласии с (2.3) обозначено xτj (t) = x(t), t ∈ [t0, τj]. В паре с реализацией управле-
ния второго игрока v(·) ∈ V(t∗, ϑ) закон {U, ε,∆δ} однозначно определяет реализацию игры
{x(·), u(·), v(·)}. Через γ(t∗, w∗(·);U, ε,∆δ ; v(·)) обозначим соответствующее значение показате-
ля качества (2.7).
Определим гарантированный результат стратегии U








γ(t∗, w∗(·);U, ε,∆δ ; v(·)), (t∗, w∗(·)) ∈ G∗, (3.3)
и оптимальный гарантированный результат первого игрока в классе стратегий
ρ0u(t∗, w∗(·)) = inf
U
ρu(t∗, w∗(·);U), (t∗, w∗(·)) ∈ G∗. (3.4)
Стратегия U0 называется оптимальной, если
ρu(t∗, w∗(·);U
0) = ρ0u(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗.
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3.2. Позиционные контрстратегии второго игрока
Позиционной контрстратегией (кратко, контрстратегией) Vcs второго игрока называется
любая функция
G∗ × U× (0,∞) ∋ (t, w(·), u, ε) 7→ Vcs(t, w(·), u, ε) ∈ V,
которая при фиксированных (t, w(·)) и ε измерима по Борелю по u.
Пусть (t∗, w∗(·)) ∈ G∗, ε > 0 и ∆δ — разбиение (3.1). Тройка {Vcs, ε,∆δ} называется законом
управления второго игрока. Этот закон формирует реализацию v(·) ∈ V(t∗, ϑ) по правилу
v(t) = Vcs(τj, xτj (·), u(t), ε), t ∈ [τj, τj+1), j ∈ 1, k, (3.5)
где u(t) — текущее управляющее воздействие первого игрока. Отметим, что такая реализа-
ция v(·) действительно будет допустимой, так как контрстратегия Vcs измерима по Борелю
по u. В паре с реализацией u(·) ∈ U(t∗, ϑ) закон {Vcs, ε,∆δ} однозначно определяет реализа-
цию игры {x(·), u(·), v(·)} и значение γ(t∗, w∗(·);u(·);Vcs, ε,∆δ) показателя качества (2.7).
Определим гарантированный результат контрстратегии Vcs








γ(t∗, w∗(·);u(·);Vcs, ε,∆δ), (t∗, w∗(·)) ∈ G∗, (3.6)
и оптимальный гарантированный результат второго игрока в классе контрстратегий
ρ0v,cs(t∗, w∗(·)) = sup
Vcs
ρv,cs(t∗, w∗(·);Vcs), (t∗, w∗(·)) ∈ G∗. (3.7)





v,cs(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗.
3.3. Цена и седловая точка игры
Из соотношений (3.3), (3.4), (3.6) и (3.7) следует неравенство (см., например, [3, лемма 8.1])
ρ0u(t∗, w∗(·)) > ρ
0
v,cs(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗. (3.8)
В случае, когда имеет место равенство
ρ0u(t∗, w∗(·)) = ρ
0
v,cs(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗, (3.9)
говорят, что дифференциальная игра (2.1), (2.7) имеет цену в классах “стратегии — контр-
стратегии”, а пару {U0, V 0cs} из оптимальных стратегии U
0 первого игрока и контрстратегии V 0cs
второго игрока называют седловой точкой этой игры. Основным результатом работы является
Теорема 1. Дифференциальная игра (2.1), (2.7) имеет цену и седловую точку в классах
“стратегии — контрстратегии”.
Доказательство теоремы следует схеме рассуждений из [3, теорема 29.1] и приведено в
разд. 7. Его основу составляет модификация метода экстремального сдвига на сопутствую-
щие точки, учитывающая специфику систем дробного порядка. Одним из ключевых момен-
тов является подходящий выбор функции Ляпунова, определяющей окрестность для поиска
сопутствующих точек.
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4. Окрестность для поиска сопутствующих точек
Взяв число Rx > 0 из утверждения 5, во-первых, определим числа λf > 0 и λχ > 0 в
согласии с условиями (f.2) и (χ.2), а во-вторых, с учетом условия (χ.1) выберем число Rh > 0
так, чтобы выполнялось неравенство
2|χ(t, x, u, v)| 6 Rh, t ∈ [t0, ϑ], x ∈ B(Rx), u ∈ U, v ∈ V. (4.1)
Пусть t ∈ [t0, ϑ], w(·), r(·) ∈ G∗(t) и h(·) ∈ Lip
0([t0, t],R;Rh). Обозначим
V (τ) = ‖w(τ) − r(τ)‖2, τ ∈ [t0, t], (4.2)
и для каждого τ ∈ [t0, t] положим
µ(τ, w(·), r(·), h(·)) = (I1−αV )(τ) + h2(τ)− (2λf + λχ)
τ∫
t0




Зафиксируем число ε > 0 и для каждой позиции (t, w(·)) ∈ G∗ определим множество
Ω(t, w(·), ε) =
{
(r(·), h(·)) ∈ G∗(t)× Lip
0([t0, t],R;Rh) :
r(t0) = w(t0), max
τ∈[t0,t]




Утверждение 8. Для любых числа ε > 0 и позиции (t, w(·)) ∈ G∗ множество Ω(t, w(·), ε)
является компактным в пространстве C([t0, t],R
n)× C([t0, t],R).
Д о к а з а т е л ь с т в о. Справедливость этого утверждения следует из утверждения 7
и свойств непрерывности функции µ. 
Лемма 1. Существует такое число LΩ > 0, что, каковы бы ни были ε > 0, w(·) ∈ G∗(ϑ) и
(r(·), h(·)) ∈ Ω(ϑ,w(·), ε), имеют место неравенства ‖w(·)−r(·)‖∞ 6 LΩε
α/2 и |h(ϑ)| 6 LΩε
1/2.
Д о к а з а т е л ь с т в о. Взяв число Mx из утверждения 5, по числу M = 2Mx определим
число MV > 0 в согласии с утверждением 4. По числу MV выберем число R > 0 по утвер-
ждению 3. Положим a = 2λf + λχ, b = λχ и рассмотрим функцию Ψ(·) ∈ C([t0, ϑ],R), удовле-
творяющую равенству (1.3). Пусть MΨ = maxt∈[t0,ϑ]Ψ(t). Отметим, что MΨ > Ψ(t0) = 1 > 0.
Выберем число LΩ > 0 из условия L
2
Ω > max{R(ϑ− t0)
αMαΨ, (ϑ− t0)MΨ}.
Пусть ε > 0, w(·) ∈ G∗(ϑ) и (r(·), h(·)) ∈ Ω(ϑ,w(·), ε). Определим функцию V (·) в согласии
с соотношением (4.2). Заметим, что по выбору чисел Mx и MV справедлива оценка
‖(DαV )(·)‖∞ 6MV . (4.4)
Далее, по определению (4.3) множества Ω(ϑ,w(·), ε) выполняется неравенство
(I1−αV )(t) + h2(t) 6 (2λf + λχ)
t∫
t0
V (τ)dτ + λχ
t∫
t0
h2(τ)dτ + (ϑ− t0)ε, t ∈ [t0, ϑ].
Пусть ψ(t) = (I1−αV )(t)+h2(t), t ∈ [t0, ϑ]. Имеем ψ(·) ∈ C([t0, ϑ],R) и, учитывая (1.1), выводим







h2(τ)dτ + (ϑ − t0)ε




ψ(τ)dτ + (ϑ − t0)ε, t ∈ [t0, ϑ].
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Таким образом, функция ψ(·) удовлетворяет неравенству (1.4) при выбранных числах a и b,
если положить c = (ϑ− t0)ε. Следовательно, в силу утверждения 2 имеем
ψ(t) 6 (ϑ − t0)Ψ(t)ε 6 (ϑ− t0)MΨε, t ∈ [t0, ϑ].
Из этой оценки, во-первых, выводим h2(ϑ) 6 (ϑ − t0)MΨε 6 L
2
Ωε, а во-вторых, получаем
‖(I1−αV )(·)‖∞ 6 (ϑ−t0)MΨε, откуда, учитывая неравенство (4.4) и выбор числа R, заключаем






5. Леммы о близости движений
Следуя [2, с. 103, 245] (см. также [6, с. 184]), определим экстремальные предстратегии p
первого и qcs второго игроков исходя из соотношений





〈s, f(t, x, u, v)〉 + hχ(t, x, u, v)
)
,
qcs(t, x, u, s, h) ∈ argmax
v∈V
(




где t ∈ [t0, ϑ], x, s ∈ R
n, h ∈ R и u ∈ U. При этом предстратегию qcs выберем измеримой по Бо-
релю по u при фиксированных t, x, s и h (см., например, [2, с. 55, следствие из теоремы 1.8.1]).
Лемма 2. Для любого числа ε > 0 найдется такое число δ > 0, что имеет место следу-
ющее утверждение. Пусть (t∗, w∗(·)) ∈ G∗, (r∗(·), h∗(·)) ∈ Ω(t∗, w∗(·), ε), t
∗ ∈ [t∗, ϑ] и t
∗−t∗ 6 δ.
Пусть движение x(·) системы (2.1) порождено из позиции (t∗, w∗(·)) постоянной реализацией
u∗(t) = p
(
t∗, w∗(t∗), w∗(t∗)− r∗(t∗), h∗(t∗)
)
, t ∈ [t∗, t
∗), (5.2)
и какой угодно реализацией v(·) ∈ V(t∗, t
∗). Пусть движение y(·) системы (2.1) порождено из




t∗, w∗(t∗), ũ(t), w∗(t∗)− r∗(t∗), h∗(t∗)
)
, t ∈ [t∗, t
∗). (5.3)
Тогда справедливо включение (yt∗(·), h(·)) ∈ Ω(t










χ(τ, x(τ), u∗(τ), v(τ)) − χ(τ, y(τ), ũ(τ), ṽ∗(τ))
)
dτ, t ∈ [t∗, t
∗].
Д о к а з а т е л ь с т в о. Рассуждения проводятся по схеме из [3, лемма 25.1] (см. также
[6, лемма 17.1; 23, теорема 5.1]). Учитывая условия (f.1) и (χ.1), положим
̟f (δ) = max ‖f(t, x, u, v)− f(τ, x, u, v)‖, ̟χ(δ) = max |χ(t, x, u, v)− χ(τ, x, u, v)|, δ > 0, (5.4)
где максимумы вычисляются по t, τ ∈ [t0, ϑ], x ∈ B(Rx), u ∈ U и v ∈ V при условии, что
|t− τ | 6 δ. Здесь число Rx взято из утверждения 5. Отметим, что ̟f (δ) → 0 и ̟χ(δ) → 0 при




̟f (δ) + λfHxδ
α
)






где cf и Hx — числа из условия (f.3) и утверждения 5 соответственно, выбор чисел λf , λχ и
Rh указан в начале разд. 4. Покажем, что такое число δ удовлетворяет утверждению леммы.
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Во-первых, отметим, что yt∗(·) ∈ G∗(t
∗) в силу утверждения 5, и yt∗(t0) = r∗(t0) = w∗(t0) =
xt∗(t0). Далее, учитывая включение h∗(·) ∈ Lip
0([t0, t∗],R;Rh) и выбор (4.1) числа Rh, получа-
ем h(·) ∈ Lip0([t0, t
∗],R;Rh). Кроме того, так как (r∗(·), h∗(·)) ∈ Ω(t∗, w∗(·), ε), то для функции
ν(t) = µ(t, x(·), y(·), h(·)), t ∈ [t0, t
∗], имеем
ν(t) = µ(t, w∗(·), r∗(·), h∗(·)) 6 (t∗ − t0)ε, t ∈ [t0, t∗]. (5.6)
Следовательно, для доказательства включения (yt∗(·), h(·)) ∈ Ω(t
∗, xt∗(·), ε) достаточно уста-
новить справедливость неравенства
ν(t) 6 (t− t0)ε, t ∈ [t∗, t
∗]. (5.7)
Обозначим s(t) = x(t)− y(t), t ∈ [t0, t
∗], и в согласии с соотношением (4.2) положим V (t) =
‖s(t)‖2, t ∈ [t0, t
∗]. В силу утверждения 4 имеем V (·) ∈ Iα(L∞([t0, t
∗],R)), откуда с учетом
утверждения 1 получаем (I1−αV )(·) ∈ Lip0([t0, t
∗],R), а стало быть, ν(·) ∈ Lip0([t0, t
∗],R).
Кроме того, при почти всех t ∈ [t∗, t
∗] имеем








χ(t, x(t), u∗(t), v(t)) − χ(t, y(t), ũ(t), ṽ∗(t))
)
− (2λf + λχ)‖s(t)‖
2 − λχh
2(t).
Таким образом, в силу оценки (5.6) для доказательства неравенства (5.7) осталось проверить,
















Зафиксируем t ∈ [t∗, t
∗). Учитывая выбор чисел Rx, Hx, λf , λχ и Rh и определение (5.4)
модулей непрерывности ̟f и ̟χ, выводим
〈
































χ(t∗, w∗(t∗), u∗(t), v(t)) − χ(t∗, w∗(t), ũ(t), ṽ∗(t))
)










Так как s(t∗) = w∗(t∗) − r∗(t∗) и h(t∗) = h∗(t∗), то в силу соотношений (5.1) и выбора (5.2) и
(5.3) реализаций u∗(·) и ṽ∗(·) соответственно, во-первых, имеем











〈s(t∗), f(t∗, w∗(t∗), u, v)〉 + h(t∗)χ(t∗, w∗(t∗), u, v)
)
, (5.11)
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а во-вторых, получаем











〈s(t∗), f(t∗, w∗(t∗), u, v)〉 + h(t∗)χ(t∗, w∗(t∗), u, v)
)
. (5.12)
Оценка (5.8) следует из неравенств (5.9)–(5.12), если учесть выбор (5.5) числа δ. 
З а м е ч а н и е 1. Предположим, что функции f и χ по первой переменной удовлетворя-
ют дополнительному локальному условию Гельдера порядка α. А именно пусть для некоторых
чисел Hf > 0 и Hχ > 0 справедливы оценки ̟f (δ) 6 Hfδ
α и ̟χ(δ) 6 Hχδ
α, δ > 0, где модули
непрерывности ̟f и ̟χ определяются согласно (5.4). Тогда из соотношения (5.5) следует су-
ществование такого числа K1, что утверждение леммы 2 выполняется для любого числа δ > 0,
удовлетворяющего условию K1δ
α 6 ε.
Справедливость следующей леммы устанавливается по аналогии с леммой 2.
Лемма 3. Для любого числа ε > 0 найдется такое число δ > 0, что имеет место следу-
ющее утверждение. Пусть (t∗, w∗(·)) ∈ G∗, (r∗(·), h∗(·)) ∈ Ω(t∗, w∗(·), ε), t
∗ ∈ [t∗, ϑ] и t
∗−t∗ 6 δ.
Пусть движение x(·) системы (2.1) порождено из позиции (t∗, w∗(·)) какой угодно реализа-




t∗, w∗(t∗), u(t), r∗(t∗)−w∗(t∗), h∗(t∗)
)
, t ∈ [t∗, t
∗).
Пусть движение y(·) системы (2.1) порождено из позиции (t∗, r∗(·)) постоянной реализацией
ũ∗(t) = p
(
t∗, w∗(t∗), r∗(t∗)− w∗(t∗), h∗(t∗)
)
, t ∈ [t∗, t
∗), (5.13)
и какой угодно реализацией ṽ(·) ∈ V(t∗, t
∗). Тогда (yt∗(·), h(·)) ∈ Ω(t










χ(τ, y(τ), ũ∗(τ), ṽ(τ))− χ(τ, x(τ), u(τ), v∗(τ))
)
dτ, t ∈ [t∗, t
∗].
(5.14)
6. Экстремальный сдвиг на сопутствующие точки
Пусть функция ρ : G∗ → R обладает следующими свойствами (см., например, [3, § 26]):
(ρ.1u) Выполняется терминальное условие: ρ(ϑ,w(·)) > σ(w(·)), w(·) ∈ G∗(ϑ).
(ρ.2u) Для любого t ∈ [t0, ϑ] функция G∗(t) ∋ w(·) 7→ ρ(t, w(·)) ∈ R полунепрерывна снизу
в метрике пространства C([t0, t],R
n).
(ρ.3u) Функция ρ является u-стабильной в следующем смысле. Каковы бы ни были позиция
(t∗, w∗(·)) ∈ G∗, момент времени t
∗ ∈ [t∗, ϑ], число η > 0 и измеримая по Борелю функция
v : U → V, существует такая реализация u∗(·) ∈ U(t∗, t
∗), что для движения x(·) системы (2.1),





χ(τ, x(τ), u∗(τ), v∗(τ))dτ 6 ρ(t∗, w∗(·)) + η.
Следуя [3, с. 209] (см. также [6, с. 184]), по функции ρ определим стратегию U e первого
игрока из условия экстремального сдвига на сопутствующие точки. А именно для каждого




ε (·)) из условия
(ruε (·), h
u
ε (·)) ∈ argmin
(r(·),h(·))∈Ω(t,w(·),ε)
(





U e(t, w(·), ε) = p
(





где p — экстремальная предстратегия первого игрока, определяемая согласно (5.1). Отметим,
что минимум в (6.1) достигается в силу условия (ρ.2u) и утверждения 8.
Лемма 4. Пусть функция ρ : G∗ → R удовлетворяет условиям (ρ.1u)–(ρ.3u) и стра-
тегия U e первого игрока определена по функции ρ экстремальным сдвигом на сопутству-
ющие точки (6.1), (6.2). Тогда для любого числа ζ > 0 существуют такие число ε∗ > 0 и
функция (0, ε∗] ∋ ε 7→ δ∗(ε) ∈ (0,∞), что, каковы бы ни были позиция (t∗, w∗(·)) ∈ G∗, чис-
ло ε ∈ (0, ε∗], разбиение ∆δ (3.1) при δ 6 δ∗(ε) и реализация v(·) ∈ V(t∗, ϑ), для значения
γ = γ(t∗, w∗(·);U
e, ε,∆δ ; v(·)) показателя качества (2.7) справедлива оценка
γ 6 ρ(t∗, w∗(·)) + ζ. (6.3)
В частности, гарантированный результат стратегии U e удовлетворяет неравенству
ρu(t∗, w∗(·);U
e) 6 ρ(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗. (6.4)
Д о к а з а т е л ь с т в о. Рассуждения проводятся по схеме из [3, лемма 26.1] с учетом
ее модификации для систем с запаздыванием [6, теорема 17.1]. Учитывая условие (σ) и утвер-
ждение 7, положим
̟σ(ξ) = max |σ(w(·)) − σ(r(·))|, ξ > 0, (6.5)
где максимум вычисляется по w(·), r(·) ∈ G∗(ϑ) при условии ‖w(·) − r(·)‖∞ 6 ξ. Отметим, что
̟σ(ξ) → 0 при ξ ↓ 0. Далее, по числу ζ > 0 выберем число ξ > 0 так, чтобы
̟σ(ξ) 6 ζ/2. (6.6)
Взяв число LΩ из леммы 1, определим число ε∗ > 0 исходя из соотношений
LΩε
α/2
∗ 6 ξ, LΩε
1/2
∗ 6 ζ/2. (6.7)
Наконец, для каждого числа ε ∈ (0, ε∗] выберем число δ∗(ε) в согласии с леммой 2.
Пусть (t∗, w∗(·)) ∈ G∗, ε ∈ (0, ε∗] и ∆δ — разбиение (3.1) при δ 6 δ∗(ε). Рассмотрим реализа-
цию игры {x(·), u(·), v(·)}, определяемую начальной позицией (t∗, w∗(·)), законом управления
первого игрока {U e, ε,∆δ} и реализацией управления второго игрока v(·) ∈ V(t∗, ϑ). В согла-
сии с соотношениями (3.2), (6.1) и (6.2) для каждого j ∈ 1, k обозначим через (rj(·), hj(·)) ∈
Ω(τj, xτj (·), ε) сопутствующую точку, которая была выбрана для позиции (τj , xτj (·)) в процессе
игры при действии закона {U e, ε,∆δ} :
ρ(τj, rj(·)) − hj(τj) = min
(r(·),h(·))∈Ω(τj ,xτj (·),ε)
(
ρ(τj, r(·)) − h(τj)
)
, (6.8)
u(t) = U e(τj, xτj (·), ε) = p
(
τj, x(τj), x(τj)− rj(τj), hj(τj)
)
, t ∈ [τj , τj+1). (6.9)
Кроме того, для терминальной позиции (ϑ, x(·)) = (τk+1, xτk+1(·)) выберем сопутствующую
точку (rk+1(·), hk+1(·)) ∈ Ω(ϑ, x(·), ε) так, чтобы равенство (6.8) выполнялось и при j = k + 1.
Зададимся числом η > 0 и покажем, что для любого j ∈ 1, k справедлива оценка
ρ(τj+1, rj+1(·))− hj+1(τj+1) 6 ρ(τj , rj(·))− hj(τj)−
τj+1∫
τj
χ(τ, x(τ), u(τ), v(τ))dτ + η. (6.10)
Зафиксируем j ∈ 1, k. Взяв предстратегию qcs второго игрока (5.1), определим функцию
vj(u) = qcs
(
τj, x(τj), u, x(τj)− rj(τj), hj(τj)
)
, u ∈ U. (6.11)
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Опираясь на условие (ρ.3u), по позиции (τj , rj(·)), моменту времени τj+1, числу η и функции
vj выберем реализацию управления первого игрока ũj(·) ∈ U(τj , τj+1) и рассмотрим движение
y(j)(·) системы (2.1), порожденное из позиции (τj, rj(·)) реализациями ũj(·) и ṽj(t) = vj(ũj(t)),






χ(τ, y(j)(τ), ũj(τ), ṽj(τ))dτ 6 ρ(τj , rj(·)) + η,
а во-вторых, учитывая соотношения (6.9), (6.11) и выбор числа δ, в согласии с леммой 2 полу-
чаем (y
(j)
τj+1(·), h(·)) ∈ Ω(τj+1, xτj+1(·), ε), где h(t) = hj(t) при t ∈ [t0, τj) и




χ(τ, x(τ), u(τ), v(τ)) − χ(τ, y(j)(τ), ũj(τ), ṽj(τ))
)
dτ, t ∈ [τj, τj+1].
Таким образом, принимая во внимание равенство (6.8), где вместо j подставляем j +1, имеем
ρ(τj+1, rj+1(·)) − hj+1(τj+1) 6 ρ(τj+1, y
(j)
τj+1(·))− h(τj+1)
6 ρ(τj, rj(·)) −
τj+1∫
τj
χ(τ, y(j)(τ), ũj(τ), ṽj(τ))dτ + η − h(τj+1)
= ρ(τj, rj(·)) − hj(τj)−
τj+1∫
τj
χ(τ, x(τ), u(τ), v(τ))dτ + η.
Учитывая, что оценка (6.10) справедлива для любых η > 0 и j ∈ 1, k, выводим
ρ(τk+1, rk+1(·))− hk+1(τk+1) 6 ρ(τ1, r1(·)) − h1(τ1)−
ϑ∫
t∗
χ(t, x(t), u(t), v(t))dt. (6.12)
Так как согласно определению (4.3) множество Ω(t∗, w∗(·), ε) содержит точку (w∗(·), h∗(·)) при
h∗(t) = 0, t ∈ [t0, t∗], то в силу равенства (6.8) для j = 1 имеем
ρ(τ1, r1(·)) − h1(τ1) 6 ρ(t∗, w∗(·)). (6.13)
С другой стороны, с учетом условия (ρ.1u) и включения (rk+1(·), hk+1(·)) ∈ Ω(ϑ, x(·), ε) по
выбору чисел ε и ξ получаем
ρ(τk+1, rk+1(·))− hk+1(τk+1) > σ(rk+1(·)) − hk+1(τk+1) > σ(x(·)) − ζ. (6.14)
Справедливость оценки (6.3) вытекает из соотношений (6.12)–(6.14). Неравенство (6.4) сле-
дует из оценки (6.3) в силу определения (3.3) гарантированного результата ρu(t∗, w∗(·);U
e)
стратегии U e. Лемма доказана. 
З а м е ч а н и е 2. Предположим, что функция σ удовлетворяет дополнительному усло-
вию локальной липшицевости. А именно, пусть для некоторого числа λσ > 0 справедлива
оценка ̟σ(ξ) 6 λσξ, ξ > 0, где модуль непрерывности ̟σ определяется согласно (6.5). Тогда
из соотношений (6.6) и (6.7) следует существование такого числа K2 > 0, что число ε∗ > 0 в
лемме 4 можно выбирать из условия K2ε
α/2
∗ 6 ζ. В частности, если выполняются также допол-
нительные предположения замечания 1, то справедлив следующий вариант леммы 4. Каковы
бы ни были позиция (t∗, w∗(·)) ∈ G∗ и разбиение ∆δ (3.1), для любой реализации управления
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второго игрока v(·) ∈ V(t∗, ϑ) закон управления первого игрока {U
e, ε,∆δ} при ε ∈ (0,K1δ
α]
гарантирует для соответствующего значения γ показателя качества (2.7) неравенство
γ 6 ρ(t∗, w∗(·)) +Kδ
α2/2, (6.15)
где K = K2K
α/2
1 , K1 — число из замечания 1. Отметим, что показатель степени α
2/2 в неравен-
стве (6.15) согласуется при α = 1 с подобными оценками для случая систем первого порядка
(см., например, [3, леммы 25.1, 26.1]).
Проведем аналогичные рассуждения с точки зрения второго игрока. Рассмотрим теперь
функцию ρ : G∗ → R, удовлетворяющую следующим требованиям (см., например, [3, § 27]):
(ρ.1v) Выполняется терминальное условие: ρ(ϑ,w(·)) 6 σ(w(·)), w(·) ∈ G∗(ϑ).
(ρ.2v) Для любого t ∈ [t0, ϑ] функция G∗(t) ∋ w(·) 7→ ρ(t, w(·)) ∈ R полунепрерывна сверху
в метрике пространства C([t0, t],R
n).
(ρ.3v) Функция ρ является v-стабильной в следующем смысле. Каковы бы ни были позиция
(t∗, w∗(·)) ∈ G∗, момент времени t
∗ ∈ [t∗, ϑ], число η > 0 и реализация u(·) ∈ U(t∗, t
∗), суще-
ствует такая реализация v∗(·) ∈ V(t∗, t
∗), что для движения x(·) системы (2.1), порожденного




χ(τ, x(τ), u(τ), v∗(τ))dτ > ρ(t∗, w∗(·))− η.
В согласии с [3, с. 217] (см. также [6, с. 184]) по функции ρ определим контрстратегию V ecs







ρ(t, r(·)) + h(t)
)
(6.16)
и, взяв экстремальную предстратегию второго игрока qcs из (5.1), для каждого u ∈ U положим
V ecs(t, w(·), u, ε) = qcs
(





Отметим, что максимум в (6.16) достигается в силу условия (ρ.2v) и утверждения 8.
Лемма 5. Пусть функция ρ : G∗ → R удовлетворяет условиям (ρ.1v)–(ρ.3v) и контр-
стратегия V ecs второго игрока определена по функции ρ экстремальным сдвигом на сопут-
ствующие точки (6.16), (6.17). Тогда для любого числа ζ > 0 существуют такие число ε∗ > 0
и функция (0, ε∗] ∋ ε 7→ δ∗(ε) ∈ (0,∞), что, каковы бы ни были позиция (t∗, w∗(·)) ∈ G∗, чис-
ло ε ∈ (0, ε∗], разбиение ∆δ (3.1) при δ 6 δ∗(ε) и реализация u(·) ∈ U(t∗, ϑ), для значения
γ = γ(t∗, w∗(·);u(·);V
e
cs, ε,∆δ) показателя качества (2.7) справедлива оценка
γ > ρ(t∗, w∗(·)) − ζ. (6.18)
В частности, гарантированный результат контрстратегии V ecs удовлетворяет неравенству
ρv,cs(t∗, w∗(·);V
e
cs) > ρ(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗. (6.19)
Д о к а з а т е л ь с т в о. По числу ζ > 0 выберем число ε∗ > 0 так же, как в доказа-
тельстве леммы 4, и для каждого числа ε ∈ (0, ε∗] определим число δ∗(ε) согласно лемме 3.
Рассмотрим реализацию игры {x(·), u(·), v(·)}, определяемую позицией (t∗, w∗(·)) ∈ G∗, реали-
зацией u(·) ∈ U(t∗, ϑ) и законом {V
e
cs, ε,∆δ} при ε ∈ (0, ε∗] и δ 6 δ∗(ε). Согласно (3.5), (6.16) и
(6.17) рассмотрим сопутствующие точки (rj(·), hj(·)) ∈ Ω(τj, xτj (·), ε), j ∈ 1, k + 1 :
ρ(τj , rj(·)) + hj(τj) = max
(r(·),h(·))∈Ω(τj ,xτj (·),ε)
(
ρ(τj, r(·)) + h(τj)
)
, j ∈ 1, k + 1, (6.20)
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v(t) = V ecs(τj , xτj (·), u(t), ε) = qcs
(
τj, x(τj), u(t), rj(τj)− x(τj), hj(τj)
)
, t ∈ [τj , τj+1), j ∈ 1, k.
Пусть η > 0 и j ∈ 1, k. По позиции (τj , rj(·)), моменту времени τj+1, числу η и реализации
ũj(t) = p
(
τj, x(τj), rj(τj)− x(τj), hj(τj)
)
, t ∈ [τj , τj+1),
где p — предстратегия первого игрока (5.1), опираясь на условие (ρ.3v), выберем реализа-
цию ṽj(·) ∈ V(τj, τj+1) и рассмотрим движение y
(j)(·) системы (2.1), порожденное из позиции






χ(τ, y(j)(τ), ũj(τ), ṽj(τ))dτ > ρ(τj , rj(·))− η,
а во-вторых, по лемме 3 получаем (y
(j)
τj+1(·), h(·)) ∈ Ω(τj+1, xτj+1(·), ε), где функция h(·) удовле-
творяет равенству




χ(τ, y(j)(τ), ũj(τ), ṽj(τ))− χ(τ, x(τ), u(τ), v(τ))
)
dτ.
Таким образом, учитывая равенство (6.20), выводим
ρ(τj+1, rj+1(·)) + hj+1(τj+1) > ρ(τj+1, y
(j)
τj+1(·)) + h(τj+1)
> ρ(τj, rj(·)) −
τj+1∫
τj
χ(τ, y(j)(τ), ũj(τ), ṽj(τ))dτ − η + h(τj+1)
= ρ(τj, rj(·)) + hj(τj)−
τj+1∫
τj
χ(τ, x(τ), u(τ), v(τ))dτ − η. (6.21)
Так как оценка (6.21) выполняется для любых η > 0 и j ∈ 1, k, имеем
ρ(τk+1, rk+1(·)) + hk+1(τk+1) > ρ(τ1, r1(·)) + h1(τ1)−
ϑ∫
t∗
χ(t, x(t), u(t), v(t))dt. (6.22)
По аналогии с (6.13) и (6.14), во-первых, учитывая равенство (6.20) для j = 1, получаем
ρ(τ1, r1(·)) + h1(τ1) > ρ(t∗, w∗(·)), (6.23)
а во-вторых, принимая во внимание условие (ρ.1v), выводим
ρ(τk+1, rk+1(·)) + hk+1(τk+1) 6 σ(rk+1(·)) + hk+1(τk+1) 6 σ(x(·)) + ζ. (6.24)
Из соотношений (6.22)–(6.24) следует справедливость оценки (6.18). Неравенство (6.19) выпол-
няется в силу оценки (6.18) и определения (3.6) гарантированного результата ρv,cs(t∗, w∗(·);V
e
cs)
контрстратегии V ecs. Лемма доказана. 
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7. Квазистратегии второго игрока
Построим функцию ρ∗ : G∗ → R, которая одновременно удовлетворяет условиям (ρ
u.1)–
(ρu.3) и (ρv.1)–(ρv .3). А именно, следуя [3, § 28, 29], для каждой позиции (t∗, w∗(·)) ∈ G∗ в
качестве значения ρ∗(t∗, w∗(·)) возьмем величину оптимального гарантированного результа-
та второго игрока в классе квазистратегий, которая определяется следующим образом.
Зафиксируем начальную позицию (t∗, w∗(·)) ∈ G∗. Квазистратегией второго игрока на-
зывается (см., например, [2, с. 24]) любая функция β : U(t∗, ϑ) → V(t∗, ϑ), удовлетворяющая
следующему условию неупреждаемости: если t∗ ∈ [t∗, ϑ], u(·), ũ(·) ∈ U(t∗, ϑ) и u(t) = ũ(t) при
почти всех t ∈ [t∗, t
∗], то v(t) = ṽ(t) при почти всех t ∈ [t∗, t
∗], где v(·) = β(u(·)), ṽ(·) = β(ũ(·)).
В паре с реализацией u(·) ∈ U(t∗, ϑ) квазистратегия β единственным образом определяет реа-
лизацию игры {x(·), u(·), v(·) = β(u(·))} и, следовательно, значение показателя качества (2.7),
которое обозначим через γ(t∗, w∗(·);u(·);β). Положим





Лемма 6. Функция ρ∗ : G∗ → R оптимального гарантированного результата второго
игрока в классе квазистратегий (7.1) удовлетворяет условиям (ρ.1u)–(ρ.3u) и (ρ.1v)–(ρ.3v).
Д о к а з а т е л ь с т в о. Справедливость леммы устанавливается по аналогии с рассуж-
дениями из [3, § 29]. При этом для доказательства непрерывности функции G∗(t) ∋ w(·) 7→
ρ∗(t, w(·)) ∈ R, где t ∈ [t0, ϑ], следует воспользоваться утверждением 6. 
Д о к а з а т е л ь с т в о теоремы 1. Экстремальным сдвигом на сопутствующие точки,
выбираемые по функции ρ∗, в соответствии с соотношениями (6.1), (6.2) и (6.16), (6.17) опреде-
лим стратегию U0 первого игрока и контрстратегию V 0cs второго игрока. Опираясь на леммы 4
и 5 с учетом леммы 6, из определений (3.4) и (3.7) оптимальных гарантированных результатов
игроков и неравенства (3.8) выводим цепочку неравенств
ρ0u(t∗, w∗(·)) 6 ρu(t∗, w∗(·);U




v,cs(t∗, w∗(·)) 6 ρ
0
u(t∗, w∗(·)),
которая доказывает равенство (3.9) и оптимальность стратегии U0 и контрстратегии V 0cs. 
Отметим, что при доказательстве теоремы установлено совпадение цены дифференциаль-
ной игры в классах “стратегии — контрстратегии”
ρ0(t∗, w∗(·)) = ρ
0
u(t∗, w∗(·)) = ρ
0
v,cs(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗, (7.2)
с оптимальным гарантированным результатом второго игрока в классе квазистратегий (7.1):
ρ0(t∗, w∗(·)) = ρ
∗(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗. (7.3)
З а м е ч а н и е 3. При α = 1 предложенная в работе модификация метода экстремально-
го сдвига на сопутствующие точки может использоваться наряду с конструкциями из [6, § 17]
для построения оптимальных стратегий управления игроков в дифференциальной игре для
системы первого порядка (2.1) и нетерминального показателя качества (2.7). В этом случае




‖w(τ) − r(τ)‖2 + h2(τ)− (2λf + λχ)
τ∫
t0






Экстремальный сдвиг на сопутствующие точки для системы дробного порядка 29
8. Дифференциальная игра в классах “контрстратегии — стратегии”
В согласии с [3, § 8] рассмотрим формализацию дифференциальной игры (2.1), (2.7) в
классах “контрстратегии — стратегии”. По аналогии с разд. 3 под контрстратегией Ucs первого
игрока и стратегией V второго игрока понимаем любые функции
G∗ × V× (0,∞) ∋ (t, w(·), v, ε) 7→ Ucs(t, w(·), v, ε) ∈ U,
G∗ × (0,∞) ∋ (t, w(·), ε) 7→ V (t, w(·), ε) ∈ V.
При этом предполагаем, что функция Ucs измерима по Борелю по v для любых (t, w(·)) и ε.
Для позиции (t∗, w∗(·)) ∈ G∗ определим гарантированный результат контрстратегии Ucs и
оптимальный гарантированный результат первого игрока в классе контрстратегий:








γ(t∗, w∗(·);Ucs, ε,∆δ ; v(·)), (8.1)
ρ0u,cs(t∗, w∗(·)) = inf
Ucs
ρu,cs(t∗, w∗(·);Ucs). (8.2)
В соотношении (8.1) значение γ(t∗, w∗(·);Ucs, ε,∆δ ; v(·)) показателя качества (2.7) отвечает ре-
ализации игры, которая определяется законом {Ucs,∆δ, ε}, формирующим в паре с v(·) реали-
зацию u(·) ∈ U(t∗, ϑ) согласно правилу
u(t) = Ucs(τj , xτj (·), v(t), ε), t ∈ [τj , τj+1), j ∈ 1, k.
Рассмотрим гарантированный результат стратегии V и оптимальный гарантированный ре-
зультат второго игрока в классе стратегий:








γ(t∗, w∗(·);u(·);V, ε,∆δ), (8.3)
ρ0v(t∗, w∗(·)) = sup
V
ρv(t∗, w∗(·);V ), (8.4)
где γ(t∗, w∗(·);u(·);V, ε,∆δ ) — значение показателя качества (2.7), отвечающее реализации u(·)
и закону {V, ε,∆δ}, действующему по правилу
v(t) = V (τj , xτj (·), ε), t ∈ [τj , τj+1), j ∈ 1, k. (8.5)
Соответственно контрстратегия U0cs первого игрока и стратегия V






u,cs(t∗, w∗(·)), ρv(t∗, w∗(·);V
0) = ρ0v(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗.
Из соотношений (8.1)–(8.4) следует неравенство (см., например, [3, лемма 8.2])
ρ0u,cs(t∗, w∗(·)) > ρ
0
v(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗. (8.6)
В случае, когда имеет место равенство
ρ0u,cs(t∗, w∗(·)) = ρ
0
v(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗, (8.7)
говорят, что дифференциальная игра (2.1), (2.7) имеет цену в классах “контрстратегии —
стратегии”, а пару {U0cs, V
0} называют седловой точкой этой игры.
Теорема 2. Дифференциальная игра (2.1), (2.7) имеет цену и седловую точку в классах
“контрстратегии — стратегии”.
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Д о к а з а т е л ь с т в о этой теоремы, по сути, повторяет доказательство теоремы 1.
Для каждой позиции (t∗, w∗(·)) ∈ G∗ рассматривается величина оптимального гарантиро-
ванного результата первого игрока в классе квазистратегий




γ(t∗, w∗(·);κ; v(·)). (8.8)
При этом под квазистратегией первого игрока понимается функция κ : V(t∗, ϑ) → U(t∗, ϑ), удо-
влетворяющая условию неупреждаемости: если t∗ ∈ [t∗, ϑ], v(·), ṽ(·) ∈ V(t∗, ϑ) и v(t) = ṽ(t) при
почти всех t ∈ [t∗, t
∗], то u(t) = ũ(t) при почти всех t ∈ [t∗, t
∗], где u(·) = κ(v(·)), ũ(·) = κ(ṽ(·)).
В соотношении (8.8) значение γ(t∗, w∗(·);κ; v(·)) показателя качества (2.7) отвечает реализа-
ции игры {x(·), u(·) = κ(v(·)), v(·)}. По аналогии с леммой 6 устанавливается, что функция
ρ∗ : G∗ → R обладает следующими свойствами:
(ρ∗.1) Выполняется терминальное условие: ρ∗(ϑ,w(·)) = σ(w(·)), w(·) ∈ G∗(ϑ).
(ρ∗.2) Для любого t ∈ [t0, ϑ] функция G∗(t) ∋ w(·) 7→ ρ∗(t, w(·)) ∈ R непрерывна в метрике
пространства C([t0, t],R
n).
(ρ∗.3) Функция ρ∗ является u-стабильной в следующем смысле. Каковы бы ни были по-
зиция (t∗, w∗(·)) ∈ G∗, момент времени t
∗ ∈ [t∗, ϑ], число η > 0 и реализация v(·) ∈ V(t∗, t
∗),
существует такая реализация u∗(·) ∈ U(t∗, t
∗), что для движения x(·) системы (2.1), порожден-





χ(τ, x(τ), u(τ), v∗(τ))dτ 6 ρ∗(t∗, w∗(·)) + η.
(ρ∗.4) Функция ρ∗ является v-стабильной в следующем смысле. Каковы бы ни были позиция
(t∗, w∗(·)) ∈ G∗, момент времени t
∗ ∈ [t∗, ϑ], число η > 0 и измеримая по Борелю функция
u : V → U, существует такая реализация v∗(·) ∈ V(t∗, t
∗), что для движения x(·) системы (2.1),
порожденного из позиции (t∗, w∗(·)) реализациями u∗(t) = u(v∗(t)), t ∈ [t∗, t





χ(τ, x(τ), u∗(τ), v∗(τ))dτ > ρ∗(t∗, w∗(·))− η.
Далее, экстремальным сдвигом на сопутствующие точки, выбираемые по функции ρ∗, опре-
деляются контрстратегия U0cs первого игрока и стратегия V
0 второго игрока
U0cs(t, w(·), v, ε) = pcs
(





V 0(t, w(·), ε) = q
(






где (t, w(·)) ∈ G∗, v ∈ V, ε > 0 и
(ru,0ε (·), h
u,0








ε (·)) ∈ argmax
(r(·),h(·))∈Ω(t,w(·),ε)
(




Экстремальные предстратегии pcs первого и q второго игроков выбираются исходя из условий
pcs(t, x, v, s, h) ∈ argmin
u∈U
(
〈s, f(t, x, u, v)〉 + hχ(t, x, u, v)
)
,





〈s, f(t, x, u, v)〉 + hχ(t, x, u, v)
)
,
где t ∈ [t0, ϑ], x, s ∈ R
n, h ∈ R и v ∈ V. При этом предстратегия pcs измерима по Борелю по v
при фиксированных t, x, s и h.
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Опираясь на свойства (ρ∗.1)–(ρ∗.4), по аналогии с леммами 4 и 5, на основе подходящей
модификации лемм 2 и 3 доказываются неравенства
ρu,cs(t∗, w∗(·);U
0
cs) 6 ρ∗(t∗, w∗(·)) 6 ρv(t∗, w∗(·);V
0), (t∗, w∗(·)) ∈ G∗,
из которых в силу определений (8.2), (8.4) и неравенства (8.6) следует равенство (8.7) и опти-
мальность контрстратегии U0cs и стратегии V
0. Теорема доказана. 
В частности, цена дифференциальной игры в классах “контрстратегии — стратегии”
ρ0(t∗, w∗(·)) = ρ
0
u,cs(t∗, w∗(·)) = ρ
0
v(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗, (8.11)
совпадает с оптимальным гарантированным результатом первого игрока в классе квазистра-
тегий (8.8):
ρ0(t∗, w∗(·)) = ρ∗(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗. (8.12)
9. Дифференциальная игра в классах “стратегии — стратегии”
Пусть в дифференциальной игре (2.1), (2.7) в дополнение к условиям (f.1)–(f.3), (σ), (χ.1)
и (χ.2) выполнено также условие седловой точки для маленькой игры (см., например, [3, с. 79]):
(f, χ) Для любых t ∈ [t0, ϑ], x, s ∈ R













〈s, f(t, x, u, v) + hχ(t, x, u, v)
)
.
В этом случае имеет место следующий вариант леммы 3 (см. в этой связи [3, лемма 25.3]).
Лемма 7. При выполнении условия (f, χ) для любого числа ε > 0 найдется такое чис-
ло δ > 0, что справедливо следующее утверждение. Пусть (t∗, w∗(·)) ∈ G∗, (r∗(·), h∗(·)) ∈
Ω(t∗, w∗(·), ε), t
∗ ∈ [t∗, ϑ] и t
∗ − t∗ 6 δ. Пусть движение x(·) системы (2.1) порождено из
позиции (t∗, w∗(·)) какой угодно реализацией u(·) ∈ U(t∗, t
∗) и постоянной реализацией
v∗(t) = q
(
t∗, w∗(t∗), r∗(t∗)− w∗(t∗), h∗(t∗)
)
, t ∈ [t∗, t
∗).
Пусть движение y(·) системы (2.1) порождено из позиции (t∗, r∗(·)) постоянной реализа-
цией ũ∗(·) (5.13) и какой угодно реализацией ṽ(·) ∈ V(t∗, t
∗). Тогда справедливо включение
(yt∗(·), h(·)) ∈ Ω(t
∗, xt∗(·), ε), где функция h(·) определяется согласно (5.14).
Рассмотрим стратегию V 0∗ второго игрока, определяемую согласно соотношениям (8.9),
(8.10) экстремальным сдвигом на сопутствующие точки, выбираемые по функции ρ∗ : G∗ → R
оптимального гарантированного результата второго игрока в классе квазистратегий (7.1):
V 0∗ (t, w(·), ε) = q
(










ρ∗(t, r(·)) + h(t)
)
, (t, w(·)) ∈ G∗, ε > 0.
По аналогии с леммой 5, используя лемму 7 вместо леммы 3, для каждой начальной позиции
(t∗, w∗(·)) ∈ G∗ устанавливается справедливость неравенства (см. в этой связи [3, лемма 27.2])
ρv(t∗, w∗(·);V
0
∗ ) > ρ
∗(t∗, w∗(·)).
Далее, так как в соответствии с соотношениями (3.5)–(3.7) и (8.3)–(8.5) имеет место оценка
ρ0v,cs(t∗, w∗(·)) > ρ
0
v(t∗, w∗(·)),
то с учетом определения (8.4) и равенств (7.2), (7.3) выводим
ρv(t∗, w∗(·);V
0
∗ ) = ρ
0
v(t∗, w∗(·)) = ρ
0
v,cs(t∗, w∗(·)) = ρ
∗(t∗, w∗(·)) = ρ
0
u(t∗, w∗(·)). (9.1)
В частности, справедливо равенство ρ0u(t∗, w∗(·)) = ρ
0
v(t∗, w∗(·)) и стратегия V
0
∗ оптимальна.
Таким образом, принимая во внимание теорему 1, получаем следующий результат.
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Теорема 3. При выполнении дополнительного условия (f, χ) дифференциальная игра (2.1),
(2.7) имеет цену и седловую точку в классах “стратегии — стратегии”.
Заметим, что из соотношений (8.11), (8.12) и (9.1) следует, что при условии (f, χ) для цены
дифференциальной игры (2.1), (2.7) в классах “стратегии — стратегии”
ρ̂ (t∗, w∗(·)) = ρ
0
u(t∗, w∗(·)) = ρ
0
v(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗,
справедливы равенства
ρ̂ (t∗, w∗(·)) = ρ
∗(t∗, w∗(·)) = ρ∗(t∗, w∗(·)), (t∗, w∗(·)) ∈ G∗.
В частности, в этом случае игра имеет цену в классах “квазистратегии — квазистратегии”.
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