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Alternative to Morse-Novikov Theory for a closed 1-form (II)
Dan Burghelea ∗
Abstract
This paper is a continuation of [1] and provides the verification of the Poincare´ Duality property
(Theorem 1.1) for the configurations δω
r
and γω
r
, defined in [1] and of the stability property for the
configuration δω (Theorem 1.2).
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1 Introduction
In this second part the work Alternative to Morse-Novikov Theory for a closed 1-form one provides the
proofs of the Poincare´ Duality property (Theorem 1.2 in [1]) for the configurations δωr and γ
ω
r and of the
stability property for the configuration δωr (Theorem 1,3 item 1. in[1]) properties formulated in part I. The
stability property for the configuration γωr will be treated in details in part III of this work. Most of the
notations and the definitions used in this paper are the same as in part I, so the reader is supposed to be
familiar with [1], however for the reader’s convenience they will be reviewed here as well.
Recall that Z1t (X; ξ) ⊂ Z
1(X; ξ) denotes the space of tame topological closed one forms with the
topology induced from the compact open topology on Z1(X; ξ), defined in Section 2 of [1]. The topology
on ConfβNr (X:ξ)(R) the set of configurations of points with multiplicity located in R of total cardinality
βNr (X, ξ)
1 is the collision topology. The space of configurations of points in Y of (total) cardinality N can
be identified, as a topological space (as well as metric space if the case), to the quotient space Y N/ΣN ,
where ΣN denotes the group of permutations of N elements acting on Y
N by permutations.
Since we are interested in Poincare´ duality which has to be considered for non compact manifolds, it will
be appropriate to involve the functor BMHr, the Borel-Moore homology, abbreviated BM-homology and the
∗Department of Mathematics, The Ohio State University, Columbus, OH 43210,USA. Email:
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1the Novikov-Betti number of (X, ξ), ξ ∈ H1(X : κ)
1
natural transformation θr : Hr →
BM Hr.We refer to [7] chapter 5 for reference to Borel Moore homology.
Recall that Borel-Moore homology with coefficients in a field κ is a collection BMHr of κ−vector space
valued functors defined on the category of pairs (X,Y ), X and Y locally compact spaces, with Y ⊆
X closed subset of X and proper continuous maps of pairs which are homotopic functors (i.e. proper
homotopic maps induce equal linear maps) and have excision and the long exact sequence property for
any pair (X,Y ). Restricted to the subcategory of pairs of compact spaces they coincide with the standard
homology. The reader unfamiliar with Borel-Moore homology should know that BMHr(X) identifies to the
dual of the r−cohomology with compact support (Hrc (X))
∗ and, for (M,N) a pair of f.d. manifolds withN
a closed subset, BMHr(M,N) = Hr(Mˆ, Nˆ ) and
BMHr(M) = Hr(Mˆ, ∗) where Xˆ denotes the one point
compactification of the locally compact spaceX. A basic property is the isomorphism BMHr(X,Y ) =
BM
Hr(X \ Y ). An additional important observation is that Borel Moore homology is not defined for a pair
(X,Y ) when both are locally compact but Y not closed, however a vector space BMHfr (X,Y ) will be
introduce in the particular case Y is open in X and appears as the interior of a sublevel for a tame map as
described in the next section. The main results verified in this paper and announced in [1] are the following
theorems.
Theorem 1.1
Suppose M is a closed topological manifold and ω ∈ Z1t (X; ξ). Then the following holds true.
1. δωr (t) = δ
ω
n−r(−t),
2. γωr (t) = γ
−ω
n−r−1(t).
Theorem 1.2
The assignment δr : Z
1
t (X; ξ)  ConfβNr (X:ξ)(R) is continuous and extends to a continuous assign-
ment on the entireZ1(X; ξ), whereZ1t (X; ξ) is equipped with the compact open topology andConfβNr (X:ξ)(R)
with the collision topology.
The proof of Theorem 1.1 is based on a technical result
Theorem 1.3 If f : X˜ → R is a lift of a tame TC1-form ω on a closed topological manifold X, then
the linear maps θr(a), θ
δ
r(a, b) and θ
γ
r (a, b) induced from the linear transformation θr : Hr(X,Y ) →
BM
Hr(X,Y ) are isomorphisms.
2 Preliminary
2.1 Linear algebra
Let κ be a fixed field. The objects here are κ− vector spaces and the morphisms are linear maps. In this
section ”=” designates equality or canonical isomorphism and≃ indicates the existence of an isomorphism.
Recall that for a linear map α : A→ B the canonical exact sequence associated to α is
0 // kerα
iα // A
α // B
πα // coker α // 0 .
By passing to ”duals” one obtains the exact sequence
0 (kerα)∗oo A∗
i∗αoo B∗
α∗oo (coker α)∗
πα
∗
oo 0oo
canonically isomorphic to the canonical exact sequence of α∗,
2
0 // ker(α∗)
iα
∗
// B∗
α∗ // A∗
πα
∗
// (cokerα∗) // 0
0 // (cokerα)∗
θ
OO
π∗α // B∗
=
OO
α∗ // A∗
=
OO
i∗α // (kerα)∗
θ
OO
// 0
(1)
For a diagram
D := A
α2

α1 // B1
β1

B2
β2 // C
let α : A → α2 ∪A α1 be the push-forward of α2 and α1, and β : β2 ×C β1 be the pullback of β2 and β1,
with
α2 ∪A α1 :=B2 ⊕B1/{α2(a)− α1(a) | a ∈ A},
α(a) =〈α2(a)⊕ α1(a)〉,
β1 ×C β2 :={(b1, b2) ∈ B1 ×B2 | β1(b1) = β2(b2)},
β(b1, b2) =β1((b1) = β2(b2)).
2,
Let α : A→ α2 ∪A α1 and β : β2 ×C β1 → C be given by
α(a) =(α2(a), α1(a))
β(〈b2 ⊕ b1〉) =β2(b1) + β2(b2)
Define
ker(D) := kerα
coker(D) := cokerβ.
Observation 2.1 The canonical isomorphisms θ extend to the canonical isomorphisms
θ(D) : (cokerD)∗ → ker(D∗)
and
θ(D) : (kerD)∗ → coker(D∗).
Proof:: To check the statements observe that the diagram D can be completed to the diagrams D andD
D := A
α2

α
$$❏
❏❏
❏❏
❏❏
❏❏
❏
α1 // B1
i1zzttt
tt
tt
tt
t
β1

α2 ∪A α1
β
$$❏
❏❏
❏❏
❏❏
❏❏
❏
B2
i2
::ttttttttt β2 // C
D := A
α2

α1 //
α
$$■
■■
■■
■■
■■
■ B1
β1

β2 ×C β1
p2
zz✉✉
✉✉
✉✉
✉✉
✉
p1
::✉✉✉✉✉✉✉✉✉
β
$$■
■■
■■
■■
■■
■
B2
β2 // C
and notice that (D)∗identifies to (D∗) and (D)∗identifies to (D∗) which imply the statements. q.e.d.
2〈(b2 ⊕ b1〉 denotes the image of b1 ⊕ b2 in α2 ∪A α1
3
Let α : A → B, β : B → C, γ : C → D be linear maps. To these three maps we associate the
diagrams, D̂ and D:
D̂(α, β, γ) ≡

ker(γβα)
j2 // ker(γβ)
ker(βα)
j1 //
i1
OO
k
88rrrrrrrrrr
ker(β)
i2
OO
D(α, β, γ) ≡

coker(γβα)
j′2 // coker(γβ)
coker(βα)
j′1 //
i′1
OO
k′
77♦♦♦♦♦♦♦♦♦♦♦
coker(β)
i′2
OO
.
In the diagram Dˆ
(a) i1 and i2 are injective, hence one can write ker β ⊆ ker(γβ),
(b) i1 : ker j1 → ker j2 is an isomorphism,
(c) img k = img j2 ∩ img i2
and in the diagram D j′1 and j
′
2 are surjective, cokeri
′
1 → cokeri
′
2is an isomorphism, and ker(j
′
2 · i
′
1 =
i′2 · j
′1) = ker i′1 + ker j
′
1.
In view of Observation 2.1 one has
Observation 2.2 (Dˆ(α, β, γ))∗ = D(γ∗, β∗, α∗) and (D(α, β, γ))∗ = Dˆ(γ∗, β∗, α∗)
One defines the vector space
ωˆ(α, β, γ) = cokerDˆ(α, β, γ) := coker(j1 ∪ker(βα) i1 → ker(γβ))
= ker(γβ)/(j2(ker(γβα)) + i2(ker β)) ,
(2)
a quotient space of ker(γβ), and the vector space
ω(α, β, γ) = kerD(α, β, γ) := ker(coker(βα) → i′2 ×coker(γβ) j
′
2) ,
a subspace of coker(βα).
Note that the assignments (α, β, γ) ω̂(α, β, γ) and (α, β, γ)  ω(α, β, γ) are functorial and in view
of the definitions above if α is surjective or if γ is injective then ωˆ(α, β, γ) = 0.
Theorem 2.3
1. For α, β, γ linear maps, the isomorphisms θ extend to the canonical isomorphism
θ : ωˆ(α, β, γ)∗ → ω(γ∗, β∗, α∗)
θ : ω(α, β, γ)∗ → ωˆ(γ∗, β∗, α∗)
2. Consider the diagram
M
= //M
= //M
= //M
A
α //
λA
OO
B
β //
λB
OO
C
γ //
λC
OO
D
d
OO
A′
α′ //
a
OO
B′
β′ //
b
OO
C ′
γ′ //
c
OO
D′
d
OO
N
θA
OO
= // N
θB
OO
= // N
θC
OO
= // N
θD
OO
(3)
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in which the columns are exact sequences and α, β, γ and α′, β′, γ′ are linear maps. Then the linear maps
ω̂(α′, β′, γ′)→ ω̂(α, β, γ)
and
ω(α, β, γ) → ω(α, β, γ)
are isomorphisms.
3. For α, β, γ linear maps one has the following:
(i) A factorization α = α2 ·α1, with α1 : A→ A
′ and α2 : A
′ → B linear maps, induces the short exact
sequences
0→ ω̂(α1, βα2, γ)→ ω̂(α, β, γ) → ω̂(α2, β, γ)→ 0,
0→ ω(α1, βα2, γ)→ ω(α, β, γ) → ω(α2, β, γ)→ 0.
(4)
(ii) A factorization β = β2 · β1, with β1 : B → B
′ and β2 : B
′ → B linear maps, induces the short exact
sequences
0→ ω̂(α, β1, β2)→ ω̂(α, β1, γβ2)→ ω̂(α, β, γ) → 0,
0→ ω(α, β1, β2)→ ω(α, β1, γβ2)→ ω(α, β, γ) → 0.
(5)
(iii) A factorization γ = γ2 · γ1, with γ1 : C → C
′ and γ2 : C
′ → D maps, induces the short exact
sequences
0→ ω̂(α, β, γ1)→ ω̂(α, β, γ) → ω̂(α, γ1β, γ2)→ 0,
0→ ω(α, β, γ1)→ ω(α, β, γ) → ω(α, γ1β, γ2)→ 0.
(6)
Proof: Item 1. follows from (2.1) and (2.2).
Item 2. Notice that:
i. If N = 0, then
ker(β) ≃ ker(β′),
ker(βγ) ≃ ker(β′γ′)
ker(αβ) ≃ ker(α′β′),
ker(αβγ) ≃ ker(α′β′γ′).
hence Dˆ(α′, β′, γ′) = Dˆ(α, β, γ) and then ωˆ(α′, β′, γ′) = ωˆ(α, β, γ).
ii. IfM = 0 then the obvious induced maps
ker(β′α′)→ ker(βα)
ker(γ′β′α′)→ ker(γβα)
ker(γ′β′)→ ker(γβ)
ker(β′)→ ker(β)
are surjective and then in view of the definition of ωˆ the induced linear map
ker(β′, γ′)/(i2(ker(γβ, α) + ker(β))→ ker β, γ/(i2(ker(γβ, α) + ker(β))
is surjective.
To show that it is equally injective one has to verify that any x′ ∈ ker(γ′β′) with b(x′) = α(z) + y,
z ∈ ker(γβα) and y ∈ ker(β), can be written as x′ = α(z′) + y′ with z′ ∈ ker(γ′β′α′) and y ∈
5
ker(β′). In view of the above mentioned surjectivity one chooses z′ ∈ ker(γ′β′α) and y′ ∈ ker(β′),
with a(z′) = z and b(y′) = y, and one considers x′ − α′(z′) − y′ ∈ ker(γ′β′) which by b is sent to
zero, hence is of the form θB(l), l ∈ N. Clearly γ
′β′(θB(l)) = 0, therefore one can correct z
′ into
z′ = z′ + θA(|), l ∈ N, and one obtains x
′ = α′(z′) + y′ with z′ ∈ ker(γ′β′α′).
Consequently, the induced map ωˆ(α′, β′γ′)→ ωˆ(α, β, γ) is an isomorphism.
iii. To prove the result forM and N arbitrary consider the diagram
A
α // B
β // C
γ // D
ker a
α′′ //
OO
ker b
β′′ //
OO
ker c
γ′′ //
OO
ker d
OO
A′
α′ //
OO
B′
β′ //
OO
C ′
γ′ //
OO
D′
OO
and the linear maps
ω̂(α′, β′, γ′)→ ω̂(α′′, β′′, γ′′)→ ω̂(α, β, γ).
The first arrow is an isomorphism by (ii) above and the second by (i) above. This establishes Item 2.
To prove Item 3 consider the diagram
A2
iA2 //
i2
!!
B2
iB2 // C2
A1
jA
OO
i1
>>
==④④④④④④④④
iA1
//
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
B1
jB
OO >>⑤⑤⑤⑤⑤⑤⑤⑤
iB1
// C1
jC
OO (7)
and make the following observation.
Observation 2.4 Suppose that each of the three diagrams B1,B2,B, associated with (7),
B1 with vertices A1, A2, B1, B2,
B2 with vertices B1, B2, C1, C2 and
B with vertices A1, A2, C1, C2
satisfy the properties (a) (b) (c) of the diagram Dˆ Then (7) induces the exact sequence
B2/(i
A
2 (A2) + jB(B1))
i
&&▼▼
▼▼▼
▼▼▼
▼▼▼
0
OO
C2/(i2(A2) + jC(C1))
p
&&▼▼
▼▼
▼▼
▼▼
▼▼
0
C2/(i
B
2 (B2) + jC(C1))
OO
with i induced by iB2 , well defined because img(i
B
2 · jB) ⊆ imgjC , and p the projection induced by the
inclusion (i2(A2) + jC(C1)) ⊆ (i
B
2 (B2) + jC(C1)).
Clearly p is surjective and p · i = 0. Property (c) implies i is injective. Properties (a), (b) (c) imply that
the sequence is exact.
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A similar observation holds for the diagram
A3
i3 // B3
A2
i2 //
>>⑤⑤⑤⑤⑤⑤⑤⑤
jA2
OO
B2
jB2
OO
A1
jA
??
jA1
OO >>⑤⑤⑤⑤⑤⑤⑤⑤
FF✌✌✌✌✌✌✌✌✌✌✌✌✌✌✌ i1 // B1
jB
__
jB1
OO
(8)
Observation 2.5 Suppose that each of the three diagrams B1,B2,B, associated with (8),
B1 with vertices A2, A3, B2, B3,
B2 with vertices A1, A2, B1, B2 and
B with vertices A1, A3, B1, B2
satisfy the properties (a) (b) (c) of the diagram Dˆ Then (8) induces the exact sequence
B2/(i2(A2) + j
B
1 (B1))
j
&&▼▼
▼▼
▼▼
▼▼
▼▼
0
OO
B3/(i3(A3) + j
B(B1))
p
&&▼▼
▼▼
▼▼
▼▼
▼▼
0
B3/(i3(A3) + j
B
2 (B2))
OO
Observation 2.4 applied to diagram (7) with
A1 = ker(βα), A2 =ker(γβα),
B1 = ker(βα2), B2 =ker(γβα2),
C1 = ker(β), C2 =ker(γβ),
verifies Item 3 (i) in Theorem 2.3.
Observation 2.5 applied to diagram (8) with
A1 = ker(β1α), B1 =ker(β1),
A2 = ker βα), B2 =ker(β),
A3 = ker(γβα), B3 =ker(γβ)
verifies Item 3 (ii) in Theorem 2.3 and applied to diagram (8) with
A1 = ker(βα), B1 =ker(β),
A2 = ker(γ1βα), B2 =ker(γ1β),
A3 = ker(γβα), B3 =ker(γβ),
verifies Item 3 (iii) in Theorem 2.3.
The above considerations/proofs were already contained in [6] but under the additional hypothesis that
all the linear maps were Fredholm. For the statements above the Fredholm hypothesis is not necessary.
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2.2 Notations and definitions
Most of the definitions and notations below are taken from [1] where they were considered for standard
homology only. However, they can be considered for any homology theory, in particular for the standard
homology as well as for the Borel-Moore homology. In this paper a homology theory is a collections of
κ−vector space valued covariant homotopy functors denoted by Hr(· · · ) defined on the category of pairs
of locally compact Hausdorff spaces (X,Y ), Y closed subset of X, and of proper continuous maps which
satisfy the Eilenberg-Steenrod axioms.
In consistency with the notation in [1] for a continuous map f : Y → R one denotes by Yt :=
f−1((−∞, t]), and Y<t := f
−1((−∞, t)) which are closed resp. open subsets of Y.
If f : U → R with U locally compact and f : U → R continuous, then U<t := f
−1((−∞, t))
and Hr(U,U<t) is not a priori defined for any homology theory, in particular for Borel Moore homology.
However a replacement for the relative homology of the pair (U,U<t) can be considered in view of the fact
that f−1((−∞, t′]] is closed for any t′. This replacement is
Hfr (U,U<t) := lim−→
ǫ→0
Hr(U,Ut−ǫ)
which, in general, depends on the map f. In particular for the Borel Moore homology
BMHfr (Ut, U<t) := lim−→
ǫ→0
BMHr(Ut, Ut−ǫ).
In case the homology theory is the standard (= singular) homology the relative homology is defined for any
pair of spaces and Hfr (Ut, Ut−ǫ) = Hr(U,U<t) and is independent of f.
For X a compact ANR a cohomology class [ω] ∈ H1(X;R) determines the group Γ := img([ω] :
H1(X;Z)→ R) and the principal Γ−covering X˜ → X with X˜ an ANR. As indicated in [1] the TC1-form
ω representing the [ω] determines and is determined by an Γ− equivariant map f : X˜ → R unique up to an
additive constant, referred to as a lift of ω.
In this paper a tame map f : X˜ → R is a map which satisfies:
1. f is continuous and f−1(I) is an ANR for any closed interval I ⊂ R,
2. CR(f) the set of critical values 3 of f is countable, hence the set of regular values is dense in R,
3. for any t ∈ CR(f)) the set f−1(t) ∩ Cr(f) is a compact ANR. Recall that x ∈ X˜ is a regular point
if f(x) is a regular value for the restriction of f to some open neighborhood of x and Cr(f) is the
complement of the set of regular points in X˜.
The TC1-form ω on the compact ANR X is tame if one lift f : X˜ → R and then any other lift is a tame
map and in addition the set of orbits of the free action of Γ on CR(f) is finite.
As in [1] for f : X˜ → R a map, in particular a tame map 4 and a,∈ R denote
X˜fa :=f
−1((−∞, a]) sublevel, X˜f<a := f
−1((−∞, a)) open sublevel,
X˜af :=f
−1([a,∞)) overlevel, X˜>af := f
−1((a,∞)) open overlevel,
X˜(a) :=f−1(a) level.
and
3where the topology of the level f−1(t) changes, cf. [1]
4f : X˜ → R will be the lift of a TC1-form ω on a compact ANRX or a continuous map f : Y → R, Y a compact ANR
8
• Ifa(r) := img(Hr(X˜a)→ Hr(X˜)), I
f
<a(r) := limǫ→0 img(Hr(X˜a−ǫ)→ Hr(X˜)),
I
a
f (r) := img(Hr(X˜
a)→ Hr(X˜)), I
a
f (r) := limǫ→0 img(Hr(X˜
a+ǫ)→ Hr(X˜)),
I
f
r (a′, a) := I
f
a(r)/I
f
a′(r) for a
′ < a,
• Ffr (a, b) = I
f
a(r) ∩ Ibf (r), F
f
r (< a, b) = I
f
<a(r) ∩ I
b
f (r), F
f
r (a,> b) = I
f
a(r) ∩ I
>b
f (r),
• Gfr (a, b) = Hr(X˜)/(I
f
a(r) + Ibf (r)).
In order to lighten the notation, when implicit from the context, f might be dropped off the notation.
For a box B = (a′, a]× [b, b′), a′ < a, b < b′, consider the diagrams Fr(B) and Gr(B)
Fr(B) :=

Fr(a
′, b′)
⊆

⊆ // Fr(a, b
′)
⊆

Fr(a
′, b)
⊆ // Fr(a, b)
, Gr(B) :=

Gr(a
′, b′)

// // Gr(a, b
′)

Gr(a
′, b) // // Gr(a, b)
with all arrows the obviously induced linear maps. In the diagram Fr(B) all these maps are injective
and in the diagram Gr(B) all are surjective.
As in [1] define
• Fr(B) = coker(F(B)) =
Fr(a,b)
Fr(a′,b)+Fr(a,b′)
, and
• Gr(B) = ker Gr(B) = ker(Gr(α, β) → Gr(α, β
′)×Gr(α′,β′) Gr(α
′, β).
Note that the inclusion Ia(r)∩I
b(r) ⊂ (Ia′(r)+I
b(r))∩(Ib
′
(r)+Ia(r) induces a canonical isomorphism
θr(B) : Fr(B)→ Gr(B). (9)
For a′′ < a′ < a and b < b′ < b′′ consider boxes B1, B2, B with B = (a
′′, a] × [b, b′′) and either
B1 = (a
′′, a′] × [b, b′′), B2 = (a
′, a] × [b, b′′) or B1 = (a
′′, a] × [b′, b′′), B2 = (a
′′, a] × [b, b′), hence
B = B1 ⊔B2. As in [1] or [2] one has
Proposition 2.6 (cf. [1]) The boxes B1, B2, B as above induce the commutative diagram whose rows are
exact sequences and vertical arrows isomorphisms.
0 // Fr(B1)
i
B2
B1 //
θr(B1)

Fr(B)
π
B2
B1 //
θr(B)

Fr(B2) //
θr(B2)

0
0 // Gr(B1)
i
B2
B1 // Gr(B)
π
B2
B1 // Gr(B2) // 0
.
Observation 2.7 As a consequence if B1 ⊂ B are boxes with B1 located in upper-left corner then the
induced linear map iBB1 : Fr(B1) → Fr(B) is injective and if B2 is located as the down-right corner then
the induced linear map πB2B : Fr(B)→ Fr(B2) is surjective.
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In Figure 1 below with B11 appears as an upper-left corner of B and B22 as lower-right corner of B.
b′′
b′
b
a′′ a′ a
B21
B11
B22
B12
Figure 1
Define
F δˆr(a, b) := lim−→
ǫ,ǫ′→0
Fr((a− ǫ, a]× [b, b+ ǫ
′)) and Gδˆr(a, b) := lim−→
ǫ,ǫ′→0
Gr((a− ǫ, a]× [b, b+ ǫ
′)) .
In view of (10) one has
F δˆfr (a, b) =
G δˆfr (a, b)
and denote by
δˆfr (a, b) :=
F δˆfr (a, b) =
G δˆfr (a, b), δ
f
r (a, b) : dim δˆ
f
r (a, b) .
In particular
δˆr(a, b) =
Ia(r) ∩ I
b(r)
I<a(r) ∩ Ib(r) + Ia(r) ∩ I>b(r)
=
Fr(a, b)
Fr(< a, b) + Fr(a,> b)
. (10)
In view of (E10) one has the obvious surjective linear map
πδa,b(r) : Fr(a, b) → δˆ
f
r (a, b).
As in [1] for f : X˜ → R a tame map and a, b ∈ R with a < b denote by iba(r) : Hr(X˜a) → Hr(X˜b)
resp. i<ba (r) : Hr(X˜a)→ Hr(X˜<b) the inclusion induced linear maps and define
• Tr(a, b) := ker(Hr(X˜a))→ Hr(X˜b)),
• Tr(a,< b) := ker(Hr(X˜a))→ Hr(X˜<b)).
• Cr(a, b) := coker(Hr(X˜a))→ Hr(X˜b)),
and for a′ < b ≤ b′ < b denote by ia,ba′b′ : Tr(a
′, b′)→ Tr(a, b) the induced linear map.
For a box abobe diagonal B = (a′, a] × (b′, b] with a′ < a ≤ b′ < b observe that Tr(a, b
′) ⊆ Tr(a, b)
and define
Tr(B) =
Tr(a, b)
ia,ba′b(Tr(a
′, b)) + Tr(a, b′)
. (11)
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Note that in view of formula (2) (in subsection 2.1)
Tr(B) = ωˆ(i
a
a′ , i
b′
a , i
b
b′) (12)
with i′aa , i
b′
a , i
b
b′ the inclusion induced linear maps in the sequence
Hr(Xa′)
i′aa // Hr(X˜a)
i′b
′
a // Hr(X˜b′)
ib
b′ // Hr(X˜b) .
For a′′ < a′ < a and b > b′ > b′′ consider boxes above diagonal B1, B2, B with B = (a
′′, a] × (b′′, b]
and either B1 = (a
′′, a′] × (b′′, b], B2 = (a
′, a] × (b′′, b] or B1 = (a
′′, a] × (b′′, b′], B2 = (a
′′, a] × (b′, b]
hence B = B1 ⊔B2. As in [1] or [2] one has
Proposition 2.8 (cf. [1]) The boxes B1, B2, B as above induce the linear maps and the following exact
sequences.
0 // Tr(B1)
i
B2
B1 // Tr(B)
π
B2
B1 // Tr(B2) // 0
.
Observation 2.9 As a consequence if B1 ⊂ B is located as a down-left corner then the induced linear map
iBB1 : Tr(B)1 → Tr(B) is injective and if B2 ⊂ B is located as the upper-right corner then the induced
linear map πB2B : Tr(B)→ Tr(B2) is surjective.
In Figure 2 below B11 is a down-left corner and B22 is an upper-right corner.
b
b′
b′′
a′′ a′ a
B11
B12
B21
B22
Figure 2
(All boxes are supposed to be above diagonal and not necessary in the first quadrant.)
Define
γˆfr (a, b) := lim−→
ǫ,ǫ′→0
Tr((a− ǫ, a]× (b− ǫ
′, b]), γfr (a, b) = dim γˆ
f
r (a, b)
and observe that
γˆfr (a, b) = lim−→
ǫ,ǫ′→0
Tr(a, b)
ia,ba−ǫ,b(Tr(a− ǫ, b)) + Tr(a, b− ǫ
′)
(13)
In view of (13) there is the obvious surjective linear map
πδa,b(r) : Tr(a, b)→ γˆ
f
r (a, b).
11
Suppose that f : X˜ → R is a lift of a tame TC1-form ω. Suppose Hr(· · · ) is a homology theory s.t.
dimHr(X˜a, X˜<a) < ∞ for any a ∈ R. As shown in section 5 of [1] for Hr the standard homology, with
exactly the same arguments, one obtains the following result.
Proposition 2.10
1. The supports of δfr and γ
f
r are subsets of CR(f)× CR(f) with the following properties:
(a) If (a, b) ∈ supp δfr resp. (a, b) ∈ supp γ
f
r then for any g ∈ Γ one has (a+ g, b + g) ∈ supp δ
f
r
resp. (a+ g, b+ g) ∈ supp γfr .
(b) For any a ∈ R suppδfr ∩ R × a, suppδ
f
r ∩ a × R, suppγ
f
r ∩ R × a, suppγ
f
r ∩ a × R are finite
sets, empty if a ∈ R \ Cr(f).
(c) There exists a finite set of lines ∆δti(r) resp. ∆
γ
ti
(r), in the plane R2 given by the equations
y = x+tδi resp. y = x+t
γ
i , i = 1, 2, · · ·N
δ
r resp. i = 1, 2, · · ·N
γ
r s.t. supp δ
f
r ⊂ ∪i=1,··· ,Nδr∆
δ
tδi
resp. supp γfr ⊂ ∪i=1,··· ,Nγr ∆
γ
tδi
.
As a consequence define the maps δωr : R→ Z≥0 and γ
ω : R>0 → Z≥0
δωr (t) :=
{
δfr (a, b), t = b− a, (a, b) ∈ supp δ
f
r
0, (a, b) /∈ suppδfr
γωr (t) :=
{
γfr (a, b), t = b− a, (a, b) ∈ supp γ
f
r
0, (a, b) /∈ supp γfr
which are configurations (i.e. maps with finite support) with supp δωr := {t
δ
1, t
δ
2, · · · t
δ
Nδr
} resp. supp γωr :=
{tγ1 , t
γ
2 , · · · t
γ
N
γ
r
} with −∞ < tδ1 < t
δ
2, · · · t
δ
Nδ(r)
<∞, and 0 < tδ1 < t
γ
2 , · · · t
γ
N
γ
r
<∞.
For the proof of Theorem (1.1) one needs some additional notations not existing in [1].
Kr(a
′, a; t) := ker(ιa,ta′,t : T
f
r (a
′, t)→ Tfr (a, t)), a
′ < a < t ≤ ∞,
Cr(a
′, a; t) :=coker(ιa,ba′,t : T
f
r (a
′, t)→ Tfr (a, t)), a
′ < a < t ≤ ∞,
Ir(a
′, a; t) :=(Ifa(r) ∩ I
t
f (r))/(I
f
a′ (r) ∩ I
t
f (r)) ⊆ I
f
a(r)/(I
f
a′ (r) , a
′ < a.
(14)
With these notations one has the diagram below whose row and columns are exact sequences
0

0

0 // Cr(a− ǫ, a;∞)

Kr(a− ǫ, a;∞)

0 // Cr(a− ǫ, a)

// Hr(X˜a, X˜a−ǫ) // Tr(a− ǫ, a)

// 0
Ir(a− ǫ, a)

0
0
(15)
and the following filtrations:
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1. {· · · Ir(a− ǫ, a; t) ⊇ Ir(a− ǫ, a; t+ ǫ
′) ⊇ · · · } indexed by t ∈ R, defined by
Ir(a− ǫ, a; t) = (I
f
a(r) ∩ I
t
f (r))/(I
f
a−ǫ(r) ∩ I
t
f (r)),
with the property
Ir(a− ǫ, a; t)/Ir(a− ǫ, a; t+ ǫ
′) = Fr((a− ǫ, a]× [t, t+ ǫ)) which follows from the definition of
Fr((a− ǫ, a]× [t, t+ ǫ)),
2. {· · ·Kr(a− ǫ, a; t) ⊇ Kr(a− ǫ, a; t− ǫ
′) ⊇ · · · }, t− ǫ′ > a indexed by t ∈ (a,∞), which in view
of (11) satisfies
Kr(a− ǫ, a; t)/Kr(a− ǫ, a; t− ǫ
′) = Tr((a− ǫ, a]× (t− ǫ
′, t]) .
Since (ιa,∞a−ǫ,∞)
−1(Tr(a, t)) = Tr(a−ǫ, t) the induced linear mapCr(a−ǫ, a; t−ǫ
′)→ Cr(a−ǫ, a; t)
is injective and therefore one has the filtration
3. {· · ·Cr(a− ǫ, a; t) ⊇ Cr(a− ǫ, a; t− ǫ
′) ⊇ · · · }, t− ǫ′ > a indexed by t ∈ (a,∞), which in view
of (11) satisfies
Cr(a− ǫ, a; t)/Cr(a− ǫ, a; t− ǫ
′) = Tr(a− ǫ, a]× (t− ǫ
′, t]) .
Denote by:
(i) Hr(< a, a) := lim−→ǫ→0
Hr(X˜a, X˜a−ǫ),
Tr(< a, a) := lim−→ǫ→0
Tr(a− ǫ, a),
Cr(< a, a) := lim−→ǫ→0
Cr(a− ǫ, a),
Ir(< a, a) := lim−→ǫ→0
Ir(a− ǫ, a).
(ii) Ir(< a, a; t) := lim−→ǫ→0
Ir(a− ǫ, a; t), and note that
δˆfr (a, t) := lim−→ǫ′→0
Ir(< a, a; t)/Ir(< a, a; t+ ǫ
′)
(iii) Cr(< a, a; t) := lim−→ǫ→0
Cr(a− ǫ, a; t), a < t and note that
γˆfr (a, t) := lim−→ǫ′→0
Cr(< a, a; t)/Cr(< a, a; t− ǫ
′), a < t− ǫ′
(iv) Kr(< a, a; t) := lim−→ǫ→0
Kr(a− ǫ, a; t), a < t and observe that
γˆfr (a, t) := lim−→ǫ′→0
Kr(< a, a; t)/Kr(< a, a; t− ǫ
′), ǫ′ < t− a
By passing to limit when ǫ→ 0 the diagram (15) becomes
0

0

0 // Cr(< a, a;∞)

Kr(< a, a;∞)

0 // Cr(< a, a)

// Hr(< a, a) // Tr(< a, a)

// 0.
Ir(< a, a)

0
0 .
. (16)
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Note that, in view of the exactness of the row in (16), if dimHr(< a, a) is finite then so are dimKr(<
a, a,∞),dimCr(< a, a;∞),dim Ia(r)/I<a(r) and then so are dimKr(< a, a; t),dimCr(< a, a; t) and
dim Ir(< a, a). Then the functions dimKr(< a, a; t), dimCr(< a, a; t) and dim Ir(< a, a; t) are integer
valued with finitely many jumps located at t with γfr (a, t) 6= 0. and δ
f
r (t, a) 6= 0. They are also continuous
from the right. In view of (ii), (iii), (iv) above one has
(a) Ir(< a, a) = ⊕t∈Rδˆr(t, a),
(b) Kr(< a, a;∞) = ⊕t<aγˆr(t, a),
(c) Cr(< a, a;∞) = ⊕t>aγˆr(t, a).
As a consequence one has
dimHr(< a, a) =
∑
t<a
δfr (t, a) +
∑
t>a
γfr (a, t) +
∑
t<a
γfr−1(t, a).
In case Hr is the standard homology this is Corollary 4 in [1].
2.3 Numerical invariants for x ∈ Hr(X˜) and x ∈ Tr(a,∞)
Let 〈g〉 : Hr(X˜)→ Hr(X˜) be the linear isomorphism induced by the homeomorphism µ(g, · · · ) : X˜ → X˜.
For x ∈ Hr(X˜) define:
• α(x) := inf{a | x ∈ Ifa(r)}, α(x) ∈ [−∞,∞)
with α(x) = −∞ if x ∈ ∩a∈RI
f
a(r),
• β(x) := sup{b | x ∈ Ibf (r)}, β(x) ∈ (−∞,∞]
with β(x) =∞ if x ∈ ∩b∈RI
b
f (r),
• tδ(x) = β(x)− α(x), tδ(x) ∈ (−∞,∞].
Observation 2.11
1. α(λx) = α(x), β(λx) = β(x) for λ 6= 0.
2. α(〈g〉x) = α(x) + g, β(〈g〉x) = α(x) + g, for g ∈ Γ.
3. The image of x ∈ Ia in Ia/I<a is nontrivial iff α(x) = a and the image x ∈ I
a in Ia/I>a is nontrivial
iff β(x) = a.
4. The image of x ∈ Fr(a, b) in Fr((a
′, a] × [b, b′)) resp. in δˆtr(a, b) is nontrivial implies a
′ < α(x) ≤
a, b ≤ β(x) < b′ resp. α(x) = a, β(x) = b.
5. x ∈ Torκ[Γ](Hr(X˜)) iff α(x) = −∞ iff β(x) =∞ iff t
δ(x) =∞.
6. If α(x) 6= −∞, equivalently β(x) 6=∞, then both α(x), β(x) ∈ CR(f).
7. α(x+ y) ≤ sup(α(x), α(y)), β(x+ y) ≥ inf(β(x), β(y)).
8. If α(x) 6= α(y) then α(x+y) = sup(α(x), α(y)) and if β(x) 6= β(y) then β(x+y) = inf(β(x), β(y)).
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Items 1.,2.,3.,4 and 7. are straightforward consequences of the definitions above. Item 5. follows from
Proposition 1 in [1]. Item 6. follows from the vanishing of δfr (a, b) if either a or b are regular values cf.
Proposition 3 item 3 in [1]. To check Item 8. observe that by Item 7. one has α(x + y) ≤ sup(α(x),
resp. α(y)), β(x + y) ≥ inf(β(x), β(y)). If a′ = α(x + y) < sup(α(x), α(y)) and α(x) < α(y), resp. if
b′ = β(x + y) > inf(β(x), β(y)) and β(x) < β(y) then in view of Item 7. one concludes that α(y) ≤ a′,
resp. β(x) ≥ a′, which is not possible.
The converse of Item 4. is not true. By Item 8. it is possible to have α(x) = a, β(x) = b and the
image of x in δˆfr (a, b) equal to 0. For example if x, y ∈ Fr(a, b) with α(x) = a
′ < a, β(x) = b, and
α(y) = a, β(y) = b′ > b, then α(x + y) = a, β(x + y) = b and in view of (10) the projection of (x + y)
on δˆfr (a, b) = 0.
For x ∈ Tr(a,∞) = ker(Hr(X˜a)→ Hr(X˜)) define:
• α(x) := inf{a′ | x ∈ img iaa′(r)} ∈ (−∞, a]
5
• β(x) := inf{b′ | x ∈ Tr(a, b
′)} ∈ (a,∞) and
• tγ(x) = (β(x) − α(x)) ∈ (0,∞).
Let Γ− := {g ∈ Γ− | g ≤ 0} and note that Γ− acts on X˜a which induces an obvious structure of
κ[Γ−] module on Tr(a,∞). The action of the element g ∈ Γ−, 〈g〉 : Hr(X˜a) → Hr(X˜a), is the linear
map induced by the composition X˜a
µ(g,··· )// X˜a+g
iaa+g // Xa . In this case 〈g〉 is not an isomorphism. With
respect to this module structure any element x ∈ Tr(a,∞) is torsion; precisely if 〈t
γ(x)〉x = 0.
Observation 2.12
1. α(λx) = α(x), β(λx) = β(x) for λ 6= 0.
2. α(〈g〉x) = α(x) + g, β(〈g〉x) = α(x) + g, for g ∈ Γ,
3. The image of x ∈ Tr(a, b) in Tr(a, b)/i
a,b
<a,b(Tr(< a, b)) is nontrivial iff α(x) = a and the image of
x ∈ Tr(a, b) in Tr(a, b)/Tr(a,< b) is nontrivial iff β(x) = b.
4. The image of x ∈ Tr(a, b) in Tr((a
′, a] × (b′, b]) resp. in γˆfr (a, b) is nontrivial implies a′ < α(x) ≤
a, b′ < β(x) ≤ b resp. α(x) = a, β(x) = b.
5. For 0 6= x ∈ Tr(a, b) one has α(x) ≤ a and β(x) < b and (α(x), β(x)) ∈ CR(f)× CR(f).
6. α(x+ y) ≤ sup(α(x), α(y)), β(x+ y) ≤ sup(β(x), β(y)).
7. If α(x) 6= α(y) then α(x+y) = sup(α(x), α(y)) and if β(x) 6= β(y) then β(x+y) = sup(β(x), β(y)).
Items 1.,2.,3.,4 and 6. are straightforward consequences of the definitions above. Item 5. follows from
the vanishing of γfr (a, b) if either a or b are regular values cf. Proposition 6 item 2 in [1]. To check Item
7. observe that by Item 6. one has α(x + y) ≤ sup(α(x), α(y)) resp. β(x + y) ≤ sup(β(x), β(y)). If
a′ = α(x + y) < sup(α(x), α(y)) and α(x) < α(y), resp. if b′ = β(x + y) < sup(β(x), β(y)) and
β(x) < β(y) then in view of Item 6. one concludes that α(y) ≤ a′, resp. β(y) ≥ b′, which is not possible.
The converse of Item 4. is not true. By Item 7. it is possible to have α(x) = a, β(x) = b and the
image of x in δˆfr (a, b) equal to 0. For example if x, y ∈ Tr(a, b) with α(x) = a
′ < a, β(x) = b, and
α(y) = a, β(y) = b′ > b, then α(x + y) = a, β(x + y) = b and in view of (10) the projection of (x + y)
on γˆfr (a, b) = 0.
5 Proposition 1. in [1] which holds for any homology theory implies α(x) 6= −∞
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2.4 Splittings
Recall from [1] section 4 that a splitting iδa,b(r) : δˆr(a, b) → Fr(a, b), for (a, b) ∈ suppδ
f
r ⊂ CRr(f) ×
Cr(f), is a right inverse of the canonical projection π
δ
a,b(r) : Fr(a, b)→ δˆ
f
r (a, b) i.e. πδa,b(r) · i
δ
a,b(r) = id.
Similarly a splitting iγa,b(r) : γˆr(a, b) → Tr(a, b), for (a, b) ∈ supp γ
f
r , is a right inverse of the canonical
projection πγa,b(r) : Tr(a, b) → γˆ
f
r (a, b).
For a box B = (a′, a]× [b, b′), a′ < a, b < b′, resp. for a box above diagonal B = (a′, a]× (b′, b], a′ <
a ≤ b′ < b one writes iBa,b(r) for the composition of i
δ
a,b(r) resp. i
δ
a,b(r) with the projection Fr(a, b) →
Fr(B) resp Tr(a, b) → Tr(B). Clearly the linear maps i
B
a,b remain splittings of the canonical projections
Fr(B) → δˆ
f
r (a, b), resp. Tr(B) → γˆ
f
r (a, b). One extends these splittings to any (α, β) ∈ B as being
the linear injective maps iBα,β(r) : δˆ
f
r (a, b) → Fr(B) resp. i
B
α,β(r) : γˆ
f
r (a, b) → Tr(B) defined by the
composition iBB′(r) · i
B′
α,β(r) where B
′ = (a′α] × [β, b′), a′ < α ≤ a, b ≤ β < b′ resp. B′ = (a′, α] ×
(b′, β], a′ < α ≤ a, b′ < β ≤ b.
For f : X˜ → R a lift of a tame TC1-form ω, a collection Sδ resp. Sγ of splittings Sδ = {iδa,b(r)} resp.
Sγ = {iγa,b(r)} is called Γ−compatible if for any (a, b) ∈ suppδ
f
r resp. (a, b) ∈ suppγ
f
r the diagrams
F
f
r (a, b)
〈g〉// Fr(g + a, g + b)
δ˜fr (a, b)
iδa,b(r)
OO
〈g〉// δˆfr (a+ g, b+ g)
iδa+g,b+g(r)
OO
resp. Tfr (a, b)
〈g〉// Tr(g + a, g + b)
γ˜fr (a, b)
i
γ
a,b(r)
OO
〈g〉// γˆfr (a+ g, b+ g)
i
γ
a+g,b+g(r)
OO
(17)
remain commutative.
Note that collections of Γ−compatible splittings Sδ resp. Sγ exist.
Indeed, if one chooses one point (ai, bi) in each ∆
δ
ti
(r) ∩ suppδfr resp. ∆
γ
i (r) ∩ suppγ
f
r and a splitting
iδai,bi(r) resp. i
γ
ai,bi
(r) and one defines
i···ai+g,bi+g(r) = 〈g〉 · i
···
ai,bi
(r) · 〈g〉−1
then, since (ai + g, bi + g) exhaust all points in the support of δˆ
f
r resp. δˆ
γ
r , one obtains a collection of
Γ−compatible splittings Sδ resp. Sγ .
Given a collection of splittings Sδ and a set A ⊂ supp δr, in view of Proposition 4 in [1], the linear map
SδIA(r) = ⊕(α,β)∈A i
δ
α,β(r) : ⊕δˆr(a, b)→ Hr(X˜)
is injective, has the image contained in Fr(a, b) provided A ⊂ (−∞, a] × [b,∞), and remains injective
when composed by πBa,b : Fr((a
′, a]× [b, b′)) provided that A ⊂ suppδr ∩B, B = (a
′, a]× [b, b′).
The same remains true for a collection of splittings Sγ , A ⊂ {α, β ∈ suppγr | α ≤ a} and the map
SγIA(r) = ⊕(α,β)∈A i
γ
α,β(r) : ⊕γˆr(a, b) → Tr(a,∞)
3 Proof of Theorem 1.3
In this section Hr denotes the standard (singular) homology and
BMHr the Borel- Moore homology.
The natural transformation θr : Hr(X,Y )→
BM Hr(X,Y ) induces
1. θr(a) : Hr(X˜t, X˜<t)→
BM Hfr (X˜t, X˜<t); recall
BMHfr (X˜t, X˜<t) = lim−→
BM
ǫ→0
Hfr (X˜t, X˜t−ǫ),
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2. θδr(a, b) : δˆ
f
r (a, b) →BM δˆ
f
r (a, b),
3. θγr (a, b) : γˆ
f
r (a, b) →BM γˆ
f
r (a, b), for a < b.
In general the linear maps θr : Hr(X,Y ) →
BM Hr(X,Y ) are not isomorphisms, in particular θr :
Hr(X˜) →
BM Hr(X˜) is never an isomorphism. However we will verify below Theorem 1.3 which estab-
lishes that if f : X˜ → R is a lift of a tame TC1-form ω on a closed topological manifoldX, then the induced
linear maps θr(a), θ
δ
r(a, b) and θ
γ
r (a, b) are isomorphisms.
Before we begin the proof recall that if (U, V ), V ⊂ U is a pair of locally compact spaces, V closed
subset, then BMHr(U, V ) = Hr(Uˆ , Vˆ ), with Uˆ resp. Vˆ the one-point compactification of U resp. V and
θU,Vr : Hr(U, V )→
BM Hr(U, V ) identifies to the inclusion induced linear map Hr(U, V )→ Hr(Uˆ , Vˆ ).
For an inclusion of pairs of locally compact spaces (U1, V1) ⊂ (U2, V2), Vi closed in Ui, i = 1, 2, U1
resp. V1 open subset set in U2 resp. V2 consider the commutative diagram
(U1, V1) ⊂
//
⊂

(Uˆ1, Vˆ1)
(U2, V2) ⊂
// (Uˆ2, V2)
p
OO
with three arrows inclusions of pairs and arrow p representing the map sending U2 \ U1 resp. V2 \ V1 to
the added point of the compactification Uˆ2 and identity elsewhere.This diagram induces the linear maps
iU2,V2U1,V1 : Hr(U1, V1) → Hr(U2, V2) and p
U1,V1
U2,V2
:BM Hr(U2, V2) →
BM Hr(U1, v1) which together with
θU1,V1r and θ
U2,V2
r make the diagram
Hr(U1, V1)
θ
U1,V1
r //
i
U2,V2
U1,V1

BMHr(U1, V1)
Hr(U2, V2)
θ
U2,V2
r // BMHr(U2, V2)
p
U1,V1
U2,V2
OO
(18)
commutative.
Proof of Theorem 1.3
θr(a) is an isomorphism:
Proof:
Suppose f : X˜ → R is a lift of a tame TC1-form ω on the compact ANR X. Choose a filtration of X˜
by open sets U(1) ⊂ U(2) ⊂ · · · ⊂ U(k) ⊂ U(k + 1) ⊂ · · · ⊂ X˜, with the properties:
(a)
⋃
i U(i) = X˜, U(i)
6 is a compact submanifold with boundary and U(i) ⊂ U(i+ 1),
(b) the restrictions of f to U(i) and ∂U (i) are tame maps,
(c) t ∈ CR(f) is a regular value for the restriction of f to ∂(U (i)),
(d) for any t ∈ CR(f) there exists N(t) ∈ Z≥0 s.t. the compact set Cr(f)(t) = f
−1(t) ∩ Cr(f) is
contained in U(i) for i > N(t).
6U denotes the closure of U in X˜
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Such filtrations exist; one can choose each U(i) to be the closure of a finite union of translates of a funda-
mental domains of the free action of Γ on X˜, appropriately chosen to avoid Cr(f) and s.t. (a) is satisfied.
Observe that for U(i) ⊂ U(i + k) ⊂ U(∞) = M˜ with f : M˜ → R, diagram (18) implies the
commutative diagram
Hr(U(i)t, U(i)<t)
θir(t) //
ii+ki

i∞i
))
BMHr(U(i)t, U(i)<t)
Hr(U(i+ k)t, U(i + k)<t)
θi+kr (t) //
i∞i+k

BMHr(U(i)t, U(i)<t)
pii+k
OO
Hr(U(∞)t, U(∞)<t)
θ∞r (t) // BMHr(U(∞)t, U(∞)<t)
pi+k∞
OO
pi
∞
hh
7 (19)
s.t. ij+k+rj = i
j+k+r
j+k · i
j+k
j and p
j
i+j+k = p
j
j+k · p
j+k
j+k+r.
A careful inspection of this diagram with Lemma (3.1) and Proposition (3.2) below in mind lead to the
statement. Indeed
F1. Lemma(3.1) below implies that for i > N(t) and ǫ small enough
θi,ǫr (t) : Hr(U(i)t, U(i)t−ǫ) →
BM Hr(U(i)t, U(i)t−ǫ) is an isomorphism. Passing to limit when ǫ → 0
one derives that θir(t) : Hr(U(i)t, U(i)<t)→
BM Hr(U(i)t, U(i)<t) is an isomorphism.
F2. For j > N(t) the linear map ij+kj is an isomorphism by excision in standard homology. Combined
with the commutativity of the diagram (19) and F1. this implies that pjj+k is an isomorphism.
F.3 The isomorphisms ij+kj stated in F2. imply i
∞
j is isomorphism, and the isomorphisms p
j
j+kfor
stated in F2. imply, by the exact sequence (ES20) claimed by Proposition (3.2) pj∞ is isomorphism for
j > N(t). Hence in view of diagram (19), θr(t) = θ
∞
r (t) is an isomorphism which finalize the proof.
q.e.d.
Lemma 3.1 SupposeM is a compact manifold with boundary, with interior IntM = U and boundary ∂M
and f : M → R is a tame map with Cr(f) ⊂ U and the restriction of f to ∂M also tame. Suppose t is
a regular value of f. Then for ǫ > 0 small enough the inclusion induced linear map i(r) and the θ
Ut,Ut−ǫ
r
below are isomorphisms.
Hr(Mt,Mt−ǫ) Hr(Ut, Ut−ǫ)
i(r)oo θ
Ut,Ut−ǫ
r // BMHr(Ut, Ut−ǫ) (20)
Proof: We leave the reader to convince himself that the inclusion (Ut, Ut−ǫ) ⊂ Mt,Mt−ǫ) is a homotopy
equivalence of pairs which implies i(r) is an isomorphism.
Since t is regular value for f |∂M there exists ǫ positive and small enough s.t. the inclusion ∂M(t −
ǫ) ⊂ ∂M[t−ǫ,t] is a homotopy equivalence, hence the inclusion (Mt,Mt−ǫ) ⊂ (Mt,Mt−ǫ ∪ ∂M[t−ǫ,t]) is a
homotopy equivalence of compact pairs, hence
Hr(Mt,Mt−ǫ) =
BM Hr(Mt,Mt−ǫ ∪ ∂M[t,t−ǫ]). (21)
SinceMt \ (Mt−ǫ ∪ ∂M[t−ǫ,t]) = (Ut \ (Ut \ Ut−ǫ)) one has
BMHr(Mt,Mt−ǫ ∪ ∂M[t−ǫ,t]) =
BM Hr(Ut, Ut−ǫ). (22)
Combining the two isomorphisms one obtain θ
Ut,Ut−ǫ
r · i(r)−1 is an isomorphism hence so is θ
Ut,Ut−ǫ
r .
q.e.d
7recall lim
−→ǫ→0
BMHr(U(i)t, U(i)t−ǫ) =
BM Hr(U(i)t, U(i)<t)
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Proposition 3.2 There is a short exact sequence
0 // lim
←−i→∞
(BMHr(U(i)a, U(i)<a))′ // BMHr−1(X˜a, X˜<a) // lim←−
BM
i→∞
Hr(U(i)a, U(i)<a) // 0 (23)
Proof: The first row is exact by the same arguments as in [8]. Indeed when restricted to open sets
U ⊂ X˜a and inclusions of open sets, the assignment U  
BM Hr(U) is a contravariant functor which
behaves exactly as a cohomology theory which permits to repeat the arguments in [8]. The exactness of the
second row holds since the vertical arrows are all isomorphisms. By passing to direct limit when ǫ go to 0
one derives the exact sequence claimed by Proposition 3.2
q.e.d
θδr(a, b) and θ
γ
r (a, b) are isomorphisms :
Proof:
The natural transformation θr : Hr →
BM Hr induces natural linear maps still denoted by θr from the
vector spaces I
f
a(r), Iaf (r),F
f
r (· · · ),T
f
r (· · · ), Cr(· · · ),Kr(· · · ), δˆ
f
r (· · · ), γˆ(· · · ) corresponding to Hr and
BMHr, in particular using the definitions preceding diagram (16)
1. θIr : I
f
r (< a, a)→BM Ir(r < a, a), θ
I
r : I
f
r (< a, a; t) →BM Ir(r < a, a; t),
2. θKr : Kr(< a, a)→
BM Kr(< a, a), θ
K
r : Kr(< a, a; t)→
BM Kr(< a, a; t),
3. θCr : Cr(< a, a)→
BM Cr(< a, a), θ
C
r : Cr(< a, a; t) →
BM Cr(< a, a; t),
4. θδr : δˆr(a, b) →
BM δˆr(a, b), θ
γ
r : γˆr(a, b) →
BM γˆr(a, b).
It is immediate from diagram (16) that θr(a) : Hr(< a, a) = Hr(M˜a, M˜<a) →
BM Hr((M˜a, M˜<a))
isomorphism for any r and a implies, by comparing the diagrams (16) for standard and for Borel-Moore
homologies, that θCr : Cr(< a, a) →
BM Cr(< a, a) and θ
C
r (< a, a; t) : Cr(< a, a; t) →
BM Cr(< a, a; t),
are injective for any r, a, t and θKr : Kr(< a, a)→
BM Kr(< a, a) are surjective for any r and a.
In view of Lemma (3.3) below it is possible to choose Γ− compatible splittings
Sδ := {iδa,b : δˆr(a, b) → Fr(a, b)} and
BMSδ := {BM ia,b :
BM δˆr(a, b) →
BM
Fr(a, b)} as well as
Sγ := {iγa,b : γˆr(a, b)→ Tr(a, b)} and
BMSγ := {BM ia,b :
BM γˆr(a, b)→
BM
Tr(a, b)} s.t. the diagrams
δˆfr (a, b)

iδa,b // F
f
r (a, b)

πδa,b // δˆfr (a, b)

BM δˆfr (a, b)
BM iδa,b// BMFr(a, b)
BMπδa,b// BM δˆfr (a, b)
γˆfr (a, b)

i
γ
a,b // T
f
r (a, b)

π
γ
a,b // γˆfr (a, b)

BM γˆfr (a, b)
BM i
γ
a,b// BMTr(a, b)
BMπ
γ
a,b// BM γˆfr (a, b)
(24)
are commutative; such splittings are called θr−compatible.
Indeed one chooses in each orbit of the diagonal action of Γ on Cr(f)×Cr(f) one representative (a, b).
Based on Lemma 3.3) below one chooses iδa,b and
BM iδa,bas well as i
γ
a,b and
BM iγa,b splittings which satisfy
(24). Then as indicated in section 2 extend them to all (a, b) in the support of δfr and of γ
f
r .
With such collection of splittings one obtains
θCr :Cr(< a, a)→
BM Cr(< a, a) =⊕
t∈R
(θδr : δˆr(a, t) →
BM δˆr(a, t)) ⊕⊕
t>a
(θγr (a, t) : γˆr(a, t)→
BM γˆr(a, t)).
(25)
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The injectivity of θCr implies θ
γ
r (a, t) : γˆr(a, t) →
BM γˆr(a, t) and θ
δ
r : δˆr(a, t) →
BM δˆr(a, t) are injective
for any (a, t) ∈ Cr(f)× Cr(f) and any r.
Similarly one obtains
θKr : Kr−1(< a, a)→
BM Kr(< a, a) =⊕
t<a
(θγr−1 : γˆr(t, a)→
BM γˆr(a, t)).
(26)
The surjectivity of θKr implies θ
γ
r−1(t, a) : γˆr(t, a) →
BM γˆr(t, a) are surjective for any (a, t) ∈ Cr(f)×
Cr(f) and any r, hence θγr (a, t) : γˆr(a, t) →
BM γˆr(a, t) are isomorphisms, and then θ
δ
r : δˆr(a, t) →
BM
δˆr(a, t) have to be too.
Lemma 3.3 For a diagram
B
πB // B′
A
α
OO
πA // A′
α′
OO
with πB and πA surjective linear maps there exist the injective linear maps sB : B
′ → B and sA : A
′ → A,
right inverses of πB and πA,
8 called compatible splittings. More precisely given a splitting sA one can
produce a compatible splitting sB .
Proof:
The diagram above induces the diagram
B
πB // B′
B
α
__❃❃❃❃❃❃❃❃
πB // B′
α′
``❆❆❆❆❆❆❆❆
A
α
OO
α
??        πA // A′
α′
OO
α′
>>⑥⑥⑥⑥⑥⑥⑥
where:
B′ := A′/ kerα′ hence α′ is surjective, and α′ is injective,
πB : B → B
′ is the pull-back of πB by α
′, hence B = π−1B (img(α
′)).
Choose a splitting sA′ : B
′ → A′ of α′. Clearly sB := α · sA · sA′ is a splitting of πB hence α · sA · sα′
is a section of πB which in view of the injectivity of α
′ has α · sB extendable to a splitting sB : B
′ → B of
πB s.t. that together with sA provides a pair of compatible splittings.
q.e.d
4 Proof of Poincare´ duality, Theorem 1.1
Suppose a, b regular values for f : X˜ → R a lift of a tame TC1-form ω on a topological closed manifold.
hence the levels M˜(a), M˜ (b) codimension one submanifolds of M˜. Poincare´ duality for the topological
manifolds with boundary M˜a and M˜
b combined with the excision property for standard cohomology provide
the canonical isomorphisms ” PDr ” from Borel Moore homology
BMHr to the standard cohomologyH
n−r
and then the commutative diagrams below.
8i.e. piB · sB = id, piA · sA = id s.t. sB · α
′ = α · sA
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HBMr (M˜a)
PD1a

ia(r) // HBMr (M˜ )
PD

ja(r) // HBMr (M˜ , M˜a)
PD2a

Hn−r(M˜ , M˜a)

sa(n−r) // Hn−r(M˜ )

ra(n−r)) // Hn−r(M˜a)

(Hn−r(M˜, M˜a))∗
(ja(n−r))∗// (Hn−r(M˜))∗
(ia(n−r))∗// (Hn−r(M˜a))∗
(27)
HBMr (M˜
b)
PDb1

ib(r) // HBMr (M˜)
PD

jb(r) // HBMr (M˜, M˜b)
PDb2

Hn−r(M˜, M˜b)

sb(n−r) // Hn−r(M˜ ))

rb(n−r) // Hn−r(M˜b)

(Hn−r(M˜, M˜b))
∗
(jb(n−r))
∗
// (Hn−r(M˜))∗
(ib(n−r))
∗
// (Hn−r(M˜b))∗ .
(28)
In view of (27) and (28)one has
BM
Fr(a, b) := imgia(r) ∩ imgi
b(r) = ker ja(r) ∩ ker j
b(r)
ker(ia(n− r))∗ ∩ ker(ib(n− r))
∗ ≃ (coker(ib(n− r)⊕ i
a(n− r)))∗ =: Gfn−r(b, a)
∗.
The first equality holds by exactness of the first row in these diagrams, the second by the equality of the top-
and bottom-right horizontal arrows, the third by the linear algebra duality and the fourth by the definition of
Gn−r.
This in turn implies that for a′ < a, b < b′ regular values with the boxes B and B′ given by B =
(a′, a] × [b, b′), B′ = (b, b′] × [a′, a) the diagram below is commutative with the horizontal arrows all
isomorphisms in particular
PDr(B) :
BM
F
f
r ((a
′a]× [b, b′))→ (Gfn−r((b, b
′]× [a′, a))∗ (29)
BMF
f
r (a
′, b′)

PDr(a
′,b′) // (Gfn−r(b
′, a′))∗

BMF
f
r (a, b)

BMπBab,r
$$❏
❏❏
❏❏
❏❏
❏❏
❏
PDr(a,b) // (Gf˜n−r(b, a))
∗
(un−r(B
′))∗
&&▼▼
▼▼
▼▼
▼▼
▼▼
(pba(r))∗

BMF
f
r (B)
PDr(B)
,,
(Gf˜n−r(B
′))∗
(θn−r(B
′))∗

HBMr (M˜)
PDr // (Hn−r(M˜ ))∗ (Ff˜n−r(B
′)∗
(30)
Suppose a < b < c < d with all a, b, c, d regular values and consider the box above diagonal B =
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(a, b]× (c, d]. Poincare˙ duality and excision property provide the following commutative diagram
(1) BMHr(M˜
f
a )
PD

α // BMHr(M˜fb )
PD

β // BMHr(M˜fc )
PD

γ // BMHr(M˜fd )
PD

(2) Hn−r(M˜, M˜af )
// Hn−r(M˜, M˜bf )
// Hn−rM˜, M˜cf )
// Hn−rr (M˜, M˜df )
(3) Hn−r−1(M˜af )
//
∂
OO
Hn−r−1(M˜bf )
//
∂
OO
Hn−r−1(M˜cf )
//
∂
OO
Hn−r−1(M˜df )
∂
OO
(4) (Hn−r−1(M˜af ))
∗ //
=
OO
(Hn−r−1M˜bf ))
∗ //
=
OO
(Hn−r−1(M˜cf ))
∗ //
=
OO
(Hn−r−1(M˜df )
∗
=
OO
(5) (Hn−r−1(M˜
−f
−a ))
∗
γ′∗//
OO
(Hn−r−1(M˜
−f
−b ))
∗
β′∗//
OO
(Hn−r−1(M˜
−f
−c ))
∗
α′
∗
//
OO
(Hn−r−1(M˜
−f
−d ))
∗
OO
(31)
In view of Theorem 2.3 item 2 this diagram implies that ω(α, β, γ) = ω(γ′∗, β′∗, α′∗) (cf subsection 2.1
for definitions) which by Theorem 2.3 item 1 is canonically isomorphic to ω(γ′, β′, α′)∗, in particular one
has the isomorphism
BMPDr(B) :
BM
T
f
r (a, b]× (c, d]) → (T
−f
n−r−1((−d,−c] × (−b,−a]))
∗. (32)
To finalize the proof of Theorem 1.1 one needs some elementary linear algebra.
Definition 4.1 A quasi-surjection π˜ : A  A′ is a pair π˜ := {π : A → P,P ⊃ A′} consisting of a
surjective linear map π and a subspace A′ of B.
To a directed system of quasi-surjections
A1
π˜1 ///o/o/o A2
π˜2 ///o/o/o A3
π˜3 ///o/o/o · · ·
π˜k−1 ///o/o/o Ak
π˜k ///o/o/o Ak+1
π˜k+1 ///o/o/o · · ·
one provides a unique maximal directed system of surjections
A1 A2 A3 Ak Ak+1
A∞1
π′1 // //
⊆
OO
A∞2
π′2 // //
⊆
OO
A∞3
π˜3 // //
⊆
OO
· · ·
π˜k−1// // A∞k
π˜k // //
⊆
OO
A∞k+1
π˜k+1
⊆
✷✷✷✷✷✷✷✷
// //
⊆
OO
· · ·
The construction is rather straightforward but for the reader’s convenience will be described in the Appendix.
Define
lim
−→
i→∞
π˜i : = lim−→
i→∞
π′i. (33)
For a, b ∈ R and ǫ1 > ǫ2 one considers two quasi-surjections
1π˜ : A =BM Fr(B1) 
BM
Fr(B2) = A
′
and
2π˜ : A = (Gn−r(B1))
∗
 (Gn−r(B2))
∗ = A′
defined based on the boxes
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(a) B1 = (a− ǫ1, a+ ǫ1]× [b− ǫ1, b+ ǫ1)
B2 = (a− ǫ2, a+ ǫ2]× [b− ǫ2, b+ ǫ2)
C = (a− ǫ2, a+ ǫ1]× [b− ǫ1, b+ ǫ2)
with C as a lower-right corner of B1, B2 as an upper-left corner of C
and on the boxes
(b) B1 = (b− ǫ1, b+ ǫ1]× [a− ǫ1, a+ ǫ1)
B2 = (b− ǫ2, b+ ǫ2]× [a− ǫ2, a+ ǫ2)
C = (b− ǫ1, b+ ǫ2]× [a− ǫ2, a+ ǫ1)
with C as a upper left corner of B1, B2 as an down right corner of C.
The boxesB1, C,B2 are the symmetric of the boxesB1, C,B2 w.r. to the first diagonal∆1 := {(x, y) ∈
R
2 | x− y = 0}. See Figure 3 below.
B1
B2
C
∗(b, a)
B1
B2
C
∗(a, b)
Figure 3
∆1
In view of Observation 2.7
πCB1 :
BM
Fr(B1)→
BM
Fr(C) is surjective and
iCB2 :
BM
Fr(B2)→
BM
Fr(C) is injective and identifies
BM
Fr(B2) to a subspace of
BM
Fr(C).
Define the quasi-surjection 1π˜ by: A :=BM Fr(B1), P =
BM
Fr(C), A
′ =BM Fr(B2) and π := π
C
B1
.
In view of Observation 2.7
(i
B1
C )
∗ : (Gn−r(B1))
∗ → (Gn−r(C))
∗ is surjective and
(π
B2
C )
∗ : (Gn−r(B2))
∗ → (Gn−r(C))
∗ is injective 9.
Define the second quasi-surjection 2π˜ by: A := (Gn−r(B1))
∗, P = (Gn−r(C))
∗, A′ = (Gn−r(B2))
∗
and π := (i
B1
C )
∗. In view of (29) Poincare´ duality identifies the two quasi-surjections.
9 since i
B1
C : G(C)→ G(B1) is injective and pi
B2
C : G(C)→ G(B2) is surjective
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For a < b, a, b ∈ R and ǫ1 > ǫ2 with a < 2ǫ1 < b one considers two quasi-surjections
3π˜ : A =BM
T
f
r (B1) 
BMT
T
f (B2) and
4π˜ : (T−fn−r−1(B1))
∗
 (T−fn−r−1(B2))
∗ based on the boxes above diagonal.
(a) B1 = (a− ǫ1, a+ ǫ1]× (b− ǫ1, b+ ǫ1]
B2 = (a− ǫ2, a+ ǫ2]× (b− ǫ2, b+ ǫ2]
C = (a− ǫ2, a+ ǫ1]× [b− ǫ2, b+ ǫ1]
with C as a upper-right corner of B1 and B2 as the lower-left corner of C and on the boxes above
diagonal
(b) B1 = (−b− ǫ1,−b+ ǫ1]× (−a− ǫ1,−a+ ǫ1]
B2 = (−b− ǫ2,−b+ ǫ2)× (−a− ǫ2,−a+ ǫ2]
C = (−b− ǫ1,−b+ ǫ2)× (−a− ǫ1,−a+ ǫ2]
with C as a lower left corner of B1, B2 as an upper-right corner of C
The boxes B1, C,B2 are the symmetric of the boxes B1C,B2 w.r. to the second diagonal ∆2 := {(x, y) ∈
R
2 | x+ y = 0}. See Picture 4 below.
B1
B2
∗
(−b,−a)
∆2
∗(a, b)
Figure 4
∆1
B1
B2
C
C
In view of Observation 2.9
πCB1 :
BM
T
f
r (B1)→
BM
T
f
r (C) is surjective and
iCB2 :
BM
T
f
r (B2)→
BM
T
f
r (C) is injective identifying BMT
f
r (B2) to a subspace of
BM
T
f
r (C).
Define the first quasi-surjection 3π˜ with A :=BM Tf (B1), P =
BM
T
f (C), A′ =BM Tf (B2) and
π := πCB1 .
In view of Observation 2.9
(π
C
B2
)∗ : (T−fn−r−1(C))
∗ → (T−fn−r−1(B2))
∗ is surjective and
(i
B1
C )
∗ : (T−fn−r−1(B1))
∗ → (T−fn−r−1(C))
∗ is injective 10.
10since pi
C
B2
: T−f (B2)→ T
−f (C) is injective and i
B1
C : T
−f (C → T−f (B1)) surjective
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Define the quasi-surjection 4π˜ with A := (T−fn−r−1(B1)
∗, A′ = (T−fn−r−1(B2)
∗ and π =: (π
C
B1
)∗.
In view of (32) Poincare´ duality identifies the two quasi surjections.
Given a, b ∈ CR(f) choose a sequence ǫ1 > ǫ2 > ǫ3 > · · · ǫk > · · · > 0 with limi→∞ ǫi = 0 s.t. a± ǫi
and b ± ǫi are regular values for any i. This is possible since the set of regular values of f is everywhere
dense in R. In case a < b assume in addition that a < 2ǫ1 < b.
First consider the collection of quasi-surjections BMF π˜i : Ai  Ai+1 with Ai :=
BM
Fr(Bi), Bi the
box Bi := (a− ǫi, a+ ǫi]× [b− ǫi, b+ ǫi) which identifies by Poincare´ duality to the collection of quasi-
surjections G
∗
π˜i : Ai  Ai+1 with Ai := (Gn−r(Bi))
∗ with Bi with the box Bi = (b− ǫi, b+ ǫi]× [a−
ǫi, a+ ǫi). Since in view of (29) lim−→i→∞
1π˜i = lim−→i→∞
2π˜i, Proposition 4.2 below implies
BM δˆfr (a, b) = (
Gδˆfn−r(b, a))
∗.
In view of Theorem 1.3
BM δˆfr (a, b) = δˆ
f
r (a, b) (34)
and in view of the finite dimensionality of δˆfn−r(b, a) =
F δˆfn−r(b, a) =
G δˆfn−r(b, a)
dim (Gδˆfn−r(b, a))
∗ = dim Gδˆfn−r(b, a)
hence δfr (a, b) = δ
f
n−r(b, a) hence
δωr (t) = δ
ω
n−r(−t).
This establishes Item 1 in Theorem (1.1).
Similarly, given a < b consider the collection of quasi-surjections 3π˜fi : Ai  Ai+1 with Ai :=
BM
T
f
r (Bi), Bi the box above diagonal Bi := (a − ǫi, a + ǫi] × (b − ǫi, b + ǫi] which identifies by Poincare´
duality to the collection of quasi-surjections 4π−fi : Ai  Ai+1 with Ai := (T
−f
n−r−1(Bi))
∗ withBi the box
above diagonal Bi = (−b− ǫi,−b+ ǫi]× (−a− ǫi, a+ ǫi]. In view of (32) lim−→i→∞
3π˜fi = lim−→i→∞
4π˜−fi
Proposition 4.2 below implies
BM γˆfr (a, b) = (γˆ
−f
n−r−1(−b,−a))
∗.
In view of Theorem 1.3
γˆfr (a, b) = (γˆ
−f
n−r−1)(−b,−a))
∗ (35)
and in view of the finite dimensionality of γˆ−fn−r−1(−b,−a)
dim γˆ−fn−r−1(−b,−a) = (dim γˆ
−f
n−r−1(−b,−a))
∗
hence γfr (a, b) = γ
−f
n−r−1(−b,−a) hence
γωr (t) = γ
−ω
n−r−1(t).
This establishes Item 2 in Theorem 1.1.
Proposition 4.2
1. lim
−→i→∞
1π˜i =
BM δˆfr (a, b)
2. lim
−→i→∞
2π˜i = (δˆ
f
n−r(b, a))
∗
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3. lim
−→i→∞
3π˜fi =
BM γˆfr (a, b)
4. lim
−→i→∞
4π˜−fi = (γˆ
−f
n−r−1(−b,−a))
∗
Proof:
Using the description of A∞i in the Appendix, Observations 2.11 and Observation 2.12 one concludes
that for each directed system 1π˜i,
2π˜i,
3π˜i,
4π˜i the corresponding A
∞
i are given by
A∞i =

BM
Fr((a− ǫi, a]× [b, b+ ǫi)
(Gn−r((−b− ǫi, b]× [a.a+ ǫi)))
∗
BM
T
t
r((a− ǫi, a]× (b− ǫi, b])
(T−fn−r−1((−b− ǫi,−b]× (−a− ǫi,−a]))
∗.
In view of the Definitions 4.1 and of the definitions of BM δˆf···,
Gδˆf···,
BMγf··· one has
lim
−→
i→∞
(π′i : A
∞
i → A
∞
i+1) =

BM δˆfr (a, b)
(Gδˆfn−r(b, a))
∗
BM γˆfr (a, b)
(γˆ−fr (−b,−a))∗
q.e.d
5 Proof of stability property,Theorem 1.2
Note that for each diagonal ∆t := {(x, y) ∈ R
2, y−x = t} the set∆t∩ suppδ
f
r if not empty is Γ−invariant
w.tr to the diagonal action and the set ∆t ∩ suppδ
f
r /Γ consists of finitely many orbits say o1, o2, · · · ok. If
the case choose in any such orbit one point (ai, bi). Denote by
Fˇ
f
r := ⊕(a,b)∈suppδfr
δˆfr (a, b),
Fˇ
f
r ({a, b}) := ⊕g∈Γδˆ
f
r (a+ g, b + g),
Fˇ
ω
r (t) := ⊕{(a,b)∈suppδfr |b−a=t}
δˆfa,b(r) = ⊕i=1,2,···kFˇ
f
r ({ai, bi}),
Fˇ
ω
r (≤ t) := ⊕{(a,b)∈suppδfr |b−a≤t}
δˆfr (a, b),
Fˇ
ω
r (< t) := ⊕{(a,b)∈suppδfr |b−a<t}
δˆfr (a, b).
Let 〈g〉a,b : δˆ
f
r (a, b) → δˆ
f
r (a + g, b + g) be the linear isomorphism induced from the linear isomorphism
〈g〉 : Hr(X˜)→ Hr(X˜) end equip Fˇ
ω
r with a structure of κ[Γ]− module given by
〈g〉 := ⊕(a,b)〈g〉a,bδˆ
f
r (a, b) → δˆ
f
r (a+ g, b + g)
and observe that Fˇωr , Fˇ
f
r ({a, b}), Fˇωr (t), Fˇ
ω
r (≤ t) are all free κ[Γ]− modules which in view of Proposition
2.10 are of rank∑
s∈suppδωr
δωr (s),
δfr (a, b),
δωr (t) =
∑
i=1,2,···k δ
f
r (ai, bi),∑
s≤t,s∈suppδωr
δωr (s),∑
s<t,s∈suppδωr
δωr (s).
Denote by F
f
r := Hr(X˜)/TorHr(X˜),
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F
f
r ({a, b}) :=
∑
g∈Γ(F
f
r (a+ g, b+ g)/TorHr(X˜)) ⊆ F
f
r ,
F
ω
r (t) :=
∑
{(a,b)∈suppδfr |b−a=t}
(F fr (a, b)/TorHr(X˜)) ⊆ F
f
r ,
F
ω
r (≤ t) := ⊕(a,b)∈suppδfr |b−a≤t
(F fr (a, b)/TorHr(X˜)) ⊆ F
f
r ,
F
ω
r (< t) := ⊕{(a,b)∈suppδfr |b−a<t}
(F fr (a, b)/TorHr(X˜)) ⊆ F
f
r .
All these κ−vector spaces are actually f.g κ[Γ]− modules given the fact that κ[Γ] is Noetherian andHr(X˜)
is f.g.module. Consequently there are finitely many t ∈ R, t1 < t2 · · · < tk s.t
1. F
ω
r (t) = 0 for t < t1,
2. F
ω
r (t) = F
ω
r (ti) for ti ≤ t < ti+1,
3. F
ω
r (t) = Hr(X˜)/TorHr(X˜) for tk ≤ t.
Choose a collection of Γ compatible splittings Sδ := {ia,b(r) : δˆ
f
r (a, b) → Fr(a, b) | (a, b) ∈ suppδ
f
r }
( like in subsection 2.4 ) and consider
SI(r) : Fˇωr → F
f
r = Hr(X˜)/TorHr(X˜).
Clearly SI(r) is κ[Γ]−linear and in view of Proposition 4 in [1] injective, and restricts to
SI{a,b}(r) : Fˇ
f ({a, b}) → F
f
r ({a, b}),
SI(r)t : Fˇ
f
r (t)→ F
ω
r (t),
SI(r)≤t : Fˇ
f
r (≤ t)→ F
ω
r (≤ t),
SI(r)<t : Fˇ
f
r (< t)→ F
ω
r (< t)
all injective κ[Γ]−linear maps.
Proposition 5.1 The above maps are also surjective, hence also bijective.
Proof:
Observe that if x ∈ Hr(X˜) with α(x) = a, β(x) = b (hence x /∈ TorHr(X˜)) and t = t(x) = b − a
can be uniquely written (in the presence of a collection of splittings) as x = ia,b(xˆ) + x
′ with xˆ = πa,b(x)
and x′ with t(x′) < t. This implies that in view of finite generation of Hr(X˜) there exists a finite sequence
t0 > t1 > t2 · · · > tk and xi with α(xi) = ai, β(xi) = bi, t(xi) = ti s.t. x =
∑
0≤i≤k iai,bi(xˆi), xˆi 6= 0,
hence Fr(ti) ⊃ Fr(ti+1); otherwise Hr(X˜) contains an infinite sequence for submodules · · ·Fr(ti) ⊃
Fr(ti+1 ⊃ · · · which contradicts the f.g property of Hr(X˜). This guaranties the surjectivity of
SI≤t(r) :
Fˇr(≤ t)→ Fr(≤ t) as well as of
SI<t(r) : Fˇr(< t)→ Fr(< t).
q.e.d
If K is any field extension of κ[Γ] and V a κ[Γ]−module denote by V the K−vector space
V := V ⊗κ[Γ] K
It is convenient to formulate the immediate consequences of Proposition 5.1 as
Observation 5.2
i. The set of real numbers t1, t2, · · · tk in Proposition 2.10 is exactly the set suppδ
ω
r
ii.
1. dimF
f
r (t) = δ
ω
r (t)
2. dimF
f
r =
∑
{s∈suppδωr }
δωr (s)
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3. dimF
f
r (≤ t) =
∑
{s∈suppδωr |s≤t}
δωr (s)
4. dimF
f
r (< t) =
∑
{s∈suppδωr |s<t}
δωr (s)
Proof of Theorem 1.2
We follow essentially the arguments in [4] or [2] section 5 and observe that for any two TC 1-forms
ω1, ω2 in the same cohomology class and two lifts f1 : X˜ → R of ω1 and f2 : X˜ → R of ω2 with
||f1 − f2||∞ < ǫ and a, b ∈ R one has:
I
f1
a−ǫ(r) ⊆ I
f2
a (r) ⊆ I
f1
a+ǫ(r)
I
b−ǫ
f1
(r) ⊇ Ibf2(r) ⊇ I
b+ǫ
f1
(r)
(36)
and therefore
F
f1
r (a− ǫ, b+ ǫ) ⊆ F
f2
r (a, b) ⊆ F
f1
r (a+ ǫ, b− ǫ)
and therefore for any t ∈ suppδωr
F
ω1
r (t− 2ǫ) ⊆ F
ω2
r (t) ⊆ F
ω1
r (t+ 2ǫ)
F
ω1
r (< (t− 2ǫ)) ⊆ F
ω2
r < t) ⊆ F
ω1
r (< (t+ 2ǫ))
(37)
In particular, if F
ω1
r (t − ǫ) = F
ω1
r (t + ǫ) resp. F
ω1
r (< (t − ǫ)) = F
ω1
r (< (t + ǫ)) then F
ω2
r (t) =
F
ω1
r (t− ǫ) = F
ω1
r (t) resp. F
ω2
r (< t) = F
ω1
r (< (t− ǫ)) = F
ω1
r (< t).
For a tame TC1-form ω denote by σr(ω) := inf |ti − tj|, ti 6= tj with ti, tj ∈ suppδ
ω
r As an immediate
consequence of Observation 5.2 and (37) one obtains Proposition (5.3) which (as in [4] or [2] section 5)
implies the continuity of the assignment ω  δωr .
Proposition 5.3 For any ǫ < σf (ω), ω, ω
′ two tame TC1-forms in the same cohomology class with |ω −
ω′| < ǫ/3 and ti ∈ suppδˆ
ω
r one has
δωr (ti) =
∑
ti−ǫ<s<ti+ǫ
δω
′
r (s) (38)
suppδω
′
r ⊂ ∪ti∈suppδωr (ti − ǫ, ti + ǫ). (39)
In fact
δˆωr (ti) ≃
⊕
ti−ǫ<s<ti+ǫ
δˆω
′
r (s).
6 Appendix
Starting with the right side of the diagram (40) (i.e. the collections of linear maps {πi,∪},) one inductively
(from right to left i.e from lower index i to lower index (i−1) and from upper index k to upper index (k+1))
produces the subspace Ak+1i ⊂ A
k
i , ∞ ≥ i > k and the linear maps shown in the diagram; all horizontal
arrows πki : A
k
i → A
k
i+1 surjective and all vertical arrows injective (inclusions), withA
k+1
k = (π
k)−1(Ak+1)
and A∞k = ∩i>kA
k
i . A
k+1
i := (π
k
i )
−1(Ak+1i+1 ).
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A1
π1 // B1
A21
//
OO
A2
π2 //
∪
OO
B2
A31
//
OO
A32
//
OO
A3
π3 //
∪
OO
B3
· · · · · · · · · · · · · · ·
Ak1
//
OO
Ak2
//
OO
Ak3
//
OO
Ak4
//
OO
· · · // Ak
πk //
∪
OO
Bk
Ak+11
//
OO
Ak+12
//
OO
Ak+13
//
OO
Ak+14
//
OO
· · · // Ak+1
k
//
OO
Ak+1
πk+1 //
∪
OO
Bk+1
· · · · · · · · · · · · · · · · · · · · · · · ·
A∞1
//
OO
A∞2
//
OO
A∞3
//
OO
A∞4
//
OO
· · · // A∞k
//
OO
A∞k+1
//
OO
· · ·
(40)
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