Abstract
Introduction
Grid Computing is an important paradigm that supports sharing and access to a large amount of computational and storage resources which are heterogeneous and geographically distributed. The two variations of grid enclose computational grids and data grids. Computational grid exploits the synergy between a set of interconnected grid nodes to reach a common goal to solve massive computational problems [11, 35] . Data intensive computing is concerned with addressing the technical challenges generated by the ever growing demands for processing large scale data sets [27] . The main aspect of grid computing that is to be considered is the dynamicity of resources. The resources of grid can be freely added or withdrawn at any time according to the owner's discretion. So, the performance of grid nodes and their load frequently changes with respect to time [1] . In Grid environment, scheduling is an important aspect to be taken care since it is known to be a NP hard problem [5] . Grid Scheduling is a process of splitting a larger problem to a number of sub problems and allocating those tasks to the resources based on resource capability and job requirements. The Scheduler plays an important role in computational grids. The selection of proper scheduling algorithm should be of at most care in order to maximize the throughput.
Since scheduling is a NP hard problem, finding an exact solution for larger problems is not possible. Instead an approximate solution can be achieved. Many heuristic scheduling algorithms have been proposed that provide approximate solutions to problems. [25, 36] presents many heuristic methods for static and dynamic scheduling. But those algorithms lacks of balanced load among geographically distributed heterogeneous grid resources. The main objective of heuristic algorithms is to minimize makespan which is the maximum completion time spent for execution of a batch of tasks [33] . Among most of the static scheduling algorithms, Genetic algorithm (GA) has better makespan [32] and in case of dynamic scheduling, min-min algorithm has better makespan and they are considered as the benchmark algorithms [24, 37] . One of the aspects considered in this research is load balancing. They attempt to improve the response time and also ensure maximum utilization of resources available. Load balancing can be defined by the following policies [16] .
1. Information Policy -specifies what workload information is to be collected, when it is to collected and from where.
2. Triggering Policy -determines the appropriate at which to start a load balancing operation.
3. Resource type Policy -classifies resource as a server or a receiver of tasks according to its availability status.
4. Location Policy -uses the results of the resource type policy to find a suitable partner for a resource provides or a resource receiver.
5. Selection Policy -defines the tasks that should be migrated from overloaded resource to the idlest resources.
Load balancing algorithms can be classified into two categories such as static algorithms and dynamic algorithms. In static load balancing, decision is made at compile time when resource requirements are estimated. Dynamic load balancing algorithm allocates/reallocates resources at runtime. The second aspect considered in this research is fault tolerance which deals with failure of resources dynamically. When a task is submitted to a grid broker, it schedules the task to resources available based on the factors and allocates task to the selected resource. If that resource fails due to any of the following reasons, that should also be handled by the proposed algorithm. Failures may be network failure, resource failure etc. There are two types of failure handling mechanisms -Proactive and Passive. In pro-active mechanisms, the failure consideration for the grid is made before the scheduling of a job, and dispatched with hopes that the job does not fail. Whereas, post-active mechanisms handles the job failures after it has occurred. However, in the dynamic systems only post-active mechanism is relevant [23] . The third aspect is user satisfaction which is achieved by considering the user deadline of the tasks submitted. The tasks are received along with its deadline. The task is expected to be executed within the deadline.
Related Works
This section discusses some of the recent algorithms designed for load balancing, fault tolerance and user satisfaction based scheduling algorithms. An adaptive scheduling algorithm that considers both quality of service (QoS) and non-dedicated computing is proposed in [13] . Similar to existing task scheduling algorithms, this scheduling algorithm is designed to achieve high throughput computing. A minimum time to release job scheduling algorithm is proposed [22] in which Time to Release (TTR) is calculated. The tasks are arranged in descending order based on TTR value. Tasks are scheduled in the sorted order. This algorithm performs better when compared with First Come First Serve and min min algorithms. A Grouping based Scheduling algorithm is proposed in [31] in which user deadline and reduces communication overhead by adopting the grouping technique.
A cost optimization scheduling algorithm to optimize the cost to execute the jobs is described in [3] . It also reduces the execution time of the jobs. But in this algorithm failure rate of the resources and user deadline of the jobs are not considered. A fault-tolerant scheduling for differentiated classes of independent tasks is introduced in [38] . This methodology has two algorithms such as MRC-ECT and MCT-LRC based on minimum replication cost and minimum completion time respectively. This algorithm does not consider the fault rate of the computational resources. A fault tolerance based resource management service which considers different types of failure and QoS requirement is proposed in [19] . This algorithm fails to concentrate on user satisfaction and execution time. A greedy metascheduling algorithm based on multiple simultaneous requests is proposed in [28] . In this algorithm, scheduler identified the sites that can start the job earliest. This is suitable only for homogeneous resources and does not take data requirements into account.
An application demand aware algorithm [15] considers application demand of the jobs for scheduling. It produces better user satisfaction and fault rate of the resources are not considered. A Prioritized user demand algorithm is proposed [29] that considers user deadline for allocating jobs to different heterogeneous resources from different administrative domains. It produces better makespan and more user satisfaction but data requirement is not considered. While scheduling the jobs, failure rate is not considered. So the scheduled jobs may be failed during execution. A novel method of modeling job execution on grid compute clusters is proposed in [5] . This algorithm uses Performance Evaluation Process Algebra (PEPA) as the system description formalism, capturing both workload and computing fabric.
In our previous work [17] , we have proposed an efficient fault tolerant scheduling algorithm (FTMM) which is based on data transfer time and failure rate. System performance is also achieved by reducing the idle time of the resources and distributing the unmapped tasks equally among the available resources. A scheduling strategy that considers user deadline and communication time for data intensive tasks with reduced makespan, high hit rate and reduced communication overhead is introduced by [30] . This strategy does not consider the occurrence of resource failure. The fault tolerant algorithm discussed by [26] surveys the importance of fault tolerance for achieving reliability by all possible mechanisms such as Replication, Check pointing and job migration. It extends the cost-optimisation algorithm to optimise the time without incurring additional processing expenses. This is accomplished by applying the time-optimisation algorithm to schedule task farming or parameter-sweep application jobs on distributed resources having the same processing cost. A DAG mechanism [34] to enter tasks and thereby brings out an efficient algorithm namely Ant Colony Optimization algorithm.
In [23] , fault tolerance in grid environment can be divided into pro-active and post-active mechanisms. The pro-active mechanisms consider the job failure history of each resource before scheduling of a job and dispatches jobs to resources with hopes that the job does not fail. Whereas, post-active mechanisms handles the job failures after it has occurred. However, for dynamic grid systems only post-active mechanism is relevant than the pro-active mechanisms. For Grid environment, [12] proposed that there are several reasons for workflow execution failure. The reasons are variation in the execution environment configuration, non-availability of required services or software components, overloaded resource conditions, system running out of memory, and faults in computational and network fabric components. Grid workflow management systems should be able to identify and handle failures and support reliable execution in the presence of concurrency and failures.
At the application level and for resource management systems, many fault-tolerance techniques are proposed for cluster and Grid environments which are discussed by [20, 21] . Since, the Grid infrastructure is still emerging, there are only a few works that has been done for job failure analysis and they all find it tough to collect traces at hierarchical levels. A new fault tolerance approach [6] with several masters called brokers. The Grid broker receives jobs from their users and divides them into tasks. These subtasks are made available to the resources that compose the grid. Brokers are usually specific to one class of applications and they only know how to decompose jobs of this class. For example, if the application deals with processing satellite images, the images are treated as jobs and the broker decomposes the job into several tasks and analyzes them by different resources. After executing a task, the resources send the result to the broker and the broker assembles all results and returns them to the user. In [7] , all communication between brokers/masters and resources/workers is done exclusively through the tuple space.
The survey done by [4] shows that both the commercial grid systems and research grid systems that are currently in use behave reliably at present levels of scale using available technology. However, efforts to develop reliable and fault tolerant methods for grid environments are in progress with increased scale, heterogeneity, and dynamism. The challenge of ensuring reliability in grid systems is discussed [8] [9] [10] . The vision of grid systems was articulated in which, computing and data resources belonging to many enterprisers are organized into a single, virtual computing entity that can be transparently utilized to solve compute-and data-intensive problems. Subsequently, this vision has continued to evolve as use of grid technology grown within industry and science. A hybrid scheduling policy with fault tolerance and load balancing has been introduced by [14] . In the first phase, a static load balancing policy selects the desired sites. If any site is unable to complete the assigned job, a new site will be located using the dynamic load balancing policy.
In our previous work [18] , we have proposed a new Bicriteria scheduling algorithm that considers both user satisfaction and fault tolerance. The pro-active fault tolerant technique is adopted and the scheduling is carried out by considering the deadline of gridlets submitted. The main contribution of this paper includes achieving user satisfaction along with fault tolerance and minimizing the makespan of jobs. The main objective of this paper is to develop a scheduling algorithm which reduces makespan and improves resource utilization. It also ensures that the tasks are completed within the user expected deadline. While scheduling the jobs, failure rate of the resources and the load of each resource is also considered. The proposed algorithm improves system performance, user satisfaction, resource utilization and reduces number of failures of the jobs by considering fault rate of the resources.
The remaining part of this paper is organized as follows. The materials and methods section describes about the problem formulation with the proposed scheduling architecture and the proposed algorithm. The results obtained for the parameters considered are compared with the min-min algorithm, FTMM algorithm and BSA algorithm in results and discussion section.
Materials and Methods

Problem Formulation
Grid Scheduling is an important aspect of computational grid. Scheduler plays a major role in scheduling the submitted tasks based on their requirements. The scheduling architecture is given in Figure. 1 which has a scheduler where the proposed Multi Criteria scheduling algorithm (MCSA) works. The Grid Information Service (GIS) holds the information of all the resources such as resource id, resource availability and resource capacity, type of resource and current load of the resource. The users submit the tasks to the grid scheduler and the grid scheduler assigns the submitted tasks to the available resources based on load of resource, its failure rate, resource capacity and user deadline.
Figure 1. Proposed Scheduling Architecture
Each resource differs from other resources in many ways that includes number of processing elements, processing speed, internal scheduling policy and its load factor etc. Similarly each job differs from other jobs by execution time, deadline, time zone etc. The static mapping of meta tasks is done in which each machine executes one task at a time. It is assumed that the size of the meta tasks, number of resources, expected execution time of each task in each machine are known priori. The proposed scheduling architecture follows the hierarchy in Figure 2 . Machine is a collection of Processing Elements (PE) and it acts as a processing entity manager. In Gridsim simulator, the resource module simulates and allocates gridlets to available PE's. The gridlets received are queued and then assigned to PE's based on resource availability time and gridlet's expected execution time. When a gridlet is executed, then an internal event is delivered to machine regarding the completion of gridlet. Then the PE is freed and made available for other gridlets in queue. The selection policy is where scheduling is to be done. This research determines the scheduling policy based on user deadline, load of PE's and failure rate of PE's.
The resources are categorized as overloaded, under loaded and normally loaded based on threshold value calculated. An ETC matrix (Expected Time to Compute) is constructed using the EET which is the estimated execution time of task i on resource j. The experimental results are based on Braun et al [8] wherein the scheduling problem is defined by
• A number of independent tasks to be allocated to the available grid resources.
• Number of resources is available to participate in the allocation of tasks.
• Workload of each task (MI).
• Computing capacity of each resource (MIPS)
• RT (R j ) represents the ready time of the resource after completing the previously assigned jobs.
Figure 2. Scheduling Hierarchy
Proposed MCSA Algorithm
The proposed MCSA algorithm works as follows. The gridlets are submitted to the grid broker or scheduler. The Grid Information Service (GIS) maintains the information about all resources. The grid scheduler gets information about the resources like load of a resource, its availability time and capacity from GIS. Grid Scheduler receives the gridlets with user deadline ( ). The gridlet's information such as its length in Million Instructions (MI), is used to calculate the execution time � , �of each gridlet in each of the available resources by using the formula,
where ℎ is the length of job in MI and is the processing capacity of resource in MIPS.
With the ready time information � � available for each resource at GIS, the algorithm calculates the completion time using the formula,
Information available about each resource is the communication time ( , ) is used to calculate the total completion time of each gridlet at each resource as
The failure information of resources such as number of gridlets submitted to a resource and number of gridlets successfully completed and number of gridlets not completed successfully is also available in GIS which helps in calculating the failure rate as
Since the main focus is on load balancing, calculation of load of each PE, Machine and Resource becomes essential. Load of each PE is calculated by using the weighted sum of squares method as follows.
where is the load attribute considered in our algorithm. The load attribute considered in our algorithm is the CPU utilization in seconds. Hence the load of PE is given by,
where n is the number of tasks allocated to . Machine is the collection of PE's and the average load of each machine is calculated using the formula,
where n is the number of PE's under Machine . Resource is the collection of machines and the average load of each resource is calculated by,
where n is the number of machines under resource . The average load of the system is calculated as,
where n is the number of resources in the system. In order to balance the load of the resources in grid, a balance threshold Ω is defined such that the average loads of each resource ( ) to be less than the balance threshold of the system.
where σ is the standard deviation of the load of the system which is defined as below:
where N is the number of resources in the system. The New load of PE can be calculated by,
The list of resource in which the task gets completed within user deadline is collected for each task and they are sorted based on their failure rate. Based on the balance threshold, the resources are categorized as overloaded and underloaded and finally the load is balanced by submitting the task to the underloaded resource. When a resource is assigned a task, the load of each resource and system, balance threshold, failure rate and ready time are recalculated. The same procedure is repeated for all tasks till the task list becomes empty.
Simulation Setup
The main aim of the proposed scheduling algorithm is to minimize the makespan and to improve fault tolerance of the system proactively with balanced load of resources. Fault tolerance is achieved by increasing the Hit rate. User Satisfaction is achieved by improving the deadline hit count. The simulation is done with Gridsim 5.0 toolkit.
Number of Resources : 16
Number of Tasks : 512
In this work, the gridlets are assumed to be computationally intensive and the length of the gridlet is considered random with a range of 50,000 to 1, 00,000 MI. The gridlets are assumed to arrive randomly following a Poisson process. The gridlets are mutually independent and can be executed by any resource that satisfies the gridlet requirements. Each resource can execute a single gridlet at a time and no pre-emption is possible. The characteristics of resources and the scheduling parameters considered are given in Table 1 and Table 2 respectively.
Table 1. Grid Resource Characteristics
No. of machines [1] [2] [3] [4] No. of PE's per machine 1-2 PE ratings 5 to 50 MIPS 
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Step 1: Get the Task_list of tasks submitted by the user with its user deadline ( ) Step 2: Get the list of resources available in grid from GIS and initialize the counters Deadline Hit Count and Hit Count Step 3: Construct � , � matrix of size m × n where m represents the number of tasks and n represents the number of resources involved.
Step 4: For all resources j in , where 1≤ j ≤ n, and n denotes number of resources, do 4.1: Calculate Failure rate 4.2:
Calculate Ready Time
where n is the number of tasks submitted to j .
4.3:
Calculate Load of each Processing Element, Average Load of each machine and Average Load of each resource done
Step 5: Calculate Average Load of the system and Balance Threshold
Step 6: Create a list of underloaded resources which has ( ) < Ω. with the set of underloaded resources from 
Results and Discussion
In this section, the simulation results of the proposed algorithm are compared with the some of the existing algorithms which are recent in scheduling with fault tolerance and satisfying user satisfaction. The existing algorithm considered for comparison are FTMM and BSA which are discussed in our previous work [17, 18] and the benchmark scheduling algorithm Min-Min discussed in [8] . The proposed algorithm differs from these existing algorithms in such a way that these algorithms do not deal with load balancing but the proposed MCSA takes load balancing as an important factor along with those parameters considered in the existing algorithms. The cases discussed in this simulation are forms of consistent matrices. The proposed MCSA algorithm is evaluated for makespan, hit rate, deadline hit count and resource utilization and compared with the other three algorithms. Table 3 and Figure 3 represent the makespan comparison of the proposed MCSA and the existing Min-Min, FTMM and BSA algorithms. The analysis show that the makespan is minimized to some extent in most of the cases and there is a possibility of increased makespan in few cases. Figure 4 and Table 4 show the hit count comparison of the proposed MCSA algorithm and the existing BSA, FTMM and Min-Min algorithm. It is inferred that the number of tasks completed (hit count) in MCSA algorithm is more or less similar to BSA algorithm but has a notable deviation with the other two algorithms FTMM and Min-Min. Table 5 show the analysis of proposed MCSA with the existing BSA, FTMM and Min-Min based on deadline hit count, the evaluation parameter considered to evaluate on the basis of user satisfaction. When the deadline hit count is more, it is inferred that the user satisfaction is more. The analysis shows that the user satisfaction is more with the MCSA algorithm than the other three algorithms. 
Figure 5. Comparison based on Deadline Hit Count
An important parameter used in this work to analyse the load balancing strategy of the proposed algorithm is the average resource utilization and is expressed in percentage. Table 6 and Figure 6 illustrates the average resource utilization of the proposed MCSA is relatively high when compared to the existing algorithms. The average percentage improvement of four different sets of 512 tasks and 16 resources based on makespan over BSA is 5.7%and FTMM is 18.7% and over Min-Min is 28.7%. Based on hit count, the average percentage improvement is 0.9% over BSA, 5.8% over FTMM and 10.8% over MinMin.
Conclusion and Future Work
The proposed MCSA Algorithm implements proactive fault tolerance, user deadline and load balancing for scheduling the jobs. Experiments have been done for makespan that serves as a parameter for evaluating the efficiency of the algorithm and hit count that serves as the fault tolerance parameter and deadline hit count which is a measure of user satisfaction and finally average resource utilization that serves as the evaluation parameter for proper load balancing. From the results and discussion section it is observed that the adoption of fault tolerance measures and consideration of user deadline of tasks and balance threshold achieves a better result than the existing min-min, FTMM and BSA algorithms. The proposed MCSA algorithm considers the user deadline of each tasks and the failure rate, load of each resource at the time of scheduling which are very important in grid environment. This can be extended in future with factors for reducing the communication overhead of the grid system.
