Abstract -In paper [4] , transformation matrices mapping the Legendre and Bernstein forms of a polynomial of degree n into each other are derived and examined. In this paper, we derive a matrix of transformation of Chebyshev polynomials of the first kind into Bernstein polynomials and vice versa. We also study the stability of these linear maps and show that the Chebyshev-Bernstein basis conversion is remarkably well-conditioned, allowing one to combine the superior least-squares performance of Chebyshev polynomials with the geometrical insight of the Bernstein form. We also compare it to other basis transformations such as Bernstein-Hermite, power-Hermite, and Bernstein-Legendre basis transformations.
Introduction
Approximation by polynomials is the oldest and simplest way to represent complicated functions defined over finite domains. The theory of approximation by polynomials was studied and solved by Weierstrass in 1855: it is possible to approximate any arbitrary continuous function f (x) by a polynomial and make the error less than a given accuracy by increasing the degree of the approximating polynomial . Besides the proof of Weierstrass, there are many proofs, the one given by Lebesgue and the proof of Bernstein in which the Bernstein polynomials were introduced are two examples. Polynomials can be represented in many different bases such as the power, Bernstein, Chebyshev, Hermite, and Legendre basis forms. The Bernstein polynomials play an important role in CAGD, because they are bases of the Bernstein-Bézier representation. Since then a theory of approximation has been developed and many approximation methods have been introduced and analyzed. The method of leastsquares approximation accompanied by orthogonal polynomials is one of these approximation methods.
Bernstein polynomials
The Bernstein polynomials of degree n on [0, 1] are defined by 
The Bernstein polynomials have been studied extensively, and there is a fair amount of literature on these bases. Besides their importance for the development of Bézier curves and surfaces in Computer Aided Geometric Design, they possess such important properties as partition of unity and have a recursion formula.
On the other hand, the fact that they are not orthogonal turns out to be their disadvantage when used in the least-squares approximation, and thus the calculations performed in obtaining the least-squares approximation polynomial of degree n do not reduce the calculations to obtain the least-squares approximation polynomial of degree n + 1.
It is clear that B And the derivatives are given by
Using the binomial theorem, it is clear that the Bernstein polynomials form a partition of unity
The product of two Bernstein polynomials is also a Bernstein polynomial and given by
Later on, it is shown that basis of the Bernstein form is optimally stable. For details on Bernstein polynomials and their use in CAGD see, for example, [2, 9] , and for the classical approximation see [12] .
Chebyshev polynomials of the first kind
Chebyshev polynomials of the first kind T n (u) are orthogonal polynomials on [0, 1] with respect to the weight function w(u) = 1/ √ 4u − 4u 2 . They satisfy the following recurrence relation:
with T 0 (u) = 1, T 1 (u) = 2u − 1. And thus the first several terms of the Chebyshev polynomials of the first kind are given by
n , T n (1) = 1. The Chebyshev polynomials of the first kind also satisfy the orthogonality conditions
They also have the following Rodrigues type formula:
The Chebyshev polynomials of the first kind are a special case of the Jacobi polynomials P (α,β) n (u), α, β > −1 when α = β = −1/2 and are related by the relation
For details on Jacobi polynomials and Chebyshev polynomials of first kind see [1, 15] .
Least-squares approximation
Let {ϕ 0 (u), ϕ 1 (u), . . . , ϕ n (u)} be a set of linearly independent set of polynomials on [0, 1]. For a continuous function f (u) the least-squares approximation requires finding a polynomial
that minimizes the error
The partial derivatives
are the necessary conditions for the values of a 0 , a 1 , . . . , a n to minimize E. This leads to the (n + 1) normal equations. It is important to choose a suitable basis. By choosing ϕ i = u i the matrix of coefficients of the linear normal equations is the well-known Hilbert matrix which has round-off error difficulties and thus ill-conditioned. Choosing {ϕ 0 (u), ϕ 1 (u), . . . , ϕ n (u)} to be orthogonal greatly simplifies the least-squares approximation problem. The matrix of the normal equations is diagonalized, which simplifies calculations and gives a compact form for a i , i = 0, 1, . . . , n. That is not all, once P n (u) is known, it is only necessary to compute a n+1 to get P n+1 (u), which turns out to be computationally efficient. For details on the leastsquares approximation see [14] . Besides their importance as the basis for the development of Bézier curves and surfaces in Computer Aided Geometric Design, the Bernstein polynomials possess important properties. On the other hand, the fact that they are not orthogonal turns out to be their disadvantage when used in the least-squares approximation, and thus the calculations performed in obtaining the least-squares approximation polynomial of degree n do not reduce the calculations to obtain the least-squares approximation polynomial of degree n + 1.
Previous contributions
In [10] , dual basis functions (1) are derived explicitly. This approach can be used to obtain the least-squares coefficients of (5) for the function f (u), u ∈ [0, 1] by
In [4] , the transformation matrices between Bernstein and Legendre polynomial bases are derived, and it is shown that the condition number (p = 1, ∞) of this transformation grows at a significantly slower rate than in the previously studied cases of basis conversion like Power-Bernstein in [3] , and Bernstein-Hermite, Power-Hermite in [8] . Some related results are also given in [11] where the basis transformation of Bézier, Chebyshev, and Legendre and in [8] where transformations between Taylor-Hermite and Bernstein-Hermite forms of the polynomials are investigated.
Going halves
In this section, we present some results concerning factorials, double factorials, combinatorial, and the Beta function of an integer plus one half.
The double factorial of an integer n is given by (3) if n is odd, and if n is even, it is given by
and
From the definitions (3) and (6) of the double factorial the following relation for factorials are easily derived:
Since the factorial of an integer minus one half is given by
it is also easy to derive the following relation:
We now use the relations (7) to get the following formula:
Using (7) with some simplifications, we also get 2n 2k n k
The following result is needed for further simplifications.
Lemma 1. The following combinatorial involving the special form integer minus one half satisfies:
Proof. It follows from the properties of the combinatorial, together with the results given by (7) and (8) .
.
For more information on factorials, double factorials, and combinatorial see [7] . The following result concerning the Beta functions is also needed.
Lemma 2. The following equality for the Beta functions involving an integer plus one half holds:
Proof. It follows from the properties of the Beta and Gamma functions together with (7) and (9) .
For more information on the Beta and Gamma functions see [13] .
Main results
We are now in a position to write in explicit form the Chebyshev polynomial T n (u) of degree n as a linear combination of the Bernstein polynomial basis B n i (u), i = 0, 1, . . . , n of degree n as follows. 
Proof. It follows from the properties of Bernstein polynomials, Lemma 1, (4), (10) and some algebraic manipulations.
The formula next to the last looks smarter, but the last one needs less computations. For the proof of Theorem 2 the following result concerning integrals of the Bernstein and Chebyshev polynomials is needed.
Lemma 4. Integrals of Bernstein polynomials B
n k (u) of degree n and Chebyshev polynomials T j (u) of degree j are given for k, j = 0, 1, . . . , n by
Proof. It follows from the properties of the Bernstein polynomials, Beta functions, Lemma 2 and Lemma 3. Denote
The last formula looks smart but needs more computations than the one preceding it.
To combine the superior performance of the least-squares of the Chebyshev polynomials of the first kind with the geometrical insight of the Bernstein polynomial basis, we write the polynomial P n (u), u ∈ [0, 1] as a linear combination of the Bernstein polynomial basis and the Chebyshev polynomials of the first kind as follows: 
Constructing the transformation of the Bernstein polynomial basis into the Chebyshev polynomial basis
where N is the (n + 1) × (n + 1) basis conversion matrix. This enables writing the elements of c in the form
Comparison of (12) and (14) 
. , n of the matrix of transformation of the Chebyshev polynomial basis into the Bernstein polynomial basis of degree n are given by
Proof. To write each Bernstein polynomial of degree k, where k < n, in the Bernstein polynomial of degree n, the following degree elevation [6] is used:
Substituting this degree elevation into (11) and rearranging the order of summation, we find that the basis transformation
is defined by the elements of the matrix N for j, k = 0, 1, . . . , n with
Inserting (10), we get
Transposing the elements of N, we get the elements of the matrix M in (15) .
Note that the binomial coefficients can be manipulated to write (16) in the form
The second problem is concerned with writing the Bernstein polynomial basis in the Chebyshev polynomial basis of degree n. From (13) 
. , n of the matrix of transformation of the Bernstein polynomial basis into the Chebyshev polynomial basis of degree n are given by
where
Proof. We write the transformation of the Chebyshev polynomial basis into the Bernstein polynomial basis of degree n as
To compute the elements N 
Using Lemma 4, from (19) we get .
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Formula (17) can be written in the form
Perturbation and condition numbers
The p−norm of the (n + 1)
The p−norm of the (n + 1)−dimensional square matrix A = (a ij ), i, j = 0, 1, . . . , n is defined in terms of the vector p−norm by the formula
Matrix norms provide a measure of distance on the space of matrices. We study the sensitivity of the linear map y = Ax to the perturbation in x. The condition number of the matrix A is defined by
The condition number κ p (A) is a precise measure of the linear system sensitivity. Because of the simplicity of calculations, we are interested in the first and infinite norms which can be simplified to
T is the corresponding perturbation in y then the relative errors in x and y are defined by 
this means that the accuracy of the solution is proportional to the condition number and may be less significant if the condition number is greater than unity. In this work, we restrict ourselves to the discussion of condition numbers with p = 1 and p = ∞ for simplicity of calculations. It is known, however, that the condition numbers only weakly depend on the chosen norm. The chances of finding a closed form for M jk , M −1 jk , j, k = 0, 1, . . . , n are small. We quote from [7, p. 181] : one useful measure of a sum's difficulty is the number of times the index of summation appears.
Since it is not possible to derive a closed form of formulas in (15) and (17) we define for each j, k = 0, 1, . . . , n
and compute directly the values of the matrix-norms as a maximum of these sums. The calculations for n = 1, 2, . . . , 50 have been performed and the first ten values of the sums are tabulated in Table 1 . It is possible to compute the peripheral elements of M . The first and last rows are reduced from (15) to
The first column is also reduced from (15) to
and last column is also reduced from (15) to
For the first row of M −1
we get from (17) (for k = 0, 1, . . . , n)
According to [7] , we have
However, it is not possible to get a closed form for the other peripheral elements of M −1
. For the last row we get for k = 0, 1, . . . , n from (17)
Doing some factorial manipulations, this can be written in the form (for k = 0, 1, . . . , n)
For the first column we get from (17) (for j = 0, 1, . . . , n)
Doing some factorial manipulations, the last formula can be written in the form
For the last column we get from (17) (for j = 0, 1, . . . , n)
which may be written in the combinatorial form
The chances of finding a closed form for M The quantity w i is positive and partition unity [7] . And thus M jk is a convex combination of We see from the computed values that R j is greatest at j = [n/2] (if n is odd, it is also greatest at j = [n/2] + 1). C k is greatest at k = n. R −1 j is greatest at j = 1. C
−1
k is greatest at k = 0 and k = n. We also see that κ ∞ (M ) < κ 1 (M ).
Comparisons
In [4] , the condition numbers of the transformation matrices M that map the Bernstein and Legendre polynomials into each other satisfy
In [3] , the condition number of the power-to-Bernstein transformation matrix T is κ ∞ (T ) = κ 1 (T ) ∼ 3 n+1 n + 1 4π .
In [8] , the condition number of the transformation matrix C of the Hermite form into the power basis of odd degree n = 2m + 1 is The condition numbers of the transformation matrices in [3, 8] exhibit a faster growth than the exponential growth with the degree n of the polynomial and are very ill-conditioned.
The computed values of the condition numbers for n = 1, 2, . . . , 50 show that both Bernstein-Legendre in [4] and Bernstein-Chebyshev transformations discussed in this paper are well-conditioned.
