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1.  TITULO 
Monografía “Tecnologías Bioinformáticas para el Análisis de Secuencias de ADN”.  
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2.  INTRODUCCIÓN 
 
Los datos biológicos siguen creciendo de manera exponencial en tamaño y 
complejidad, como resultado de ello, se introducen nuevos tipos de datos que 
antes no habían sido vistos ni siquiera en la biología molecular, por lo que es 
importante que las tecnologías de información avanzadas se apliquen para apoyar 
la investigación biológica y sus innovaciones. Las actividades específicas de las 
tecnologías de la información están echando raíces en algunas partes de la 
comunidad de investigación biológica, y se espera que se beneficien con la 
tecnología de la información. 
Las enormes cantidades de datos biológicos y crecientes demandas de la 
investigación biológica moderna exigen cada vez más la sofisticación y  
computación potente de las tecnologías de la información (TI). Más 
concretamente, la utilización óptima de estos instrumentos exige proximal de la 
información, y conocer en qué puntos se encuentran los datos en lo que transcurre 
la investigación biológica. En este trabajo, se presentará la aplicación de 
conceptos bien establecidos y las metodologías y técnicas computacionales que 
más se utilizan para el análisis de secuencias de ADN, para llegar a resultados de 
alta calidad, y que a su vez puedan ser utilizados como base para desarrollar 
herramientas prácticas en trabajos futuros. 
El contenido del presente trabajo monográfico está dividido en tres capítulos 
principales de la siguiente manera:  
El capitulo 1 que consta del marco conceptual, el cual contiene los conceptos 
principales de la bioinformática, sus objetivos, se define qué es el análisis y 
alineación de secuencias de ADN, algoritmos genéticos, expresión génica y 
anotación del genoma.  
El capitulo 2 representa el estado del arte de la bioinformática, una pequeña 
reseña histórica, se definen los alcances de la bioinformática, como se puede 
aplicar, nuevos temas y bioinformática en Colombia; contiene también las 
generalidades del alineamiento de secuencias, su base evolutiva, el montaje y la 
alineación de secuencias biológicas y finalmente hace un recuento detallado de 
las tecnologiás computacionales aplicadas a la bioinformática como bases de 
datos, minería de datos, máquinas de aprendizaje en bioinformática, Soft 
computing, MATLAB para Bioinformática, teoría de Microarrays y Biotecnología de 
sistemas.  
Y el capitulo 3 que consta del análisis de las tecnologías Bioinformáticas utilizadas 
para el análisis de secuencias de ADN. 
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3.  DEFINICIÓN DEL PROBLEMA 
 
 
Algunos autores afirman que existe la necesidad imperiosa de poseer un 
conocimiento general en bioinformática que abarque a estudiantes,   
investigadores y a la industria, ésta necesidad surgió debido a que se requería una  
evolución a partir de la interacción activa de dos disciplinas de rápido desarrollo 
como la biología y las tecnologías de la información. La solución de problemas 
biológicos modernos requiere métodos computacionales avanzados y sofisticados, 
ya que el volumen de los datos en estos dominios sigue creciendo de manera 
exponencial en tamaño y complejidad.1 
 
Ejemplo de esto es el centro de investigación CENBIOTEP2, donde se han 
presentado problemas con la gran cantidad de datos biológicos que desean 
procesar, debido a que no poseen el conocimiento informático suficiente para 
llevar a cabo su investigación de manera eficaz y en el tiempo deseado.3 
 
Es indispensable y urgente que las tecnologías de información avanzadas sean 
aplicadas para apoyar la investigación biológica basada en el análisis de 
secuencias de ADN.  
 
¿Qué tecnologías informáticas se usan para la solución de problemas biológicos 
relacionados con el análisis de secuencias de ADN? 
 
 
 
 
 
 
 
 
 
 
  
                                                          
1
 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. p.V 
2
 Centro de Biología molecular y Biotecnología de la Universidad Tecnológica de Pereira. 
3
 Doctor Duverney Gaviria Arias, Centro de Investigación CENBIOTEP. Ver pag. 105 
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4.  JUSTIFICACIÓN 
 
 
La solución del problema biológico e informático del procesamiento de grandes 
volúmenes de datos que contienen información de las secuencias de ADN   
requiere métodos computacionales avanzados, buscando así una  optimización 
del tiempo en el que se realiza este proceso actualmente y también podrían 
permitir en un futuro colaborar con las investigaciones de las ciencias biológicas. 
 
La Bioinformática, puede considerarse como la combinación de varias disciplinas 
científicas que incluyen la biología, la bioquímica, las matemáticas y la informática. 
Esto implica el uso de las tecnologías informáticas y métodos estadísticos para 
manejar y analizar un gran volumen de datos biológicos sobre el ADN, el ARN y 
las secuencias de proteínas, entre otras.4 Se pretende conocer cuáles son las 
herramientas bioinformáticas específicas que permitan el avance de los estudios 
científicos en el análisis de secuencias de ADN. 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                          
4
 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. p.2 
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5.  OBJETIVOS 
 
 
5.1  OBJETIVO GENERAL 
 
 
Investigar qué tecnologías bioinformáticas son relevantes en el desarrollo de las 
soluciones biológicas para el análisis de secuencias de ADN. 
 
 
5.2  OBJETIVOS ESPECÍFICOS 
 
 
 Definir los conceptos básicos de Bioinformática. 
 
 Establecer  que son las tecnologías computacionales y bioinformáticas. 
 
 Investigar las tecnologías bioinformáticas que más se utilicen para el análisis 
de secuencias de ADN. 
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6.  CAPITULO 1. MARCO CONCEPTUAL 
 
 
6.1  ¿QUÉ ES LA BIOINFORMÁTICA?  
 
 
En los últimos años, la Bioinformática ha atraído una gran atención de varias 
disciplinas, como la informática, las matemáticas y las ciencias biológicas no 
tradicionales. Esto se debe a la disponibilidad de enormes cantidades de datos 
biológicos públicos y privados, y a la necesidad imperiosa de transformar datos en 
información biológica útil y en conocimiento.  
 
Las tareas más importantes en la bioinformática son entender las correlaciones, 
las estructuras y los patrones en los datos biológicos. La información y el 
conocimiento de estas disciplinas se pueden utilizar de modo inteligente para 
aplicaciones que cubran el descubrimiento de fármacos, análisis del genoma y 
control biológico; esto implica el uso de tecnologías informáticas y métodos 
estadísticos para manejar y analizar un gran volumen de datos biológicos sobre el 
ADN, el ARN y las secuencias de proteínas, estructuras de las proteínas, los 
perfiles de expresión genética y las interacciones de la proteína. 
En concreto, la bioinformática abarca el desarrollo de bases de datos para 
almacenar y recuperar datos biológicos, los algoritmos para analizar y determinar 
las relaciones de datos biológicos, y las herramientas estadísticas para identificar 
e interpretar conjuntos de minas de datos.  
 
6.2  OBJETIVOS DE LA BIOINFORMÁTICA 
 
 
Uno de los principales objetivos de la bioinformática es comprender mejor una 
célula viva y cómo funciona a nivel molecular.  Mediante el análisis de secuencias 
moleculares en bruto y de datos estructurales, la investigación bioinformática 
puede generar nuevas ideas y proporcionar una perspectiva global de la célula.  
 
La razón de que las funciones de una célula pueden entenderse mejor mediante el 
análisis de datos de las secuencias, es, porque el flujo de información genética 
está dictado por el “dogma central” de la biología, en la cual el ADN se transcribe a 
ARN, y este se traduce en proteínas. 
 
Las funciones celulares se llevan a cabo principalmente por proteínas cuyas 
capacidades están determinadas por sus secuencias. Por lo tanto, la solución de 
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problemas funcionales utilizando la secuencia y, a veces los enfoques 
estructurales han demostrado ser una tarea fructífera.5 
 
 
6.3  ANÁLISIS DE SECUENCIAS DE ADN 
 
 
El análisis de la secuencia es el descubrimiento de similitudes funcionales y 
estructurales, y las diferencias entre múltiples secuencias biológicas. Esto puede 
hacerse comparando las nuevas (desconocidas) con las bien-estudiadas y 
anotadas (conocidas) secuencias. 
 
Los científicos han encontrado que dos secuencias similares poseen el mismo 
papel funcional, vía de reglamentación o bioquímica, y la estructura de la proteína. 
Si hay dos secuencias similares de diferentes organismos, se dice que son 
secuencias homólogas.6 
 
 
6.3.1  Alineación de secuencias de ADN. La comparación de la secuencia se 
encuentra en el centro del análisis de la bioinformática. Se trata de un importante 
primer paso hacia el análisis estructural y funcional de las 
secuencias recientemente determinadas.  
 
Como nuevas secuencias biológicas se están generando a un ritmo 
exponencial, la comparación de secuencias está cobrando cada vez más 
importancia para extraer la inferencia funcional y evolutiva de una nueva 
proteína con las proteínas ya existentes en la base de datos.  
 
El proceso más fundamental en este tipo de comparación es la alineación de 
secuencias. Este es el proceso por el cual se comparan las secuencias mediante 
la búsqueda de patrones de caracteres comunes y el establecimiento de los 
residuos de correspondencia entre las secuencias relacionadas. El alineamiento 
de pares de secuencias es el proceso de alineación de dos secuencias, y es la 
base de la búsqueda de similitudes en la base de datos y el alineamiento de 
secuencias múltiples.7 
Un concepto importante en el análisis de la secuencia es una homología de 
secuencia. Cuando dos secuencias son descendientes de un origen evolutivo 
común, se dice que tienen una relación homóloga u homología. Un término 
relacionado, pero diferente es la similitud de secuencias, que es el porcentaje de 
residuos alineados que son similares en las propiedades físico-químicas tales 
                                                          
5
 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 5 
6
 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. p.7 
7
 XION, Op cit., p. 31 
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como el tamaño, el costo, y la hidrofobicidad. Es importante distinguir la homología 
de secuencia del término relacionado similitud de secuencia, porque los dos 
términos son confundidos a menudo por algunos investigadores que los utilizan 
indistintamente en la literatura científica. Para ser claros, la homología de 
secuencia es una inferencia o conclusión de una relación ancestral común 
extraída de la comparación de similitud de secuencias, cuando las dos secuencias 
comparten un alto grado de similitud suficiente. 
 
Por otro lado, la similitud es un resultado directo de la observación de la alineación 
de secuencia. La similitud de secuencias se puede cuantificar con porcentajes, la 
homología es un estado cualitativo. Por ejemplo, se puede decir que dos 
secuencias comparten el 40% de similitud. Es incorrecto decir que las dos 
secuencias comparten el 40% de homología. Las secuencias son homólogas o no 
homólogas.  
 
Por lo general, si el nivel de similitud de las secuencias es lo suficientemente alto, 
se puede deducir una relación común evolutiva. Al tratar con los problemas reales 
de investigación, no siempre está claro qué nivel de similitud se puede inferir de 
las relaciones homólogas. La respuesta depende del tipo de secuencias que se 
examinen y las longitudes de la secuencia. Las secuencias de 
nucleótidos consisten en sólo cuatro caracteres, y por lo tanto, las secuencias no 
relacionadas tienen por lo menos un 25% de posibilidad de ser idénticos. Para las 
secuencias de proteínas, hay veinte posibles residuos de aminoácidos, y por lo 
tanto dos secuencias no relacionadas pueden coincidir con el 5% de los residuos 
por una oportunidad al azar. Si la diferencia está permitida, el porcentaje podría 
aumentar al 10-20%. 
  
La longitud de la secuencia es también un factor crucial. Cuanto más corta sea la 
secuencia, mayor es la probabilidad de que cierta aproximación se puede atribuir a 
la casualidad. Cuanto más larga sea la secuencia, es menos probable que la 
coincidencia en el mismo nivel de similitud se deba a la casualidad.8 
 
 
6.4  ALGORITMOS GENÉTICOS 
 
 
El algoritmo genético ha sido aplicado con éxito para resolver muchos problemas 
prácticos  en la bioinformática. Los algoritmos genéticos se han utilizado para 
resolver problemas de alineación de secuencias múltiples. Un enfoque bien 
conocido es SAGA9, el cual crea una población inicial de alineaciones al azar y 
cuasi-evoluciona. Se considera que SAGA supera a la solución más común de los 
                                                          
8
 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 32 
9
 System for Automated Geoscientific Analyses (Sistema Automatizado de Análisis Geocientífica). 
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problemas relacionados con  alineación múltiple que utilizan un enfoque 
progresivo.  
 
Las nuevas técnicas tienden a combinar el algoritmo genético con otros métodos 
computacionales, tales como el  Método del K-vecino10 más cercano y la red 
neuronal de Keedwell11 y Narayanan12, para resolver los problemas de la 
expresión génica. Se les denomina métodos hibrido-genéticos. Keedwell y 
Narayanan utilizan un algoritmo genético para seleccionar un conjunto de genes 
para la clasificación y el uso de una red neuronal para determinar la idoneidad de 
los genes.13  
 
 
6.5  EXPRESIÓN GÉNICA 
 
 
Con muy pocas excepciones, cada célula del cuerpo contiene un conjunto 
completo de cromosomas y genes idénticos, pero solo una fracción de estos 
genes se activan, sin embargo, es el subconjunto que se  “expresa” el que le 
confiere propiedades únicas para cada tipo de célula. 
 
La expresión génica es el término utilizado para describir la transcripción de la 
información contenida en el ADN, el repositorio de la información genética, en  las 
moléculas de  ARNm14 o mensajero que se traducen en las proteínas que realizan 
la mayor parte de las funciones críticas de las células.  Los científicos estudian los 
tipos y cantidades de ARNm producido por la célula para saber qué genes se 
expresan, y a su vez proporcionan la información detallada sobre cómo la célula 
responde a sus necesidades cambiantes. 
 
La expresión de genes es un proceso muy complejo y bien regulado que permite a 
la célula responder dinámicamente a los estímulos ambientales y a sus propias 
necesidades cambiantes. Este mecanismo actúa como un interruptor “on/off” para 
controlar que genes se expresan en una célula, así como un control de volumen 
                                                          
10
Disponible en Internet: <http://www.tdr.cesca.es/TESIS_UPC/AVAILABLE/TDX-0725105-
143853//04Caja04de07.pdf> 
11
Dr. Ed Keedwell: Recibió una Licenciatura en Ciencia Cognitiva (1998) y es doctorando en Ciencias de la 
Computación (2003), ambos de la Universidad de Exeter.  
12
 Ajit Narayanan: Profesor y Director de la Escuela de Informática y Ciencias Matemáticas (School of 
Computing and Mathematical). Es Licenciado de la Universidad Aston y PhD de la Universidad de Exeter.   
13
PHOEBE CHEN, Op. cit., p.140. 
14
 ARNm (ARN mensajero): Es el ARN que transporta la información genética presente en los genes hasta los 
ribosomas en el citoplasma, donde se realiza la traducción de esa información a proteína. 
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que aumenta o disminuye el nivel de expresión de determinados genes como sea 
necesario.15 
 
 
6.6  ANOTACIÓN DEL GENOMA  
 
 
Antes de depositar en una base de datos la secuencia ensamblada, esta tiene que 
ser analizada por sus características biológicas útiles.  
El proceso de anotación del genoma contiene las observaciones de las 
características. Esto implica dos pasos: la predicción de genes y la 
asignación funcional. Algunos ejemplos de las anotaciones terminadas de 
genes en GenBank16 se han descrito en la sección de bases de datos biológicas.  
 
Como un ejemplo del mundo real, la anotación de genes del genoma 
humano cuenta con una combinación de predicción teórica y 
verificación experimental. La estructura de los genes se predijo por primera 
vez por programas de predicción ab initio17 exón como GENSCAN18 o FgenesH19. 
La predicción se verifica por medio de búsquedas BLAST20 contra una base de 
datos de secuencia.  Los genes predichos están adicionalmente comparados con 
las secuencias ADNc21 y EST22 experimentalmente determinadas 
usando programas de alineamiento por pares, como GeneWise23, 
Spidey24, SIM425 y EST2Genome26.Todas las predicciones son revisadas 
manualmente por los curadores humanos.  
                                                          
15
NCBI. Microarrays: chipping away at the mysteries of science and medicine [en línea]. Julio de 2007. Bethesda Estados 
Unidos de America. Disponible desde internet en: <http://www.ncbi.nlm.nih.gov/About/primer/microarrays.html> 
[citado en julio 16 de 2011]. 
16
 GenBank® es la base de datos de secuencias genéticas del Institutos Nacionales de Salud (en inglés 
National Institutes of Health, NIH), una colección anotada de todas las secuencias de ADN a disposición del 
público. 
17
 “desde el principio”. 
18
 Disponible desde Internet en: <http://genes.mit.edu/GENSCAN.html> 
19
 Disponible desde Internet en: < http://mendel.cs.rhul.ac.uk/mendel.php?topic=fgen-file> 
20
 Ver pag. 58 
21
 ADNc (ADN complementario ó cDNA) es una molécula de ADN complementaria a una molécula de ARNm. Se 
genera por acción de la enzima trasncriptasa inversa y tiene múltiples usos tanto en investigación básica como 
aplicada a biomedicina. 
22
 Una secuencia tag expresada o EST es una pequeña porción de un gen entero que puede ser usada para 
ayudar a identificar genes desconocidos y para mapear sus posiciones dentro de un genoma. 
23
 Disponible desde Internet en: < http://www.ebi.ac.uk/Tools/Wise2/> 
24
 Disponible desde Internet en: <http://www.ncbi.nlm.nih.gov/spidey/> 
25
 Disponible desde Internet en: < http://pbil.univ-
lyon1.fr/members/duret/cours/inserm210604/exercise4/sim4.html> 
26
 Disponible desde Internet en: < http://imed.med.ucm.es/cgi-
bin/emboss.pl?_action=input&_app=est2genome> 
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Una vez abiertos los marcos de lectura son determinados, la 
asignación funcional de las proteínas codificadas se lleva a cabo mediante la 
búsqueda de homología utilizando búsquedas BLAST contra una base de datos de 
proteínas. Además, se añaden descripciones funcionales mediante la 
búsqueda de motivos de proteínas y dominios de bases de datos, 
como Pfam27 y InterPro28, así como también apoyándose en la literatura 
publicada.29 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
                                                          
27
 Disponible desde Internet en: < http://pfam.sanger.ac.uk/> 
28
 Disponible desde Internet en: <http://www.ebi.ac.uk/interpro/> 
29
 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 250 
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7.  CAPITULO 2. ESTADO DEL ARTE 
 
 
7.1  ESTADO DEL ARTE DE LA BIOINFORMÁTICA 
 
 
7.1.1  Reseña histórica de la Bioinformática. El inicio de la biología molecular, la 
bioquímica y la genética, ciencias vinculadas a la informática, tuvo lugar 
aproximadamente hace 50 años, cuando en 1953 Watson y Crick los padres del 
ADN30 propusieron el modelo de la doble hélice para explicar su estructura. 
Watson y Crick no percibieron la gran cantidad de volumen de información que se 
generaría y que crecería en forma exponencial a partir de ese momento.  
En forma contraria a lo que podría suponerse, las herramientas computacionales 
comenzaron a aplicarse en la biología molecular mucho antes del comienzo de la 
era de la Internet o de los proyectos de secuenciación del genoma31 y con la 
constante producción de información biológica, la cual crecía a un ritmo lento 
comparado con el actual volumen de generación de datos, se creó la necesidad de 
recopilar y organizar toda la información generada a partir de dichos proyectos de 
secuenciación.  
En 1965, Margaret Dayhoff creó la primera base de datos de secuencias 
biológicas, en la cual almacenó y puso a disposición de la comunidad científica 
todas las secuencias de ADN y proteínas descritas hasta la fecha. Ocho años más 
tarde, en 1973, se anunció y creó la base de datos más antigua que se conoce y la 
cual sigue vigente, el Protein Data Bank32.  
Hoy, 27 años después de su lanzamiento, además de servir como base de datos 
de estructuras de proteínas, también lo hace como reservorio de estructuras de 
toda clase de macromoléculas conocidas: ADN, ARN y grandes complejos 
proteicos asociados con todo tipo de biomoléculas. 
Durante 1978, de nuevo Margaret Dayhoff fue la encargada de generar la primera 
matriz de substitución de aminoácidos, denominada PAM33. Tal avance en la 
interpretación de patrones de secuencia, obtenidos a partir de información 
biológica, abrió el camino a los estudios sobre evolución molecular que 
                                                          
30
 La Jornada. 20 de octubre de 2007. Watson y Crick, los padres del AND [en línea]. México, D.F. Disponible 
desde Internet en: 
<http://www.jornada.unam.mx/2007/10/20/index.php?section=ciencias&article=a03n1cie> [citado en 7 de 
octubre de 2010].  
31
Colombia Médica [en línea]. Universidad del Valle: Cali, 2008 – [citado en 7 de octubre de 2010]. Vol. 39, 
No. 001. (enero-marzo 2008). Disponible desde Internet en: 
<http://redalyc.uaemex.mx/redalyc/pdf/283/28339115.pdf > ISSN 1657-9534. 
32
 PDB: Banco de Datos de Proteinas. 
33
Point Accepted Mutation (Mutación Puntual Aceptada). 
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actualmente aportan una visión más aproximada a las verdaderas relaciones 
filogenéticas entre especies. 
En la década de los años 80, la bioinformática ya tenía nombre en el ámbito de la 
investigación científica, y teniendo conocimiento de ello, varios grupos de 
investigación de prestigio, dieron origen a la base de datos más conocida en el 
mundo, el GenBank34. Dicho proyecto fue financiado por los National Institutes of 
Health  de los Estados Unidos y otras instituciones gubernamentales, como el 
United States Departament of Energy y el United States Department of Defense. 
Pocos años después de la creación del GenBank, se generó su versión europea y 
asiática, conocidas como la base de datos EMBL35 y DDBJ36 en 1981 y 1984, 
respectivamente. En 1985 se reportó el algoritmo FASTA o FAST-All  de 
comparación de secuencias, el cual directamente operaba como motor de 
búsqueda de secuencias similares dentro de la base de datos GenBank. 
Durante los años 1987 a 1990, se dio impulso a las bases de datos para 
secuencias de proteínas que dio como resultado la creación de SwissProt37 y 
PIR38. En 1990, se originó otro de los hitos más importantes de la bioinformática. 
La implementación del algoritmo BLAST39 revolucionó completamente la 
exploración y búsqueda de secuencias biológicas en bases de datos 
En 1993 se inició la era genómica con la ejecución del proyecto de secuenciación 
de genoma humano. Siendo éste un proyecto tan ambicioso, se logro secuenciar 
los primeros genomas no virales. En el año 2003, se finalizó la secuencia definitiva 
del genoma humano, este hecho se logró gracias a la proyección y explotación del 
potencial de la industria con base biotecnológica.40 
 
 
7.1.2  Alcance de la Bioinformática. La Bioinformática se compone de dos 
subcampos: el desarrollo de herramientas informáticas y bases de datos, y la 
aplicación de estas en la generación de conocimientos biológicos para 
comprender mejor los sistemas vivos. Estos dos subcampos son complementarios 
entre sí.  
                                                          
34
GenBank® es la base de datos de secuencias genéticas del Institutos Nacionales de Salud (en inglés 
National Institutes of Health, NIH), una colección anotada de todas las secuencias de ADN a disposición del 
público. 
35
European Molecular Biology Laborator (Laboratorio Europeo de Biología Molecular). 
36
 DNA Data Bank of Japan (Banco de Datos de ADN de Japón). 
37
 Base de datos biológica de secuencia de proteínas. 
38
 Protein Information Resource (Recursos de Información de Proteina). 
39
 Basic Local Alignment Search Tool (Alineación de base local de herramientas de búsqueda). 
40
 Biomédica [online]. Grupo de Análisis Bioinformático GABi, Centro de Investigación y Desarrollo en 
Biotecnología CIDBIO: Bogotá, 2010 - [citado en 6 de octubre de 2010]. Vol 30, No.2. (abril-junio 2010). 
Disponible desde Internet en: <http://www.scielo.unal.edu.co/scielo.php?script=sci_arttext&pid=S0120 
41572010000200004&lng=en&nrm=iso > ISSN 0120-4157. 
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El desarrollo de herramientas incluye el software de grabación de la secuencia, el 
análisis estructural y funcional, así como la construcción y la conservación de 
bases de datos biológicas. Estas herramientas se utilizan en varias áreas de 
investigación genómica y biología molecular  como el análisis de la secuencia 
molecular.  
 
El análisis de los datos biológicos a menudo genera nuevos problemas y desafíos 
que a su vez estimulan el desarrollo de nuevas y mejores herramientas 
computacionales. Las áreas de análisis de secuencias incluyen la alineación de 
secuencias, la búsqueda en la base de datos de secuencia, el descubrimiento de 
patrones, la reconstrucción de las relaciones evolutivas, y la formación y la 
comparación del genoma.  
 
 
7.1.3  ¿Cómo se puede aplicar la Bioinformática? La Bioinformática no sólo se 
ha convertido en una ciencia esencial para la genómica básica y la investigación 
en biología molecular, también está teniendo un gran impacto en muchas áreas de 
la biotecnología y las ciencias biomédicas. Tiene aplicaciones, que están basadas 
por ejemplo, en los conocimientos de diseño de fármacos, análisis forense de 
ADN y Biotecnología agrícola.  
 
Un enfoque basado en la informática reduce significativamente el tiempo y el costo 
necesario para desarrollar medicamentos con mayor potencia y con menos 
efectos secundarios, y una menor toxicidad que el uso del tradicional ensayo y 
error. 
 
En medicina forense, los resultados de los análisis filogenéticos moleculares han 
sido aceptados como pruebas en los tribunales penales.  Alguna estadística 
bayesiana sofisticada y basada en la verosimilitud de los métodos de análisis 
de ADN se han aplicado en el análisis forense de la identidad.  
 
Vale la pena mencionar que la genómica y la bioinformática están a punto de 
revolucionar los sistemas de salud mediante el desarrollo de la medicina 
personalizada. La secuencia genómica de alta velocidad junto con la tecnología 
informática sofisticada le permitirá a un médico en una clínica secuenciar el ADN 
de un paciente de forma rápida, y detectar así posibles mutaciones dañinas 
convirtiéndose el genoma en protagonista para participar en el diagnóstico precoz 
y el tratamiento eficaz de las enfermedades.  
 
Las herramientas de la bioinformática se están utilizando en la agricultura también, 
las bases de datos del genoma de plantas y el análisis de expresión génica de 
este perfil han desempeñado un papel importante en el desarrollo de nuevas 
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variedades de cultivos que tienen una mayor productividad y más resistencia a las 
enfermedades.41 
 
El campo de la bioinformática desempeña un papel cada vez más creciente en el 
estudio de problemas biológicos fundamentales, debido al crecimiento exponencial 
de la secuencia y a la información estructural. 
 
A modo de ejemplo, la cantidad de entradas de una base de datos de secuencias 
genéticas en GenBank42 ha pasado de 1.765.847 a 22.318.883 en los últimos 
cinco años. Estas entradas tienden a duplicarse cada 15 meses43.  
 
En abril de 2011, se calcularon aproximadamente 126.551.501.141 bases en 
135.440.924 registros de secuencias en las divisiones tradicionales de GenBank44. 
 
Figura 1. Crecimiento de los datos en GenBank 
 
Fuente http://www.ncbi.nih.gov/Genbank/genbankstats.html 
 
                                                          
41
 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 7 
42
 GenBank® es la base de datos de secuencias genéticas del Institutos Nacionales de Salud (en inglés 
National Institutes of Health, NIH), una colección anotada de todas las secuencias de ADN a disposición del 
público. 
43
 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. 
p.2 
44
NCBI. 3 de mayo de 2011. What is GenBank? [en línea]. Bethesda, Estados Unidos de América. Disponible 
desde Internet en: <http://www.ncbi.nlm.nih.gov/genbank/> [citado en 10 de julio de 2011]. 
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Hay dos áreas principales de desafío en la bioinformática: (1) de gestión de datos 
y (2) descubrimiento de conocimientos. 
 
Con el surgimiento de tecnologías de alto rendimiento, tales como la 
secuenciación completa del genoma y los microarrays de ADN, se generan 
grandes volúmenes de datos. La gestión eficiente de los datos biológicos es 
deseable. 
 
Un desafío para la gestión de datos implica la gestión y la integración de las bases 
de datos biológicas existentes. Existen varios tipos de bases de datos disponibles 
para los investigadores en el campo de la biología. Los más utilizados son: 
 
 
a. Bases de datos primarios de ácido nucleico 
 GenBank (NCBI), 
 La base de datos de secuencias de nucleótidos (EMBL), y 
 Datos de ADN del Banco de Japón (DDBJ) 
 
 
b. Bases de datos de secuencias de proteínas 
 SWISS-PROT, y 
 TrEMBL 
 
c. Bases de datos estructurales 
 Protein Data Bank (PDB), y 
 Base de Datos Estructura de Macromoléculas (MSD) 
 
 
d. Bases de datos de la literatura 
 Medline 
 
 
Sin embargo, en algunas situaciones, una sola base de datos no puede dar 
respuestas a los complejos problemas de los biólogos. La integración o la 
recopilación de información de varias bases de datos para resolver problemas y 
descubrir nuevos conocimientos son otros retos importantes en bioinformática45.  
La transformación de datos biológicos voluminosos en información útil y en 
conocimiento valioso es un reto a la hora de descubrir conocimientos. La 
identificación e interpretación de patrones interesantes que están escondidos en 
miles de millones de datos biológicos genéticos es una meta clave de la 
                                                          
45
 KUONEN, 2003; NG y WONG, 2004; WONG, 2000; y WONG, 2002. 
24 
 
bioinformática. Este objetivo abarca la identificación de las estructuras de genes 
útiles en secuencias biológicas, la derivación de los conocimientos de diagnóstico 
a partir de datos experimentales, y la extracción científica de la información de la 
literatura46. 
 
 
7.1.4  Nuevos Temas en la Bioinformática. A pesar de las dificultades, no hay 
duda de que la bioinformática es un campo que tiene un gran potencial para 
revolucionar la investigación biológica en las próximas décadas.  
 
En la actualidad, el campo está en una importante fase de expansión . Además de 
proporcionar herramientas de cálculo más fiables y más rigurosas para la 
secuencia, estructura, y el análisis funcional, el mayor desafío para el futuro 
desarrollo de la bioinformática es el desarrollo de herramientas para el 
esclarecimiento de las funciones e interacciones de todos los productos de los 
genes en una célula. Esto presenta un desafío enorme, ya que requiere la 
integración de los diferentes campos de conocimiento biológico y una variedad de 
complejas herramientas matemáticas y estadísticas.  
 
Para tener una mejor comprensión de las funciones celulares, son necesarios los 
modelos matemáticos para simular una amplia variedad de reacciones 
intracelulares y las interacciones a nivel de células enteras. Esta simulación 
molecular de todos los procesos celulares se denomina biología de 
sistemas. Alcanzar esta meta representa un gran paso hacia la comprensión plena 
de un sistema vivo. 
 
Es por eso que la simulación a nivel de sistema y la integración son consideradas 
el futuro de la bioinformática. Este tipo de modelos de redes complejas y hacer 
predicciones sobre su conducta presenta grandes retos y oportunidades para los 
bioinformáticos. El objetivo último de esta iniciativa es transformar la biología de 
una ciencia cualitativa a una ciencia cuantitativa y de predicción. Este es un 
momento verdaderamente emocionante para la bioinformática.47 
 
 
7.1.5  Bioinformática en Colombia. Lejos de los avances que han contribuido 
enormemente a la progresión de la bioinformática a nivel global, Colombia debe 
posicionarse objetivamente como una sociedad de muy baja producción de 
conocimiento bioinformático. 
 
Dejando de lado las dificultades económicas que impiden tener un mayor progreso 
científico-tecnológico a cualquier nivel, el pobre desarrollo de la bioinformática en 
Colombia tiene factores adicionales de fondo. Dichos factores radican 
                                                          
46
 HAN y KAMBER, 2001; JAGOTA, 2000; NARAYANAN, et al., 2002; y NG Y WONG, 2004. 
47
 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 8 
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esencialmente en el déficit académico en cuanto a la enseñanza de la 
bioinformática.  
 
Teniendo en cuenta que la academia es el principal gestor de la investigación 
científica, tanto en el contexto de la educación pública como de la privada, la 
carencia de adecuados programas de formación produce un crecimiento nulo y, 
por ende, una pobre oferta de investigadores en este campo.  
 
Aunque la bioinformática como tal se presenta como una ciencia multidisciplinaria, 
en la cual es necesario poseer una adecuada formación en diversas áreas de las 
ciencias naturales y ciencias exactas, ya se han logrado establecer programas 
académicos competitivos en Europa y Estados Unidos, y algunos en 
Latinoamérica. La mayoría de los programas de formación de investigadores se 
basan en títulos propios de maestría y doctorado, los cuales van en aumento a 
medida que se revisan los programas académicos superiores. 
 
En Colombia, en la actualidad no se ha desarrollado ningún programa sólido para 
la formación integral de bioinformáticos competentes. No obstante, algunos 
programas de maestría y doctorado de instituciones como la Universidad Nacional 
de Colombia y la Universidad de los Andes, han incorporado módulos semestrales 
de bioinformática que, a su vez, están lejos de tener el poder educativo requerido 
para generar verdaderos profesionales en este campo. A cambio, dichas cátedras 
sólo funcionan como herramienta difusora, más no orientadora, de la existencia de 
la bioinformática como tema de investigación. 
 
 
7.1.5.1  Situación actual de la investigación en Bioinformática en Colombia. 
Haciendo una búsqueda por los grupos y centros de investigación que realizan 
estudios de componente bioinformático, se encontró que son pocos los grupos 
dedicados a ello y aún menos los que han podido proyectar su trabajo a nivel 
internacional con publicaciones de mediano impacto. 
 
Entre estos últimos, se debe mencionar a GEPAMOL48 de la Universidad del 
Quindío, el Centro de Bioinformática del Instituto de Biotecnología de la 
Universidad Nacional de Colombia, el Grupo de Investigación en Bioquímica 
Computacional de la Pontificia Universidad Javeriana y GABi49 del Centro de 
Investigación y Desarrollo en Biotecnología.  
 
Esta muestra, aunque pequeña, no deja de ser vital y demuestra el potencial 
investigador en el campo de la bioinformática de los grupos colombianos. Ella 
debe ser, ante todo, un punto de partida concreto para el apoyo de la investigación 
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 Grupo de Parasitología Molecular. Disponible desde internet en: < 
http://201.234.78.173:8080/gruplac/jsp/visualiza/visualizagr.jsp?nro=00000000000255> 
49
 Grupo de Análisis Bioinformático. Disponible desde Internet en: <http://gabi.cidbio.org/group.html> 
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en bioinformática que se genere a partir de las nuevas políticas para desarrollo 
biotecnológico en el país. 
 
Además de la latente producción científica de nuestros grupos de investigación, 
cabe destacar la acción de impacto mundial que desarrollan desde hace varios 
años CENICAFE50 y su proyecto Genoma del Café, el cual tiene como objeto 
principal un extenso análisis de genómica funcional y estructural del café 
colombiano.  
 
Finalmente, hay que mencionar y destacar la misión de algunos grupos de 
investigación que constantemente promueven y difunden el conocimiento en 
bioinformática. Desde comienzos de la actual década, han organizado diversos 
seminarios, simposios y cursos de entrenamiento en herramientas bioinformáticas. 
Dichos entrenamientos están dirigidos a complementar la formación científica de 
los investigadores colombianos, así como a proyectar sus estudios a un nuevo 
campo de actuación donde se contemple el análisis computacional como piedra 
angular de las investigaciones contemporáneas. Algunos de los grupos 
promotores de entrenamientos son el grupo BIMAC de la Universidad del Cauca, 
el Centro de Bioinformática del Instituto de Biotecnología de la Universidad 
Nacional de Colombia y el GABi. Estos dos últimos, miembros partícipes activos 
de las reuniones programadas en el marco de la Red Iberoamericana de 
Bioinformática red que en el 2005 tuvo como lugar de encuentro la ciudad de 
Cartagena de Indias y que reúne anualmente a grupos de investigación 
bioinformática de habla hispana. 
 
En una perspectiva general se puede concluir que, aunque pobre en 
infraestructura, más no en calidad, existe una verdadera actividad de investigación 
en el campo de la bioinformática en Colombia. Lamentablemente, dada la actual 
coyuntura económica del país, esta rama de la ciencia corre serio peligro de ser 
uno más de los muchos campos de actuación científica que queda a la deriva por 
falta de apoyo financiero en nuestro país.  
 
Sin embargo, es de esperar que la nueva ley de ciencia, tecnología e innovación, 
aprobada por el Congreso de la República de Colombia a finales de 2008, mejore 
el desarrollo científico y tecnológico del país, y proporcione un mayor apoyo a la 
biotecnología, y que con esta última pueda destinar recursos que promuevan 
definitivamente la investigación bioinformática en Colombia.51 
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 Disponible desde internet en: < http://bioinformatics.cenicafe.org > 
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 Biomédica [online]. Grupo de Análisis Bioinformático GABi, Centro de Investigación y Desarrollo en 
Biotecnología CIDBIO: Bogotá, 2010. Vol 30, No.2. (abril-junio 2010). ISSN 0120-4157. 
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7.2  GENERALIDADES DEL ALINEAMIENTO DE SECUENCIAS 
 
 
7.2.1  Base evolutiva del Alineamiento de secuencias. El ADN y las 
proteínas son los productos de la evolución. Los bloques de construcción de 
estas macromoléculas biológicas, las bases de nucleótidos y aminoácidos 
forman secuencias lineales que determinan la estructura primaria de las 
moléculas. Estas moléculas pueden considerarse fósiles moleculares que 
codifican la historia de millones de años de evolución. Durante este período de 
tiempo, las secuencias moleculares sufren cambios al azar, algunos de los 
cuales son seleccionados durante el proceso de la evolución.  
 
Como las secuencias seleccionadas gradualmente acumulan mutaciones y 
divergen en el tiempo, las huellas de la evolución todavía pueden permanecer 
en ciertas porciones de las secuencias que permiten la identificación de 
la ascendencia común.  La presencia de rastros evolutivos se debe a que algunos 
de los residuos que llevan a cabo funciones claves y estructurales tienden a ser 
preservadas por la selección natural, mientras que otros residuos que pueden ser 
menos cruciales para la estructura y función tienden a mutar con más 
frecuencia. Por ejemplo, los residuos del sitio activo de una familia de 
enzimas tienden a ser conservados, ya que son los responsables de las funciones 
catalíticas. Por lo tanto, mediante la comparación de secuencias a través de la 
alineación, los patrones de la conservación y la variación pueden ser identificados. 
 
El grado de conservación de la secuencia en la alineación revela las relaciones 
evolutivas de las diferentes secuencias, mientras que la variación entre las 
secuencias refleja los cambios que se han producido durante la evolución en la 
forma de sustituciones, inserciones y eliminaciones. 
 
Identificar las relaciones evolutivas entre las secuencias ayuda a caracterizar la 
función de las secuencias desconocidas. Cuando un alineamiento de secuencias 
revela una importante similitud entre un grupo de secuencias, estas pueden ser 
consideradas como pertenecientes a la misma familia. Si uno de los 
miembros dentro de la familia tiene una estructura y función conocida, a 
continuación, esa información puede ser transferida a los que todavía no se han 
caracterizado experimentalmente. Por lo tanto, el alineamiento de secuencias se 
puede usar como base para la predicción de la estructura y la función de las 
secuencias sin caracterizar. 
  
La alineación de secuencias proporciona la inferencia de la relación de dos 
secuencias que se estudian. Si las dos secuencias comparten una importante 
similitud, es muy poco probable que la gran similitud entre estas dos se haya 
adquirido al azar, lo que significa que las dos secuencias se han derivado de un 
origen evolutivo común.  
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Cuando un alineamiento de secuencias se genera correctamente, refleja 
las relaciones evolutivas de las dos secuencias: las regiones que están alineadas 
pero no son idénticas representan sustituciones de residuos; las regiones en las 
que los residuos de una secuencia corresponden a nada en la otra, representan 
inserciones o eliminaciones que han tenido lugar en una de las secuencias 
durante la evolución.  
 
También es posible que dos secuencias se hayan derivado de un ancestro común, 
pero puede haber divergido hasta tal punto que las 
relaciones ancestrales comunes no sean reconocibles en la secuencia. En ese 
caso, las relaciones evolutivas distantes tienen que ser detectadas por otros 
métodos.52 
 
 
7.2.2  Montaje y Alineación de secuencias Biológicas. Las tecnologías  
informáticas han jugado un papel cada vez más importante en la biología desde el 
lanzamiento del Proyecto Genoma Humano53. La computación paralela, que actúa 
como un medio eficaz para acelerar la informática biológica ha sido utilizada en 
muchas aplicaciones biológicas.  
 
El montaje y el alineamiento de secuencias son las partes más intensivas de la 
computación biológica, además se han beneficiado enormemente de la 
computación paralela, y también beneficiará a más de una nueva investigación 
sobre este tema.  
 
El montaje de secuencia54, también llamado conjunto de fragmentos, se utiliza 
para recuperar los fragmentos y construir las secuencias originales; este es un 
paso muy importante en la secuenciación del ADN. Ya que debido a la gran 
cantidad de datos biológicos, tomará mucho tiempo reunir los fragmentos de un 
genoma de tamaño mediano, como el arroz, por ejemplo.  
 
El montaje de secuencia paralela de Euler, este enfoque almacena todos los datos 
genómicos en forma de tablas hash distribuidas a fin de reunir estos datos en su 
conjunto. Esto elimina los errores incurridos particionando los fragmentos  
en grupos y ensamblándolos en grupos, como en otros enfoques. 
 
Además, este sistema puede funcionar en las redes de estaciones de trabajo o en 
supercomputadoras. Es especialmente adecuado para aquellos que no tienen 
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 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 31 
53
 DAHL, Carol A. y STRAUSBERG, Robert L.  Revolutionizing Biology Through Leveraging Technology. En: 
Engineering in Medicine and Biology Magazine, IEEE. vol. 15, Issue: 4. Julio – Agosto, 1996. p. 106-110. ISSN 
0739-5175. 
54
 MYERS, E.M. Toward Simplifying and Accurately Formulating Fragment Assembly. En: Journal of 
Computational Biology. vol. 2, Issue: 2. p. 275-290. 
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acceso a las supercomputadoras, sino a los recursos informáticos tales como 
estaciones de trabajo y PCs que están conectados mediante una red local. Este es 
el primer esfuerzo de poner en paralelo el algoritmo de montaje de secuencia de 
Euler para ensamblar un genoma a gran escala. 55 
 
 
7.2.2.1  Montaje de secuencia a gran escala 
 
 
 Investigaciones relacionadas. El montaje de secuencia se utiliza para 
recuperar los fragmentos que se dividen a partir de secuencias de ADN y 
ensamblarlos en la secuencia original. En la actualidad, el método 
más ampliamente utilizado para romper las secuencias de ADN es  WGS56, que es 
menos costoso y más rápido que otros métodos57. El WGS fragmenta el 
genoma en muchos pedazos de diferentes tamaños, esta fragmentación se puede 
hacer de varias maneras, tales como agitando el ADN físicamente y se corta con 
enzimas de restricción. 58 
 
 
 Ensamble de secuencia de Euler. El ensamble de secuencia 
de Euler fue propuesto por Pavel A. Pevzner59. La principal contribución del 
ensamble de secuencia de Euler es que transforma el problema del ensamble de 
la secuencia biológica en un problema de ruta de Euler, el cual tiene una 
solución polinómica, que es una solución al notorio problema de repetición. 
 
En el enfoque del ensamble de secuencia de Euler, las tuplas son las unidades 
mínimas para ser ensambladas, en lugar de las lecturas como en otros 
enfoques. Las tuplas se generan a partir de lecturas, y a su vez son todas las 
subcadenas que se leen con la misma longitud, que normalmente es 20.  
 
Todas las tuplas generadas forman un gráfico de bruijn. Los vértices de la gráfica 
son las tuplas como tal. Suponiendo que la longitud de una tupla es l, si los últimos 
ácidos nucleicos de una tupla  l-1 son los mismos que la primera tupla  l-1 de 
ácidos nucleótidos de otra tupla, habrá un extremo dirigido en el gráfico que 
conecta estos dos tuplas adyacentes. 
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 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. 
p.244 
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 Whole Genome Shotgun (Disparo sobre la totalidad del genoma). 
57
 WEBER, James y MYERS, Eugene. Whole Genome Shotgun Sequencing. En: Genome 
Research. vol. 7. 1997. p. 401-409. ISSN 1054-9803/97. 
58
 PHOEBE CHEN, Op. cit., p. 245 
59
 PEVZNER, Pavel; TANG, Haixu y WATERMAN, Michael. An Eulerian Path Approach to DNA Fragment 
Assembly. En: Proceedings of National Academy of Sciences of the United States of America. vol. 98, 
Issue:17. Agosto 14 de 2001. p. 9748-9753. 
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El enfoque del montaje de Euler es encontrar todos los caminos de Euler en el 
gráfico. El núcleo del enfoque de Euler es la regla del análisis de consistencia, 
que resuelve los problemas de selección de ruta para las sucursales en la 
búsqueda de caminos de Euler en una gráfica.60 
 
 
 Algoritmo de montaje de secuencia PESA61. El montaje de secuencias 
biológicas a menudo cuesta mucho en tiempo de cómputo, incluso para los 
genomas pequeños o medianos, debido a la gran magnitud de 
cómputo iterativo, pero la mayoría de los ensambladores actuales son programas 
secuenciales.  
 
Los datos biológicos tienen que ser particionados antes de aplicar estos 
programas para ensamblar el genoma. La partición se lleva a cabo de acuerdo a 
las similitudes. Este proceso no es exacto, así que los errores podrían ser 
introducidos en dicha partición). Estos errores no pueden ser corregidos por los 
ensambladores, por lo tanto, el ensamblador secuencial no puede cumplir con los 
requisitos exigidos por el montaje de secuencia. La investigación sobre el 
ensamblador de secuencia paralela esta sólo en sus comienzos. 
 
El algoritmo PESA  propone una paralelización eficaz del enfoque de ensamble de 
secuencia de Euler ya que incluye la distribución de datos y distribución de la 
computación. Las tuplas se generan a partir de todas las lecturas y se almacenan 
en una tabla hash distribuida. Una tabla hash distribuida aprovecha al máximo 
la memoria de los recursos de una plataforma de computación paralela. Con más 
nodos de computación o más memoria que se agregue a la plataforma 
informática, la tabla hash en consecuencia pueden llegar a ser grandes y dar 
cabida a más datos sobre el genoma. Esta tabla se distribuye uniformemente 
sobre múltiples nodos de computación, y cada nodo es responsable de su propia 
parte de la tabla hash. No sólo la tabla de hash contiene todos los datos los cuales 
eliminarán el cuello de botella para almacenar una gran cantidad de datos del 
genoma.62 
 
 
 
 
                                                          
60
 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. 
p. 249 
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 Parallel Euler Sequence Assembly (Montaje de Secuencias Paralelas de Euler). 
62
 PHOEBE CHEN, Op. cit., p. 249 
31 
 
7.3  TECNOLOGÍAS COMPUTACIONALES APLICADAS A LA 
BIOINFORMATICA 
 
 
7.3.1  Bases de Datos. Una base de datos es un archivo informático utilizado para 
almacenar y organizar los datos de tal manera que esa información pueda ser 
recuperada fácilmente a través de una variedad de criterios de búsqueda.  Las 
bases de datos se componen de software y hardware para la gestión de datos.   
 
El objetivo principal del desarrollo de una base de datos es organizar los 
datos en un conjunto estructurado de registros que permitan la fácil recuperación 
de la información. Cada registro, también llamado una entrada, debe contener un 
número de campos que contienen los elementos de datos reales, por ejemplo, los 
campos para los nombres, números de teléfono, direcciones, fechas. Para 
recuperar un registro concreto de la base de datos, un usuario puede 
especificar una determinada pieza de información, llamada valor, que se 
encuentra en un campo determinado y se espera que el computador recupere el 
registro de datos completo. Este proceso se llama hacer una consulta. 
 
A pesar de que la recuperación de datos es el objetivo principal de todas las bases 
de datos, las bases de datos biológicas a menudo tienen un nivel de exigencia, 
conocido como el descubrimiento del conocimiento, lo que se refiere a la 
identificación de las conexiones entre piezas de información que no se conocían 
cuando la información se introdujo en primer lugar. Por ejemplo, las bases de 
datos con información de la secuencia en bruto pueden 
realizar tareas adicionales de computación para identificar homología de 
secuencia o motivos conservados63. Estas características facilitan 
el descubrimiento de nuevos conocimientos biológicos a partir de los datos en 
bruto.64 
 
 
7.3.1.1  Bases de Datos Biológicas. Las actuales bases de datos biológicas usan 
tres tipos de estructuras de base de datos: ficheros planos, relacionales 
y orientados a objetos. A pesar de las obvias desventajas de la utilización 
de archivos planos en gestión de base de datos, muchas bases de datos 
biológicas todavía utilizan este formato. La justificación de esto es que este 
sistema implica una cantidad mínima de diseño de base de datos y los resultados 
de la búsqueda pueden ser fácilmente entendidos por los biólogos que consultan 
dicha tecnología. 
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 Un motivo es un elemento conservado en la secuencia de aminoácidos, que habitualmente se asocia con 
una función concreta. Los motivos se generan a partir de alineamientos múltiples de regiones con elementos 
funcionales o estructurales conocidos, por lo que son útiles para predecir la existencia de esos mismos 
elementos en otras proteínas de función y estructura desconocida. 
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Con base en su contenido, las bases de datos biológicas se pueden dividir en tres 
categorías: bases de datos primarias, bases de datos secundarias, y bases de 
datos especializadas.  
 
Las bases de datos primarias contienen datos biológicos originales. Son archivos 
de secuencia en bruto o datos estructurales presentados por la comunidad 
científica. GenBank65 y Protein Data Bank66 son ejemplos de bases de datos 
primarias. Las bases de datos secundarias contienen información procesada 
computacionalmente o manualmente curada67, con base en la información original 
a partir de bases de datos primarias. Las bases de datos de secuencias de 
proteínas traducidas contiene la anotación funcional perteneciente a esta 
categoría. Ejemplos de esto son Swiss-Prot68 y PIR69. Las bases de datos 
especializadas son aquellas que atienden a un interés de investigación en 
particular. Por ejemplo, Flybase, la base de datos de secuencias del 
VIH, y Ribosomal Database Project son las bases de datos que se especializan en 
un determinado organismo o un determinado tipo de datos.  
 
Una lista de algunas bases de datos de uso frecuente se presenta en la Tabla 1.70 
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GenBank® es la base de datos de secuencias genéticas de los Institutos Nacionales de Salud (en inglés 
National Institutes of Health, NIH), una colección anotada de todas las secuencias de ADN a disposición del 
público. 
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 PDB: Banco de Datos de Proteinas. 
67
 Bases de Datos Curadas: los datos están confirmados biológicamente. 
68
 Base de datos biológica de secuencia de proteínas. 
69
 Protein Information Resource (Recursos de Información de Proteina). 
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Tabla 1. Principales Bases de Datos Biológicas disponibles a través de la World 
Wide Web 
Principales bases de datos biológicas disponibles a través de la World Wide Web 
Bases de Datos y 
Sistemas de 
Recuperación 
 
Breve resumen del contenido 
 
URL 
AceDB Base de datos del genoma del 
Caenorhabditis elegans 
www.acedb.org 
DDBJ Principal base de datos de 
secuencias de nucleótidos en 
Japón 
www.ddbj.nig.ac.jp 
EMBL Principal base de datos de 
secuencias de nucleótidos en 
Europa 
www.ebi.ac.uk/embl/index.html 
Entrez Portal de la NCBI para una 
variedad de bases de datos 
biológicas 
www.ncbi.nlm.nih.gov/gquery/gquery.
fcgi 
ExPASY  Base de datos de la proteómica http://us.expasy.org/ 
FlyBase Base de datos del genoma de 
Drosophila 
http://flybase.bio.indiana.edu/ 
FSSP  Estructuras secundarias de 
proteínas 
www.bioinfo.biocenter.helsinki.fi:8080
/dali/index.html 
GenBank Principal base de datos de 
secuencias de nucleótidos en la 
NCBI 
www.ncbi.nlm.nih.gov/Genbank 
HIV databases Datos de la secuencia  del VIH y la 
información inmunológica relaciona
da 
www.hiv.lanl.gov/content/index 
Microarrays gene 
expression database 
Microarrays de datos de ADN y 
herramientas de análisis 
www.ebi.ac.uk/microarray 
OMIM Información genética de 
enfermedades humanas 
www.ncbi.nlm.nih.gov/entrez/query.fc
gi?db=OMIM 
PIR  Secuencias de proteínas anotadas http://pir.georgetown.edu/pirwww/pirh
ome3.shtml 
PubMed Información de literatura biomédica www.ncbi.nlm.nih.gov/PubMed 
Ribosomal database 
Project 
Secuencias de ARN ribosomal y 
árboles filogenéticos derivados de 
las secuencias 
http://rdp.cme.msu.edu/html 
SRS Sistemas  generales de 
recuperación de secuencia 
http://srs6.ebi.ac.uk 
SWISS-Prot Bases de datos de secuencias de 
proteínas curadas
71
 
www.ebi.ac.uk/swissprot/access.html 
TAIR Bases de datos de información del 
Arabidopsis 
www.arabidopsis.org 
 
Fuente XION, Jin. Essential Bioinformatics. Estados Unidos de América: 
Cambridge University Press, 2006. p. 15 
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 Bases de Datos Primarias72. Hay tres principales bases de datos públicas 
de secuencias que almacenan los datos en bruto de las secuencias del 
ácido nucleico producido y presentado por los investigadores de todo el mundo: la 
base de datos de secuencias genéticas de los Institutos Nacionales de Salud 
GenBank, el Laboratorio Europeo de Biología Molecular (EMBL) y la base de 
datos de ADN del Banco de datos de Japón (DDBJ), que están disponibles 
gratuitamente en Internet.  
 
La mayor parte de los datos en las bases de datos son aportados directamente por 
los autores con un nivel mínimo de anotación. Un pequeño número de secuencias, 
especialmente las publicadas en la década de 1980, se introdujeron 
manualmente de la literatura publicada por el personal de gestión de base de 
datos. 
 
En la actualidad, el ingreso de una secuencia a cualquiera de las estas bases de 
datos: GenBank, EMBL, o DDBJ, es una condición previa para su publicación en 
la mayoría de las revistas científicas, para de esta manera asegurar que los 
datos moleculares fundamentales sean puestos a libre disposición. Estas 
tres bases de datos públicas se colaboran estrechamente y hacen intercambio de 
datos diariamente.  
 
GenBank, EMBL, o DDBJ en conjunto constituyen la base de datos 
de colaboración internacional de secuencias de nucleótidos. Esto significa 
que mediante la conexión a cualquiera de las tres bases de datos, se debe tener 
acceso a los mismos datos de una secuencia de nucleótidos.  
 
A pesar de que las tres bases de datos contienen los mismos conjuntos de datos 
en bruto, cada una de las bases de datos individuales tiene un tipo de formato 
ligeramente diferente para representar los datos. Afortunadamente, para 
la estructura tridimensional de macromoléculas biológicas, sólo hay una base de 
datos centralizada, el PDB73. Esta base de datos archiva las coordenadas 
atómicas de las macromoléculas (proteínas y ácidos nucleicos) determinadas por 
cristalografía de rayos X74 y NMR.  
 
PDB utiliza un formato de archivo plano para representar el nombre de la proteína, 
los autores, los datos experimentales, la estructura secundaria, cofactores, y las 
coordenadas atómicas. La interfaz web de PDB también proporciona 
herramientas de visualización para la manipulación de imágenes simples. 
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 PDB: Banco de Datos de Proteínas. 
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 Cristalografía de rayos X: es esencialmente una forma de microscopía de alta resolución. Permite visualizar 
estructuras de proteínas a nivel atómico y mejorar la comprensión de la función de la proteína. 
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 GenBank75. GenBank es la colección más completa de datos anotados de 
secuencias de ácidos nucléicos para casi todos los organismos. El contenido 
incluye ADN genómico, ARNm76, ADNc77, EST78, datos crudos de la secuencia 
de alto rendimiento de procesamiento, y polimorfismos de la secuencia.  
 
También hay una base de datos de secuencias de proteínas GenPept79, la 
mayoría de las cuales son translaciones conceptuales de la secuencia de 
ADN, aunque un pequeño número de secuencias de aminoácidos se obtienen 
usando técnicas de secuenciación de péptidos. 
 
Hay dos formas de búsqueda de secuencias en el GenBank. Uno de ellos es el 
uso de texto basados en palabras claves similares a una búsqueda en 
PubMed80. El otro es usando secuencias moleculares de búsqueda por 
similitud de secuencias con BLAST. 
 
 
 Formato de Secuencia de GenBank.  Para buscar en GenBank con eficacia 
utilizando el método basado en texto, se requiere una comprensión del 
formato de secuencia de GenBank. Esta es una base de datos relacional. Sin 
embargo, los resultados de la búsqueda para los archivos de la secuencia se 
producen como archivos planos para una fácil lectura.  
 
Los archivos planos resultantes contienen tres secciones: Encabezado, 
Características, y Entrada de la secuencia (figura 2). Hay muchos campos en 
el encabezado y Sección de características. Cada campo tiene un único 
identificador para la fácil indexación por el software informático. Comprender la 
estructura de los archivos de GenBank ayuda en el diseño de estrategias 
efectivas de búsqueda. 
 
La sección de encabezado describe el origen de la secuencia, la identificación 
del organismo, e identificadores únicos asociados con el registro. La 
línesuperior de la sección de encabezado es el Lugar (Locus), que contiene un 
único identificador de la base de datos para una secuencia de ubicación en la 
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 ARNm (ARN mensajero): Es el ARN que transporta la información genética presente en los genes hasta los 
ribosomas en el citoplasma, donde se realiza la traducción de esa información a proteína. 
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 ADNc (ADN complementario ó cDNA) es una molécula de ADN complementaria a una molécula de ARNm. Se 
genera por acción de la enzima trasncripta a la inversa y tiene múltiples usos tanto en investigación básica como 
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 Servicio de la Biblioteca Nacional de Medicina de los Estados Unidos de América, que incluye más de 20 
millones de citas de la literatura biomédica a partir de MEDLINE, revistas de ciencias biológicas, y libros en 
línea. Las citas pueden incluir vínculos a contenido de texto completo desde PubMed Central y los sitios web 
de los editores. 
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base de datos. El identificador es seguido por la longitud de la secuencia y el 
tipo de molécula (por ejemplo, ADN o ARN). Esto es seguido por un código de 
tres letras para las divisiones de GenBank. 
  
Hay 17 divisiones en total, que se establecieron basándose simplemente en la 
conveniencia del almacenamiento de datos sin necesidad de tener una base 
científica rigurosa, por ejemplo, PLN para las plantas, hongos, algas y 
secuencias; PRI para las secuencias de los primates; MAM de secuencias de 
mamíferos no primates, BCT de secuencias bacterianas, y EST para las 
secuencias de EST.   
 
Al lado de la división esta la fecha en que el registro fue publicado (que es 
diferente de la fecha en que los datos fueron ingresados). La siguiente línea 
"DEFINITION", proporciona la información de resumen de la secuencia del 
registro, incluyendo el nombre de la secuencia, el nombre y la taxonomía del 
organismo de origen si se conoce, y si la secuencia es completa o parcial. Esto 
es seguido por un número de acceso de la secuencia, que es un número único 
asignado a una pieza de ADN cuando se ingresó por primera vez a GenBank y 
está permanentemente asociado con esa secuencia. Este es el número que 
debe ser citado en las publicaciones. Tiene dos formatos diferentes: dos cartas 
con cinco dígitos, o una carta de seis dígitos.  
 
Para una secuencia de nucleótidos que se ha traducido en una secuencia de 
proteínas, se da un nuevo número de acceso en forma de una cadena de 
caracteres alfanuméricos. 
 
Además del número de acceso, también hay un número de versión y un 
número de índice de genes (GI). La utilidad de estos números es identificar la 
versión actual de la secuencia. Si la anotación de la secuencia es revisada en 
una fecha posterior, el número de acceso sigue siendo el mismo, pero el 
número de revisión es incrementado al igual que el número GI. Una secuencia 
de proteína traducida también tiene un número GI diferente de la secuencia de 
ADN que se deriva de él.  
 
La siguiente línea en la sección del encabezado es el campo "ORGANISM", 
que incluye la fuente del organismo con el nombre científico de la especie y, a 
veces el tipo de tejido. Junto con el nombre científico esta la información de la 
clasificación taxonómica del organismo.  
 
Existen diferentes niveles de la clasificación que son un hipervínculo a la base 
de datos taxonómica NCBI con descripciones más detalladas. Esto esta 
seguido por el campo de "REFERENCE", el cual proporciona la citación de la 
publicación relacionada con la entrada de la secuencia. La parte de 
REFERENCE incluye el autor y el título del trabajo publicado (o el título 
provisional de los trabajos no publicados).  
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El campo "JOURNAL" incluye la información de la citación, así como la fecha 
del ingreso de la secuencia. La citación tiene a menudo un hipervínculo con el 
registro de PubMed para el acceso a la información de la literatura original. La 
última parte del encabezado es la información de contacto del submitter de la 
secuencia. 
 
La sección "Features" incluye la información sobre la anotación de genes y 
productos génicos, así como las regiones de importancia biológica registradas 
en la secuencia, con identificadores y calificadores. El campo "Source" 
proporciona la longitud de la secuencia, el nombre científico del organismo, y el 
número de identificación de la taxonomía. Alguna información opcional incluye 
el origen de la clonación, el tipo de tejido y la línea celular.  
 
El campo "gene" es la información sobre la secuencia de nucleótidos 
codificada y su nombre. Para las entradas de ADN, hay un campo "CDS", el 
cual es la información acerca de los límites de la secuencia que pueden ser 
traducidas en aminoácidos. Para el ADN eucariota, este campo también 
contiene información de la ubicación de los exones y es introducida la 
secuencia de proteína traducida. 
 
La tercera sección del archivo plano es la misma secuencia que comienza con 
la etiqueta "ORIGIN". El formato de la visualización de la secuencia puede ser 
cambiado por la selección de opciones en una pantalla de menú desplegable 
en la esquina superior izquierda.  
 
Para las entradas de ADN, hay un informe CUENTA DE BASE (BASE 
COUNT), que incluye los números de A, G, C y T en la secuencia. En esta 
sección, tanto para las secuencias de ADN o de proteínas, termina con dos 
barras inclinadas (el símbolo "/ /"). 
 
En la recuperación de secuencias de ADN o de proteína a partir de GenBank, 
la búsqueda puede ser limitada a diferentes campos de anotación como 
"organism", "accession number", "authors" y "publication date". Por un lado se 
puede usar una combinacion de las opciones de "Limits" y "Preview/Index" 
como  se describe. Alternativamente, un número de calificadores de la 
búsqueda pueden ser utilizados, cada uno definiendo uno de los campos en un 
archivo de GenBank. Los calificativos son similares pero no son iguales que las 
etiquetas del campo en PubMed. Por ejemplo, en GenBank, [GENE] 
representa el campo para el nombre del gen, [AUTH] para el nombre del autor, 
y [ORGN] para el nombre del organismo.  
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Figura 2. Formato NCBI GenBank/GenPept que muestra los principales 
componentes de un árbol de un archivo de secuencia. 
 
 
Fuente XION, Jin. Essential Bioinformatics. Estados Unidos de América: 
Cambridge University Press, 2006. p. 22 
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 Bases de Datos Secundarias. La información de la anotación de la 
secuencia en la base de datos primaria suele ser mínima. Para activar la 
información de la secuencia en bruto en más conocimientos 
biológicos sofisticados, es necesario más post-procesamiento de la información de 
la secuencia. Esto plantea la necesidad de bases de datos secundarias, que 
contengan información de secuencias procesadas computacionalmente  derivadas 
de las bases de datos primarias.  
 
La cantidad de trabajo de procesamiento computacional varía mucho entre las 
bases de datos secundarias, algunos son simples archivos de datos de las 
secuencias traducidas identificadas a partir de marcos de lectura abierta en el 
ADN, en tanto que otras ofrecen anotación e información adicional relacionada 
con los niveles más altos de la informaciónrespecto a la estructura y las funciones.  
 
Un ejemplo destacado de bases de datos secundarias es SWISS-PROT81, que 
proporciona una anotación detallada de la secuencia que incluye la estructura, 
función y misión de la familia de proteínas. Los datos de la secuencia se derivan 
principalmente de TrEMBL82, una base de datos de traducción de secuencias de 
ácidos nucleicos almacenadas en la base de datos EMBL83.  
 
La anotación de cada entrada es cuidadosamente curada por expertos humanos y 
por lo tanto es de buena calidad. La anotación de proteínas incluye la 
función, estructura de dominios, sitios catalíticos84, unión del 
cofactor, modificación post-traslacional, información vía metabólica, asociación 
con la enfermedad y similitud con otras secuencias. Mucha de esta información es 
obtenida de la literatura científica e ingresada por los curadores de la base de 
datos.  
 
La anotación proporciona un importante valor añadido a cada registro de la 
secuencia original. El registro de datos también proporciona enlaces de 
referencias cruzadas a otros recursos de interés en línea.  
 
Otras características tales como redundancia muy baja y alto nivel de 
integración con otras bases de datos primarias y secundarias han hecho a SWISS-
PROT85 muy popular entre los biólogos. Un esfuerzo reciente para 
combinar SWISS-PROT, TrEMBL86 y PIR87 ha llevado a la creación de la base de 
                                                          
81
 Base de datos biológica de secuencia de proteínas. 
82
  Traducción automática de las secuencias de la EMBL. 
83
 European Molecular Biology Laborator (Laboratorio Europeo de Biología Molecular). 
84
 Sitios catalíticos o sitos activos: zona de la enzima a la que se une el sustrato para ser catalizado. 
85
 Base de datos biológica de secuencia de proteínas. 
86
 Traducción automática de las secuencias de la EMBL. 
87
 Protein Information Resource (Recursos de Información de Proteina). 
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datos UniProt88, que tiene mayor cobertura que cualquiera de las tres bases de 
datos, mientras que al mismo tiempo mantiene las características originales de 
SWISS-PROT de baja redundancia, referencias cruzadas, y una alta calidad de la 
anotación.  
 
También hay bases de datos secundarias que se refieren a la clasificación de las 
familias de proteínas de acuerdo a las funciones o estructuras. Las bases de 
datos Pfam89 y Blocks90 contienen información de secuencias alineadas de 
proteínas, así como motivos91 derivados y patrones, que pueden ser 
utilizados para la clasificación de familias de proteínas y la inferencia de las 
funciones de las proteínas.  
 
La base de datos DALI es una base de datos de estructura de proteínas  
secundaria, la cual es vital para la clasificación de la estructura de proteínas para 
identificar a distancia las relaciones evolutivas entre las proteínas. 
 
 
 Bases de Datos Especializadas92. Las bases de datos especializadas sirven 
normalmente a una comunidad de investigación específica o se centran en un 
determinado organismo.  
 
El contenido de estas bases de datos puede ser secuencias u otros tipos de 
información. Las secuencias en estas bases de datos pueden traslaparse con una 
base de datos primaria, pero también pueden hacer que los nuevos datos sean 
presentados directamente por los autores.  
 
Ya que los datos son a menudo curados por los expertos en la materia, pueden 
tener organizaciones únicas y anotaciones adicionales asociadas a las 
secuencias. Muchas bases de datos genómicas que son taxonómicamente 
específicas, entran dentro de esta categoría. Los ejemplos incluyen Flybase93, 
WormBase94, AceDB95, y TAIR96.  
 
                                                          
88
 Disponible desde internet en: <http://www.uniprot.org/> 
89
 Pfam: base de datos con las alineaciones de dominio de proteínas derivadas de las secuencias 
en SwissProt yTrEMBL. Disponible desde internet en: <http://pfam.sanger.ac.uk> 
90
 BLOCKS: base de datos que utiliza varias alineaciones derivadas de las más conservadas, regiones sin 
huecos de secuencias de proteínas homólogas. Disponible desde internet 
en:<http://blocks.fhcrc.org/blocks> 
91
 Patrón corto de secuencias conservadas asociadas a las distintas funciones de una proteína o ADN. 
92
 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 16 
93
 Base de datos del genoma de Drosophila. 
94
 Bases de datos genéticos de los Caenorhabditis elegans y de los nematodos relacionados. 
95
 Base de datos del genoma del Caenorhabditis elegans. 
96
 Bases de datos de información del Arabidopsis. 
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Además, también hay bases de datos especializadas que contienen los datos 
originales derivados del análisis funcional. Por ejemplo, la base de datos de 
GenBank EST97 y la Base de Datos de Microarray para la expresión génica en el 
Instituto Europeo de la Bioinformática (EBI) son algunas de las bases de datos de 
la expresión génica disponibles.98 
 
 
7.3.1.2  Interconexión entre las bases de datos biológicas99. Según lo 
mencionado, las bases de datos primarias son los depósitos y los distribuidores 
centrales de la información cruda de la secuencia y de la estructura. Ellas apoyan 
casi el resto de los tipos de bases de datos biológicas de una manera similar a la 
Associated Press que proporciona nuevas noticias a los medios de noticias 
locales, quienes entonces adaptan las noticias a sus propias necesidades 
particulares.  
 
Por lo tanto, en la comunidad biológica, hay una frecuente necesidad de conectar 
las bases de datos secundarias y especializadas a las bases de datos primarias, y 
de actualizar permanentemente la información de la secuencia. Además, un 
usuario necesita a menudo conseguir la información de bases de datos primarias y 
secundarias para completar una tarea porque la información en una sola base de 
datos es a menudo insuficiente.  
 
En lugar de permitir que los usuarios visiten múltiples bases de datos, es 
conveniente que las entradas en una base de datos sean de una referencia 
cruzada y vinculadas o ¨linkeadas¨ a las entradas relacionadas en otras bases de 
datos que contengan información adicional. Todas estas generan una demanda de 
ser ¨linkeadas¨ a diferentes bases de datos. 
 
La barrera principal al enlazar diversas bases de datos biológicas es la 
incompatibilidad del formato que las bases de datos biológicas actuales utilizan, 
los tres tipos de estructuras de base de datos: archivos planos, relacionales y 
orientados a objetos. Las estructuras de base de datos heterogéneas limitan la 
comunicación entre las bases de datos.  
 
Una solución a las bases de datos de redes es el uso de un lenguaje de 
especificación llamado Common Object Request Broker Architecture100 (CORBA), 
que permite a los programas de bases de datos en diferentes lugares comunicarse 
en una red a través de un "corredor de interfaz" sin tener que entender cada 
                                                          
97
 División de GenBank que contiene los datos de la secuencia y otra información sobre "single-pass" 
secuencias del cDNA, o "Etiquetas de Secuencias Expresadas", de un número de organismos. 
98
 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 16 
99
 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 16 
100
 Common Object Request Broker Architecture (Arquitectura común de intermediarios en peticiones a 
objetos). 
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estructura de las diferentes base de datos. Trabaja de una manera similar al 
HyperText Markup Language (HTML) para las páginas web, etiquetando las 
entradas de la base de datos usando un sistema de etiquetas comunes. 
 
Un protocolo similar llamado eXtensible Markup Language (XML) también ayuda 
en el enlace de las bases de datos. En este formato, cada registro biológico se 
divide en pequeños componentes básicos que se marcan con etiquetas de 
agrupamiento jerárquico. Esta estructura de base de datos, mejora 
significativamente la distribución y el intercambio de anotaciones complejas de la 
secuencia entre las bases de datos.101 
 
 
7.3.1.3  Peligros de las Bases de Datos Biológicas102. Uno de los problemas 
relacionados con las bases de datos biológicas es el exceso de confianza en la 
información de las secuencias y las anotaciones relacionadas, sin comprender la 
fiabilidad de la información. Lo que a menudo se ignora es el hecho de que hay 
muchos errores en las bases de datos de secuencias. Las anotaciones de los 
genes también pueden ser en ocasiones falsas o incompletas. Todos estos tipos 
de errores pueden ser transmitidos a otras bases de datos, haciendo que los 
errores se propaguen. 
 
Por ejemplo, la mayoría de los errores en las secuencias de nucleótidos son 
causados por errores en la secuenciación. Algunos de esos errores causan 
desplazamiento que hacen que toda la identificación del gen se dificulte o que la 
traducción de la proteína sea imposible. A veces, las secuencias de genes están 
contaminadas con secuencias de vectores de clonación. Generalmente los errores 
de este tipo son más comunes en secuencias producidas antes de los años 1990 
(actualmente la calidad ha mejorado).103 
 
También hay altos niveles de redundancia en las bases de datos primarias, y 
existen varias razones que causan esta duplicación: la publicación repetida en la 
base de datos de secuencias idénticas o coincidentes por los mismos autores o 
diferentes, la revisión de las anotaciones, la descarga de datos de etiquetas de 
secuencias expresadas (EST104), y la pobre administración de base de datos que 
no puede detectar la redundancia. Esto hace que algunas bases de datos 
primarias sean excesivamente grandes y pesadas para la recuperación de la 
información. 
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 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 16 
102
 Ibid., p. 17 
103
 RODRIGUEZ T, Eduardo Dr. Bases de Datos Biológicas [PDF]. México: Centro de Investigación y de 
Estudios Avanzados del Instituto Politécnico Nacional, 2011. Disponible desde Internet en: 
<http://www.tamps.cinvestav.mx/~ertello/bioinfo/sesion03.pdf> [citado en 17 de julio de 2011]. 
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 División de GenBank que contiene los datos de la secuencia y otra información sobre "single-pass" 
secuencias del cDNA, o "Etiquetas de Secuencias Expresadas", de un número de organismos. 
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Se han tomado medidas para reducir la redundancia. El National Center for 
Biotechnology Information (NCBI)105 ha creado una base de datos no redundantes, 
llamada RefSeq106, en el que las secuencias idénticas del mismo organismo y los 
frangmentos de secuencia asociadas se fusionan en una sola entrada. Las 
secuencias de las proteínas derivadas de las mismas secuencias del ADN se ligan 
explícitamente como entradas relacionadas.  
 
Las variantes de las secuencia del mismo organismo, con diferencias muy 
pequeñas, que bien podrían ser causada por la secuencia de errores, son tratadas 
como entradas distintivamente relacionadas. Esta base de datos cuidadosamente 
curada puede ser considerada como una base de datos secundaria. 
 
Según lo mencionado, la base de datos de SWISS-PROT107 también tiene una 
redundancia mínima para las secuencias de la proteína comparadas a la mayoría 
de las otras bases de datos.  
 
Otra manera de abordar el problema de la redundancia es crear las bases de 
datos de secuencia-cluster tales como UniGene108 que unen secuencias EST109 
que son derivadas del mismo gene. 
 
Otro problema común es el de las anotaciones erróneas. A menudo, la secuencia 
del gen se vuelve a encontrar bajo diferentes nombres como resultado de 
múltiples entradas y la confusión acerca de los datos. O por el contrario, se 
encuentran en la base de datos genes no relacionados con el mismo nombre.  
 
Para aliviar el problema de los nombres de los genes, es necesaria la re-anotación 
de genes y proteínas utilizando un vocabulario común, controlado para describir 
un gen o una proteína. El objetivo es proporcionar un sistema coherente e 
inequívoco de nomenclatura para todos los genes y las proteínas. Un ejemplo 
destacado de estos sistemas es Gene Ontology110. 
 
Algunas de las inconsistencias en la anotación podrían ser causadas por el 
desacuerdo genuino entre los investigadores en el campo; otros pueden resultar 
de la asignación imprudente de las funciones de proteínas por los ¨submitters111¨ 
de las secuencias. Hay también algunos errores que son causados simplemente 
                                                          
105
 National Center for Biotechnology Information (Centro Nacional de Información sobre Biotecnología). 
106
 Reference Sequence (Secuencia de Referencia).  
107
 Base de datos biológica de secuencia de proteínas. 
108
 Base de datos NCBI EST cluster. Cada grupo es un conjunto de la superposición de secuencias EST que son 
procesados computacionalmente para representar a un solo gen expresado. 
109
 División de GenBank que contiene los datos de la secuencia y otra información sobre "single-pass" 
secuencias del ADNc, o "Etiquetas de Secuencias Expresadas", de un número de organismos. 
110
 Ver pag. 44. Disponible desde Internet en: <http://www.geneontology.org/> 
111
 Persona que ingresa las secuencias en las bases de datos biológicas. 
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por omisiones o errores en mecanografía.  
 
Los errores en la anotación pueden ser particularmente perjudiciales porque la 
gran mayoría de nuevas secuencias son funciones asignadas basadas en 
similitudes con las secuencias en las bases de datos que están ya anotadas. Por 
lo tanto, una anotación incorrecta se puede transferir fácilmente a todos los genes 
similares en la base de datos entera.  
 
Es posible que algunos de estos errores se puedan corregir a nivel  informático 
estudiando los dominios y las familias de las proteínas. Sin embargo, otros errores 
tienen que ser corregidos eventualmente usando el trabajo experimental. 
 
 
 Gene Ontology112. El problema surge cuando se utiliza una literatura 
existente, porque la descripción de una función genética utiliza un 
lenguaje natural, que es a menudo ambiguo e impreciso.  
 
Los investigadores que trabajan en diferentes organismos tienden a 
aplicar diferentes términos para el mismo tipo de genes o proteínas. Por otra parte, 
la misma terminología usada en diferentes organismos puede actualmente hacer 
referencia a diferentes genes o proteínas. Por lo tanto, hay una necesidad de 
estandarizar las descripciones funcionales de las proteínas. Esta demanda ha 
impulsado el desarrollo Gene Ontology (GO), el cual utiliza un vocabulario limitado 
para describir las funciones moleculares, los procesos biológicos, y los 
componentes celulares. 
 
El vocabulario controlado es organizado de tal manera que una función de 
proteína esté relacionada con la función celular a través de una jerarquía de 
descripciones con un incremento de la especificidad. La parte superior de la 
jerarquía proporciona un panorama general de la clase funcional, mientras que la 
parte más baja en la jerarquía especifica más precisamente el papel funcional. De 
esta manera, la funcionalidad de la proteína puede ser definida de una forma 
estandarizada y sin ambigüedades. 
 
Una descripción de una proteína GO ofrece tres tipos de información: proceso 
biológico, componente celular y la función molecular, cada uno de ellos utiliza un 
único conjunto de vocabularios que no se superponen. La estandarización de los 
nombres, actividades y vías asociadas proporcionan consistencia en la descripción 
general de las funciones de la proteína y facilita el agrupamiento de las funciones 
de proteínas relacionadas. 
 
Una búsqueda de base de datos usando GO para una proteína en particular 
puede fácilmente arrojar otras funciones de proteínas relacionadas de la misma 
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 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 250 
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manera como cuando se usa un diccionario de sinónimos. Usando GO, un editor 
del genoma puede asignar las propiedades funcionales de un producto del gen113 
en diferentes niveles jerárquicos, dependiendo de que tanto se conoce sobre el 
producto del gen. 
 
En la actualidad, las bases de datos GO han sido desarrolladas para un número 
de organismos modelo por el consorcio internacional, en el que cada gen es 
asociado con una jerarquía de términos de GO. Estos han facilitado en gran 
medida los esfuerzos de anotación del genoma.114 
 
  
7.3.1.4  Recuperación de la Información de las Bases de Datos Biológicas115. 
Según lo mencionado, un objetivo fundamental en el desarrollo de las bases de 
datos es proporcionar un fácil y eficiente acceso a los datos almacenados. 
 
Hay una serie de sistemas de recuperación de datos biológicos. Uno de los más 
populares para bases de datos biológicas es Entrez116 que proporciona acceso a 
múltiples bases de datos para la recuperación de los resultados de búsquedas 
integradas. 
 
 
 Entrez117. La NCBI118 desarrolló y mantiene Entrez, un sistema de 
recuperación de base de datos biológicos. Se trata de una entrada que permite 
búsquedas basadas en texto para una amplia variedad de datos, incluyendo 
información de anotación de secuencias genéticas, la información estructural, así 
como citas y resúmenes, textos completos y datos taxonómicos. 
 
La característica clave de Entrez es su capacidad para integrar la información, que 
proviene de las referencias cruzadas entre las bases de datos del NCBI y las 
relaciones lógicas y pre-existentes entre las entradas individuales. 
 
Este sistema es muy práctico: los usuarios no tienen que visitar varias bases de 
datos ubicadas en lugares diferentes. Por ejemplo, en una página de secuencia de 
nucleótidos, se pueden encontrar enlaces de referencias cruzadas a la secuencia 
de la proteína traducida, mapa de los datos del genoma, o la información 
relacionada con la literatura en PubMed119, y estructuras de las proteínas si está 
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 Producto del gen: ARN o proteína que resulta de la expresión de un gen. La cantidad de producto del 
gen es una medida del grado de actividad del gen. 
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 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 250 
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 Ibid., p. 18 
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 Portal de la NCBI para una variedad de bases de datos biológicas. 
117
 XION, Jin, Op cit., p. 19 
118
 National Center for Biotechnology Information (Centro Nacional de Información sobre Biotecnología). 
119
 Servicio de la Biblioteca Nacional de Medicina de los Estados Unidos de América, que incluye más de 20 
millones de citas de la literatura biomédica a partir de MEDLINE, revistas de ciencias biológicas, y libros en 
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disponible. 
 
 
7.3.2  Bodegas de Datos. La Bioinformática es el uso de herramientas 
computacionales que permiten analizar, depurar y agilizar el manejo de grandes 
cantidades de datos de la biología en términos fisicoquímicos y permitir 
comprender y organizar la información asociada. La bioinformática parte de datos 
encontrados experimentalmente, los cuales son almacenados y sobre estos se 
aplican técnicas de consulta, de análisis y de extracción de conocimiento. 
Uno de los asuntos centrales la actualidad en este campo es definir el esquema de 
almacenamiento y las herramientas de análisis de los grandes volúmenes de 
datos generados y disponibles. 
 
 
7.3.2.1  Referente histórico de las Bodegas de Datos. En 1866 Johann Gregor 
Mendel120 descubre los genes. Posteriormente, en 1871 se descubren los ácidos 
nucleicos: la gran molécula de la vida. Los primeros pasos en la genética fueron 
lentos y hasta el siglo siguiente no se hicieron descubrimientos nuevos, como por 
ejemplo en 1953, año en que se descubrió la estructura del ADN. A partir de este 
descubrimiento se empezaron a buscar a los genes en dicha estructura y, por 
consiguiente, la existencia de un código genético. 
 
Según Rodriguez et al. (2006)121, entre 1975 y 1979, se aísla el primer gen 
humano. A partir de este momento la Genómica da un salto espectacular y se 
pasa de estudiar un sólo gen a tener descifrados códigos genéticos sencillos 
pertenecientes a bacterias para finalmente llegar a conseguir la secuenciación 
completa del genoma humano. Una gran cantidad de datos generados gracias a la 
tecnología y que necesita de ésta para poder ser manejada.  
 
 La mayor dificultad probablemente se encuentra en la tarea de capturar y modelar 
los diversos objetos biológicos y su complejo de relaciones.  
 
Para Rodriguez et al. (2006) la Bioinformática representa un campo científico muy 
amplio que resumen a partir de tres perspectivas distintas. La primera de sus 
perspectivas es la célula. El dogma central de la Biología Molecular es que el 
                                                                                                                                                                                 
línea. Las citas pueden incluir vínculos a contenido de texto completo desde PubMed Central y los sitios web 
de los editores. 
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 Biólogo austriaco.  
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 RODRÍGUEZ BAENA, Domingo Savio; SANTOS RIQUELME, José C. y AGUILAR RUIZ, Jesús S. Análisis de 
datos de Expresión Genética mediante técnicas de Biclustering [en línea]. Sevilla, España. 2006. p. 12. [citado 
29 marzo 2010]. Disponible desde internet: < http://www.lsi.us.es/docs/doctorado/memorias/Memoria-
v2.pdf> 
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ADN122 es transcrito a ARN123 y transformado en proteínas.  
 
A partir de la célula suben de nivel de abstracción hasta los organismos 
individuales, los cuales representan la segunda perspectiva de la Bioinformática. 
Los genes, lejos de ser entidades estáticas, son regulados dinámicamente en 
respuesta al paso del tiempo, la región y el estado fisiológico.  
 
Por último, desde el más alto nivel de abstracción posible, proponen la tercera 
perspectiva de la Bioinformática: el árbol de la vida.  
 
A continuación se relacionan varios de los trabajos más importantes y desde 
diversas visiones que se han desarrollado o aun están en desarrollo en este 
campo. 
 
 
7.3.2.2  Estado del arte de las Bodegas de Datos. Desde el año 1980, las bases 
de datos del Laboratorio de Biología Molecular Europeo, EMBL (European 
Molecular Biology Laboratory), del NCBI (Estados Unidos) y del laboratorio 
japonés DDBJ (DNA Databank of Japan) han recopilado las secuencias 
nucleotídicas publicadas hasta hoy. Actualmente existe una colaboración entre 
todas ellas, de forma que cada nueva entrada es automáticamente intercambiada 
con las otras dos restantes.  
 
Las secuencias protéicas son almacenadas y distribuidas por las bases de datos 
SWISS-PROT. Es una base de datos no redundante y mantiene numerosas 
referencias cruzadas con 26 bases de datos diferentes (BIB-GEN124). Las 
secuencias nucleotídicas son incorporadas a las bases de datos a un ritmo de 210 
millones de pares de bases de datos al año.  Sus datos se encuentran divididos en 
entradas, cada una de las cuales tiene un número de acceso, un conjunto de 
anotaciones que incluyen la descripción de la secuencia, información taxonómica 
del organismo del que deriva, lista de nombres de autores, referencias 
bibliográficas, características generales así como regiones de interés biológico y 
finalmente, la secuencia en sí.125 
Pero este campo ha abierto muchos caminos y opciones a investigadores de 
diferentes latitudes y disciplinas, mostrándose como un espacio de gran 
dinamismo. 
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 Ácido Desoxirribonucleico, molécula que contiene y transmite la información genética de los organismos 
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En un llamativo artículo Escobar (2006)126 muestra las posibilidades y ventajas 
que brindan las nuevas herramientas de virtualización de objetos reales con fines 
educativos, para ser usados en la generación de animaciones tridimensionales 
virtuales que permitan transmitir de manera audiovisual la información anatómica, 
fisiológica y quirúrgica, con el fin de simplificar y complementar el proceso 
educativo tradicional de la medicina y ciencias de la salud. Resume trabajos 
previos sobre el Corazón Virtual Animado, la Técnica de Prostatectomía 
Laparoscópica Dedo Asistida y el Sistema de información a pacientes.  
 
Prieto et al. (2006)127 plantean una solución al problema de descentralización y 
diagnóstico de las diferentes divisiones hospitalarias, enfocada en cuatro aspectos 
fundamentales como son: procesamiento de imágenes para generar diagnóstico, 
soporte de interconectividad física para compartir la información, administración 
eficiente de información referente a los estudios y administración de la 
interconexión. Reconocen la dificultad e importancia de administrar los datos 
recolectados en los procedimientos médicos y la necesidad de su centralización y 
administración. 
 
Wang et al128 en un artículo presentado describen su propuesta de modelamiento 
multidimensional para datos biomédicos, basados en una bodega de datos.  
Desarrollan un nuevo modelo llamado esquema BioStar que puede capturar la rica 
semántica de datos biomédicos y proporcionar una mayor extensibilidad y 
flexibilidad para la rápida evolución de las metodologías de investigación biológica. 
Esto se garantiza con el almacenamiento de las diferentes medidas en n-tablas 
separadas, las cuales son usadas para manejar las relaciones de muchos-a-
muchos entre la entidad central y las dimensiones y pueden estar diseñados para 
soportar características específicas de una medida (por ejemplo, soporte bi-
temporal de algunos datos clínicos).  Además, es más eficiente el proceso para 
actualizar una m-tabla para relaciones con incertidumbre o con datos imprecisos 
en las entradas, que para una tabla central de hechos de un esquema tradicional 
en estrella.  
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 Aplicaciones virtuales en biomedicina [en línea]. ESCOBAR ROA, Juan Miguel. Facultad de Ingeniería 
Electrónica, Universidad El Bosque: Bogotá, 2006 - [citado el 30 de marzo de 2011]. Vol 1 No. 1. Disponible 
desde Internet en: 
<http://artemisa.unbosque.edu.co/facultades/electronica/pdfs/RevistaN1/Articulo%206.pdf> 
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 Central de procesamiento de imágenes médicas para General Médica de Colombia S.A. [en línea]. PRIETO 
REYES, Sandy Johana; SALCEDO LÓPEZ, Dennys Marcela y TORRES ROMERO, Oscar Mauricio. Facultad de 
Ingeniería Electrónica, Universidad El Bosque: Bogotá, 2006 - [citado el 30 de marzo de 2011]. Vol 1 No. 1. 
Disponible desde Internet en: 
<http://artemisa.unbosque.edu.co/facultades/electronica/pdfs/RevistaN1/Articulo%202.pdf> 
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 BioStar models of clinical and genomic data for biomedical data warehouse design [en línea]. WANG, 
Liangjiang; RAMANATHAN, Murali y ZHANG, Aidong. State University of New York at Buffalo: New York, 
Estados Unidos de América, 2005 - [citado el 30 de marzo de 2011]. Disponible desde Internet en: 
<http://www.cse.buffalo.edu/DBGROUP/bioinformatics/papers/ijbra05.pdf> 
49 
 
 
Darmont y Olivier (2006)129 proponen e implementan un Data Warehouse130 para 
personalización de procesos en medicina. Plantean que el creciente uso de las 
nuevas tecnologías genera cambios significativos en las ciencias de la salud, tales 
como los registros electrónicos, que permiten personalizar la asistencia en salud 
de por vida y el tratamiento pre-sintomático aprovechando varios análisis sobre 
una población dada de pacientes.  
 
Su objetivo es hacer que las personas administren como su capital su  propia 
salud, formulando recomendaciones en relación con, por ejemplo, estilo de vida, 
nutrición o actividad física.  Para lograr este objetivo, el sistema de apoyo a las 
decisiones deberá permitir análisis transversal de una población determinada y el 
almacenamiento de datos médicos globales biométricos tales como, datos 
biológicos, cardio-vasculares, clínicos y psicológicos.   
 
Ligand Depot es una fuente de datos integrado para encontrar información acerca 
de las moléculas pequeñas en las proteínas y los ácidos nucleicos. La versión 
inicial (versión 1.0, noviembre, 2003) se centra en proporcionar información 
química y estructural para pequeñas moléculas encontradas como parte de las 
estructuras depositadas en el Banco de Datos de Proteína (PDB).  
 
Ligand Depot acepta consultas basadas en palabras clave y también proporciona 
una interfaz gráfica para la realización de búsquedas en subestructura química. 
Una amplia variedad de recursos Web que contienen información sobre las 
moléculas pequeñas pueden accederse a través de Ligand Depot. 
 
Ligand Depot posee una interfaz de usuario y ha sido implementado como una 
aplicación Web cliente/ servidor  de tres capas. Cuenta con navegador web en el 
cliente, un servidor de base de datos MySQL como el back-end y un servidor 
Tomcat131 en la aplicación servidor como nivel medio. El back-end tiene un 
conjunto normalizado de tablas que almacenan las direcciones URL y otras 
informaciones sobre los sitios web relacionados con pequeñas moléculas. 
  
La lógica de procesamiento que ocurre en el nivel medio y es manejado por el 
servidor de aplicaciones usando Java Servlets132. Ofrece capacidades flexibles de 
consulta una herramienta de dibujo para la realización de búsquedas de 
subestructura y un medio para importar y exportar archivos gráficos de moléculas 
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 DARMONT, Jérôme y OLIVIER, Emerson. A Complex Data Warehouse For Personalized, Anticipative 
Medicine. Francia: University of Lyon, 2006. Disponible desde Internet en: 
<http://arxiv.org/ftp/arxiv/papers/0809/0809.2688.pdf> [citado en 30 de marzo de 2011]. 
130
 Almacenamiento de Datos. 
131
 Apache Tomcat es una implementación de software de código abierto de Java Servlet y tecnologías 
JavaServer Pages.  
132
 La tecnología Java Servlet proporciona a los desarrolladores web un mecanismo simple y consistente para 
extender la funcionalidad de un servidor Web y para acceder a los sistemas empresariales existentes. 
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pequeñas.  
 
Un Data Warehouse Ligand Depot optimiza la consulta y el reporte ligando la 
información presente en el PDB. Plantean como trabajos futuros la 
implementación de capacidades mejoradas de búsqueda y la incorporación de una 
más sofisticada interfaz gráfica de usuario133. 
 
En un llamativo y avanzado trabajo presentado por Barton y otros (2008)134 
exponen el software llamado EMAAS135 que es una rica aplicación multi-usuario 
en Internet con una facilidad simple y robusta para acceso a los recursos 
actualizados a un microarray de almacenamiento de datos y análisis, combinado 
con herramientas integradas para optimización en tiempo real, apoyo a los 
usuarios y la formación.  
 
El framework EMAAS permite a los usuarios importar datos de microarrays de 
diversas fuentes hacia una base de datos subyacente, pre-procesar, evaluar y 
analizar la calidad de los datos, realizar análisis funcionales. Un número de 
paquetes de análisis, incluidos R-Bioconductor136 y Affymetrix Power Tools 
(APT)137 se han integrado en el servidor y estan disponibles mediante librerías 
Postgres-PLR138 o en Clusters Grid139. Los recursos integrados distribuidos 
incluyen la herramienta de anotación funcional DAVID140, GeneCards141 y los 
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 FENG, Zukang, et al. Ligand Depot: a data warehouse for ligands bound to macromolecules. En: Bioinformatics 
Applications Note [en línea]. 1 de abril de 2004. vol. 20. no. 13. Disponible desde Internet en: 
<http://bioinformatics.oxfordjournals.org/content/20/13/2153.full.pdf+html?sid=5fbc13fd-7bee-4364-829b-
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Application for microarray data analysis and management. Frederick: Estados Unidos de América, Londres. Disponible 
desde Internet en: <http://www.biomedcentral.com/1471-2105/9/493> [citado en 30 de marzo de 2011]. 
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 Extensible MicroArray Analysis System (Sistema de Análisis de MicroArray extensible). 
136
 Herramienta principal del análisis integrado en EMMAS, resultante de la unión entre el lenguaje y entorno de 
programación para análisis estadístico y gráfico ¨R¨ y el proyecto de código abierto para el análisis de datos en genética 
¨Bioconductor¨.  
137
 Conjunto de programas multi-plataforma de línea de comandos que implementan algoritmos para analizar y trabajar 
con Affymetrix GeneChip® matrices. APT es un proyecto de código abierto bajo la licencia GNU General Public License 
(GPL). 
138
 PL/R es un lenguaje procedural para PostgreSQL que le permite escribir las funciones de base de datos almacenada 
en R. 
139
 Es una combinación entre la Computación Cluster que es un ¨sistema de computación basado en hardware estándar 
conectado por una red dedicada dedicado a un propósito específico¨, y la  Computación Grid que ¨es un sistema que 
coordina recursos que no están sujetos a un control centralizado, utilizando protocolos de propósito general e 
interfaces, ambos abiertos y estándares, para entregar servicios de calidad¨. 
140
 The Database for Annotation, Visualization and Integrated Discovery (La base de datos de Anotación, Visualización y 
Detección Integrada), un sitio web para el análisis de enriquecimiento funcional, que permite el descubrimiento de los 
grupos biológicos de interés potenciales asociados con una lista particular de genes. 
141
 Base de datos de genes humanos que proporciona información concisa genómica relacionada a todos los genes 
humanos conocidos y previstos. 
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repositorios de datos de microarrays GEO142, CELSIUS143 y Mimir144. 
 
 
7.3.2.3  Data Warehouse construcción de la alternativa propuesta. Las 
principales dificultades que se obtienen en el proceso de investigación a la hora de 
administrar los datos y la información, son: 
 
 
 Interés en manejar grandes volúmenes de datos.  
 Múltiples y variadas fuentes de información. 
 Información dispersa y no oportuna con una alta probabilidad de 
inconsistencias. 
 Altos volúmenes de información no estructurada que requieren análisis. 
 Dificultad en acceso a la información histórica. 
 Falta de flexibilidad en la manipulación de información. 
 
 
A partir de la revisión de los proyectos se encuentra que los requerimientos de 
este campo exigen el almacenamiento de grandes volúmenes de datos, con 
múltiples dimensiones, de periodos de tiempo extensos y con formatos 
heterogéneos al igual que sus fuentes. 
 
Un Data Warehouse es un conjunto de datos integrados orientados a una materia, 
que varían con el tiempo y que no son transitorios, los cuales soportan el proceso 
de toma de decisiones de la administración145. 
 
Data Warehouse es un concepto relativamente nuevo, orientado al manejo de 
grandes volúmenes de datos, provenientes de diversas fuentes, de muy diversos 
tipos. Estos datos cubren largos períodos de tiempo, lo que trae consigo que se 
tengan diferentes esquemas de las bases de datos fuentes.  
Su misión consiste en, a partir de estos datos y apoyado en herramientas 
sofisticadas de análisis, obtener información útil para el soporte a la toma de 
decisiones146. El data warehousing o almacenamiento de datos es el proceso de 
reunir información histórica de una organización en una(s) base(s) de datos 
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 Gene Expression Omnibus (Gen de expresión ómnibus), Depósito publico internacional de archivos que 
distribuye libremente microarrays, la secuenciación de próxima generación, y otras formas de datos 
funcionales de alto rendimiento genómica presentadas por la comunidad científica. 
143
 Sistema de almacenamiento de datos para agregar archivos Affymetrix y los metadatos asociados. 
144
 Plataforma integrada para el intercambio de datos de microarrays, la minería y el análisis. 
145
 HARJINDER S, Gill y PRAKASH C, Rao. Data Warehousing. La Integracion de Informacion para la Mejor 
Toma de Decisiones. México: Prentice Hall, 1996. 382p. ISBN 968-880-792-3.  
146
 DUQUE, Néstor Darío y TAMAYO, Alonso. Data Warehouse: Herramienta para la toma de decisiones 
(Parte II). En: NOOS. Enero 2011. no.13. 
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central(es)147. 
 
Los procesos asociados a Data Warehouse (Duque, 2001)148, (Escalante, 1996)149 
como se muestra en la figura 1 son:  
 
 
 Población (Cargue inicial, actualizaciones). 
 Almacenamiento (Estrategias para lograr eficiencia y disponibilidad). 
 Uso de herramientas para obtención de información y extracción del 
conocimiento. 
 
 
Figura 3. Proceso en Bodegas de Datos 
 
 
 
Fuente DUQUE, Néstor Darío y TAMAYO, Alonso. Data Warehouse: Herramienta 
para la toma de decisiones (Parte II). En: NOOS. Enero 2011. no.13 
Este último proceso reviste gran importancia pero se fundamenta en el contenido 
de la bodega de datos, con posibilidades de obtener información a partir de 
simples consultas o aplicando herramientas OLAP150, que permiten obtener 
información relacional y multidimensional, y mejor aun apoyarse en técnicas de 
minería de datos para extraer conocimiento oculto y realizar tareas descriptivas e 
incluso predictivas. 
 
Otra decisión a tomar en la propuesta del modelo informático es la selección de la 
arquitectura. La arquitectura enfoca el proyecto como componentes (Fuente de 
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 ORFALI, Robert; HARKEY, Dan y EDWARDS, Jeri. Cliente/Servidor Guía de Supervivencia. 2 ed. México: 
McGraw-Hill, 1997. ISBN 9701017609. 
148
 DUQUE. Op. cit.  
149
 ESCALANTE, Iván. Data Warehouse. En: Soluciones Avanzadas. Junio 1996. no.34.  
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datos, bodega de datos, datamart y el acceso y uso). La correcta definición de la 
misma es una condición para el éxito del proyecto151.  
 
Estas son algunas de las tareas que deben ser sorteadas por el equipo encargado 
del diseño, implementación y montaje del sistema de bodegas de datos152: La 
integración de datos y metadatos de diferentes fuentes y épocas; limpieza, filtrado 
y refinación de los datos; en los sistemas de procesamiento en línea (OLTP153) el 
detalle de las operaciones son muy importantes mientras que  el Data Warehouse 
se busca almacenar datos en forma condensada y agrupada. 
 
Siendo la bodega de datos el resultado de la importación de datos de diferentes 
fuentes, las cuales son dinámicas, cambian con el tiempo, se requiere generar 
mecanismos que garanticen la sincronización y aseguren la actualización a partir 
de los cambios en las fuentes. 
 
Para una correcta operación de la bodega de datos es necesario tener correcta 
información sobre los datos que se tienen almacenados, la administración de 
metadatos toma importancia. 
 
El diseño de las bodegas de datos incluye el modelamiento dimensional, el 
análisis de fuentes de datos, el diseño físico y el diseño de la arquitectura técnica. 
La definición de los requerimientos de análisis como un modelamiento 
dimensional, permite identificar las tablas de hechos y las dimensiones asociadas, 
incluyendo el detalle de atributos y jerarquías. 
 
 
7.3.2.4  Datos en el objeto de estudio. Los datos de la bioinformática consisten en 
información biológica y medica de diversos tipos:  
 
Identificación del paciente, factores de riesgo: vivienda, el entorno, síntomas, 
enfermedades, características del paciente, examen físico: mediciones, exámenes 
para-clínicos, marcadores moleculares: secuencias, exámenes especializados: 
imagen, radiografías. 
 
Estos datos incluyen secuencias biológicas (ADN, ARN, y proteínas), genes o 
expresión de proteína, características funcionales, interacciones moleculares, datos 
clínicos, descripciones de sistemas, y publicaciones relacionadas.  
 
                                                          
151
 DUQUE, Néstor Darío y TAMAYO, Alonso. Data Warehouse: Herramienta para la toma de decisiones 
(Parte I). En: NOOS. Enero 2011. no.12. p. 118-126. 
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 Ibid. 
153
 Online transaction processing (Procesamiento de transacciones en línea). 
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Los datos aparecen como secuencias, anotaciones de secuencias, modelos 
estructurales, mapas físicos, expedientes clínicos, caminos de interacción, genes y 
expresiones de la proteína, interacciones de la proteína-proteína, y otras fuentes 
tales como bases de datos, colecciones de los datos confidenciales, y publicaciones 
relacionadas.  
 
 
7.3.2.5. Selección de Arquitectura del Data Warehouse. Recogiendo conceptos 
de Duque (2001) y Harjinder (1996) es necesario reconocer que otro elemento que 
reviste importancia al momento de implementar una bodega de datos,  es la 
selección de la arquitectura. La arquitectura enfoca el proyecto como 
componentes (Fuente de datos, bodega de datos, Datamart154 y el acceso y uso).  
 
Los diferentes proveedores ofrecen diferentes modelos, de los cuales varios 
enfoques son elegibles: 
 
 Consultas desde un esquema virtual hacia los datos operacionales. 
Normalmente una bodega de datos se asocia con un almacén donde se hacen 
copias de datos de aplicaciones en producción y de carácter histórico. En esta 
arquitectura se elimina la copia y actualización y se usan los datos de las 
bases de datos operacionales, a partir del metamodelo del Data Warehouse, 
los cuales se accesarán al momento de la consulta. 
 
 Almacenamiento propio a partir de varias fuentes. Bodega de datos 
empresarial, no necesariamente centralizada. Se apoya en la normal 
necesidad de preprocesar los datos desde las fuentes en operación y aboga 
por realizar esta tarea una vez y almacenarlos en bases propias, que serán 
actualizadas periódicamente. A partir de éstas se aplican las herramientas de 
análisis. Esta estrategia asegura la consistencia, pero es complejo de crear. 
 
 Datamarts o mercado de datos únicamente. Plantea y reconoce las 
particularidades de cada área o departamento de una organización y la 
imposibilidad de ser satisfechos sus requerimientos por un solo Data 
Warehouse. El concepto de datamarts es una analogía a tiendas de vecindario 
que sirven a la población del sector, en lugar de un gran supermercado que 
abastece toda la ciudad. Los Datamarts son sub-bodegas, organizadas por 
temas a nivel de departamentos.  Esta arquitectura solo usa datamart. 
 
 Data Warehouse y mercado de datos. Es una combinación de las dos 
anteriores. El Data Warehouse corporativo es un recopilador y distribuidor de la 
información sin desconocer las particularidades especificas de cada área. Esta 
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 Base de datos departamental, especializada en el almacenamiento de los datos de un área de negocio 
específica. Puede ser alimentado desde los datos de un data warehouse, o integrar por si mismo un 
compendio de distintas fuentes de información. 
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estrategia permite posibles inconsistencias en los datos. 
 
 Cliente Servidor en dos capas. Solo existen servidores de datos y clientes que 
los usan. En el servidor (o servidores) residen las fuentes de datos, el Data 
Warehouse y los datamarts. En los clientes, se ejecutan las herramientas de 
acceso del usuario final; éstas son generalmente aplicaciones gráficas. 
 
 Cliente Servidor en tres capas. Las tareas se dividen en tres niveles:  
 
 Un servidor de datos, que contiene las fuentes de los datos. 
 Un servidor de aplicaciones, que contienen los datos de la bodega de 
datos y  manejan el software de Data Warehouse y datamarts.  
 La porción cliente, que manejan las aplicaciones de consulta y 
reporte.155 
  
 
7.3.3  Minería de Datos. Definiciones formales de Minería de datos se han dado 
en diferentes maneras. He aquí tres ejemplos: "el descubrimiento de conocimiento 
en bases de datos es el proceso no trivial de la identificación de información 
válida, potencialmente útil y los patrones comprensibles en los datos"156 y, 
"minería de datos es el proceso de extraer información válida, previamente 
desconocida, comprensible, y aplicable a partir de grandes bases de datos y 
utilizable para tomar decisiones cruciales de negocios"157 o, para ser más simple, 
"minería de datos es encontrar información oculta en una base de datos"158. 
 
El objetivo de la minería de datos es descubrir la información oculta, sin embargo 
la información revelada debe ser: 
 
1. Nueva: los hechos conocidos no son lo que se busca.  
2. Correcta: la selección o representación inapropiada de los datos dará lugar a 
resultados incorrectos. La información que se extrae debe ser cuidadosamente 
verificada por expertos en la materia. 
 
3. Significativa: la información extraída debe significar algo y debe ser entendible.  
 
4. Aplicable: la información que se extrae debe ser capaz de ser utilizada en el 
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 BUSTOS RIOS, Ligia Stella; MORENO LAVERDE, Ricardo; DUQUE MENDEZ, Nestor Dario. MODELO DE UNA 
BODEGA DE DATOS PARA EL SOPORTE A LA INVESTIGACIÓN BIOINFORMÁTICA. En: Scientia et Technica. 
Universidad Tecnológica de Pereira. ISSN 01221701. 
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 FAYYAD, Usama M. Data mining and knowledge discovery: Making sense out of data. En: IEEE EXPERT. 
vol. 11, Issue: 5. Octubre, 1996. p. 20 
157
 EVANGELOS, Simoudis. Reality check for data mining. En: IEEE Expert. vol. 1, Issue: 5. 1996. p.26 
158
 DUNHAM, Margaret H. Data mining: Introductory and advanced topics. New Jersey: Prentice Hall, 2003. 
p.3. 
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dominio de un determinado problema. 
 
 
7.3.3.1  Minería de datos para Bioinformática. La minería de datos en 
bioinformática implica extraer información valiosa de una gran cantidad de datos 
biológicos; son necesarias herramientas de software eficientes para recuperar 
datos, comparar secuencias biológicas, descubrir patrones y visualizar el 
descubrimiento del conocimiento.159 
 
 
 Análisis de datos biomédicos. Los avances recientes en la investigación de 
la biología molecular y la genómica, tales como los métodos de secuenciación de 
alto rendimiento y tecnología de microarray del ADNc160, han generado una 
cantidad enorme de datos, además el análisis eficiente de estos datos por 
métodos computacionales se está convirtiendo en un reto importante y con el afán 
de lograr esto, muchos algoritmos se han desarrollado para la clasificación de las 
secuencias, la detección de similitudes, separando regiones de códigos de 
proteínas de regiones no codificantes en Secuencias de ADN, la predicción de la 
estructura de las proteínas,  reconstruyendo así la historia evolutiva subyacente.  
 
Una secuencia de ADN se compone de cuatro componentes, la adenina (A), 
citosina (C), guanina (G) y timina (T), especificando el código genético del 
organismo. Una secuencia de la proteína está formada por 20 aminoácidos, 
codificados de la región codificante de una secuencia de ADN.  
 
Un desafío importante en la investigación en bioinformática es predecir la 
estructura y la función de biosecuencias mediante el análisis de diferentes datos 
biomoleculares. La disponibilidad de bases de datos completas y herramientas de 
software de gran alcance, han facilitado en gran medida la investigación en estas 
áreas. 
 
 Base de datos de secuencias de nucleótidos, Base de datos de secuencia 
de proteínas y base de datos de expresión génica. Para facilitar la 
investigación y el intercambio de información entre los evolucionados 
campos de la genómica y la bioinformática, se han creado muchas bases 
de datos públicas en línea. Estas bases de datos permiten a los 
investigadores compartir sus trabajos o acceder a los trabajos de los demás 
de la manera más actualizada.  
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 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. 
p.63. 
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 ADNc (ADN complementario ó cDNA) es una molécula de ADN complementaria a una molécula de ARNm. 
Se genera por acción de la enzima trasncriptasa inversa y tiene múltiples usos tanto en investigación básica 
como aplicada a biomedicina.  
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De hecho, el único método de conseguir al día información de secuencias 
de ácidos nucléicos y de proteínas es accediendo a un 
computador. Además, varias revistas que publican investigaciones sobre  
secuenciación hoy en día requieren que los investigadores depositen sus 
secuencias electrónicamente en una de las principales bases de datos 
antes de la publicación de sus trabajos. Por lo tanto, es importante estar 
familiarizado con las principales bases de datos. 
 
 
 Herramientas de Software para la Investigación de Bioinformática. Debido a 
la gran cantidad de datos disponibles, el análisis de datos biomédicos está 
cobrando más importancia que nunca. Muchas herramientas de software han sido 
desarrolladas para este propósito. 
 
Las herramientas de software que facilitan la investigación en bioinformática 
pueden clasificarse en cuatro clases: (1) herramientas de recuperación de datos, 
(2) comparación de la secuencia y las herramientas de alineación, (3) 
herramientas  de descubrimiento de patrones, y (4) herramientas de visualización.  
 
Una herramienta importante para la recuperación de datos es Entrez161, es un 
sistema integrado de recuperación de datos desarrollado por la NCBI que 
proporciona un acceso integrado a una amplia gama de dominios de datos, 
incluyendo la literatura de secuencias, nucleótidos y proteínas, genomas 
completos, estructuras 3D, y mucho más. Se puede utilizar Entrez para: 
 
 Identificar un registro representativo, una buena anotación de la secuencia 
de ARNm162 de las millones de secuencias en el dominio de datos de 
Entrez Nucleotide.  
 Recuperar la literatura y los registros asociados a la proteína.  
 Identificar dominios conservados dentro de la proteína.  
 Identificar las mutaciones conocidas en el gen o la proteína.  
 Encontrar una estructura tridimensional resuelta para la proteína, o, en su 
defecto,  identificar las estructuras de secuencia homóloga.  
 ver el contexto genómico del gen y descargar la región de la secuencia.  
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 GEER, Renata C. y SAYERS, Eric W. Entrez: Making use of its power. En: Briefings in Bioinformatics. vol. 4, 
no. 2. Junio, 2003. p. 179. 
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 ARNm (ARN mensajero): Es el ARN que transporta la información genética presente en los genes hasta los 
ribosomas en el citoplasma, donde se realiza la traducción de esa información a proteína. 
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 Las herramientas de comparación de la secuencia de uso común y 
alineación son BLAST163 y FASTA164. La principal característica del BLAST es su 
velocidad, pudiendo tomar pocos minutos para realizar cualquier búsqueda en la 
totalidad de la base de datos. De hecho, los resultados se presentan en pantalla 
inmediatamente después de calculados.  
 
BLAST puede hacer búsquedas en una base de datos no redundante (nr) la cual 
tiene los registros no redundantes entre las dos bases de datos principales a nivel 
mundial: GenBank en los Estados Unidos de América y EMBL (European 
Molecular Biology Laboratories) en Europa. Además, BLAST tiene cinco módulos 
de búsqueda que amplían las posibilidades:   
 
 
 BLASTp: compara una secuencia problema de aminoácidos contra una 
base de datos de secuencias de proteínas. 
 BLASTn: compara una secuencia problema de nucleótidos contra una base 
de datos de secuencias de nucleótidos. 
 BLASTx: compara una secuencia problema de nucleótidos traducida en sus 
seis posibles marcos de lectura contra una base de secuencias de 
proteínas. 
 TBLASTn: compara una secuencia problema de aminoácidos contra toda la 
base de datos de nucleótidos traducida en sus seis posibles marcos de 
lectura. 
 TBLASTx: compara las seis traducciones en sus marcos de lectura de la 
secuencia problema de nucleótidos, contra las seis traducciones en sus 
marcos de lectura de toda la base de datos de nucleótidos. 
 
BLAST resulta ser el algoritmo a escoger en una búsqueda preliminar de similitud 
entre una secuencia problema y las bases de datos disponibles. Provee como 
primer resultado una medida cuantitativa de la similitud de la secuencia problema 
contra cada una de las secuencias de la bases de datos. Es una herramienta de 
alineamiento local por pares. Consiste en hacer coincidir un par de secuencias. Es 
decir, sólo producen alineamientos por pares de la secuencia problema con cada 
una de las secuencias de la base de datos con las que muestra alta similitud.165 
FASTA se puede utilizar para hacer una comparación rápida de proteínas o una 
comparación rápida de nucleótidos.  
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 Basic Local Alignment Search Tool (Alineación de base local de herramientas de búsqueda). 
164
 Fast Alignment (Alineamiento Rápido). Disponible desde internet en: 
<http://www.EBI.ac.uk/Tools/sss/fasta/> 
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 EMBnet Colombia. s.f. Algoritmos de Comparacion de Secuencias BLAST [en línea]. Bogotá, Colombia. 
Disponible desde internet en: <http://bioinf.ibun.unal.edu.co/documentos/BLAST/BLAST.php>. [citado en 
julio 12 de 2011].  
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El programa alcanza un alto nivel de sensibilidad para la búsqueda de similitud a 
alta velocidad mediante la realización de búsquedas optimizadas para 
alineamientos locales, utilizando una matriz de sustitución. 
 
La alta velocidad de este programa se logra utilizando el patrón observado de 
accesos de palabras para identificar coincidencias potenciales antes de intentar la 
búsqueda  de consumo de tiempo optimizado.166 
 
Para la alineación de secuencias múltiples, la herramienta disponible es 
ClustalW167. Esta se puede utilizar para alinear las secuencias de ADN o de 
proteínas con el fin de dilucidar sus relaciones, así como su origen evolutivo. 
 
La última versión es la 2.0.12 (2009), cuya principal novedad es que fue 
completamente reescrita en C++.1 Hay dos variantes: 
 
 
 ClustalW2: interfaz de línea de comandos. 
 ClustalX: esta versión tiene una interfaz gráfica. Está disponible para 
Unix/Linux, Mac OS y Windows. 
 
 
Este programa acepta un amplio rango de formatos de entrada. Incluyendo 
NBRF/PIR, FASTA, EMBL/Swissprot, Clustal, GCC/MSF, GCG9 RSF y GDE.168 
 
Las herramientas de descubrimiento de patrones se utilizan para buscar patrones 
o características de los datos. Una herramienta importante utilizada para esto es el 
Análisis de Cluster,  el cual se utiliza para encontrar grupos en un determinado 
conjunto de datos de tal manera que los objetos en el mismo grupo sean similares 
entre sí, mientras que los objetos en los distintos grupos sean diferentes.  
 
El análisis de cluster se ha utilizado ampliamente en el análisis de datos169 de la 
expresión génica, de otra aplicación importante de las herramientas de 
descubrimiento de patrones en el análisis de secuencias.  Este tipo de 
herramientas utiliza el modelado matemático avanzado y las inferencias 
estadísticas para encontrar subsecuencias específicas, sitios funcionales y 
estructuras, tales como los genes de la predicción, el exón/intrones, sitios de 
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 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. 
p.69. 
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 Disponible desde internet en: <http://www.EBI.ac.uk/Tools/msa/clustalw2/> 
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 Clustal: Multiple Sequence Alignment. 26 de junio de 2011. Multiple alignment of nucleic acid and protein 
sequences [en línea]. s.l. Disponible desde internet en: <http://www.clustal.org/#News> [citado en julio 12 
de 2011]. 
169
 Disponible desde internet en: <http://rana.lbl.gov/EisenSoftware.htm> 
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empalme, los sitios de unión del factor de transcripción, promotores y estructura 
de la proteína en 2D y 3D. 
 
Una herramienta útil integrada para el descubrimiento de patrones de expresión es 
GeneQuiz170. GeneQuiz es un sistema integrado de gran escala, para el análisis 
de secuencias biológicas usando una variedad de métodos de búsqueda y  
análisis, puesta al día de proteínas y bases de datos de ADN.  
 
Se compone de cuatro módulos: (1) GQupdate, la actualización de la base de 
datos, (2) GQsearch, el sistema de búsqueda, que también incluye muchas 
herramientas de análisis de la secuencia para el análisis funcional de la secuencia 
de la proteína, (3) GQreason el módulo de interpretación, y (4) GQbrowse la 
visualización y sistema de navegación. 
 
Las herramientas de visualización permiten una visualización interactiva y gráfica 
de los datos genómicos. Los más grandes paquetes de análisis, tales como 
Expression Profiler171 y GeneQuiz, tienen una herramienta de visualización 
integrada en ellos. Además, muchos paquetes de software de visualización 
también se encuentran disponibles gratuitamente en Internet. Algunos ejemplos 
son los siguientes:  
 
 TreeView: que proporciona una representación gráfica de los resultados de 
la agrupación y otros análisis del Cluster acompañados en un paquete, y 
soporta  los árboles y la imagen de navegación basada en los árboles 
jerárquicos.172  
 Protein Explorer173: que proporciona una visualización en 3D de la 
estructura de proteínas en un sistema interactivo.174 
En resumen, con la riqueza de la información generada por el cambio tecnológico 
y el avance en las ciencias biológicas, es un requisito básico tener cierta 
familiaridad con las diversas bases de datos y herramientas informáticas y permitir 
a su vez que un investigador se beneficie de los esfuerzos y contribuciones de 
muchos biólogos y científicos.175 
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 Disponible desde internet en: <http://swift.cmbi.kun.nl/swift/genequiz/> 
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 Expresión Profiler: Next Generation es una abierta y extensible plataforma web de colaboración para la expresión de 
microarrays de genes, la secuencia y el análisis de los datos de PPI, la exposición de distintos componentes de conexión 
de cadenas para clusters, el descubrimiento de patrones, las estadísticas (a través de R), los algoritmos de aprendizaje 
automático y la visualización. 
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 Disponible desde internet en: <http://rana.lbl.gov/EisenSoftware.htm> 
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 Disponible desde internet en: <http://www.proteinexplorer.org> 
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 MARTZ, Eric. 3D molecular visualization with Protein Explorer. En: KRAWETZ, Stephen A., WOMBLE, David D. 
Introduction to Bioinformatics: A Theoretical and Practical Approach. Totowa, New Jersey: Humana Press, 2003. p. 565. 
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 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. 
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 Comparación y alineación de secuencia. Después de que se obtiene una 
secuencia de ADN, el siguiente paso es estudiar la información estructural y 
funcional codificada en dicha secuencia. Una forma de hacerlo es mediante la 
comparación de la nueva secuencia con las secuencias que ya están bien 
estudiadas y documentadas. Las secuencias que son similares probablemente 
tienen la misma función, ya sea un papel funcional (es decir, ORFs176) que 
codifican proteínas similares, el papel de regulador, o las propiedades 
estructurales en el caso de las proteínas.  
 
Además, si dos secuencias de diferentes organismos son similares, puede haber 
una secuencia ancestro común, y  se dice entonces que las secuencias son 
homologas. La relación entre las secuencias homólogas tiene importantes 
implicaciones en el estudio de la especiación y el análisis filogenético. 
 
Un método para la comparación de la secuencia es la alineación de secuencias. 
La alineación de la secuencia es el procedimiento de comparación de dos 
(alineación de pares) o más (alineamiento de secuencias múltiples) secuencias 
mediante la búsqueda de una serie de caracteres individuales o patrones de 
caracteres que se encuentran en el mismo orden en dichas secuencias. Para la 
comparación, base por base de dos secuencias, se necesita una alineación 
rigurosa de las dos secuencias utilizando técnicas de comparación de cadenas. 
 
El método estándar de la alineación por parejas se basa en la programación 
dinámica177 este método compara todos los pares de caracteres en las dos 
secuencias, y genera un alineamiento y una anotación, que depende del sistema 
de puntuación utilizado (es decir, una matriz de puntuación para las distintas 
combinaciones de pares de bases). En esta alineación se incluyen caracteres 
coincidentes y no coincidentes y las brechas en las dos secuencias que se 
colocan, por lo que el número de coincidencias entre los caracteres idénticos es el 
máximo posible. 
 
Los alineamientos de secuencias pueden ser globales178 o locales. El alineamiento 
global trata de alinear toda la secuencia, de tal manera que se maximice el grado 
de similitud entre las dos secuencias. Sin embargo, para la mayoría de las 
comparaciones de secuencias de ADN, por lo general están más interesados en 
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 ORF: Open Reading Frame, es una herramienta de análisis gráfico que encuentra todos los frames de 
lectura abierta de un tamaño mínimo seleccionable en la secuencia de un usuario o en una secuencia que ya 
están en la base de datos. 
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 SMITH, Temple F. y WATERMAN, Michael S. Comparison of biosequences. En: Advances in applied 
mathematics. 2 ed. California: Academic Press, 1981. p. 482. 
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 SMITH, Temple F. y WATERMAN, Michael S. Comparison of biosequences. En: Advances in applied 
mathematics. 2 ed. California: Academic Press, 1981. p. 487. 
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encontrar patrones de conservación o segmentos en dos secuencias de la 
alineación local.  
 
En la alineación local, la alineación se detiene en los extremos de las regiones de 
gran similitud, y se le da mucha más prioridad a la búsqueda de estas regiones 
locales que a la ampliación de la alineación para incluir más pares vecinos. El 
algoritmo Smith-Waterman encuentra un par de segmentos, uno por cada dos 
secuencias de largo, de tal manera que no hay otro par de segmentos con mayor 
similitud.  
 
Tanto el algoritmo Needleman-Wunsch y el algoritmo de Smith-Waterman para 
alineamiento de secuencias están disponibles libremente en EMBOSS179 , el cual 
fue desarrollado especialmente para las necesidades de la comunidad de usuarios 
de  biología molecular, por ejemplo, EMBnet. Este software hace frente 
automáticamente a los datos en una variedad de formatos e incluso permite la 
recuperación transparente de los datos de la secuencia de la web.  
 
EMBOSS también integra una serie de paquetes disponibles en la actualidad y las 
herramientas para el análisis de secuencias, en pocas palabras EMBOSS rompe 
la tendencia histórica hacia los paquetes de software comercial. Además se 
establece una nueva versión cada año.180 
 
A pesar de que la programación dinámica para la alineación de la secuencia es 
una técnica matemática eficaz para una alineación óptima, todavía es demasiado 
lenta para la comparación de un gran número de bases. Las bases de datos 
típicas de ADN de hoy en día contienen miles de millones de bases, y el número 
está aumentando rápidamente.  
 
Para permitir que la búsqueda de secuencia y la  comparación se realicen en un 
plazo razonable, se han desarrollado rápidos algoritmos heurísticos locales para 
alineación. Aunque la alineación resultante no se garantiza que sea la más óptima, 
la ventaja de la tremenda velocidad de los algoritmos parece ser muy superior a 
sus deficiencias en la optimización o la sensibilidad. 
 
La herramienta más utilizada de búsqueda heurística es la base de datos BLAST, 
que va uno a dos órdenes de magnitud más rápido que el algoritmo de Smith-
Waterman; ésta se ha convertido en el estándar para la alineación de secuencias 
y la búsqueda de bases de datos. BLAST está disponible gratuitamente en 
muchos sitios web en todo el mundo, como el NCBI  y el EBI.  
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 EMBnet. s.f. EMBOSS [en línea]. Bari, Italia. Disponible desde internet en: 
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También se han desarrollado variantes de BLAST para la búsqueda de diferentes 
tipos de bases de datos y para diferentes aplicaciones, por ejemplo, el sitio web de 
NCBI ofrece diferentes tipos de bases de datos de búsqueda BLAST que 
permitirán a los usuarios la búsqueda de secuencias de proteínas, secuencias de 
ADN/ARN, la búsqueda del genoma entero, etc.181 
 
 
 Técnicas de minería de datos en Bioinformática. 
 
 
 KDD. Existe cierta tendencia a identificar como sinónimos a la minería de 
datos y el descubrimiento de conocimientos en bases de datos, que de 
forma abreviada se refiere con las siglas KDD182, la convergencia del 
aprendizaje automático, la estadística, el reconocimiento de patrones, la 
inteligencia artificial, las bases de datos, la visualización de datos, los 
sistemas para el apoyo a la toma de decisiones, la recuperación de 
información y otros muchos campos.  
 
El KDD es el proceso completo de extracción de conocimientos, no triviales, 
previamente desconocidos y potencialmente útiles a partir de un conjunto 
de datos, mientras que “la minería de datos es una compilación de técnicas 
reunidas para crear mecanismos adecuados para la toma de decisiones. 
Entre estas técnicas se pueden citar la estadística, el reconocimiento de 
patrones, la clasificación y la predicción, la excavación de información 
relevante de la administración empresarial, el control de la producción, el 
análisis de los mercados, el diseño en ingeniería y la exploración científica.”  
 
En otras palabras, el concepto minería de datos se asocia al proceso de 
construcción de reglas a partir de colecciones de datos con una finalidad 
previamente determinada y para su uso en la toma de decisiones con 
respecto a dicha finalidad. El concepto de KDD no comprende 
necesariamente esta segunda parte. Esta diferencia, muchas veces 
inadvertida, puede ser la causa de que ambos conceptos se utilicen 
indistintamente en gran parte de la literatura.183 
  
 
                                                          
181
 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. 
p.77. 
182
 Knowledge  Discovery from Database (Descubrimiento del Conocimiento de Bases de Datos). 
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 FEBLES RODRÍGUEZ, Juan Pedro y GONZÁLEZ PÉREZ, Abel. Aplicación de la minería de datos en la 
bioinformática. En: ACIMED Revista Cubana de los Profesionales de la Información y la Comunicación en 
Salud. vol.10 no. 2. Marzo - abril 2002. ISSN 1024-9435. 
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 Minería de Texto184. Debido a que la mayor parte de la información sobre 
funciones e interacciones de genes se encuentra en la literatura y en las 
bases de datos biomédicas, es necesaria la aplicación de nuevos y 
potentes métodos de procesamiento y acceso a la información.  
 
La minería de datos y la minería de texto o minería textual surgen como 
tecnologías emergentes que sirven de soporte para el descubrimiento de 
conocimiento que poseen los datos almacenados.  
 
La minería textual se orienta a la extracción de conocimiento a partir de 
datos no-estructurados en lenguaje natural almacenados en las bases de 
datos textuales, se identifica con el descubrimiento de conocimiento en los 
textos y se le denomina comúnmente KDT185. Tanto la minería de datos 
como la minería de texto son técnicas de análisis de información. 
 
En el caso de la información textual, mediante el proceso de análisis se le 
agrega valor a la información hasta convertirla en conocimiento, sólo las 
computadoras pueden manipular rápidamente la gran cantidad de datos.  
 
La minería de texto es una herramienta de análisis encargada del 
descubrimiento de conocimiento que no existía explícitamente en ningún 
texto de la colección, pero que surge de relacionar el contenido de varios de 
ellos186.  
 
Según Hearst (1999)187 la minería de texto adopta un enfoque 
semiautomático, estableciendo un equilibrio entre el análisis humano y 
automático: antes de la etapa de descubrimiento de conocimiento es 
necesario procesar de forma automática la información disponible en 
grandes colecciones documentales y transformarla en un formato que 
facilite su comprensión y análisis. El procesamiento de grandes volúmenes 
de texto libre no-estructurado para extraer conocimiento requiere la 
aplicación de una serie de técnicas de análisis ya utilizadas en la 
Recuperación de Información (RI), el Procesamiento del Lenguaje Natural 
(PLN) y la Extracción de Información (EI), tales como la identificación y 
extracción de patrones, análisis de clustering, clasificación, o visualización 
de datos. 
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CIENTÍFICA EN BIOLOGÍA MOLECULAR Y GENÓMICA. Granada, España: Facultad de Comunicación y 
Documentación, 2008. 14p. 
185
 Knowledge-Discovery in Text (Descubrimiento del conocimiento en el texto). 
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Electronic Lexical Database. Cambridge, Reino Unido: MIT Press. 1998. S.d. 
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Las bases de datos biológicas pueden ser clasificadas en dos tipos188 de 
bancos de datos estructurados, con registros sobre secuencias y 
estructuras moleculares, tales como las bases de datos SwissProt7 o 
GenBank; y 2) bases de datos textuales no-estructuradas, con registros en 
lenguaje natural, tales como PubMed y MEDLINE. La relación entre estas 
dos formas de información estructura y no estructurada es clave.  
 
El conocimiento sobre el genoma no se limita al ADN o las secuencia 
genómicas, hay una gran cantidad de información sobre estos genes, 
almacenada en formatos no-estructurados dentro de millones de 
publicaciones. Los biólogos pueden extraer medidas entre dos secuencias 
de ADN de un banco de datos, como GenBank, pero esta relación puede 
ser identificada y descrita semánticamente con relaciones conceptuales 
extraídas de PubMed o MEDLINE. 
 
Generalmente, el conocimiento biológico en las bases de datos textuales 
puede ser descubierto a través de tres procesos básicos189 1) aproximación 
top-down, en la cual los investigadores formulan hipótesis que conducen a 
experimentos específicos, o se crean ontologías para describir la 
terminología y el conocimiento en un dominio dado; 2) aproximación 
bottom-up, que persiguen descubrir patrones interesantes o asociaciones 
en los datos existentes, que a su vez se usan para formular nuevas 
hipótesis, las técnicas de clustering son las que se usan de forma más 
frecuente para este propósito; y 3) métodos híbridos, que implican la 
combinación de varias técnicas y fuentes de conocimiento, tales como 
métodos de recuperación de información y análisis de co-ocurrencia, para 
obtener conjuntos de documentos que puedan ayudar a los investigadores 
a articular nuevas hipótesis. 
 
En relación con lo anterior, la minería de la literatura constituye un campo 
de investigación de la lingüística computacional que combina diversos 
procedimientos y técnicas de análisis de textos con el propósito de 
establecer relaciones entre entidades biológicas (como relaciones gen-gen, 
gen-enfermedad, gen-proteína, o gen-drogas) para interpretar funciones 
biológicas o formular hipótesis de investigación.  
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La información textual, como la que se encuentra en MEDLINE, es una 
fuente infrautilizada de información biológica para los investigadores. Por 
esta razón, cada vez son más los sistemas dedicados a analizar resúmenes 
de MEDLINE para ofrecer servicios de información bio-relacionada. 
 
El objetivo de la minería de textos en Biología Molecular y Genómica sería, 
por tanto, permitir a los investigadores identificar información de forma 
eficaz, descubrir relaciones no percibidas, ante el gran volumen de 
información disponible, y ayudar a descubrir conocimiento.  
 
Por otra parte, el interés creciente de esta rama de la lingüística 
computacional se refleja en el desarrollo de diversos proyectos de minería 
de la literatura, como Suiseki190, MedMiner191, GeneCards192, XplorMed193, 
EDGAR194, BioBibliometrics195, GENIS196, o GIS197. También, son cada vez 
más frecuentes los congresos internacionales que reflejan el interés de la 
aplicación de las técnicas de minería a la Biomedicina y Biología Molecular, 
tales como ISMB (Intelligent Systems for Molecular Biology), ECCB 
(European Conference on Computational Biology) o PSB (Pacific 
Symposium on Biocomputing). 
 
 Análisis de clustering, categorización automática y visualización gráfica. Los 
algoritmos de minería se dividen generalmente en métodos no-
supervisados, tales como algoritmos de clustering y técnicas de 
visualización, y métodos supervisados, tales como clasificación de 
documentos en una serie de categorías preestablecidas, o en ontologías 
creadas previamente. 
 
Los algoritmos de clustering agrupan las muestras de entrada en una serie 
de grupos, atendiendo a diferentes criterios, uno de los más habituales lo 
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constituyen las relaciones de co-ocurrencia. En el caso de un banco de 
datos, los biólogos pueden establecer relaciones binarias numéricas entre 
entidades por alineamiento, o medidas de co-ocurrencia numérica, entre 
secuencias de ADN. En el caso de un corpus textual, los biólogos pueden 
establecer relaciones binarias semánticas entre entidades por medio de la 
co-ocurrencia de términos, como propone la Bio-Bibliometría198.  
 
Aunque la forma más simple de detectar relaciones entre entidades 
biológicas es calcular la co-occurencia de términos o símbolos, las 
interacciones entre se pueden visualizar en mapas o redes biológicas199. 
Por otra parte, la técnica de categorización automática más utilizada en la 
minería textual biomédica consiste en clasificar textos biomédicos 
asociando entidades biológicas con términos seleccionados de ontologías, 
como los códigos Gene Ontology (GO)200. 
 
 Estadistica en la minería de datos. La minería de datos incluye los aspectos 
de la estadística, la ingeniería y la informática. Las tareas de minería de 
datos estadísticos se pueden dividir en dos grupos: 
 
Aprendizaje supervisado: en el que se tiene conocimiento de que los 
ejemplos son agrupados por adelantado y en el que el objetivo es deducir la 
forma de clasificar las futuras observaciones201. Ejemplos: la predicción de 
los genes si una terapia determinada será eficaz o no. Clasificación de las 
transacciones de tarjeta de crédito como fraudulenta y no fraudulenta. 
 
Aprendizaje no supervisado: consiste en la detección previa de los 
grupos hasta ahora desconocidos de casos "similares" en los 
datos. Ejemplo: Agrupación de los depredadores con respecto a 
su presa. La identificación de genes con una función biológica similar.202 
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7.3.4  Máquinas de Aprendizaje en Bioinformática 
  
 
7.3.4.1  Introducción. Dada la complejidad y el volumen gigantesco de la 
información biológica, los algoritmos tradicionales y las ciencias técnicas de un 
ordenador no pueden resolver los complejos problemas biológicos del mundo real. 
Sin embargo, existen modernos enfoques computacionales llamados Máquinas de 
Aprendizaje que pueden resolver las limitaciones de las técnicas tradicionales. 
 
Una máquina de aprendizaje es un proceso adaptativo que permite a las 
computadoras aprender de la experiencia, aprender con el ejemplo, y aprender por 
analogía. Las capacidades de aprendizaje son esenciales para mejorar de forma 
automática el rendimiento de un sistema computacional a través del tiempo sobre 
la base de los resultados anteriores.  
 
Un modelo típico de aprendizaje básico consiste en los siguientes cuatro 
componentes: 
 
 
 elemento de aprendizaje, responsable de mejorar su rendimiento, 
 elemento de rendimiento, el cual elige las acciones a tomar, 
 elemento crítico, que cuenta como el elemento de aprendizaje realiza el 
algoritmo, y 
 generador de problemas, responsable de sugerir acciones que puedan 
informar o conducir a nuevas experiencias.203 
 
 
La máquina de aprendizaje generalmente se puede dividir en tres fases, de la 
siguiente manera: 
 
1. análisis de un conjunto de ejemplos de capacitación y generación de las reglas 
del grupo de entrenamiento, 
 
2. verificación de las normas por expertos humanos o el conocimiento automatico 
basado en components, y 
 
3. uso de las normas validadas en respuesta a algunos nuevos conjuntos de datos 
de prueba.204 
 
Hay una serie de razones por las que los enfoques de aprendizaje automático son 
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ampliamente utilizados en la práctica, especialmente en bioinformática:205 
 
 
 Tradicionalmente, el ser humano construye un sistema experto mediante la 
recopilación de conocimientos de expertos específicos. Los expertos 
siempre puede explicar qué factores utilizan para evaluar una situación, sin 
embargo, a menudo es difícil para los expertos decir cuáles son las normas 
que utilizan, por ejemplo, para el análisis de la enfermedad y control. Este 
problema puede resolverse mediante los mecanismos de máquinas de 
aprendizaje. 
 
 Los sistemas a menudo producen resultados diferentes a los deseados. 
Esto puede ser causado por propiedades desconocidas o funciones de 
entradas durante el diseño del sistema. Esta situación siempre ocurre en el 
mundo biológico, debido a las complejidades y a los misterios de las 
ciencias de la vida. Sin embargo, con su capacidad de mejora dinámica, las 
máquinas de aprendizaje pueden hacer frente a este problema. 
 
 En la investigación de la biología molecular, todos los días se generan 
nuevos datos y conceptos, y estos actualizan o reemplazan a los antiguos. 
Las máquinas de aprendizaje se pueden adaptar fácilmente a un entorno 
cambiante. Este sistema beneficia a los diseñadores, ya que no es 
necesario rediseñar cada vez que cambia el entorno. 
 
 Unas de las características de los datos biológicos es que son faltantes y 
ruidosos. Las técnicas informáticas convencionales fallan al manejar estos 
datos. Las máquinas de aprendizaje automáticas son capaces de hacer 
frente a estos datos faltantes y ruidosos. 
 
 Con los avances en biotecnología, se generan enormes volúmenes de 
datos biológicos. Además, es posible que existan importantes relaciones 
ocultas y correlaciones entre los datos. Los métodos de las máquinas de 
aprendizaje están diseñados para manejar conjuntos de datos muy 
grandes, y pueden ser utilizados para extraer este tipo de relaciones. 
 
 Existen algunos problemas biológicos en los que los expertos sólo pueden 
especificar pares de entrada/salida, pero no las relaciones entre las 
entradas y salidas, tales como la predicción de la estructura de la proteína y 
secuencias estructurales y funcionales. Esta limitación puede ser abordada 
por los métodos de las máquinas de aprendizaje. Ellas son capaces de 
ajustar su estructura interna para producir resultados aproximados para los 
problemas planteados. 
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Los mecanismos de la máquina de aprendizaje son la base de los sistemas 
adaptativos. En investigación bioinformática, una serie de enfoques de las 
máquinas de aprendizaje se aplican para descubrir nuevos conocimientos 
significativos de las bases de datos biológicas, para analizar y predecir 
enfermedades, agrupar elementos genéticos similares, y encontrar relaciones o 
asociaciones en los datos biológicos. Ejemplos de los enfoques de las máquinas 
de aprendizaje en la investigación bioinformática se muestran en la Tabla 1.1. 
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Tabla 2. Investigaciones existentes sobre bioinformática que han aplicado técnicas 
de Máquinas de Aprendizaje 
 
Área de Investigación Aplicación Referencia 
Alineación de 
secuencias 
BLAST 
 
FASTA 
http://www.ncbi.nlm.nih.gov/BLAST/ 
 
http://www.ebi.ac.uk/fasta33/ 
Alineación de multiples 
secuencias 
ClustalW 
 
MultiAlin 
 
DiAlign 
http://www.ebi.ac.uk/clustalw/ 
 
 
http://multalin.toulouse.inra.fr/multalin/ 
 
 
http://www.genomatix.de/cgi-
bin/dialign/dialign.pl 
Predicción de genes Genscan 
 
 
GenomeScan 
 
GeneMark 
http://genes.mit.edu/GENSCAN.html 
 
http://genes.mit.edu/genomescan/  
 
http://exon.gatech.edu/GeneMark/ 
Análisis de proteínas e 
identificación de 
dominio 
Pfam 
 
 
BLOCKS 
 
ProDom 
http://pfam.sanger.ac.uk/ 
 
 
http://blocks.fhcrc.org/ 
 
 
http://prodom.prabi.fr/prodom/current/
html/home.php 
Patrón de identificación Gibbs Sampler 
 
 
AlignACE 
 
 
MEME 
http://bayesweb.wadsworth.org/gibbs/
gibbs.html 
 
http://atlas.med.harvard.edu/cgi- 
bin/alignace.pl 
 
http://meme.sdsc.edu/meme/meme-
intro.html 
Plegamiento de 
predicción de proteinas 
PredictProtein 
 
 
SwissModle 
http://www.predictprotein.org/ 
http://swissmodel.expasy.org/ 
 
Fuente PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: 
Springer-Verlag Berlin Heidelberg, 2005. p.119. 
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7.3.4.2  Redes neuronales artificiales206. El proceso de aprendizaje es un 
fenómeno complejo. Muchas preguntas desconcertantes surgen del mismo. 
¿Cómo se pueden reconocer los rostros de los demás? ¿Cómo se pueden 
identificar los patrones complejos de la cara? ¿Cómo se pueden discriminar 
imágenes y fondos? ¿Cómo se aprende un acceso directo para ir a una 
universidad? Para responder a estas preguntas, es necesario saber cómo 
funciona el cerebro.  
 
Los Neuronistas afirman que el cerebro es una colección de unas 10 mil millones 
de unidades celulares llamadas neuronas densamente interconectadas. Cada 
neurona se compone de un cuerpo llamado soma celular, un número de 
extensiones conectadas a un millar de neuronas adyacentes llamadas dendritas, y 
una línea de transmisión extendida desde el soma llamada axón.  
 
La dos extensiones especializadas de un soma son responsables de llevar la 
información desde /hasta un cuerpo celular. Las dendritas llevan la información a 
un cuerpo celular y los axones la toman de él (la información fuera del cuerpo 
celular). La conexión entre dos neuronas, en  particular, entre un axon terminal y 
otra neurona, es llamada sinapsis. 
 
Cada neurona utiliza las reacciones bioquímicas para recibir y transmitir los 
procesos de la información. Las neuronas se comunican entre sí a través de un 
proceso electroquímico, esto significa que los productos químicos crean una señal 
eléctrica y cuando una neurona no envía una señal, se encuentra en un estado de 
reposo. El interior de la neurona tiene un potencial eléctrico negativo. Cuando una 
neurona envía una señal, causa un cambio en el potencial eléctrico del cuerpo 
celular. El cambio se produce debido a la liberación de sustancias químicas de la 
célula sináptica, llamados neurotransmisores. Cuando el potencial supera un cierto 
umbral, se produce una acción potencial. En consecuencia, la neurona dispara 
una señal eléctrica por medio del axón.  
 
Una característica esencial de las redes neuronales biológicas es la plasticidad, 
una habilidad del cerebro para reorganizar con el aprendizaje, basado en la 
experiencia o estimulación sensorial. Los científicos creen que hay dos tipos de 
modificaciones que constituyen la base del aprendizaje en el cerebro, estas son, 
1) un cambio en la estructura interna de la sinapsis y 2) un aumento en el número 
de sinapsis entre las neuronas.  
 
El poder natural de una red neuronal biológica, en particular, el potencial de 
aprendizaje, motiva a los cientificos de la computación a diseñar y desarrollar una 
nueva plataforma en red que funcione de manera similar a la de las neuronas 
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biológicas207. Y esto lleva a la introducción de las Redes Neuronales Artificiales 
(ANN).  
 
Una red neuronal artificial (ANN) es un modelo de procesamiento de la 
información capaz de capturar y representar las complejas relaciones de entrada y 
salida. La motivación del desarrollo de la técnica de redes naturales artificiales 
vino de un deseo de un sistema artificial inteligente que pueda procesar 
información de la misma manera que el cerebro humano. Su nueva estructura es 
representada como múltiples capas de simples elementos de procesamiento, que 
operan en paralelo para resolver problemas específicos.  
 
Las ANN se parecen al cerebro humano en dos aspectos: el proceso de 
aprendizaje y el almacenamiento de conocimiento experimental. Una red neuronal 
artificial aprende y clasifica un problema a través de ajustes repetidos de la 
conección de pesos entre los elementos. En otras palabras, una ANN aprende a 
partir de ejemplos y generaliza el aprendizaje más allá de los ejemplos 
proporcionados. 
 
Cada elemento (similar a una neurona) en la red está conectado a sus vecinos con 
los pesos (similar a las sinapsis) que representan los puntos fuertes de las 
conexiones. Normalmente, un único elemento del proceso recibe un número de 
entradas (análoga a las dendritas) a través de su conexión, las combina, ejecuta 
una operacion (no-) lineal en el resultado, y a continuación produce el resultado 
final (análogo a un axón). La entrada puede ser la información de ambientes 
externos o salidas de otras neuronas. La salida puede ser una solución definitiva 
al problema o una entrada a otras neuronas. 
 
Para construir una red artificial, se debe decidir que arquitectura de red y algoritmo 
de aprendizaje debe ser utilizado. La arquitectura de la red dice cómo son usadas 
las neuronas, y cómo están conectados en una red. El objetivo de la función de 
aprendizaje consiste en modificar los pesos de los entradas para lograr las salidas 
deseadas. 
 
Basado en el órden de los nodos internos de la capa de red, la arquitectura de 
redes neuronales pueden ser clasificada en diferentes tipos: perceptrón, redes 
feedforward, y redes de retroalimentación.  
 
El tipo más simple de red neuronal es un perceptrón208. Consta de una sola capa 
en donde los pesos son entrenados para producir una salida correcta cuando se 
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presenta con las entradas. El perceptrón se suele utilizar para la clasificación de 
clases, donde las clases son linealmente separables, sin importar el tipo de 
función de activación.  
 
Una red feedforward es una red de neuronas que tienen señales que viajan de la 
capa de entrada a la capa de salida solamente. Por el contrario, las redes de 
retroalimentacion permiten que las señales viajen en ambas direcciones (de la 
capa de entrada a capa de salida y viceversa). 
 
 
 Aplicaciones en la Bioinformática209. La red neuronal es una de las 
máquinas de varios enfoques de aprendizaje que se han aplicado con éxito a la 
solución de una amplia variedad de problemas bioinformáticos. En el análisis de la 
secuencia, las RNA210 se han aplicado o integrado con otros métodos o sistemas. 
Por ejemplo, un sistema de red neuronal basado en el conocimiento neuronal fue 
aplicado al análisis de la secuencia de ADN211.  
 
Una red neuronal artificial fue entrenada para predecir la secuencia del gen 
supresor de tumores en el humano, TP53212 basado en un GeneChip p53213. Una 
ANN feed-forward multicapa fue desarrollada como una herramienta para predecir 
una secuencia promotora de micobacterias en una secuencia de nucleótidos214. 
 
Existen dos  buscadores de genes más populares que dieron lugar a las ANN. 
GRAIL215 es el primer programa buscador de genes, que fue diseñado para 
identificar genes, exones, y varias características en las secuencias de ADN. Éste 
utiliza una red neural que combina una serie de algoritmos de codificación de 
predicción para reconocer el potencial de codificación en ventanas de longitud fija 
sin buscar características adicionales.  
 
GRAIL es una herramienta para examinar las relaciones entre genes de diferentes 
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enfermedades asociadas a loci216. Teniendo en cuenta varias regiones genómicas 
o SNPs217 asociados con un fenotipo particular o enfermedad, GRAIL busca 
similitudes en los textos científicos publicados entre los genes asociados. 
 
Como entrada, los usuarios pueden subir los SNP que han surgido de un amplio 
estudio de asociación del genoma o de ciertas regiones del genoma que han 
surgido de un vínculo de exploración o estan asociadas a comunes o raras 
variantes de número de copia. Los SNPs cotizados de acuerdo a su RSS218, y 
deberá estar inscrito en el HapMap219. Las regiones genómicas son especificadas 
mediante un identificador definifo por el usuario, el cromosoma que es localizado, 
y el inicio y la posición final para la región de pares de bases. 
 
GRAIL fue desarrollado por Soumya Raychaudhuri en los laboratorios de David 
Altshuler y Daly Marcos en el Centro de Investigación Genética (Center for Human 
Genetic Research) del  Hospital General de Massachusetts (Massachusetts 
General Hospital) y la Escuela Médica de Harvard (Harvard Medical School) y el 
Instituto Broad (Broad Institute). GRAIL se encuentra descrito en un manuscrito, 
actualmente en preparación.220 
 
Otro sistema de buscador de genes es Gene Parser221. Fue diseñado para 
identificar y determinar la fina estructura de los genes de la proteína en las 
secuencias de ADN genómico. Comprende dos variaciones de red de una sola 
capa: 1) una completamente conectada y una parcialmente conectada con una 
activación en sesgo añadido a algunas entradas, y 2) una parcialmente conectada 
a dos capas de red. La programación dinámica se ha utilizado como algoritmo de 
aprendizaje para capacitar el sistema de secuenciación de proteínas. 
 
Las redes neuronales artificiales han sido ampliamente utilizadas en la predicción 
estructural y funcional de proteínas. La predicción de la estructura secundaria de 
proteínas utilizando redes neuronales se llevó a cabo anteriormente en 1988222. 
Sin embargo, esto tiene requisitos de formación de varias redes neuronales y de 
añadir una capa adicional. Gran parte del trabajo se ha hecho para mejorar los 
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métodos eficaces223. La mayoría de los métodos recientes usan conjuntos de 
redes neuronales. 
 
Las ANN también se han utilizado para llevar a cabo análisis de expresión. Un 
sistema neural artificial para clasificación de genes llamado GenCANS224 fue 
desarrollado para analizar y gestionar un gran volumen de datos de secuenciación 
molecular del Proyecto del Genoma Humano225. GenCANS está basado en una 
red de retropropagación feedforward de tres capas. 
 
GenCANS fue inicialmente diseñado para clasificar las secuencias desconocidas 
en clases conocidas. Hay dos importantes obras de ampliación de GenCANS: 
GenCANS-RDP226 y GenCANS-PIR227. GenCANS-RDP es el sistema de 
clasificación de ARN que agrupa a una serie de subunidades de pequeños ARN 
ribosomales juntos basados en clases filogenéticas RDP228 . GenCANS-PIR es el 
sistema de clasificación de proteínas que actualmente clasifica las secuencias de 
proteínas en más de 3300 superfamilas PIR229. 
 
GENSCAN fue desarrollado por Chris Burge en el grupo de investigación de 
Samuel Karlin, Departamento de matemáticas de la Universidad de Stanford 
(Department of Mathematics, Stanford University). 
 
El servidor Web GENSCAN que proporciona el acceso al programa Genscan para 
predecir los lugares y las estructuras intron-exón de los genes en secuencias 
genómicas de diferentes organismos.  
 
El aprendizaje no supervisado de las redes neuronales pueden ser generalmente 
clasificado en los siguientes tipos: 
 
 
 Mapa de auto-organización (SOM230)231,  
 Arboles de auto-organización de (SOTA232)233, y 
 teoría de la resonancia adaptativa (ART234)235. 
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Estos tipos se han utilizado para analizar la expresión génica de datos. ART se 
utilizó para demostrar que las herramientas de aprendizaje sin supervisión de 
redes neuronales superan el análisis y visualización de perfiles de expresión 
génica. (ART fue usado para mostrar las mejoras de las herramientas de 
aprendizaje no supervisado de redes neuronales para el análisis y visualización de 
perfiles de expresión génica).  
 
 
 Arquitecturas de redes neuronales y sus aplicaciones. Las redes neuronales 
son sistemas paralelos y sistemas distribuidos de procesamiento de información 
que están inspirados por y derivados de los sistemas de aprendizaje biológico 
tales como el cerebro humano.  
 
La arquitectura de las redes neuronales consiste en una red de procesamiento no 
lineal de elementos de información que están normalmente dispuestos en capas y 
se ejecutan en paralelo. Esta disposición en capas es denominada (referida) como 
la topología de una red neuronal. Los elementos de procesamiento no lineal de 
información en la red son llamadas neuronas, y las interconexiones entre estas 
neuronas en la red se llaman sinapsis o pesos.  
 
Un algoritmo de aprendizaje debe ser utilizado para capacitar una red neuronal de 
manera que pueda procesar la información de forma útil y significativa. Las redes 
neuronales se utilizan en una amplia variedad de aplicaciones en la clasificación 
de patrones, procesamiento del lenguaje, el modelado de sistemas complejos, el 
control, optimización, y predicción236. 
 
Las redes neuronales también han sido activamente utilizadas en muchas 
aplicaciones de la bioinformática como la predicción de secuencias de ADN, 
predicción de estructura secundaria de proteínas, clasificación de  perfiles de 
expresión génica y análisis de patrones de expresión génica237.  
 
 
 
 
 
 Aplicaciones de redes neuronales en Bioinformática. Las redes neuronales 
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han sido ampliamente utilizadas en la biología desde principios de la década de 
1980238. Pueden ser utilizados para: 
 
 
 predecir los sitios de iniciación de la traducción en secuencias de 
ADN239, 
 explicar la teoría de redes neuronales con aplicaciones en biología240, 
 predecir péptidos inmunológicamente interesantes por la combinación de 
un algoritmo evolutivo241, 
 estudio de human TAP transporter242, 
 llevar a cabo la clasificación de patrones y procesamiento de señales con 
éxito en la bioinformática; de hecho, un gran número de aplicaciones de 
redes neuronales se pueden encontrar en esta zona, 
 realizar la clasificación de secuencias de proteínas, las redes neuronales 
se aplican a la clasificación de secuencias de proteínas mediante la 
extracción de características a partir de datos de proteínas y su 
utilizarción en combinación con la red neuronal Bayesiana (BNN243)244, 
 predecir la predicción de estructura secundaria de proteínas245, 
 analizar los patrones de expresión génica como una alternativa a los 
grupos jerárquicos246; genes expresión, incluso puede ser analizado 
mediante una red neuronal de capa única247. 
 
 
 
 
 
7.3.4.3  Algoritmo Genético. El algoritmo genético es un sistema artificial basado 
                                                          
238
 BRUSIC, Vladimir y ZELEZNIKOW, John. Knowledge discovery and data mining in biological databases. En: 
The Knowledge Engineering Review. Septiembre de 1999. vol. 14, Issue 3. p. 257-277. 
239
 STORMO, G. D., et al. Use of “Perceptron” algorithm to distinguish translational initiation in E.coli. En: 
Nucleic Acids Research. 11 de Mayo de 1982. vol. 10,  no. 9. p. 2997-3011. 
240
 BALDI, Pierre y BRUNAK, Soren. Bioinformatics: the Machine Learning Approach. s.l.: MIT Press, Febrero 
de 1998. 360p. ISBN 0-262-0244-X. 
241
 BRUSIC, V., et al. Prediction of MHC class-II binding peptides using an evolutionary algorithm and artificial 
neural network. En: Bioinformatics. 1998. vol. 14, Issue 2. p. 121-130. 
242
 BRUSIC, Vladimir, et al. A Neural Network Model Approach to the Study of Human TAP Transporter. En: In 
Silico Biology. 1998. vol. 1. 
243
 Bayesian Neural Network (Redes Neuronales Bayesianas). 
244
 WU, Cathy, et al., 1993, 1995, 1997, 2000. 
245
 QIAN, Ning y SEJNOWSKI, Terrence J. Predicting the secondary structure of globular proteins using neural 
network models. En: Journal of Molecular Biology. vol. 202, 1988. 
p. 865-884. 
246
 TORONEN, P, et al., 1999; WANG, Jason, et al., 2000; BICCIATO, Silvio, et al., 2001; y TORKKOLA, Kari, et 
al., 2001. 
247
 NARAYANAN, A., et al. Single-Layer Artificial Neural Networks for Expression Analysis. En: Special Issue on 
Bioinformatics of Neurocomputing. 2003b. vol. 61. p. 217-240.  
79 
 
en mecanismos de la evolución biológica248. Una moderna teoría de la evolución 
biológica comenzó a existir con la incorporación de la genética y la teoría de la 
biología de la población en la clásica teoría de la evolución de Charles 
Darwin249.Esto se puede definir como los cambios heredables, a través de los 
materiales genéticos de una población de cromosomas, de una generación a la 
siguiente. 
 
La teoría de la evolución biológica inspiró a unos equipos de científicos  para 
desarrollar un sistema inteligente que es capaz de imitar los principios de la 
evolución natural. Un mecanismo automático que sepa adaptarse y aprender es 
deseable para la producción de buenas soluciones. Este es el punto de partida de 
un algoritmo genético.  
 
El algoritmo genético es un algoritmo de búsqueda que funciona en las piezas de 
la información. Es similar a un proceso evolutivo natural que opera en la 
información almacenada en los genes. En el algoritmo genético, los cromosomas 
son representados como cadenas binarias, estas cadenas son modificadas de la 
misma manera que las poblaciones de los cromosomas evolucionan en la 
naturaleza. 
 
La población de cadenas mejora su condición física durante las interacciones, y 
después de una serie de generaciones, la población, finalmente evoluciona hacia 
la mejor solución para un problema dado. En cada generación, todas las cadenas 
son evaluadas por una función fitness para su desempeño. En base a estas 
evaluaciones, una nueva población de cadenas, con eficacia y bien adaptada, se 
forma mediante el uso de los operadores genéticos, como la selección, el 
cruzamiento y la mutación. 
 
El algoritmo genético es un modelo computacional simple en comparación con el 
mecanismo natural, sin embargo, se han desarrollado complejas e interesantes 
estructuras utilizando algoritmos genéticos. La mayoría de los algoritmos 
genéticos consisten en los siguientes pasos250: 
 
 
Paso 1. 
a. Codificar las variables del problema como un cromosoma, lo que representa 
una cadena binaria de longitud fija. 
b. Elegir un tamaño de la población, N. 
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c. Definir una función fitness251 para medir la probabilidad de que un cromosoma 
será seleccionado como un cromosoma padre para generar nuevos 
cromosomas. 
 
 
Paso 2. Generar aleatoriamente una población de cromosomas de tamaño, N. 
 
 
Paso 3. Probar cada cromosoma en la población con la función fitness. 
 
 
Paso 4. Llevar a cabo los siguientes sub-pasos hasta que se dé la condición de 
terminación tal como se especifican en los mejores valores de fitness. 
a. Seleccionar un par de cromosomas de la población con la aptitud de mayor 
valor como los cromosomas padres para la reproducción. 
b. Aplicar los operadores genéticos a los cromosomas de origen seleccionado, 
para crear un par de cromosomas hijos. 
c. Permitir a los cromosomas hijos y a sus padres formar la nueva población. 
d. Reemplazar la población cromosoma actual con la nueva población. 
e. Calcular el valor de aptitud de cada cromosoma de la nueva de la población. 
 
 
Paso 5. Salida de las soluciones óptimas para un problema dado.  
 
 
Los algoritmos genéticos tienen una serie de ventajas. 
 
 
 Un algoritmo genético es una búsqueda paralela, es decir, en cada 
generación varias soluciones son revisadas a la vez. Genera soluciones 
sólidas y optimizadas a través de operadores de gran alcance, por ejemplo, 
las soluciones malas son filtradas por la selección, y las soluciones óptimas 
locales pueden ser evitadas por la mutación. 
 
 Un algoritmo genético puede proporcionar buenas soluciones, aunque muy 
poca información sobre el problema proporcionado. Como resultado, los 
algoritmos genéticos son ampliamente utilizados en la clasificación y 
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optimización.  
 
 
Sin embargo, existen limitaciones con el algoritmo genético. 
 
 
 La codificación de un problema determinado en una representación 
adecuada (por ejemplo, la cadena de bits) es difícil y muchas veces cambia 
la naturaleza del problema investigado. La evolución natural no siempre 
produce una buena solución. Tampoco un algoritmo genético. Con 
frecuencia converge al óptimo local. 
 
 Un algoritmo genético consiste en varios parámetros, como la 
representación, tamaño de la población, y la función física. En la práctica, 
es difícil de definir o crear estos parámetros debido a la falta de directrices 
para la elección de ellos.  
 
 
 Algoritmos genéticos en bioinformática. El algoritmo genético ha sido aplicado 
con éxito para resolver muchos problemas prácticos en muchas disciplinas, en 
particular, en la bioinformática. 
 
Los algoritmos genéticos se han utilizado para resolver los problemas de 
alineación de secuencias múltiples.  
 
Un enfoque bien conocido es SAGA252. SAGA253 crea aleatoriamente una 
población inicial de alineaciones y evoluciona en una forma cuasi-evolutiva. A 
través de cada generación, el fitness de la población está mejorando 
gradualmente. Los autores muestran que SAGA supera a la solución más común 
del problema de alineamiento múltiple que utiliza enfoque progresivo254. 
 
La primera generación crea inicialmente una población al azar que consiste en un 
conjunto de alineaciones. Las generaciones posteriores se derivan de los mejores 
padres, según lo medido por la calidad del alineamiento múltiple. Cuando se crean 
los hijos, los operadores genéticos están involucrados en la selección de los 
mejores padres, en la mezcla de los contenidos, y en la modificación de un único 
padre. Estos pasos se repiten iterativamente para aumentar la fitness de la 
población hasta que no se puedan hacer mas mejoras. 
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Además de SAGA, existen algunos enfoques que han aplicado los algoritmos 
genéticos a multiples alineamientos de secuencias. Los algoritmos genéticos han 
sido comúnmente aplicados a un conjunto de secuencias de ARN para encontrar 
comunes estructuras secundarias de ARN255.  
 
Los primeros métodos propuestos sólo pueden ocuparse de una sola secuencia 
de ARN, mientras que la última mejora de los métodos se puede utilizar para 
determinar estructuras de ARN en las secuencias de ARN. 
 
La tendencia a utilizar algoritmos genéticos para analizar la expresión génica de 
datos ha disminuido. Las nuevas técnicas tienden a combinar el algoritmo genético 
con otros métodos computacionales, tales como el Método K- del vecino más 
cercano256 y la Red Neuronal257, para resolver los problemas de la expresión 
génica, estos se denominan métodos genéticos híbridos neuronales. 
 
Keedwell y Narayanan utilizan un algoritmo genético para seleccionar un  conjunto 
de genes para la clasificación y el uso de una red neuronal con el fin de determinar 
la idoneidad de los genes. 
 
 
 Los pasos que deben seguirse en los métodos genéticos híbridos 
neuronales. El pre-procesamiento, es el primer paso para convertir cada 
atributo del conjunto de datos en el campo binario. A continuación, el 
algoritmo genético inicializa aleatoriamente una población de cromosomas. 
La población se convierte en la entrada de la red neuronal. La red se 
entrena hasta que la salida deseada (mínimo error) es producida. El error 
de cada cromosoma actúa como una función fitness para determinar la 
mutación, cruce y selección para la siguiente generación de cromosomas. 
El proceso de creación de generación se itera hasta que el número máximo 
de generaciones se cumple, es decir, hasta que la correcta clasificación de 
los genes es finalmente descubierta. 
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7.3.5  Soft Computing. El avance en las técnicas de Soft computing demuestra el 
alto nivel de tecnología, algoritmos y herramientas de la bioinformática para fines 
dedicados tales como la secuenciación fiable del genoma y en paralelo, la rápida 
comparación de secuencia, la búsqueda en bases de datos, la identificación 
automatizada de genes, modelado eficiente y el almacenamiento de datos 
heterogéneos, etc.  
 
Los problemas básicos de la bioinformática son la predicción de estructura de 
proteínas, la alineación múltiple, etc. Para todos estos problemas, el soft 
computing ofrece un enfoque prometedor para lograr una solución heurística 
eficiente y confiable. Por otro lado el continuo desarrollo de la biotecnología de alta 
calidad, por ejemplo, técnicas de microarray que proporcionan patrones complejos 
para la caracterización directa de los procesos celulares, se ofrecen más 
oportunidades prometedoras para la investigación en bioinformática avanzada.  
 
El Soft computing en bioinformática debe cruzar la frontera hacia una integración 
masiva de los aspectos y la experiencia en las materias básicas diferentes como la 
informática y las estadísticas, para una comprensión integrada de los procesos 
que afectan la biología de sistemas. Esto pone a los nuevos desafíos no sólo para 
el almacenamiento de datos adecuado, la visualización y la recuperación de 
información heterogénea, sino también sobre los métodos de Soft computing y las 
herramientas utilizadas en este contexto, que debe procesar adecuadamente e 
integrar información heterogénea en una imagen global. 258 
 
 
7.3.5.1 Paradigmas del Soft Computing. Soft Computing es un consorcio de las 
metodologías que actúan de forma sinérgica y ofrece, de una forma u otra, las 
capacidades flexibles de procesamiento de la información para el manejo 
de situaciones ambiguas de la vida real. 
 
Su objetivo, a diferencia del convencional Hard Computing, es explotar 
la tolerancia a la imprecisión, la incertidumbre, el razonamiento aproximado y la 
verdad  parcial, con el fin de conseguir tratabilidad, robustez, soluciones de 
bajo coste, y la estrecha semejanza con humanos, como la toma de decisiones. 259 
 
 
7.3.5.2  ¿Por qué utilizar técnicas de Soft Computing en Bioinformática? Hay 
una serie de razones por las cuales los enfoques de Soft computing son 
ampliamente utilizados en la práctica, especialmente en bioinformática:  
  
1. Tradicionalmente, el ser humano construye un sistema experto mediante la 
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recopilación de conocimientos de los expertos específicos. Los expertos siempre 
pueden explicar cuáles son los factores que utilizan para evaluar una situación, sin 
embargo, a menudo es difícil para ellos decir cuáles son las reglas que utilizan 
(por ejemplo, para el análisis y control de enfermedades). Este problema puede 
ser resuelto por los mecanismos de Soft computing.  Un mecanismo de Soft 
computing se puede extraer de la descripción de la situación oculta, en términos 
de los factores y las normas que coinciden con el comportamiento del experto.  
 
2. Los sistemas a menudo producen resultados diferentes a los deseados. Esto 
puede ser causado por propiedades desconocidas o funciones de las entradas en 
el diseño de los sistemas. Esta situación se produce siempre en el mundo 
biológico, debido a las complejidades y los misterios de las ciencias de la vida. Sin 
embargo, con su capacidad de mejora dinámica, el soft computing puede hacer 
frente a este problema.  
 
3. En la investigación de la biología molecular, los nuevos datos y conceptos se 
generan todos los días, y los nuevos datos y conceptos actualizan o sustituyen a 
los antiguos. El Soft computing se puede adaptar fácilmente a un entorno 
cambiante. Esto beneficia a los diseñadores de sistemas, ya que no es necesario 
rediseñar los sistemas cada vez que cambia el entorno.  
 
4. Los datos faltantes e inentendibles son unas de las características de los datos 
biológicos. Las técnicas informáticas convencionales no pueden manejar 
esto. Mientras que las técnicas basadas en Soft computing son capaces de hacer 
frente a los datos que faltan y los que son incomprensibles. 
 
5. Con los avances en la biotecnología, se generan enormes volúmenes de datos 
biológicos. Además, es posible que existan importantes relaciones ocultas y 
correlaciones en los datos. Algunos métodos de Soft computing están diseñados 
para manejar grandes conjuntos de datos, y también pueden ser utilizados para 
extraer este tipo de relaciones.260 
 
 
7.3.5.3  Lógica Difusa en Bioinformática. La lógica difusa es una técnica 
relativamente nueva (por primera vez en 1970) para resolver problemas de 
ingeniería de control. Esta técnica se puede utilizar fácilmente para implementar 
sistemas que van desde pequeños y simples, o incluso incorporada a los grandes 
sistemas en red. También puede ser utilizado para ser implementado en software 
o hardware. 
 
La idea clave de la lógica difusa es que utiliza una forma fácil y sencilla con el fin 
de obtener la(s) salida(s) a partir de la(s) entrada(s), en realidad las salidas están 
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relacionadas con las entradas usando las sentencias if y este es el secreto detrás 
de la facilidad de esta técnica. Lo más fascinante de la lógica difusa es la 
aceptación de las incertidumbres que se heredan en las entradas reales y trata 
estas incertidumbres, de tal manera que su efecto es insignificante, por lo que 
resulta en una salida precisa.  
 
La lógica difusa es una técnica en la que el significado es lo más importante, 
mientras que en otras lógicas la precisión es el aspecto más importante. También 
ofrece una forma sencilla de llegar a una conclusión definitiva basada en vagas, 
ambiguas, información imprecisa, ruidosa o inentendible, o datos que faltan. En 
pocas palabras imita la lógica del humano.261 
 
 
7.3.5.4  Aplicaciones en Bioinformática262. Los sistemas difusos se han aplicado 
con éxito en varias áreas en la práctica. En bioinformática, los sistemas difusos 
juegan un papel importante para la construcción de sistemas basados en el 
conocimiento.  Se puede controlar y analizar los procesos y diagnosticar y tomar 
decisiones en las ciencias biomédicas.  
 
Hay muchas áreas de aplicación de la ciencia biomédica y la bioinformática, donde 
las técnicas de lógica difusa pueden ser aplicadas con éxito. Algunas de las 
aplicaciones importantes de la lógica difusa son las siguientes:  
 
1. Para aumentar la flexibilidad de los motivos de proteínas. 
 
2. Para estudiar las diferencias entre polinucleótidos.263 
 
3. Para analizar los datos experimentales de expresión264 utilizando la teoría difusa 
de resonancia adaptativa.  
 
4. Para alinear las secuencias basadas en una difusa refundición de un algoritmo 
de programación dinámica.265 
5. La secuenciación del ADN genético utilizando sistemas difusos.266 
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6. Para cluster de genes a partir de datos de microarrays. 
  
7. Para predecir las proteínas subcelulares, su composición dipéptido267, usando el 
algoritmo difuso del vecino k-más cercano. 
 
8. Para simular los rasgos complejos influenciados por los genes con valores 
difusos con efecto en las poblaciones con pedigrí.268 
  
9. Para atribuir valores de atributos de cluster a los genes269 la aplicación de un 
método de partición fuzzy, fuzzy C-means. 
  
10. Para analizar los datos de expresión génica270.  
 
11. Para analizar las relaciones entre los genes y descifrar una red genética271. 
 
12. Para procesar imágenes de microarrays de ácido desoxirribonucleico 
complementario.272 El procedimiento debe ser automatizado debido a la gran 
cantidad de puntos y se logra utilizando un marco de vector difuso de filtrado.  
 
13. Para clasificar las secuencias de aminoácidos en diferentes super familias.273 
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 HUANG, Ying y LI, Yanda. Prediction of protein subcellular locations using fuzzy k-NN method. En: 
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 CARLEOS, C., et al. Simulating complex traits influenced by genes with fuzzy-valued effects in pedigreed 
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 DEMBÉLÉ, Doulaye  y KASTNER, Philippe. Fuzzy C-means method for clustering microarray data.En: 
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 WOOLF, Peter y WANG, Yixing. A fuzzy logic approach to analyzing gene expression data. En: 
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7.3.6  MATLAB aplicado a la Bioinformatica274. MATLAB es el nombre 
abreviado de “MATrix LABoratory”. Es un entorno de computación y desarrollo de 
aplicaciones totalmente integrado orientado para llevar a cabo proyectos en donde 
se encuentren implicados elevados cálculos matemáticos y la visualización gráfica 
de los mismos. 
 
Integra análisis numérico, cálculo matricial, proceso de señal y visualización 
gráfica en 2D y 3D en un entorno completo donde los problemas y sus soluciones 
son expresados del mismo modo en que se escribirían normalmente, sin 
necesidad de hacer uso de la programación tradicional. 
 
También tiene un lenguaje de programación propio, que permite crear aplicaciones 
basadas en el robusto código de MATLAB. 
 
MATLAB dispone también en la actualidad de un amplio abanico de programas de 
apoyo especializado, denominados Toolboxes, que extienden significativamente el 
número de funciones incorporadas en el programa principal. Estos Toolboxes 
cubren en la actualidad prácticamente casi todas las áreas principales en el 
mundo de la ingeniería y la simulación. 
 
 
7.3.6.1  Bioinformatics Toolbox. Bioinformatics Toolbox ofrece a los biólogos 
moleculares y a otros investigadores científicos un entorno abierto y extensible, en 
el cual pueden explorar ideas, hacer prototipos de nuevos algoritmos, y construir 
aplicaciones en investigación de drogas, ingeniería genética, y otros proyectos 
genómicos y proteómicos. 
 
Toolbox provee acceso a formatos de datos genómicos y proteomicos, técnicas de 
análisis y visualizaciones especializadas para secuencias genómicas y 
proteomicas y análisis de microarrays. 
 
La mayoría de las funciones están implementadas en el lenguaje abierto de 
MATLAB, lo que permite personalizar los algoritmos o desarrollar los propios. Con 
este último Toolbox The MathWorks está entregando el poder y versatilidad de su 
ambiente informático técnico integrado directamente a la biotecnología y las 
industrias farmacéuticas. 
 
Como resultado, los bioinformáticos pueden usar toolbox para enfocar los 
esfuerzos en su trabajo - la investigación y análisis - sin los riesgos asociados con 
usar programas o software dispares. 
                                                          
274
 Secuencia ADN. 30 de julio de 2009. Matlab Aplicado a la Bioninformática [en línea]. Buenos Aires, 
Argentina. Disponible desde internet en: 
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Entre sus numerosos rasgos y capacidades, Bioinformatics Toolbox proporciona el 
acceso a archivos del genoma en formatos normales, los bancos de datos 
basados en la web como GenBank y PIR, y las fuentes de los datos en línea. 
Toolbox también ofrece las rutinas especializadas para visualizar los datos de 
Microarrays (micro-arreglos o biochips), incluyendo las cajas de gráfico, los 
gráficos I-R y los mapas espaciales de calor. 
 
 
Características de Bioinformatics Toolbox: 
 
 
 Archivos y expresiones en formato comprensibles en genética, genómica 
proteómica. 
 Acceso a bases de datos de Internet. 
 Herramientas de análisis de secuencias. 
 Conversión, adaptación y estadísticas de secuencias del genoma y 
proteínas. 
 Herramientas de análisis de árboles filogenéticos. 
 Gráficas de puntos, gráficas de grupos, gráficas de sectores y otras 
representaciones gráficas de datos genómicos y proteómicos. 
 Funciones para alineamiento por pares y alineamientos múltiples de 
secuencias. 
 Capacidad para analizar y visualizar datos de microarrays. 
 Soporte para pre-procesamiento y análisis de espectrometría de masas. 
 Funcionalidad de Ontología de los Genes275. 
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 Ver pag. 44 
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 Formatos de archivo y acceso a bases de datos. Se puede acceder a muchos 
formatos estándar para datos biológicos, bases de datos de Internet, y otros 
recursos online desde la Bioinformatics Toolbox. Por ejemplo, es posible: 
 
 Leer secuencias de datos desde formatos de archivos estándar, incluyendo 
FASTA, PDB y SCF. 
 Leer datos de un Microarray, de formatos de archivo como Affymetrix DAT, 
EXP, CEL, CHP y CDF; formato de resultados de ImaGene; archivos 
Agilent; y archivos GenePix GPR y GAL. 
 Interfaz con las principales bases de datos de la web, como GenBank, 
EMBL, NCBI, BLAST y PDB. 
 Importar datos directamente del sitio web de NCBI, usando un solo 
comando. 
 
 
 Usos de Bioinformatics Toolbox en el análisis de secuencias.276 
 
 
 Análisis de secuencias. La toolbox de bioinformática provee funciones para 
el secuenciamiento y visualización de secuencias genómicas y 
proteomicas. 
 
 
 Alineamiento de secuencias. La toolbox de bioinformática ofrece un 
detallado conjunto de métodos de análisis para secuenciamiento de pares, 
perfiles de secuencias, y alineamiento múltiple de secuencias. Esto incluye: 
 
 
 Implementaciones en MATLAB de algoritmos estándar para 
alineamientos locales y globales de secuencias, tal como los 
algoritmos Needleman-Wunsch, Smith-Waterman y modelos ocultos 
de Markov. 
 
 Alineamiento progresivo de múltiples secuencias. 
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 MathWorks. 27 de agosto de 2009. Bioinformatics Toolbox [en línea]. Arlington, Estados Unidos de 
América. Disponible desde internet en: <http://www.mathworks.com/products/bioinfo/description5.html> 
[citado en julio 16 de 2011]. 
90 
 
 Representaciones gráficas de las matrices resultantes del 
alineamiento. 
 
 Matrices estándar de puntajes, como las familias de matrices PAM y 
BLOSUM. 
 
 
 Utilidades de secuencias y estadísticas277. Puedes manipular y analizar tus 
secuencias para ganar un conocimiento profundo de tus datos. Las rutinas 
de la toolbox de bioinformática te permiten: 
 
 Convertir secuencias de ADN o ARN a secuencias de aminoácidos 
usando el código genético. 
 
 Realizar análisis estadísticos sobre las secuencias y buscar patrones 
específicos dentro de la secuencia. 
 
 
 Visualización de la secuencia. Bioinformatics Toolbox contiene 
herramientas para visualizar secuencias y alineamientos. Puedes ver 
mapas lineales o circulares de secuencias anotadas con características 
GenBank. Visores interactivos te permiten ver, modificar y explorar pares y 
alineamientos múltiples de secuencias. 
 
 
 Análisis de árboles filogenéticos. Bioinformatics Toolbox permite crear y 
editar árboles filogenéticos. Se puede calcular distancias entre nucleótidos 
alineados y no alineados o secuencias de aminoácidos usando un amplio 
rango de métricas similares, como Jukes-Cantor, p-distance, alignment-
score, o un método definido por el usuario. Los árboles filogenéticos son 
construidos usando lazos jerárquicos con una variedad de técnicas, 
incluyendo junta de vecinos, ligaduras simples y completas, y UPGMA. 
 
 
 Análisis de características de las proteínas. Bioinformatics Toolbox provee 
varios métodos de análisis de proteínas, así como rutinas para calcular 
propiedades de secuencias peptidícas, como composición atómica, punto 
isoeléctrico, y peso molecular. Se pueden determinar la composición de 
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aminoácidos de una secuencia de proteínas, cortando la proteína con una 
enzima. Una GUI  permite ver las propiedades a lo largo de la secuencia.278 
 
 
7.3.7  Microarrays279. Microarrays es una herramienta para el análisis de 
expresión génica, que consiste en una pequeña membrana o lámina de vidrio que 
contienen muestras de muchos genes dispuestos en un patrón regular. 
 
 
7.3.7.1  Microarrays de ADN: las bases técnicas. Los Microarrays de ADN son 
pequeños y sólidos soportes sobre las cuales las secuencias de miles de genes 
diferentes son inmovilizadas o capturadas en ubicaciones fijas. Los soportes 
suelen ser portaobjet os de vidrio, del tamaño de dos meñiques  de lado a lado, 
también pueden ser chips de silicio o membranas de nylon. El ADN es impreso, 
manchado, o es sintetizado directamente sobre el soporte. 
El American Heritage Dictionary define " matriz " o “array” como "colocar en una 
disposición ordenada”. Es importante que las secuencias de los genes en un 
microarray estén colocadas en su soporte sólido de manera ordenada o fijas, ya 
que el investigador utiliza la ubicación de cada punto de la matriz para identificar 
una secuencia genética particular. Las manchas pueden ser AND, ADNc280 o de 
oligonucleótidos281. 
Mediante el uso de la matriz que contiene muchas muestras de ADN, los 
científicos pueden determinar, en un solo experimento, los niveles de expresión de 
cientos o miles de genes dentro de una célula mediante la medición de la cantidad 
de ARNm unido a cada sitio en la matriz. Con la ayuda de una computadora, la 
cantidad de ARNm unido a las manchas en la micromatriz se mide con precisión, 
lo que genera un perfil de expresión génica en las células. 
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simple que suele ser de 5 a 50 nucleótidos de largo. 
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7.3.7.2  Bases de datos de secuencias para microarrays. Los Microarrays de 
ADN contienen secuencias que se han derivado de las bases de datos de 
secuencias de ADN. El archivo de salida con los resultados numéricos del 
experimento con microarrays que se analizan, también contiene una serie de 
campos que se relacionan con estas secuencias de las bases de datos de las 
cuales se derivan. A continuación se describirán el significado de estos campos y 
la naturaleza de las bases de datos. 
 
 
Un gen tiene variantes de empalme si el organismo puede hacer diferentes 
transcripciones de los genes mediante el uso de diferentes exones282. Se cree que 
muchos genes de los organismos eucariotas tienen variantes de empalme. El 
empalme de variantes diferentes de un gen tiene secuencias diferentes, por lo 
tanto en el diseño y el uso de microarrays, es importante saber que secuencias 
están en la matriz. 
 
A continuación se mencionaran las bases de datos de secuencias que se utilizan 
para seleccionar y anotar los genes que el microarray detecta y las secuencias 
que aparecen en la matriz. 
 
 UniGene. UniGene es la base de datos con el mayor uso histórico para la               
selección de secuencias de microarrays. Se trata de un intento de 
dividir secuencias de GenBank en clusters, cada uno de ellos está destinado a 
representar un gen único.  
 
Los mismos clusters pueden contener secuencias de ARNm283 y EST284, por 
lo que representan los dos genes conocidos y los genes putativos basados en el 
material expresado que ha sido secuenciado. 
 
Los clusters se construyen mediante la comparación de todas las secuencias de 
ARNm y en GenBank y asignando secuencias superpuestas al mismo cluster.285  
 
Cada entrada UniGene es un conjunto de secuencias de transcripción286 que 
parecen provenir del mismo lugar de la transcripción (gen expresado), junto con la 
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información sobre las similitudes de proteínas, la expresión de genes, ADNc287 y 
locación genética. 
 
Además de las secuencias de genes bien caracterizados, se han incluido cientos 
de miles de secuencias EST. En consecuencia, esta colección de secuencias 
puede ser de gran utilidad para la comunidad como un recurso para el 
descubrimiento de genes. 
 
UniGene también ha sido utilizado por los investigadores para seleccionar los 
reactivos para los proyectos de cartografía genética y análisis de expresión a gran 
escala. 
 
Los procedimientos para la agrupación de secuencias automaticas están todavía 
en desarrollo, y se espera que los resultados cambien de vez en cuando con las 
mejoras. Los usuarios han brindado muchos aportes en la identificación de los 
problemas.288 
 
 
 ¿Con qué frecuencia se actualiza UniGene? El tiempo necesario para 
actualizar con nuevas secuencias de UniGene varía. En general, esto 
lleva más de 1 semana, pero menos de 1 mes. 
 
Para cada secuencia de nucleótidos en UniGene, se realiza una 
búsqueda de similitud de secuencias de proteínas conocidas de ocho 
organismos. Esto se hace utilizando BLASTX. Éste compara los 
productos conceptuales de seis fotogramas  de  traducción conceptual, 
con una consulta de secuencia de nucleótidos de  (ambas cadenas) 
contra una base de datos de secuencias de proteínas. BLASTx ha 
alineado con huecos "dentro del marco" y utiliza las estadísticas de la 
suma de vincular las alineaciones de las distintas estructuras. 
 
Las bases de datos de péptidos utilizados por UniGene son los que 
representan a Homo sapiens musculus, mus, Rattus norvegicus, 
Drosophila melanogaster, el Caenorhabditis elegans, Saccharomyces 
cerevisiae, la Escherichia coli. y Arabidopsis thaliana .  
  
Las proteínas asignadas a un cluster UniGene se eligen entre las 
proteínas prot_sim asignadas a los componentes de las secuencias del 
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cluster. El algoritmo exacto utilizado para seleccionar el representante 
de proteína se encuentra en revisión.289 
 
 
 RefSeq290 . RefSeq tiene como objetivo proporcionar un conjunto de 
secuencias completo, integrado y no redundante, incluyendo el ADN 
genómico, las transcripciones y las proteínas. 
 
RefSeq es una fundación de estudios médicos, funcionales y de diversidad 
que proporcionan una referencia estable para la anotación del genoma, la 
identificación y caracterización de genes, mutaciones y análisis de los 
polimorfismos, estudios de expresión y análisis comparativos.  
 
La característica principal de esta herramienta es que está vinculado 
explícitamente a secuencias de nucleótidos y proteínas. Además se puede 
acceder a RefSeq a través de BLAST, Entrez, y el sitio FTP de NCBI.  
 
NCBI proporciona RefSeqs para organismos taxonómicamente diversos como 
eucariotas, bacterias y virus. Los registros adicionales se añaden a la 
colección de datos que serán de conocimiento público.291 
 
 
7.3.7.3  Métodos de clustering. Históricamente, se han venido utilizando muchos 
y muy diversos métodos para agrupar los datos procedentes de microarrays, 
incluyendo la simple inspección visual. Sin embargo, es mejor aplicar métodos 
estadísticos robustos y fiables. 
 
a. Clustering no supervisado. conjunto de técnicas que agrupan los datos en 
función de una distancia sin utilizar ningún tipo de información externa para 
organizar los grupos. Dependiendo de la forma en la que los datos son 
agrupados, podemos distinguir dos tipos de clustering: 
 
 
 Jerárquico: El clustering jerárquico aglomerático es un método determinista 
basado en una matriz de distancias. Establece pequeños grupos de 
genes/condiciones que tienen un patrón de expresión común y 
posteriormente construye un dendograma292 de forma secuencial. El árbol o 
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internet en: <http://www.ncbi.nlm.nih.gov/RefSeq>. [citado en julio 16 de 2011] 
292
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dendograma, establece una relación ordenada de los grupos previamente 
definidos y la longitud de sus ramas es una representación de la distancia 
entre los distintos nodos del mismo. 
En el desarrollo del clustering jerárquico se han utilizado diferentes 
algoritmos (UPGMA, Ward, etc.) aunque todos siguen la misma estrategia 
en general: separan cada gen en un nodo diferente, calculan la distancia 
entre los dos genes más próximos y los juntan en un cluster. Entonces se 
vuelve a calcular la matriz de distancias sustituyendo los dos patrones que 
se han unido por el promedio de ambos. En cada paso, los algoritmos son 
capaces de juntar los genes no solo de dos en dos sino muchos más a la 
vez. Muchos de ellos simplemente se diferencian en la forma en la que 
calculan la distancia del nuevo cluster formado al resto de los elementos de 
la matriz, y en este sentido, la aproximación del Average linkage293  es la 
más utilizada. 
Por otro lado existe el clustering jerárquico divisivo que es similar al anterior 
pero agrupa los genes de forma inversa. Mientras que el clustering 
aglomerativo separa inicialmente todos los genes y posteriormente los va 
agrupando para construir clusters más grandes, el clustering divisivo agrupa 
inicialmente todos los genes en un único cluster y sucesivamente los va 
separando hasta que cada uno se encuentre aislado como una entidad. Es 
decir, el método divisivo va identificando aquellos genes con un patrón mas 
diferente para separarlos en el espacio lo más posible. Este es el caso de 
SOTA294. 
A pesar de que no está exento de problemas, el clustering es una 
herramienta poderosa para la reducción de los datos obtenido de 
micorarrays y para el estudio de posibles hipótesis que relacionan los 
clusters de genes obtenidos con el fenotipo. Sin embargo, este tipo de 
relaciones deben ser formalmente validadas por otros experimentos 
adicionales. 
 No jerárquico: En este caso los algoritmos comienzan a calcular la matriz 
de distancias a partir de un numero predefinido de clusters y van 
recolocando de forma iterativa los genes en los diferentes grupos hasta 
minimizar la dispersión interna de cada cluster. Los dos algoritmos más 
representativos de este tipo de clustering son: 
 
 K-Medias: es un algoritmo que comienza con una muestra de “k” 
genes elegidos al azar de la matriz original de datos. Cada uno de 
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 Algoritmo que opera agrupando iterativamente los genes o clusters que presentan la distancia media más 
pequeña en cada paso sucesivo del cálculo de la matriz de distancias. 
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 Self-Organising Tree Algorithm (Árbol de algoritmos auto-organizados). 
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ellos se utiliza como el centroide inicial de los “k” clusters que se van 
a a formar. La matriz de distancias se calcula desde dicho centroide 
hasta cada uno de los genes de la matriz de datos y cada uno de 
ellos será asignado de esta forma al centroide más cercano. 
Entonces la matriz de distancias se recalcula reemplazando cada 
centroide por la media de los genes asignados a él y el algoritmo 
repite entonces el proceso anterior. El mapa de clusters que ofrece 
este algoritmo carece de topología. 
 
 SOM: los mapas auto-organizados295 son redes neuronales. El 
algoritmo permite, de forma iterativa, que los patrones más parecidos 
se vayan juntando entre si y alejándose de aquellos otros que son 
mas diferentes. Este tipo de algoritmos son más fiables y robustos 
puesto que se basan en redes neuronales que por definición son 
capaces de trabajar con grandes cantidades de datos con ruido. Sin 
embargo, no carece de ciertos inconvenientes. SOM es una 
herramienta particularmente útil en el tratamiento de datos 
procedentes de series temporales. 
 
 
El gran problema que presentan estos métodos no jerárquicos es que al no 
generar un dendograma no permiten hacerse una idea de la representación 
espacial de los genes, la cual suele ofrecer un conocimiento intuitivo de 
cómo analizar los datos de microarrays. 
 
b. Clustering supervisado: se basa en la idea de que para la clasificación de la 
mayoría de muestras biológicas ya existe información preliminar que puede 
utilizarse para agrupación de nuevos datos en clusters. Los métodos 
supervisados aprenden de esta información previa, generalmente ofrecida por 
un conjunto de datos de “entrenamiento”, la forma en que deben clasificar los 
nuevos datos (genes o condiciones) que se les presentan. 
 
 
 SVM296: es una técnica lineal que utiliza hiperplanos para separar los datos 
en el espacio como puntos negativos o positivos. Los datos de estudio son 
clasificados respecto de otro conjunto de datos previamente conocido. 
 Pereceptrones: están basados en redes neuronales. Tienen algunas 
ventajas sobre las SVM como por ejemplo la capacidad de clasificar 
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 Self-Organising Maps (Mapas auto-organizados). 
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 Supported Vector Machines (Máquinas de Vectores de Soporte). 
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muchas muestras al mismo tiempo y discriminar entre varias clases 
diferentes.297 
 
7.3.8  Biotecnología de Sistemas. La biotecnología es considerada una de las 
principales tecnologías del siglo XXI, teniendo en cuenta su amplia gama de 
aplicaciones potenciales en la salud, farmacéutica, química, alimentos y 
agroindustria; igual que en otras disciplinas de ingeniería, es importante para el 
desarrollo de bajo costo y alto rendimiento de los procesos biotecnológicos. 
 
Para lograr este objetivo, ha sido objeto significativo de investigación centrarse en 
el desarrollo significativo de variedades mejoradas por recombinante298, en otros 
métodos de biología molecular y la mejora de las estrategias de fermentación. Sin 
embargo, los esfuerzos no siempre han tenido éxito, debido a cambios 
inesperados en la fisiología y el metabolismo de las cepas del  huésped. Los 
enfoques racionales de ingeniería metabólica y celular se han tomado con éxito en 
una serie de casos para resolver estos problemas, pero se han limitado a la 
manipulación de pocas (generalmente uno o dos) enzimas y proteínas.  
 
El desarrollo de herramientas de alto rendimiento experimental que permite 
realizar miles de análisis en paralelo dio lugar a una rápida acumulación de datos 
biológicos, y sentó las bases para una mejor comprensión de los procesos 
biológicos. Esto significa que los procesos de la biotecnología se pueden 
desarrollar de manera racional y sistemática (la biotecnología de sistemas), 
evitando las tradicionales aproximaciones de "prueba y error".  
 
Por lo tanto, la biotecnología permitirá realizar esfuerzos en el desarrollo de 
sistemas sobre la base de una comprensión global del metabolismo y el desarrollo 
del proceso a través la optimización, lo que conducirá al desarrollo de procesos 
biotecnológicos con la alta eficiencia. La esencia de la biotecnología de sistemas 
reside en la integración de experimentos hacia el objetivo de un diseño metabólico 
racional.299 
 
 
 
 
                                                          
297
 BIOTIC Area de Bioinformática y Salud Pública. s.f. Bioinformática Asociada/Metodología/Análisis de 
datos [en línea]. Madrid, España. Disponible desde internet en: 
<http://infobiochip.isciii.es/Textos/Metodologia/bioinfo%20asociada/metodologia/analisis%20de%20datos.
htm> [citado en julio 16 del 2011]. 
298
 Recombinante: Se dice del individuo con combinaciones de alelos distintas a las encontradas en sus 
ancestros como resultado de una recombinación en una de las meiosis progenitoras. Disponible desde 
internet en: <http://www.medicoscubanos.com/diccionario_medico.aspx?q=R&p=10> 
299
 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. 
p.156 
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7.3.8.1  Herramientas para la Biotecnología de Sistemas 
 
 
Tabla 3. Bases de datos de secuencias 
 
BASE DE DATOS DESCRIPCIÓN URL 
GenBank Una anotada colección 
de todas las secuencias 
disponibles de 
nucleótidos y de 
proteínas  
http://www.ncbi.nlm.nih.gov/gen
bank/ 
SWISS-PROT Base de datos curada 
de secuencias de 
proteína con un alto 
nivel de anotación 
http://www.expasy.org/sport 
GOLD 
 
Base de datos en línea. 
Contiene un listado de 
proyectos de genoma 
completados y en curso 
http://www.genomesonline.org 
KEGG La enciclopedia de 
genes y genomas de 
Kioto – Sitio integrado 
de bases de datos de 
genes, proteínas y vías 
metabólicas 
http://www.genome.jp/kegg/ 
BIOSILICO Base de datos integrada 
para el análisis del 
metabolismo y 
composición de 
estructuras. 
http://biosilico.kaist.ac.kr:8017/bi
ochemdb/index.jsp 
 
 
Fuente PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: 
Springer-Verlag Berlin Heidelberg, 2005.p.158. 
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8.  ANÁLISIS DE LAS TECNOLOGÍAS BIOINFORMÁTICAS UTILIZADAS PARA 
EL ANÁLISIS DE SECUENCIAS DE ADN 
 
 
En la medicina forense, los resultados de los análisis filogenéticos moleculares 
han sido aceptados como pruebas en los tribunales penales. Alguna estadística 
bayesiana sofisticada y basada en la verosimilitud de los métodos de análisis 
de ADN se han aplicado en el análisis forense de la identidad.  
 
La secuencia genómica de alta velocidad junto con la tecnología informática 
sofisticada le permitirá a un médico en una clínica de secuenciar el ADN de un 
paciente de forma rápida, y detectar así posibles mutaciones dañinas 
convirtiéndose en protagonista del genoma para participar en el diagnóstico 
precoz y el tratamiento eficaz de las enfermedades. 
 
Las herramientas de la bioinformática se están utilizando en la agricultura también, 
las bases de datos del genoma de plantas y análisis de expresión génica de este 
perfil han desempeñado un papel importante en el desarrollo de nuevas 
variedades de cultivos que tienen una mayor productividad y más resistencia a las 
enfermedades.300 
 
 
8.1  BASES DE DATOS 
 
La Bioinformática es un área donde los datos crecen a un ritmo exponencial y se 
puede decir que el conocimiento crece solo a ritmo lineal. Por ello debería ser un 
desafío para la comunidad biológica y los desarrolladores de  Base de Datos, 
ayudar a cerrar la brecha entre el crecimiento de datos y los 
conocimientos. Recientemente se han desarrollado tecnologías KDD para abordar 
esta cuestión; KDD depende en gran medida de la presencia de un conjunto de 
datos actualizado y bien organizado, pero en realidad, esto requiere una tediosa 
limpieza de datos y muchos esfuerzos de integración debido a la diversidad, 
distribución y tamaño de los datos biológicos. 
 
En la actualidad, se considera que no todos los conceptos de almacenamiento de 
datos se han aplicado a la bioinformática. Como el modelo de datos dimensional 
en base a tablas relacionales no es visto en la bioinformática, debido a la 
complejidad de los datos reales. Se concluye que el almacenamiento de datos ha 
sido desarrollado históricamente con los sistemas de bases de datos relacionales, 
principalmente, porque se cree que no son tan ampliamente utilizados en la 
bioinformática. 
                                                          
300
 XION, Jin. Essential Bioinformatics. Estados Unidos de América: Cambridge University Press, 2006. p. 7 
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Si se realiza una comparación del almacenamiento de datos en el ámbito 
empresarial con el almacenamiento de datos biológicos, se puede decir que en el 
ámbito empresarial el crecimiento de los datos se dio en tamaño y en complejidad,  
y esto también causó muchas dificultades en la gestión y análisis de la 
información. Con los años, el campo del almacenamiento de datos evolucionó 
rápidamente, y sus técnicas fueron ampliamente aplicadas para la inteligencia 
empresarial y también para el apoyo a las decisiones empresariales importantes. 
En bioinformática podría estar emergiendo lo mismo. Se considera que el 
crecimiento de los datos dará lugar a una creciente necesidad de un sistema de 
gestión de datos a gran escala y un sistema  de análisis más complejo en el futuro 
cercano.  
 
 
8.2  BODEGAS DE DATOS 
 
 
Las bases de datos que existen en todo el mundo que contienen datos de más de 
millón y medio de secuencias siguen creciendo año tras año. La administración de 
esta información exige contar,  con equipos más potentes y con grandes 
capacidades de procesamiento.  Ya que cada vez más, los estudios biológicos 
parten de la conexión de múltiples bases de datos, de complejos sistemas de 
Datamining y Webs para formular hipótesis que versan sobre la organización de los 
genes, el análisis de su secuenciación y la predicción de su estructura y 
comportamiento. 
 
 
8.3  MINERÍA DE DATOS 
 
 
El desarrollo de la tecnología de minería de datos esta en un punto de 
consolidación, con respecto a las aplicaciones.  
 
La aplicación de la minería de datos, permite el descubrimiento del conocimiento, 
soporta las investigaciones y las aplicaciones en la rama biológica. En este 
sentido, es necesario continuar elaborando herramientas computacionales 
apropiadas para su uso en varios proyectos y elevar el nivel de conocimientos 
sobre su utilidad para los investigadores. Y que a su vez, vaya superando los 
obstáculos que se consideran, por ejemplo, que se necesite mucha experiencia 
para utilizar herramientas de la tecnología y que no se establezca una adecuada 
comunicación en los equipos de trabajo para elegir la herramienta adecuada y 
que, por lo tanto, no se alcancen los resultados esperados.  
 
Debido a que la cantidad de datos biológicos está aumentando cada vez más, la 
redundancia de datos debería ser un problema constante para los desarrolladores, 
por lo que se espera que constantemente estén integrando herramientas que 
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permitan que los datos se actualicen y se corrijan constantemente, para ello se 
considera necesario almacenar todo en aplicaciones centralizadas mas enfocadas 
a investigaciones del mismo tipo, por ejemplo, una base de datos colaborativa que 
recopile secuencias de una especie o bacteria en específico, que contenga una 
nomenclatura universal para evitar la duplicación de publicaciones que se ingresen 
con diferente nombre pero la misma secuencia, que  administre o se conecte con 
varias bases de datos que se enfoquen en la misma investigación, con el fin de 
tener siempre al alcance información más organizada y a la que sea más fácil 
acceder.  
 
 
8.3.1  Minería de Texto. La minería de texto es una poderosa herramienta de 
análisis para la extracción de conocimiento a partir de datos biológicos no-
estructurados. Sin embargo, se cree que esta herramienta se enfrenta a grandes 
retos, entre ellos se encuentra la necesidad de técnicas que permitan la detección 
correcta de las anotaciones biológicas, debido a la complejidad y falta de 
unificación y concordancia de las nomenclaturas biomédicas.  
 
Además, es necesario establecer una táctica de evaluación común y más 
generalizada, como los que existen para la evaluación de los sistemas de 
recuperación de la información, para que se utilice a su vez sobre las mismas 
colecciones de documentos (en éste caso habría que establecer también cuales 
son las fuentes de información biológica confiable), de forma que se pueda 
comparar la eficacia de tales sistemas para realizar determinadas tareas.  
 
No obstante, y a pesar de las limitaciones, se considera que la situación se 
encuentra ante un prometedor instrumento de análisis de información en el que 
convergen, diversos campos de la biomedicina, la recuperación de la información 
y el procesamiento del lenguaje natural, debido la complejidad del dominio de 
conocimiento.  
 
Se estima que el futuro de esta tecnología se encontraría, en aproximaciones 
multidisciplinares, en la que muchos investigadores de diferentes áreas puedan 
realizar un esfuerzo coordinado para alcanzar el potencial científico completo que 
plantean los proyectos de minería textual en las diversas áreas de biología y las 
ciencias de la información. 
 
 
8.4  MAQUINAS DE APRENDIZAJE 
 
 
En resumen, una red neuronal se presenta con un patrón en sus nodos de 
entrada, y la red produce un patrón de salida basado en su algoritmo de 
aprendizaje durante la fase de entrenamiento. Una vez capacitados, la red 
neuronal se puede aplicar para clasificar los nuevos patrones de entrada. Esto 
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hace que las redes neuronales sean adecuadas para el análisis de patrones de 
expresión génica, la predicción de estructura de proteínas y otros procesos 
relacionados con la bioinformática. 
 
Según YI-Ping Phoebe Chen301 cuando expresa como una dificultad del algoritmo 
genético el que en la práctica es difícil definir o recrear los parámetros como la 
representación, el tamaño de la población y la función física como parte del 
algoritmo genético, debido a la falta de directrices para la elección de dichos 
parámetros, se considera que  debido a que cuando no se tiene conocimiento 
exacto de las correlaciones y las relaciones ocultas entre estas métricas, es 
posible que la investigación siempre se encamine hacia destinos desconocidos 
para el investigador. Para ello, se cree que las maquinas de aprendizaje son 
herramientas que permiten ajustar la estructura interna para producir resultados 
aproximados para los problemas planteados sin embargo, se considera que la 
computación siempre estará cada vez más cerca de las soluciones absolutas de 
cualquier problema presentado en las investigaciones sobre biología. 
  
 
8.5  SOFT COMPUTING 
 
El Soft Computing en bioinformática debería atravesar los límites en la integración 
masiva de los aspectos teóricos y prácticos en áreas diferentes como la 
informática y la estadística, para una comprensión integrada y completa de los 
procesos que afectan la biología de sistemas. Esto impone nuevos desafíos no 
sólo para el almacenamiento de datos, la visualización y la recuperación de 
información; sino también sobre los métodos de Soft Computing y las 
herramientas utilizadas en el contexto biológico y molecular, que deben procesar 
adecuadamente e integrar información heterogénea en una imagen y visualización 
global de un sistema de datos. 
 
 
8.6  MICROARRAYS 
 
 
Se considera que las técnicas de micro-array las cuales generan patrones 
complejos para la caracterización de los procesos celulares de las muestras 
biológicas son producto del continuo desarrollo de la biotecnología de alta calidad, 
se estima que esto ofrece muchas más oportunidades prometedoras para la 
investigación bioinformática avanzada, dado a la integración de técnicas 
informáticas con otras áreas como la electrónica en el área científica, las cuales a 
su vez abrirán muchas puertas a la solución integral de problemas, sin embargo, 
                                                          
301
 PHOEBE CHEN, Yi-Ping. Bioinformatics Technologies. Alemania: Springer-Verlag Berlin Heidelberg, 2005. 
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se considera que la implementación y el uso de microarrays necesitará estar a la 
vanguardia en relación a avances biotecnológicos de última generación. 
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9.  DISEÑO METODOLÓGICO 
 
 
9.1  HIPÓTESIS 
 
 
¿La investigación en herramientas bioinformáticas para el análisis de secuencias 
en ADN permitirá ampliar el conocimiento que se requiere para las investigaciones 
futuras? 
 
 
9.2  POBLACIÓN 
 
 
Centros de Investigación en Bioinformática. 
 
 
9.3  MUESTRA 
 
 
Centro de Investigación CENBIOTEP302. 
 
9.4  VARIABLES 
 
Nivel de conocimiento en Bioinformática. 
 
9.5  INSTRUMENTOS 
 
 
Se realizó una entrevista al Doctor Duverney Gaviria Arias, investigador del grupo 
CENBIOTEP para conocer las necesidades de un investigador. 
 
 
 
 
 
 
 
 
                                                          
302
 Centro de Biología molecular y Biotecnología de la Universidad Tecnológica de Pereira. 
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ENCUESTA AL DOCTOR DUVERNEY GAVIRIA ARIAS, INVESTIGADOR DEL 
GRUPO CENBIOTEP 
 
 
1. En pocas palabras, explique en qué consiste el proyecto que están 
desarrollando en la línea de investigación: Factores de Riesgo en Enfermedad 
Cardiovascular. 
R.  El proyecto consiste en la identificación de factores genéticos que afectan 
el  desarrollo y el destino de las enfermedades cardiovasculares. 
 
 
2.  ¿Quiénes están trabajando en este proyecto? 
R.  Coordinador: Álvaro Alegría. 
Investigadores: Lucero Ramos, Duverney Gaviria Arias y Germán Moreno. 
 
 
3.  ¿Qué desean hacer con los datos que poseen de las secuencias de ADN de 
los pacientes con enfermedades cardiovasculares de la ciudad de Pereira? 
R.  Establecer una línea base para realizar estudios posteriores. 
 
 
4.  ¿Cuántos datos se encuentran procesando actualmente y cuantos desean 
procesar? 
R.  Actualmente se procesan 4 marcadores moleculares por persona en 120 
pacientes, y se desean procesar 400 marcadores por persona en una cantidad 
de 10.000 a 20.000 pacientes. 
 
 
5. ¿Cómo realizan este proceso? Si usan alguna herramienta tecnológica, 
descríbala. 
R.  Se almacenan en Excel y se procesan con programas estadísticos. 
 
 
6.  ¿Cuánto tiempo tardan en procesar esa cantidad de datos? 
R.  Un mes aproximadamente. 
 
 
7. ¿En cuánto tiempo desean procesar la cantidad de datos que quieren 
aumentar? 
R.  En el tiempo más corto posible. 
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8. ¿Qué conocimiento poseen acerca del procesamiento de grandes volúmenes 
de secuencias de ADN? 
R.  El conocimiento que poseen en herramientas informáticas es muy básico  y 
el conocimiento que poseen en estadística es más avanzado. 
 
 
9.  ¿Con qué personal han trabajando anteriormente?  
R.  Anteriormente se contaban con 10 médicos y profesionales de ciencias del 
deporte y la salud. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
107 
 
10.  CONCLUSIONES 
 
 
El almacenamiento de datos aparece en la bioinformática para apoyar el 
descubrimiento de los conocimientos biológicos y también para facilitar la 
investigación y el intercambio de información. 
 
 
Se considera que las aplicaciones web biológicas colaborativas han revolucionado 
la investigación biológica, debido al fácil acceso que se tienen a los trabajos 
propios y ajenos, y a los nuevos desarrollos que abarcan el tema de investigación. 
Sin embargo se requiere adquirir bastante conocimiento sobre el área informática 
por lo que se considera  indispensable que el profesional en informática acompañe 
al científico para que este haga un uso más correcto de las tecnologías y pueda 
aprovechar al máximo todas las características técnicas de las bases de datos, y 
que esto a su vez permita llevar a cabo la tarea investigativa de una manera más 
eficiente y completa. 
 
 
Aún no está claro si la bioinformática eventualmente se convertirá en una parte 
integral de la informática (de la misma manera como, por ejemplo, gráficos de 
computadora y bases de datos),   o simplemente se le dará un enfoque orientado 
hacia la aplicación de técnicas computacionales. 
 
 
Las principales investigaciones de este siglo y los esfuerzos de desarrollo 
probablemente sean  dirigidos hacia las ciencias biológicas y de la salud. Se 
recomienda que los desarrolladores y/o profesionales en el área de la 
computación diversifiquen su área de desarrollo, dado a que se puede ganar 
muchísimo en conocimiento y aplicacíon a través de la pronta entrada de la 
bioinformática y las soluciones a los problemas biológicos que constantemente se 
presentan. 
 
 
A pesar de que una gran cantidad de atención se presta al área biológica en 
términos de investigación y de inversión, la comprensión teórica debe 
perfeccionarse todavía para que el resultado del análisis biológico computacional 
sea mucho más eficaz al servicio de la humanidad.  
 
 
Como trabajo futuro se requiere definir las plataformas tecnológicas y la 
implementación de los procesos asociados  como  solución propuesta para los 
problemas biológicos. No obstante en esta fase los investigadores ven 
representados sus intereses y requerimientos, lo que es condición fundamental para 
el éxito del sistema planteado.   
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