Animals, including humans, consistently exhibit myopia in two different contexts: foraging, in 15 which they harvest locally beyond what is predicted by optimal foraging theory, and intertemporal 16 choice, in which they exhibit a preference for immediate vs. delayed rewards beyond what is 17 predicted by rational (exponential) discounting. Despite the similarity in behavior between these 18 two contexts, previous efforts to reconcile these observations in terms of a consistent pattern of 19 time preferences have failed. Here, via extensive behavioral testing and quantitative modeling, 20 we show that rats exhibit similar time preferences in both contexts: they prefer immediate vs. 21 delayed rewards and they are sensitive to opportunity costs -delays to future decisions. Further, 22 a quasi-hyperbolic discounting model, a form of hyperbolic discounting with separate components 23 for short-and long-term rewards, explains individual rats' time preferences across both contexts, 24 providing evidence for a common mechanism for myopic behavior in foraging and intertemporal 25 choice.
Introduction
returns, by which larger rewards are not perceived as proportionally larger than smaller rewards 48 (Constantino and Daw, 2015) . But these hypotheses have never been systematically compared 49 in a set of experiments designed to directly test their predictions. Furthermore, according to 50 these hypotheses, the perceived value of rewards does not change if delays occur before or after 51 reward is received, so long as they occur before future decisions (e.g. an inter-trial interval). In 52 this respect, the predictions made by these hypotheses are not compatible with an otherwise
Results

115
Rats consider long-term rewards, but exhibit a bias in processing pre-vs. post-reward 116 delays 117 Long Evans rats (n = 8) were tested in a series of patch foraging tasks in operant conditioning 118 chambers (Kane et al., 2017) . To harvest reward (10% sucrose water) from a patch, rats pressed 119 a lever on one side of the front of the chamber (left or right) and reward was delivered in an 120 adjacent port. After a post-reward delay (inter-trial interval or ITI), rats again chose to harvest a 121 smaller reward or to leave the patch by nose poking in the back of the chamber. A nose poke 122 to leave the patch caused the harvest lever to retract and initiated a delay to control the time 123 to travel to the next patch. After the delay, the opposite lever extended (e.g. if the left lever was 124 extended previously, the right lever would be extended now), and rats could then harvest from 125 (or leave) this replenished patch (Fig. S1 ). 126 In four separate experiments, we manipulated different variables of the foraging environment: 127 i) in the "Travel Time Experiment," a 10 s vs. 30 s delay was imposed between patches, ii) in the 5 test days. The order of conditions within each experiment was counterbalanced across rats. 137 Every patch visit was included for analysis; mixed effects models were used to examine the 138 effect of task condition on the number of trials spent in each patch, with random intercepts and 139 random slopes for the effect of task condition across rats. To compare rat behavior to the optimal 140 behavior in each condition, a mixed effects model was used to test the effect of task condition on 141 the difference between the number of trials spent in each patch and the optimal number of trials 142 for that patch, with random intercepts and slopes for each rat. For this mixed effects model, an 143 intercept of zero indicates optimal performance, and the slope indicates the change in behavior 144 relative to the optimal behavior between conditions. 145 The Travel Time Experiment was designed to test the two main predictions of MVT: i) that 146 animals should stay longer in patches that yield greater rewards and ii) animals should stay 147 longer in all patches when the cost of traveling to a new patch is greater. In this experiment, 148 rats encountered three different patch types within sessions, which started with varying amount 149 of reward (60, 90, or 120 µL) and depleted at the same rate (8 µL/harvest). The delay between 150 patches was either 10 s or 30 s; each travel time delay was tested in its own block of sessions 151 and the order was counterbalanced across rats, with a range of 87-236 patches visited per 152 condition per rat. As predicted by MVT, rats stayed for more trials in patch types that started 153 with larger reward volume (β = 118.091, SE = 1.862, t(2490.265) = 63.423, p < .001), indicating 154 that rats considered reward across future patches. Rats also stayed longer in all patch types 155 when time between patches was longer (β = 1.893, SE = .313, t(118.839) = 6.040, p < .001; Fig.   156 1A), indicating sensitivity to opportunity costs. However, rats uniformly overharvested relative 192 To distinguish between biases in perception of reward, such as diminishing marginal returns, 193 and time, such as temporal discounting or insensitivity to post-reward delays, the Pre-vs-Post 194 Experiment directly tested rats sensitivity to time delays before vs. after reward. In this experiment, 195 in one condition, rats received reward immediately after lever press followed by a post-reward 196 delay of~13 s before the start of the next trial. In the other condition, there was a 3 s pre-reward 197 delay between lever press and receiving reward followed by a shorter post-reward delay of~10 198 s. The total time of each trial was held constant between conditions (15 s total), so there was no 199 difference in reward rates. Both MVT and diminishing marginal returns predict that the placement 200 of delays is inconsequential and that rats will behave similarly in both conditions. Both temporal 201 discounting and insensitivity to post-reward delays predict that rats will value the immediate 202 reward more than the delayed reward and thus, would leave patches earlier in the condition 203 with the pre-reward delay. Consistent with predictions of temporal discounting and insensitivity To determine whether the preference for immediate rewards can be explained by insensitivity 209 to post-reward delays, a fifth foraging experiment, the "Post-Reward Delay Experiment," directly 210 tested rats' sensitivity to post-reward delays. A separate cohort of rats (n = 8) was used for this 211 experiment. Rats were tested in two conditions in this experiment: a short (3 s) or long (12 s) 212 post-reward delay. The total time of harvest trials was not held constant; the longer post-reward 213 delay increased the time to harvest from the patch. Since the longer post-reward delay increases 214 the cost of harvesting from the patch relative to the cost of travelling to a new patch, MVT 215 predicts that rats should leave patches earlier. Prior studies of intertemporal choice behavior 216 suggest that animals are insensitive to post-reward delays, and that they are only concerned 217 with maximizing short-term reward rate (Bateson and Kacelnik, 1996; Blanchard et al., 2013; 218 Stephens and Anderson, 2001). A common formalization of this hypothesis assumes that reward 219 rate is maximized only over the time to receive the next reward (e.g. short-term rate = next 220 reward / delay to next reward; Bateson and Kacelnik 1996; Carter and Redish 2016; Stephens 221 and Anderson 2001). This form of short-term rate maximization would predict that the increase in 222 post-reward delay should have no effect on rat behavior. As predicted by MVT, but not this form of 223 short-term rate maximization, rats were sensitive to the post-reward delay, leaving patches earlier 224 in the 12 s delay condition (β = 1.411 trials, SE = .254, t(6.966) = 5.546, p < .001; Fig. 2A ). As 225 in other experiments, rats overharvested (β rat-MVT = 3.332 trials, SE = .285, t(7.041) = 11.704, p 226 < .001), and there was no difference in the degree to which rats overharvested between the 3 227 s and 12 s delay conditions (β 3 s-12 s = .340 trials, SE = .286, t(6.963) = 1.188, p = .274). These 228 data suggest that rats consider the timing and magnitude of rewards beyond the next expected 229 reward when making decisions, and that earlier patch leaving in the Pre-vs-Post Experiment is 230 likely due to hypersensitivity to pre-reward delays and not insensitivity to post-reward delays. 231 The data from the foraging experiments described above suggest that rats exhibit time 232 preferences in the foraging task. In a final "Intertemporal Choice Experiment," we tested whether 233 the same rats that participated in the Post-Reward Delay Experiment would exhibit similar time 234 preferences in a standard intertemporal choice (i.e. a delay-discounting) task. This task consisted 235 of a series of 20-trial episodes. On each trial, rats pressed either the left or right lever to receive 236 a smaller-sooner (SS) reward of 40 µL after a 1 s delay or a larger-later (LL) reward of 40, 80, 237 or 120 µL after a 1, 2, 4, or 6 s delay. For the first 10 trials of each episode, rats were forced 238 to press either the left or right lever to learn the value and delay associated with that lever (only 239 one lever extended on each of these trials). For the last 10 trials of an episode, both levers 240 extended and rats were free to choose. The LL reward value and delay, and the LL lever (left 241 or right) were randomly selected at the start of each episode. Rats were tested in two different 242 versions of this task: one in which the post-reward delay was held constant, such that the longer 243 pre-reward delays reduced reward rate (constant delay); and another in which the time of the trial 244 was held constant, such that longer pre-reward delays resulted in shorter post-reward delays to 245 keep reward rate constant (constant rate). MVT, which maximizes long-term reward rate, predicts 246 that rats would be sensitive to the pre-reward delay in the constant delay condition but not the 247 constant trial condition (in which the pre-reward delay does not affect reward rate). 248 Rats were given 3 training sessions to learn the structure of the intertemporal choice task 249 after previously being tested in the foraging task, then they were tested for an additional 13 28.320, p < .001; constant rate: β = .450, SE = .089, χ 2 (1) = 25.378, p < .001), showing that 261 they were sensitive to reward magnitude. ii) They were also sensitive to the pre-reward delay in 262 both conditions (constant delay: β = -.240, SE = .023, χ 2 (1) = 104.882, p < .001; constant rate: 263 β = -.152, SE = .022, χ 2 (1) = 46.919, p < .001). On average, rats were equally likely to select the 264 LL option across conditions -the main effect of task condition was not significant (β = .010, SE 265 = .105, z = .092, p = .927). iii) However, rats were less sensitive to increasing pre-reward delays 266 when pre-reward delays did not affect reward rate (the constant rate condition), indicated by a 267 change in LL delay slope between conditions (β = .088, SE = .026, χ 2 (1) = 11.376, p < .001). 268 Overall, rats exhibited similar time preferences in the foraging and intertemporal choice tasks: 269 they valued rewards less with longer delays until receipt but they were sensitive to opportunity 270 costs (e.g. time delays between receiving reward and future decisions). . 322 Next, we tested whether the model that provided the best fit to foraging behavior, quasi-hyperbolic 323 discounting, could also explain behavior in the intertemporal choice task. For this task, each 324 series of 10 free choices was modeled as a separate episode, such that the value of the first 325 choice was equal to discounted reward across all 10 choices, the value of the second choice 326 equal to discounted reward across the remaining 9 choices, and so on (see abbreviated state 327 space diagram in Fig. S2B ). The episode ended at the 10th choice, and did not consider rewards 328 in future games. We tested all biased time perception and temporal discounting models in this 329 task. All three temporal discounting models had lower iBIC scores than all three biased time To determine which discount function provided the better fit to data from each task, 343 we calculated the difference in -LL of the left out sample between the model fit to intertemporal 344 choice data and the model fit to foraging data (-LL difference = -LL itc --LL forage ). Since smaller -LL 345 indicates a better fit, a positive -LL difference indicates that the discount function fit to foraging 346 data provided a better fit (i.e. the foraging -LL was lower than the intertemporal choice -LL). For 347 the foraging task, discounting functions fit to foraging data provided a better fit than discounting 348 functions fit to intertemporal choice data for 7/8 rats. Interestingly, for the intertemporal choice 349 task, discounting functions fit to foraging data provided a better fit than discounting functions 350 fit to intertemporal choice data for the majority of rats (5/8; Fig. 5C ). Taken together, these 351 findings provide support for the idea that foraging and intertemporal choice can be described 352 by a common discount function. Figure 5 . A) Predicted foraging behavior for quasi-hyperbolic model parameters fit to either the foraging task (red line) or delay discounting task (DD; blue line). Black points and error bars represent mean ± standard error of rat data. B) Predicted intertemporal choice behavior for quasi-hyperbolic model parameters fit to data from either the foraging or delay discounting task, plotted against rat behavior. C) The difference in negative log likelihood of the left out sample of foraging data (left) or intertemporal choice data (right) between parameters fit to the intertemporal choice task and parameters fit to the foraging task. A negative -LL difference indicates the negative log likelihood of the data for parameters fit to the intertemporal choice task was lower than for parameters fit to the foraging task. Each point and line represents data from individual rats.
generally available sooner than those at other patches due to travel time, one interpretation of 360 overharvesting is that this reflects a similarly prevalent bias observed in intertemporal choice 361 tasks, in which animals consistently show a greater preference for smaller more immediate 362 rewards over later delayed rewards than would be predicted by optimal (i.e,. exponential) discounting 363 of future values. However, in prior studies, models of intertemporal choice behavior have been 364 poor predictors of foraging behavior (Blanchard and Hayden, 2015; Carter and Redish, 2016). 365 Here, we show that in a carefully designed series of experiments, rats exhibit similar time preferences 366 in foraging and intertemporal choice tasks, and that a quasi-hyperbolic discounting model can 367 explain the rich pattern of behaviors observed in both tasks. 368 The foraging behavior we observed was consistent with previous studies of foraging behavior 369 in rats, monkeys, and humans, while also revealing novel aspects of overharvesting behavior. 370 Consistent with prior studies, rats stayed longer in patches that yielded greater rewards, stayed reward amount and delay were increased, even though reward rate was held constant, and they 376 were differentially sensitive to whether the delay was before the receipt of the proximal reward 377 or following its delivery. These findings supported the conjecture that overharvesting is related 378 to time preferences. When we directly tested rats sensitivity to post-reward delays, we found The idea that animals exhibit similar decision biases in foraging and intertemporal choice 383 paradigms, and that these biases can be explained by a common model of discounting, is in 384 conflict with prior studies that found that animals are better at maximizing long-term reward rate 385 in foraging than in intertemporal choice tasks, and that delay discounting models of intertemporal Animals were trained and tested as in Kane et al. (2017) . Rats were first trained to lever 437 press for 10% sucrose water on an FR1 reinforcement schedule. Once exhibiting 100+ lever 438 presses in a one hour session, rats were trained on a sudden patch depletion paradigm -the 439 lever stopped yielding reward after 4-12 lever presses -and rats learned to nose poke to reset 440 the lever. Next rats were tested on the full foraging task. 441 A diagram of the foraging task is in Fig. S1 . On a series of trials, rats had to repeatedly 442 decide to lever press to harvest reward from the patch or to nose poke to travel to a new, full Rats were immediately transferred from the foraging task to the two alternative choice task 465 with no special training; rats were given three 2-hour sessions to learn the structure of the new 466 task. This task consisted of a series of episodes that lasted 20 trials. At the beginning of each 467 episode one lever was randomly selected as the shorter-sooner lever, yielding 40 µL of reward 468 following a 1 s delay. The other lever (larger-later lever) was initialized to yield a reward of 40, 469 80, or 120 µL after a 1, 2, 4 or 6 s delay. For the first 10 trials of each episode, only one lever 470 extended, and rats were forced to press that lever to learn its associated reward value and 471 delay. The last four forced trials (trials 7-10) were counterbalanced to reduce the possibility of 472 rats developing a perseveration bias. For the remaining 10 trials of each episode, both levers 473 extended, and rats were free to choose the option they prefer. At the beginning of each trial, cue 474 lights turned on above the lever indicating rats could now make a decision. Once the rat pressed 475 the lever, the cue light turned off, and the delay period was initiated. A cue light turned on in 476 the reward magazine at the end of the delay period, and rats received reward as soon as they 477 entered the reward magazine. Reward magnitude was cued by light and tone. Following reward 478 delivery, there was an ITI before the start of the next trial. At the completion of the episode, the 479 levers retracted, and rats had to nose poke to begin the next episode, which reset the larger-later 480 reward and delay. 481 Two-alternative choice data was analyzed using a mixed effects logistic regression, examining 482 the the effect of larger-later reward value, larger-later delay, and task condition on rats choices, 483 with random intercepts and random effects for all three variables. Custom contrasts were tested 484 using the phia package in R (de Rosario-Martinez, 2015), using Holm's method to correct for 485 multiple comparisons.
486
Foraging Models
487
All models were constructed as continuous time semi-markov processes. This provided 488 a convenient way to capture the dynamics of timing in both tasks, such as slow delivery and 489 consumption of reward (up to 6 s for the largest rewards). To model the foraging task, each 490 event within the task (e.g. cues turning on/off, lever press, reward delivery, etc.) marked a state 491 transition (abbreviated state space diagram in Fig. S2 ). All state transitions were deterministic, 492 except for decisions to stay in vs. leave the patch, which occurred in 'decision' states (the time 493 between cues turning on at the start of the trial and rats performing a lever press or nosepoke). 494 In decision states, a decision to stay in the patch transitioned to the handling time state, then 495 reward state, ITI state, and to the decision state on the next trial. A decision to leave transitioned 496 to the travel time state, then to the first decision state in the patch. Using the notation of Bradtke where γ(stay , s) is the discount applied to the value of the next state for staying in state s, and 500 V (s next ) is the value of the next state in the patch. For all non-decision states, rats did not have 501 the option to leave the patch, so for these states, V (s) = Q(stay , s). For decision states, the value 502 of the state was the greater of Q(stay, s) and Q(leave).
503
For simplicity, we assume the time spent in a given state is constant, calculated as the where γ(leave) is the discount factor applied to the next state in the first patch. Assuming no 511 variance in the travel time τ , γ(leave) = e −β * τ . Per MVT, we assumed rats left patches at the 512 first state in the patch in which Q(stay, s) ≤ Q(leave). To model variability in the trial at which 513 rats left patches, we added gaussian noise to Q(leave). As decisions within each patch are not 514 independent, the patch leaving threshold did not vary trial-by-trial, but rather patch by patch, 515 such that the cumulative probability that a rat has left the patch by state s, π(leave, s), was the 516 probability that Q(stay, s) ≤ Q(leave) + , where ∼ N (0, σ 2 ), with free parameter σ.
517
The optimal policy for a given set of parameters was found using dynamic programming. 518 Optimal foraging behavior is to maximize undiscounted long-term reward rate. Optimal behavior 519 was determined by fixing the discount rate factor β = .001 and assuming no decision noise 520 ( = 0). Optimal behavior was determined for each rat, in which the time spent in each state was 521 taken from a given rat's data. For each model, we fit both group level parameters and individual 522 parameters for each rat using an expectation-maximization algorithm (Huys et al., 2011 ). For the exponential discounting model, β was fit as a free parameter. As standard hyperbolic 538 discounting cannot conveniently be expressed recursively, this model was implemented using the The value of delay states were the discounted value of the reward state for that action, the value 573 of reward states were the reward for that action plus the discounted value of the ITI state for that 574 action, and the value of ITI states were the discounted value of the next decision state: 
where s is the number of subjects, and Hf (θ i ) is the hessian matrix of the likelihood for subject i 594 at the individual parameters θ i . 595 To compare the fit of the quasi-hyperbolic discounting model across the foraging and intertemporal 596 choice tasks, data from each task was separated into thirds. The quasi-hyperbolic discounting 597 model was fit to 2 of the samples from each task using maximum likelihood estimation (fitting only 598 individual parameters for each rat). The log likelihood of the data from the left out sample was 599 evaluated. This process was repeated three times, leaving out each of the samples once, and 600 we took the sum of the likelihood of the three left out samples. As the structure of variability was 601 different between the foraging model (variability in the patch leaving threshold) and intertemporal 602 choice models (softmax decision noise), to compare the discount function fit to the foraging task 603 on intertemporal choice data, a new noise parameter was fit to the intertemporal choice data 604 (and vice-versa). We report the difference in the log likelihood of the data using parameters fit to 605 the intertemporal choice task and of the log likelihood using parameters fit to the foraging task 606 ( Figure S1 . Diagram of the foraging task. Rats press a lever to harvest reward from the patch then receive reward in an adjacent port following a handling time delay. After receiving reward, there is an inter-trial interval (post-reward delay) before rats can make their next decision. Rats can leave the patch by nose poking in the back of the chamber (trial n+2), which initiates a delay simulating time to travel to the next patch, after which, rats can harvest from a new replenished patch. Intertemporal Choice Foraging Figure S2 . State space diagram for the semi-markov model of the foraging (top) and intertemporal choice (bottom) tasks. In the foraging task, decisions to stay vs. leave are made in Decision states. A Decision to stay causes a transition to the handling time, then reward, ITI, and to the Decision state on the next trial. Reward is delivered uniformly throughout time spent in the each reward state. Reward depletion is achieved via shorter time spent in the reward state (resulting in longer stay in the ITI state). A Decision to leave causes a transition to the travel state, then to the first trial of the patch. In the intertemporal choice task, decisions made in Decision states cause transition to the Delay, Reward, and ITI states for the option chosen (either SS or LL), then back to the next Decision state. The model consisted of 10 consecutive trials-the number of free choice trials. . Ribbon represents the mean ± standard deviation of 100 simulations of the µAgent model in which the discount factor for each of the 100 µAgents was sampled from an exponential distribution with rate parameter λ = 1/k.
