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The goal of this paper is to apply the divisor theory for graphs to
the theory of linear series on singular algebraic curves, and to propose
an algebro-geometric interpretation for the rank of divisors on graphs.
Let us begin with a simple question.
What is the maximum dimension of a linear series of degree d ≥ 0
on a smooth projective curve of genus g?
We know what the answer is. If d ≥ 2g − 1 by Riemann’s theorem
every complete linear series of degree d on every smooth curve of genus
g has dimension d− g. If d ≤ 2g − 2 the situation is more interesting:
Clifford’s theorem states that the answer is ⌊d/2⌋, and the bound is
achieved only by certain linear series on hyperelliptic curves; see [3].
Now let us look at the combinatorial side of the problem. The dual
graph of any smooth curve of genus g is the (weighted) graph with one
vertex of weight equal to g and no edges, let us denote it by Gg. This
graph admits a unique divisor of degree d, whose rank, as we shall see,
is equal to d− g if d ≥ 2g − 1, and to ⌊d/2⌋ otherwise.
We draw the following conclusion: the maximum dimension of a
linear series of degree d on a smooth curve of genus g equals the rank
of the degree d divisor on the dual graph of the curve. In symbols,
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denoting by d the unique divisor of degree d on Gg and by rGg(d) its
rank (see below),
(1) rGg(d) = max{r(X,D), ∀X ∈Mg, ∀D ∈ Pic
d(X)}
where Mg is the moduli space of smooth projective curves of genus
g. This is quite pleasing for at least two reasons. First, the graph is
fixed, whereas the curve varies (in a moduli space of dimension 3g−3 if
g ≥ 2); also the divisor on Gg is fixed, whereas Pic
d(X) has dimension
g. Second: computing the rank of a divisor on a graph is simpler than
computing the dimension of a linear series on a curve; a computer can
do that.
Therefore we shall now ask how this phenomenon generalizes to sin-
gular curves. For every graph G we have a family, Malg(G), of curves
having dual graph equal to G. We want to give an interpretation of the
rank of a divisor on G in terms of linear series on curves in Malg(G).
This is quite a delicate issue, as for such curves we do not have a
good control on the dimension of a linear series; in fact, as we shall
see, both Riemann’s theorem and Clifford’s theorem fail. Furthermore,
asking for the maximal dimension of a linear series of degree d is not so
interesting, as the answer easily turns out to be +∞. By contrast, the
rank of a divisor of degree d ≥ 0 on a graph is always at most equal to
d. In fact, to set-up the problem precisely we need a few more details.
Let us assume some of them for now, and continue with this overview.
For any curve X having G as dual graph, we have an identification of
the set of irreducible components of X with the set of vertices, V (G),
of G, and we write
(2) X = ∪v∈V (G)Cv.
The group of divisors of G is the free abelian group, DivG, generated
by V (G). Hence there is a natural map sending a Cartier divisor D on
X to a divisor on G:
DivX −→ Div(G); D 7→
∑
v∈V (G)
(degD|Cv)v,
so that the divisor of G associated to D is the multidegree of D; the
above map descends to Pic(X) → Div(G), as linearly equivalent divi-
sors have the same multidegree. Therefore we can write
(3) Pic(X) =
⊔
d∈Div(G)
Picd(X).
On the other hand, linearly equivalent divisors on G have the same
rank, so the combinatorial rank is really a function on divisor classes.
Let δ ∈ Pic(G) be a divisor class on G and write rG(δ) := rG(d) for
any representative d ∈ δ.
How does rG(δ) relate to r(X,L) as X varies among curves having G
as dual graph, and L ∈ Pic(X) varies by keeping its multidegree class
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equal to δ? We conjecture that the following identity holds:
(4) rG(δ) = max
X∈Malg(G)
{
min
d∈δ
{
max
L∈Picd(X)
{r(X,L)}
}}
.
An accurate discussion of this conjecture is at the beginning of Sec-
tion 2. In Section 1, after some combinatorial preliminaries, a compar-
ative analysis of the graph-theoretic and algebraic situation is carried
out highlighting differences and analogies; this also serves as motiva-
tion. In Section 2 we prove the above identity in a series of cases,
summarized precisely at the end of the paper.
The techniques we use are mostly algebro-geometric, while the com-
binatorial aspects are kept at a minimum. The hope is, of course, that
using more sophisticated combinatorial arguments the validity range of
above identity could be completely determined.
I am grateful to Margarida Melo and to the referee for some very
useful remarks.
1. Combinatorial and algebraic rank
We apply the following conventions throughout the paper.
X is a projective algebraic curve over some algebraically closed field.
X is connected, reduced and has at most nodes as singularities.
G is a finite connected, vertex weighted graph.
Capital letters D,E, . . . are Cartier divisors on curves.
Underlined lowercase letters d, e, . . . are divisors on graphs.
r(X,D) := h0(X,D)− 1 is the (algebraic) rank of D on X .
rG(d) is the (combinatorial) rank of d on G.
Div(∗) is the set of divisors on ∗. Div+(∗) the set of effective divisors.
Divd(∗) is the set of divisors of degree d, for d ∈ Z.
∼ is the linear equivalence on Divd(∗).
Pic(∗) := Div(∗)/ ∼ and Picd(∗) := Divd(∗)/ ∼.
1.1. Basic divisor theory on graphs. We begin by reviewing the
combinatorial setting following [6] and [2]. The basic reference is [6],
which deals with loopless weightless graphs, we use the extension to
general weighted graphs given in [2]; see [1] for a different approach.
Let G be a (finite, connected, weighted) graph; we allow loops. We
write V (G) and E(G) for its vertex set and edge set; G is given a weight
function ω : V (G) → Z≥0. If ω = 0 we say that G is weightless. The
genus of G is b1(G) +
∑
v∈V (G) ω(v).
We always fix an ordering V (G) = {v1, . . . , vγ}. The group of divisors
of G is the free abelian group on V (G):
Div(G) := {
γ∑
i=1
divi, di ∈ Z} ∼= Z
γ .
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Throughout the paper we identify Div(G) with Zγ , so that divisors
on graphs are usually represented by ordered sequences of integers,
d = (d1, . . . , dγ); we write d ≥ 0 if di ≥ 0 for every i = 1, . . . , γ.
We set |d| =
∑γ
i=1 di, so that Div
d(G) = {d ∈ Div(G) : |d| = d};
also Div+(G) := {d ∈ Div(G) : d ≥ 0}.
For v ∈ V (G) we denote by d(v) the coefficient of v in d, so that
d(vi) = di.
If Z ⊂ V (G) we write d(Z) =
∑
v∈Z d(v) and dZ = (d(v), ∀v ∈ Z) ∈
Z|Z|. We set Zc = V (G)r Z.
The local geometry of G can be described by its so-called intersection
product, which we are going to define. Fix two vertices v and w of G;
we want to think of v and w as “close” in G if they are joined by some
edges. To start with we set, if v 6= w,
(v · w) := number of edges joining v and w.
So, the greater (v · w) the closer v and w. Next we set
(5) (v · v) = −
∑
w 6=v
(v · w)
and the intersection product, Div(G)×Div(G)→ Z, is defined as the
Z-linear extension of (v, w) 7→ (v · w).
Given Z,W ⊂ V (G), we shall frequently abuse notation by writing
(W ·Z) =
∑
w∈W,z∈Z(w · z). Notice that if v 6∈ W the quantity (v ·W )
is the number of edges joining v with a vertex of W , whereas if v ∈ W
we have (v ·W ) ≤ 0
We are going to study functions on G, and their divisors. A rational
function f on G is a map f : V (G) → Z. To define the associated
divisor, div(f), we proceed in analogy with classical geometry. We
begin by requiring that if f is constant its divisor be equal to 0. The
set of rational functions on G is a group under addition; so we require
that if c : V (G) → Z is constant then div(f + c) = div(f). Now we
need to study the analogue of zeroes and poles, i.e. the local behaviour
of a function near each v ∈ V (G). We write
div(f) :=
∑
v∈V (G)
ordv(f)v
where ordv(f) ∈ Z needs to be defined so as to depend on the behaviour
of f near v, that is on the value of f at each w close to v, and on how
close v and w are. We are also requiring that ordv(f) be invariant
under adding a constant to f , this suggests that ordv(f) be a function
of the difference f(v) − f(w), proportional to (v · w). That was an
intuitive motivation for the following definition
(6) ordv(f) :=
∑
w 6=v
(f(v)− f(w))(v · w).
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Loosely speaking, ordv(f) = 0 means f is locally constant at v, and
ordv(f) > 0 (resp. ordv(f) < 0), means v is a local maximum for f
(resp. a local minimum).
Notice the following useful simple fact.
Remark 1.1. Let Z ⊂ V (G) be the set of vertices where the function
f takes its minimum value. Then div(f)(Z) ≤ −(Z ·Zc) and for every
v ∈ Z we have div(f)(v) ≤ 0.
Note that ordv(f) = − ord−f(v) and ordv(f)+ordv(g) = ordv(f+g).
The divisors of the form div(f) are called principal, and are easily seen
to have degree zero. Thus they form a subgroup of Div0(G), denoted
by Prin(G).
Two divisors d, d′ ∈ Div(G) are linearly equivalent, written d ∼ d′,
if d − d′ ∈ Prin(G). We write Pic(G) = Div(G)/ ∼; we usually denote
an element of Pic(G) by δ and write d ∈ δ for a representative; we also
write δ = [d]. Now, d ∼ d′ implies |d| = |d′| hence we set
Picd(G) = Divd(G)/ ∼
(often in the graph-theory literature the notation Jac(G) is used for
what we here denote by Pic(G) to stress the analogy with algebraic
geometry).
The group Pic0(G) appears in several different places of the mathe-
matical literature, with various names and notations; see for example
[5], [15], [16].
It is well known that Picd(G) is a finite set whose cardinality equals
the complexity, i.e. the number of spanning trees, of the graph G.
Remark 1.2. The intersection product does not depend on the loops or
the weights of G, hence the same holds for Prin(G) and Pic(G).
To define the combinatorial rank we proceed in two steps, treating
loopless, weightless graphs first.
Let G be a loopless, weightless graph, and d ∈ Div(G). Following
[6], we define the (combinatorial) rank of d as follows
(7) rG(d) = max{k : ∀e ∈ Div
k
+(G) ∃d
′ ∼ d such that d′ − e ≥ 0}
with rG(d) = −1 if the set on the right is empty.
The combinatorial rank defined in (7) satisfies a Riemann-Roch for-
mula (see below) if the graph is free from loops and weights, but not
in general. This is why a different definition is needed for weighted
graphs admitting loops. To do that we introduce the weightless, loop-
less graph G• obtained from G by first attaching ω(v) loops based at v
for every v ∈ V (G), and then by inserting a vertex in every loop edge.
This graph G• (obviously free from loops) is assigned the zero weight
function. Now G and G• have the same genus.
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As V (G) ⊂ V (G•) we have a natural injection ι : Div(G) →֒ Div(G•).
It is easy to see that ι(Prin(G)) ⊂ Prin(G•), hence we have
(8) Pic(G) →֒ Pic(G•).
We define the rank for a divisor d on any graph G as follows:
(9) rG(d) := rG•(ι(d))
where the right-hand-side is defined in (7).
Remark 1.3. If d ∼ d′ we have rG(d) = rG(d
′).
Example 1.4. The picture below represents G• for a graph having one
vertex of weight 1 and one loop based at a vertex of weight zero. We
have Pic0(G) = 0 and it is easy to check that Pic0(G•) ∼= Z/2Z⊕Z/2Z.
Consider the divisor v ∈ Div(G); then rG(v) = 0.
G = •
+1
v w
◦ G• = ◦ ◦
v w
◦ ◦
Figure 1. Weightless loopless model of G
In our figures, weight-zero vertices are represented by a “◦”.
It is clear that different graphs may have the same G•, see for exam-
ple the picture in the proof of 2.7. Other examples will be given in the
sequel, also during some proofs.
1.2. Simple comparisons. As is well known, the combinatorial rank
is the analogue of the rank for a divisor on a smooth curve, in the
following sense. If X is smooth and D is a divisor on it we have
r(X,D) = h0(X,D)− 1 =
= max{k : ∀p1, . . . , pk ∈ X ∃D
′ ∼ D : D′ − pi ≥ 0 ∀i = 1 . . . k}.
Now, if X is singular the above identity may fail, as the next example
shows. First, recall that two Cartier divisors, D and D′, on X are de-
fined to be linearly equivalent, in symbols D ∼ D′, if the corresponding
line bundles, or invertible sheaves, OX(D) and OX(D
′), are isomorphic.
Example 1.5. Let X = C1 ∪ C2 be the union of two smooth rational
curves meeting at a point (a node of X). Let q ∈ C2 be a smooth
point of X ; then r(X, q) = 1 (see the next remark). Now, for any
smooth point p of X lying on C1 we have q 6∼ p (these two divisors
have different multidegree).
We will use the following simple facts.
Remark 1.6. Let X = Z ∪ Y with Z and Y connected subcurves with
no common components, set k := |Z ∩ Y |. Pick L ∈ PicX , then:
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(1) r(Z, LZ)+r(Y, LY )−k+1 ≤ r(X,L) ≤ r(Z, LZ)+r(Y, LY )+1.
(2) If k = 1 we have r(X,L) = r(Z, LZ) + r(Y, LY ) + 1 if and only
if LZ and LY have a base point at the branch over Z ∩ Y .
(3) If degLZ < 0 we have r(X,L) = r(Y, LY (−Y ·Z)), where Y ·Z
denotes the degree-k divisor cut by Z on Y .
Let X be a nodal connected curve and G its dual graph. Recall that
G is defined so that the set of its vertices is identified with the set of
irreducible components of X (we always use notation (2)), the set of its
edges is identified with the set of nodes of X , and for v, w ∈ V (G) we
have (v ·w) = |Cv∩Cw|. The weight function on G assigns to the vertex
v the genus of the desingularization of the corresponding component,
Cv. The arithmetic genus of X is equal to the genus of its dual graph.
The divisor theory of G is best connected to the divisor theory of
X by adding to the picture variational elements, i.e. by considering
one-parameter families of curves specializing to X , as follows.
Let φ : X → B be a regular one-parameter smoothing of a curve
X . That is, B is a smooth connected one-dimensional variety with a
marked point b0 ∈ B , X is a regular surface, and φ
−1(b0) ∼= X while
φ−1(b) is a smooth curve for every b 6= b0. Such a φ determines a
discrete subgroup TwφX of Pic
0(X):
(10) TwφX := {OX (D)|X , ∀D ∈ Div(X ) : SuppD ⊂ X}/ ∼= .
Elements of TwφX are called twisters. The multidegree map
deg : TwφX −→ Z
γ = Div(G)
has image, independent of φ, written
ΛX = deg (TwφX) ⊂ Div
0(G).
We now connect with the divisor theory of G. Write X = ∪vi∈V (G)Cvi ;
it is obvious that ΛX is generated by deg O(Cvi) for i = 1, . . . , γ. On
the other hand we clearly have
deg O(Cvi) = ((v1 · vi), . . . , (vγ · vi)) = −divfi
where fi : V (G) → Z is the function taking value +1 at vi and
zero elsewhere. Therefore deg O(Cvi) ∈ Prin(G). Finally, as the set
{div(fi), i = 1, . . . γ} generates Prin(G), we obtain
ΛX = Prin(G).
For v ∈ V (G) we shall denote
(11) tv := deg O(Cv) = ((v1 · v), . . . , (vγ · v)) ∈ Prin(G).
By (5) any γ − 1 elements of type tv generate Prin(G).
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We denote by qφ : Pic(X) → Pic(X)/TwφX the quotient map.
Summarizing, we have a commutative diagram
(12) Div(X) // Pic(X)
deg
//
qφ

Div(G)
qG

Pic(X)/TwφX // Div(G)/PrinG = Pic(G).
We are going to use the diagram to compare the combinatorial rank
rG(d) to the algebraic rank r(X,L), where L is a line bundle on X . The
next statement summarizes a series of well known facts by highlighting
opposite behaviours.
Proposition 1.7 (Differences in combinatorial and algebraic setting).
Let X be a reducible curve and G its dual graph.
(1) (a) For every d ∈ Z and d ∈ Divd(G) we have rG(d) ≤ max{−1, d}.
(b) For every d, n ∈ Z there exist infinitely many d with |d| = d
such that r(X,L) > n for every L ∈ Picd(X).
(2) (a) For any d, d′ ∈ Div(G) with d ∼ d′ (i.e. qG(d) = qG(d
′)) we
have rG(d) = rG(d
′).
(b) For every regular one-parameter smoothing φ of X there ex-
ist infinitely many L, L′ ∈ Pic(X) with qφ(L) = qφ(L
′) and
r(X,L) 6= r(X,L′).
(3) (a) [6, Lemma 2.1] For any d, d′ ∈ Div(G) with rG(d) ≥ 0 and
rG(d
′) ≥ 0 we have
rG(d) + rG(d
′) ≤ rG(d+ d
′).
(b) There exist infinitely many L, L′ ∈ Pic(X) with r(X,L) ≥ 0
and r(X,L′) ≥ 0 such that
r(X,L) + r(X,L′) > r(X,L⊗ L′).
(4) (a) [6, Cor. 3.5](Clifford for graphs) For any 0 ≤ d ≤ 2g − 2 and
any d ∈ Divd(G) we have
rG(d) ≤ d/2.
(b) For any 0 ≤ d ≤ 2g − 2 there exist infinitely many d with
|d| = d such that for any L ∈ Picd(X)
r(X,L) > d/2.
Remark 1.8. In [6] the authors work with loopless, weightless graphs,
but it is clear that the two above results extend, using definition (9).
Proof. Part (1). The assertion concerning rG follows immediately from
the definition. The second part follows from the next observation.
Let d = (d1, . . . , dγ) be any multidegree on X . For any integer m
we pick d′ = (d′1, . . . , d
′
γ) ∼ d such that d
′
1 ≥ m (for example d
′ =
d− deg OX((m+ d1)C1)). It is clear that for any n ∈ N we can choose
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m large enough so that for every L′ ∈ Picd
′
(X) we have r(X,L′) ≥ n.
In particular, for every L ∈ Picd(X), any regular smoothing φ of X ,
there exists L′ ∈ Pic(X) such that qφ(L) = qφ(L
′) and r(X,L′) ≥ n.
From this argument we derive item (b) for parts (1), (2) and (4).
It remains to prove item (b) of part (3). Fix an irreducible compo-
nent C of X and set Z = X r C. Pick any effective Cartier divisor E
on X with SuppE ⊂ Z and such that, setting L′ = OX(E), we have
(13) r(X,L′) ≥ 1.
Now pick m ≥ 2gC + k where gC is the arithmetic genus of C and
k = |C ∩ Z|. Let d be a multidegree with dC = m and such that
dZ + degZOX(E) < 0.
In particular dZ < 0, hence for every L ∈ Pic
dX we have
r(X,L) = r(C,L(−C · Z)) = m− k − gC ≥ gC ≥ 0
(writing C · Z for the divisor cut on C by Z; see Remark 1.6). Now
consider L ⊗ L′ = L(E). We have deg
Z
L(E) = dZ + degZOX(E) < 0
hence
r(X,L⊗ L′) = r(C,L(E − C · Z)) = r(C,L(−C · Z)) = r(X,L).
By (13), we have r(X,L⊗ L′) < r(X,L) + r(X,L′) and are done. 
We now mention, parenthetically but using the same set-up, a dif-
ferent type of result on the interplay between algebraic geometry and
graph theory, when families of curves are involved. This is the Special-
ization Lemma of [8], concerning a regular one-parameter smoothing
φ : X → B of a curve X as before (so that X is the fiber over b0 ∈ B).
This lemma states that if L is a line bundle on the total space X then,
up to shrinking B near b0, for every b ∈ Br{b0} the algebro-geometric
rank of the restriction of L to the fiber over b is at most equal to the
combinatorial rank of the multidegree of the restriction of L to X .
In symbols, for all b 6= b0, we have r(φ
−1(b),L|φ−1(b)) ≤ rG(deg L|X).
(This form is actually a generalization of the one proved in [8]; see [1]
and [2].) Apart from being interesting in its own right, the Specializa-
tion Lemma has some remarkable applications, like a new proof of the
classical Brill-Noether theorem (see [3]) given in [11]. We view this as
yet another motivation to study the algebro-geometric meaning of the
combinatorial rank.
A fundamental analogy between the algebraic and combinatorial set-
ting is the Riemann-Roch formula, which holds for every nodal curve
X and every graph G. The algebraic case is classical: let KX ∈ Pic(X)
be the dualizing line bundle (equal to the canonical bundle if X is
smooth), then for any Cartier divisor D on X we have
r(X,D)− r(X,KX(−D)) = degD − g + 1
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where g is the arithmetic genus of X .
The same formula holds for graphs. To state it, we introduce the
canonical divisor, kG, of a graph G:
(14) kG :=
∑
v∈V (G)
(
2ω(v)− 2 + val(v)
)
v
where val(v) is the valency of v. If G is the dual graph of X we have
(15) kG = deg KX .
Theorem 1.9 (Riemann-Roch formula for graphs). Let G be a graph
of genus g; for every d ∈ Divd(G) we have
rG(d)− rG(kG − d) = d− g + 1.
This is [6, Thm 1.12] for loopless, weightless graphs; the extension
to general graphs can be found in [2].
From Riemann-Roch we immediatly derive the following facts.
Remark 1.10. Let d ∈ Div0(G). Then rG(d) ≤ 0 and equality holds if
and only if d ∼ 0.
Let d ∈ Div2g−2(G). Then rG(d) ≤ g − 1 and equality holds if and
only if d ∼ kG.
1.3. Edge contractions and smoothings of nodes. Let S ⊂ E(G)
be a set of edges. By G/S we denote the graph obtained by contracting
to a point (i.e. a vertex of G/S) every edge in S; the associated map
will be denoted by
σ : G→ G/S.
There is an obvious identification E(G/S) = E(G) r S. The map σ
induces a surjection
σV : V (G) −→ V (G/S); v 7→ σ(v).
For v ∈ V (G/S) we set ω(v) =
∑
v∈σ−1
V
(v) ω(v) + b1(σ
−1(v)) for its
weight, so that ω(v) is the genus of the (weighted) graph σ−1(v). We
refer to G/S as a contraction of G; notice that G and G/S have the
same genus. A picture can be found in Example 1.13.
Remark 1.11. Contractions are particularly interesting for us, as they
correspond to “smoothings” of algebraic curves. More precisely, let
φ : X → B be a one-parameter family of curves having X as special
fiber, and let n ∈ X be a node; we say that φ is a smoothing of n if n
is not the specialization of a node of the generic fiber (i.e. if there is an
open neighborhood U ⊂ X of n such that the restriction of φ to U r n
has smooth fibers). Let G be the dual graph of X and let S ⊂ E(G) be
the set of edges corresponding to nodes n such that φ is a smoothing of
n. Then, the contraction G/S is the dual graph of the fibers of φ near
X . The converse also holds, i.e. for any contraction G → G/S there
exists a deformation of X smoothing precisely the nodes corresponding
to S.
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Observe now that associated to σ : G→ G/S there is a map
σ∗ : Div(G) −→ Div(G/S);
∑
v∈V (G)
nvv 7→
∑
v∈V (G/S)
( ∑
v∈σ−1
V
(v)
nv
)
v.
We need the following fact (essentially due to Baker-Norine, [7]).
Proposition 1.12. Let G be a graph, e ∈ E(G), and let σ : G→ G/e
be the contraction of e. Then
(1) σ∗ : Div(G) → Div(G/e) is a surjective group homomorphism
such that σ∗(Prin(G)) ⊃ Prin(G/e).
(2) Pic(G) ∼= Pic(G/e) if and only if e is a bridge (i.e. a separating
edge). In this case the above isomorphism is induced by σ∗, and
σ∗ preserves the rank.
Proof. It is clear that σ∗ is a surjective homomorphism. Let v0, v1 ∈
V (G) be the endpoints of e. Set G := G/e, now write V (G) =
{v0, v1, . . . , vn} and V (G) = {v1, . . . , vn} with σV (vi) = vi for i ≥ 1.
Denote by ti = ((v0 ·vi), (v1 ·vi), . . . , (vn ·vi)) ∈ Prin(G) the principal
divisor corresponding to vi, defined in (11), and by ti the principal
divisor of G corresponding to vi. As we mentioned earlier, it suffices to
show that ti ∈ σ∗(ΛG) for i = 2, . . . , n. This follows from the identity
(16) σ∗(ti) = ti, ∀i = 2, . . . , n.
Let us prove it for i = 2 (which is obviously enough). We have
σ∗(t2) = ((v0 · v2) + (v1, ·v2), (v2 · v2), . . . , (vn · v2)),
now (v0 · v2) + (v1, ·v2) = (v1 · v2) and (vi · v2) = (vi · v2) for every i ≥ 2
hence (16) is proved.
Part (2). Suppose e is a bridge; then by [7, Lm. 5.7, Cor. 5.10] there
is a rank-preserving isomorphism Pic(G•) ∼= Pic(G•/e). Of course,
G•/e = (G/e)•, hence by (8), we obtain a rank preserving isomorphism
Pic(G) ∼= Pic(G/e).
Assume e is not a bridge. Recall that for any d and any G the set
PicdG has cardinality equal to the complexity, c(G), of G. Therefore
it is enough to prove that G and G have different complexity. Now, it
is easy to see that the contraction map σ : G→ G induces a bijection
between the spanning trees of G and the spanning trees of G containing
e. On the other hand, since e is not a bridge, G admits a spanning
tree not containing e (just pick a spanning tree of the connected graph
G− e). We thus proved that c(G) > c(G), and we are done. 
We observed in Remark 1.11 that one-parameter families of curves
correspond to edge contractions of graphs. Now, in algebraic geometry
the rank of a divisor is an upper-semicontinuous function: given a fam-
ily of curves Xt specializing to a curve X , with a family of divisors Dt ∈
Div(Xt) specializing to D ∈ Div(X), we have r(Xt, Dt) ≤ r(X,D).
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Do we have a corresponding semicontinuity for the combinatorial
rank? The answer in general is no. By Proposition 1.12, contraction of
bridges preserves the rank. But the following example illustrates that
the rank can both decrease or increase if a non-bridge is contracted.
Example 1.13. Failure of semicontinuity under edge contractions.
Consider the contraction of the edge e4 ∈ E(G) for the graph G in
the picture below.
◦
e2
v1 v2
e1
e3
v3
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈ ◦
e4G = // ◦ e2
w2
e1w1
e3
◦ = G/e4
◦
Figure 2. Contraction of e4
Let us first show that the combinatorial rank may decrease. Pick
d = (−2, 3,−1) ∈ Div(G); then rG(d) = 0 as
d = −tv2 ∼ (0, 0, 0).
Now σ∗(d) = (−2, 2) and hence
rG/e4(σ∗(d)) = −1 < rG(d).
Now let us show that the combinatorial rank may go up. Consider
d = (1,−1, 1) ∈ Div(G); then one checks easily (or by Lemma 1.14)
that rG(d) = −1. Now σ∗(d) = (1, 0) hence rG/e4(1, 0) = 0 > rG(d).
Let us give also an example with rG ≥ 0. Pick e = (1,−1, 2) so that
rG/e4(σ∗(e)) = rG/e4(1, 1) = 1.
Now e + tv3 = (1,−1, 2) + (1, 1,−2) = (2, 0, 0), hence rG(e) ≥ 0. To
show that rG(e) ≤ 0 we note that if we subtract (0, 0, 1) from e we get
(1,−1, 1), which has rank −1, as observed above.
A convenient computational tool is provided by the following Lemma,
of which we had originally a slightly less general version; the following
version was suggested by the referee.
Lemma 1.14. Fix an integer r ≥ 0 and let d ∈ Div(G) be such that
for some v ∈ V (G) we have d(v) < r. Assume that for every subset of
vertices Z ⊂ V (G)r{v} we have d(Z) < (Z ·Zc). Then rG(d) ≤ r−1.
Proof. Since both hypotheses remain valid in G•, and rG(d) is defined
as the rank of d on G•, we can assume G weightless and loopless.
For notational consistency, write e ∈ Div1+(G) for the (effective)
divisor corresponding to v. By contradiction, suppose rG(d) ≥ r; hence
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rG(d− re) ≥ 0, but d− re is not effective by hypothesis. Therefore for
some nontrivial principal divisor t = div(f) ∈ Prin(G) we have
0 ≤ d− re+ t.
We use Remark 1.1; let Z ⊂ V (G) be the set of vertices where f
assumes its minimum; then t(Z) ≤ −(Z · Zc). We have v 6∈ Z, for
otherwise t(v) ≤ 0 hence (d−re+t)(v) < r−r = 0 which is impossible.
Therefore, by hypothesis, d(Z) < (Z · Zc), which yields (as e(Z) = 0)
0 ≤ (d− re+ t)(Z) = d(Z)− re(Z) + t(Z) ≤ d(Z)− (Z · Zc) < 0,
a contradiction. 
2. Algebraic interpretation of the combinatorial rank
Let G be a graph of genus least 2. We say G is semistable if every
vertex of weight zero has valency at least 2, and we say G is stable if
every vertex of weight zero has valency at least 3. This terminology is
motivated by the fact that a curve X of arithmetic genus at least 2 is
semistable, or stable, if and only if so is its dual graph.
2.1. A conjecture. If G is a stable graph, the locus of isomorphism
classes of curves whose dual graph is G is an interesting subset of
the moduli space of stable curves, denoted Malg(G) ⊂ Mg; it is well
known that Malg(G) is irreducible, quasiprojective of dimension 3g −
3 − |E(G)|. More generally, i.e. for any graph, we denote by Malg(G)
the set of isomorphism classes of curves having G as dual graph.
Let X ∈Malg(G) and d ∈ Div(G), we denote
rmax(X, d) := max{r(X,L), ∀L ∈ Picd(X)}.
By Riemann-Roch we have
(17) rmax(X, d) ≥ max{−1, |d| − g}.
We want to study the relation between rG(d) and r
max(X, d). Now, the
combinatorial rank rG is constant in an equivalence class, hence we set,
for any δ ∈ Pic(G) and d ∈ δ
rG(δ) := rG(d).
On the other hand, we saw in Proposition 1.7 that the algebraic rank
behaves badly with respect to linear equivalence of multidegrees, in-
deed, it is unbounded on the fibers of qφ. Therefore we set
r(X, δ) := min{rmax(X, d), ∀d ∈ δ}.
Now, having the analogy with (1) in mind, we state
Conjecture 1. Let G be a graph and δ ∈ Picd(G). Then
rG(δ) = max{r(X, δ), ∀X ∈M
alg(G)}.
14 LUCIA CAPORASO
We set
ralg(G, δ) := max{r(X, δ), ∀X ∈Malg(G)},
so that the above conjecture becomes
(18) ralg(G, δ) = rG(δ).
We think of ralg(G, δ) as the “algebro-geometric” rank of the combi-
natorial class δ. We shall prove that (18) holds in low genus and for
d ≥ 2g − 2.
Remark 2.1. Stable and semistable curves are of fundamental impor-
tance in algebraic geometry; see [4], [12], [14]. We shall see, as a
consequence of Lemma 2.4, that if Identity (18) holds for semistable
graphs, it holds for any graph.
The following is a simple evidence for the conjecture.
Lemma 2.2. Conjecture 1 holds for δ = 0. More precisely for every
G and X ∈ Malg(G) we have rmax(X, d) = rG(δ) = 0.
Proof. We have rG(δ) = 0, of course. Now, as we explained in Sub-
section 1.2, every d ∈ δ is the multidegree of some twister of X ; pick
one of them, T , so that T ∈ Picd(X) ∩ Twφ(X) for some regular one-
parameter smoothing φ. By upper-semicontinuity of the algebraic rank,
the twister T , being the specialization of the trivial line bundle, satis-
fies r(X, T ) ≥ 0. On the other hand r(X,OX) = 0 and it is easy to
check that any other L ∈ Pic0(X) has rank −1; so we are done. 
Here is an example where Conjecture 1 holds, and the equality
r(X, δ) = rG(δ) does not hold for every X ∈M
alg(G).
Example 2.3. Let G be a binary graph of genus g ≥ 2, i.e. G is the
graph with two vertices of weight zero joined by g + 1 edges. (This
graph is sometimes named “banana” graph; we prefer the word binary
for consistency with the terminology used in other papers, such as [10].)
G = ◦v1
eg+1
v2
e2
e1
◦
Let d = (1, 1) ∈ Div(G). It is clear that rG(d) = 1.
Let now X be a curve whose dual graph is G, so X has two smooth
rational components intersecting in g + 1 points; we say X is a binary
curve. It is easy to check that Clifford’s theorem holds in this case (i.e.
for this multidegree), hence r(X,L) ≤ 1 for every L ∈ Pic(1,1)(X).
Suppose first that g = 2. Then we claim that for every such X we
have rmax(X, d) = 1 and there exists a unique L ∈ Pic(1,1)(X) for which
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r(X,L) = 1. Indeed, to prove the existence it suffices to pick L = KX .
The fact that there are no other line bundles with this multidegree and
rank follows from Riemann-Roch.
Now let g ≥ 2. We say that a binary curve X = C1 ∪C2 is special if
there is an isomorphism of pointed curves
(C1; p1, . . . pg+1) ∼= (C2; q1, . . . qg+1)
where pi, qi are the branches of the i-th node of X , for i = 1, . . . g + 1
(if g = 2 every binary curve is special).
We claim that rmax(X, d) = 1 if and only if X is special, and in this
case there exists a unique L ∈ Pic(1,1)(X) for which r(X,L) = 1. We
use induction on g; the base case g = 2 has already been done . Set
g ≥ 3 and observe that the desingularization of a special binary curve
at a node is again special.
Let ν1 : X1 → X be the desingularization of X at one node, so that
X1 has genus g−1. Let p, q ∈ X1 be the branches of the desingularized
node. By induction X1 admits a line bundle L1 of bidegree (1, 1) and
rank 1 if and only if X1 is special, and in this case L1 is unique. Next,
there exists L ∈ Pic(1,1)(X) having rank 1 if and only if X1 is special,
ν∗1L = L1 and,
r(X1, L1(−p)) = r(X1, L1(−q)) = r(X1, L1(−p− q)) = 0;
moreover such L is unique if it exists (see [10, Lm. 1.4]). Therefore
L1 = O(p+ q), hence X is a special curve. The claim is proved.
Let us now consider d′ ∼ d with d′ 6= d:
d′ = (1 + n(g + 1), 1− n(g + 1)).
By symmetry we can assume n ≥ 1. Then for any L ∈ Picd
′
X we have
r(X,L) = r(C1, LC1(−C1·C2)) = r(P
1,O((n−1)g+n)) = (n−1)g+n ≥ 1.
Therefore, denoting by δ ∈ Pic(G) the class of d = (1, 1) we have
r(X, δ) = rmax(X, d) for every X ∈Malg(G).
Here is a summary of what we proved.
Let G be a binary graph of genus g ≥ 2, d = (1, 1) and δ ∈ Pic(G) the
class of d. Pick X ∈Malg(G), then
r(X, δ) = rmax(X, d) =
{
1 if X is special
0 otherwise.
And if X is special there exists a unique L ∈ Pic(1,1)(X) having rank 1.
2.2. Low genus cases. We use the following terminology. A vertex
v ∈ V (G) of weight zero and valency one is a leaf-vertex, and the edge
e ∈ E(G) adjacent to v is a leaf-edge. Note that a leaf-edge is a bridge.
Let σ : G → G = G/e be the contraction of a leaf-edge. By Propo-
sition 1.12 the map σ∗ : Div(G)→ Div(G) induces an isomorphism
σ∗ : Pic(G)
∼=
−→ Pic(G)
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(abusing notation). Let X ∈ Malg(G), then the component Cv corre-
sponding to the leaf-vertex v is a smooth rational curve attached at a
unique node; such components are called rational tails. Now, we have
a natural surjection
Malg(G) −→ Malg(G); X 7→ X
where X is obtained from X by removing Cv. Here is a picture, useful
also for Lemma 2.4.
Z
X =
Cv
X =
Lemma 2.4. Let G be a graph and σ : G→ G = G/e the contraction
of a leaf-edge. For every δ ∈ Pic(G) and every X ∈ Malg(G) we have,
with the above notation,
r(X, δ) = r(X, σ∗(δ)).
In particular, Identity (18) holds for G if and only if it holds for G.
Proof. Let v ∈ V (G) be the leaf-vertex of e and C = Cv ⊂ X the
corresponding rational tail; we write X = C ∪ Z with Z ∼= X, and
identify Z = X from now on. Pick d ∈ δ and set c = d(v); we define
d0 := d+ ctv
where tv ∈ Prin(G) was defined in (11). Hence d
0(v) = 0 and d0 ∼ d.
Notice that σ∗(d) = σ∗(d
0). Now, since C∩Z is a separating node of X ,
there is a canonical isomorphism PicX ∼= Pic(C)×Pic(Z) mapping L
to the pair of its restrictions, (LC , LZ). Hence we have an isomorphism
Picd
0
(X)
∼=
−→ Picσ∗(d
0)(X); L 7→ L := LZ ,
as for any L ∈ Picd
0
(X) we have LC = OC . Moreover, we have
r(X,L) = r(Z, LZ) = r(X,L)
by Remark 1.6. Therefore
(19) rmax(X, d0) = rmax(X, σ∗(d
0)).
Now we claim that for every d ∈ δ we have
(20) rmax(X, d) ≥ rmax(X, d0).
This claim implies our statement. In fact it implies that r(X, δ) can be
computed by looking only at representatives taking value 0 on C, i.e.
r(X, δ) = min{rmax(X, d0), ∀d0 ∈ δ};
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now by (19) and the fact that σ∗ : Div(X)→ Div(X) is onto we get
r(X, δ) = min{rmax(X, d), ∀d ∈ σ∗(δ)} = r(X, σ∗(δ))
and we are done.
We now prove (20). By what we said before, line bundles on X
can be written as pairs (LC , LZ). Pick L ∈ Pic
d(X) and set L0 :=
(OC , LZ(cp)) where p = C ∩ Z ∈ Z and c = degC L as before. Hence
L0 ∈ Picd
0
(X) and this sets up a bijection
Picd(X) −→ Picd
0
(X); L 7→ L0.
We shall prove r(X,L) ≥ r(X,L0) for every L ∈ Picd(X), which clearly
implies (20). If c ≥ 0 we have
r(X,L) ≥ r(C,O(c)) + r(Z, LZ) = c+ r(Z, LZ)
and
r(X,L0) = r(Z, LZ(cp)) ≤ c+ r(Z, LZ);
combining the two inequalities we are done. If c < 0 we have
r(X,L) = r(Z, LZ(−p)) ≥ r(Z, LZ(−|c|p)) = r(X,L
0).
The proof is finished. 
Let G have genus g ≥ 2 and let G be obtained after all possible
leaf-edges contractions; then G is a semistable graph. By the previous
result we can assume all graphs and curves of genus ≥ 2 semistable.
Corollary 2.5. Conjecture 1 holds if g = 0.
Proof. By Lemma 2.4 we can assume G has one vertex (of weight zero)
and no edges, so that the only curve in Malg(G) is P1. Now every
δ ∈ Picd(G), has a unique representative and rG(δ) = max{−1, d}. On
the other hand Picd(P1) = {O(d)} and r(P1,O(d)) = max{−1, d}. 
Another consequence of Lemma 2.4 is the following.
Proposition 2.6. Conjecture 1 holds if g = 1.
Proof. By Riemann-Roch we have, for every δ ∈ Picd(G)
rG(δ) =


d− 1 if d ≥ 1
0 if δ = 0
−1 otherwise.
By Lemma 2.4 we can assume G has no leaves. If G consists of a vertex
of weight 1 then a curve X ∈ Malg(G) is smooth of genus 1, and the
result follows from Riemann-Roch.
So we can assume G is a cycle with γ vertices, all 2-valent of weight
zero, and γ edges. Now, we have |Picd(G)| = γ (as the complexity of
G is obviously γ). Let us exhibit the elements of Picd(G) by suitable
representatives:
Picd(G) = {[(d, 0γ−1)], [(d− 1, 1, 0γ−2)], . . . , [(d− 1, 0γ−2, 1)]}
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where we write 0i = (0, . . . , 0) ∈ Z
i. We need to show the above γ
multidegrees are not equivalent to one another; indeed the difference
of any two of them is of type ±(0i, 1, 0j ,−1, 0k) which has rank −1 (by
Lemma 1.14 for example).
Pick nowX ∈Malg(G). Assume d ≥ 1. By Riemann-Roch r(X,L) ≥
d−1 for any line bundle L of degree d, so it suffices to show that every
δ ∈ Picd(G) has a representative d such that for some L ∈ Picd(X)
equality holds. Let d be any of the above representatives and pick
L ∈ Picd(X). It is easy to check directly that r(X,L) = d− 1 (or, one
can apply [10, Lm. 2.5]), so we are done.
Suppose d ≤ 0; by Lemma 2.2 we can assume δ 6= 0. Let d again
be any of the above representatives. One easily see that r(X,L) = −1
for every L ∈ Picd(X) (as a nonzero section of OP1(1) cannot have two
zeroes). Hence r(X, δ) = −1 = rG(δ) for every X ∈ M
alg(G). The
result is proved. 
The proof of the next proposition contains some computations that
could be avoided using later results. Nevertheless we shall give the
direct proof, which explicitly illustrates previous and later topics.
Proposition 2.7. Conjecture 1 holds for stable graphs of genus 2.
Proof. Let G be a stable graph of genus 2 and δ ∈ Picd(G). In some
cases rG(δ) is independent of G; namely if d < 0 then rG(δ) = −1, and
if d ≥ 3 then rG(δ) = d − 2 by [2, Thm 3.6]. For the remaining cases
we need to know G. As G is stable, it has at most two vertices; the
case |V (G)| = 1 is treated just as for higher genus, so we postpone it to
Corollary 2.11. If |V (G)| = 2 there are only two possibilities, which we
shall treat separately. We shall use Remark 1.6 several times without
mentioning it.
Case 1. G has only one edge and both vertices of weight 1. Below we
have a picture of G together with its weightless model G•, and with a
useful contraction of G•:
G = •
+1 +1
• G• = ◦ ◦
e
◦ ◦ G•/e = ◦ ◦ ◦
Clearly, we can identify Pic(G) = Z. Next denoting by e the bridge
of G•, by Proposition 1.12 we have a rank preserving isomorphism
Pic(G•) ∼= Pic(G•/e).
Finally, since there is an injection Pic(G) →֒ Pic(G•) we also have
Pic(G) →֒ Pic(G•/e); [(d1, d2)] 7→ [(0, d1 + d2, 0)]
where we ordered the vertices from left to right using the picture.
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For any X ∈Malg(G), we have X = Z ∪ Y with Z and Y smooth of
genus 1, intersecting at one point.
If d < 0 we pick the representative (0, d) ∈ δ. Then rmax(X, (0, d)) =
−1, hence r(X, δ) = −1 and we are done. If d ≥ 3 we pick (d1, d2) ∈ δ
with d1 ≥ 1 and d2 ≥ 2 so that
rmax(X, (d1, d2)) = d1 − 1 + d2 − 1 = d− 2 = rG(δ);
by (17) we are done. The case δ = 0 is in 2.2. The remaining two
cases, d = 1, 2 are done in the second and third column of the table
below. The combinatorial rank is computed on G•/e. For the alge-
braic computations we used also the symmetry of the situation. The
two consecutive rows starting with rG(d) and r
max(X, d) prove that
r(X, δ) ≤ rG(δ); the last row shows that equality holds.
[d] ∈ Pic(G) [(0, 1)] [(0, 2)]
[d•] ∈ Pic(G•/e) [(0, 1, 0)] [(0, 2, 0)]
rG(d) = 0 1
rmax(X, d) = 0 1
d′ ∼ d (a, 1− a) (a, 2− a)
rmax(X, d′) =
{
a− 1 ≥ 1 a ≥ 2
−a ≥ 1 a ≤ −1


a− 1 ≥ 2 a ≥ 3
1 a = 1
1− a ≥ 2 a ≤ −1
Case 1 is finished.
Case 2. G is a binary graph, as in Example 2.3, with 3 edges. We have
Pic0(G) ∼= Z/3Z. If d < 0 or d ≥ 3 we know rG(δ); for the remaining
cases we listed the rank of each class in the table below, with a choice
of representatives making the computations trivial (by Lemma 1.14).
d = 0 rG(0, 0) = 0 rG(1,−1) = −1 rG(2,−2) = −1
d = 1 rG(0, 1) = 0 rG(1, 0) = 0 rG(2,−1) = −1
d = 2 rG(0, 2) = 0 rG(1, 1) = 1 rG(2, 0) = 0
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Let now X ∈ Malg(G); we already described such curves in Exam-
ple 2.3, where we proved the result for δ = [(1, 1)], which we can thus
skip, as well as δ = [(0, 0)]. We follow the rows of the table. If d = 0
and a = 1, 2 we have for any L ∈ Pic(a,−a)(X),
(21) r(X,L) = r(P1,O(a− 3)) = −1 = rG(a,−a).
The case d = 0 is done. Next, rmax(X, (0, 1)) ≤ 0, and it is clear if
L = O(p), with p nonsingular point of X , we have r(X,L) = 0; hence
rmax(X, (0, 1)) = 0. For the other multidegrees in [(0, 1)] we have
r(X, (3a, 1− 3a)) =
{
r(P1,O(3a− 3) = 3a− 3 ≥ 0 if a ≥ 1
r(P1,O(−3a− 2) = −3a− 2 ≥ 1 if a ≤ −1.
So r(X, [(0, 1)]) = 0 = rG([(0, 1)]). As for the last class of degree 1, for
every X and L ∈ Pic(2,−1)(X) we have
r(X,L) = r(P1,O(−1)) = −1 = rG(2,−1)
hence this case is done.
We are left with δ = [(0, 2)]; we claim r(X, δ) = 0 for every X .
By Riemann-Roch r(X,L) ≥ 0 for any L ∈ Pic2(X), so we need to
prove that for some d ∈ δ equality holds for every L ∈ Picd(X); choose
d = (3,−1), then r(X,L) = r(P1,O(3− 3)) = 0 as claimed.
To finish the proof notice that r(X, δ) = −1 if d < 0 (easily done
arguing as for (21)). Finally, we claim r(X, δ) = d−2 if d ≥ 3. For this
we pick for δ a representative (d1, d2) with d1 ≥ 0 and d2 ≥ 3; then one
checks easily that rmax(X, (d1, d2)) = d− 2; by (17) we are done. 
2.3. High degree divisors and irreducible curves. Recall that we
can assume all graphs and curves semistable of genus at least 2. The
following theorem states that if d ≥ 2g − 2 then Identity (18) is true
in a stronger form. First we need the following.
Definition 2.8. Let G be a semistable graph of genus g ≥ 2, and let
d ∈ DivdG. We say that d is semibalanced if for every Z ⊂ V (G) the
following inequality holds
(22) d(Z) ≥ kG(Z)d/(2g − 2)− (Z · Z
c)/2
and if for every vertex v of weight zero and valency 2 we have d(v) ≥ 0.
We say that d is balanced if it is semibalanced and if for every vertex
v of weight zero and valency 2 we have d(v) = 1.
The reason for introducing this technical definition (the graph theo-
retic analogue of [9, Def. 4.6]) is that for line bundles of semibalanced
multidegree we have extensions of Riemann’s, and partially Clifford’s,
theorem, as we shall see in the proof of the next theorem.
Theorem 2.9. Let G be a semistable graph of genus g and assume
d ≥ 2g − 2. Then for every δ ∈ Picd(G) the following facts hold.
(1) Conjecture 1 holds.
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(2) There exists d ∈ δ such that rmax(X, d) = rG(d) for every X ∈
Malg(G).
(3) Every semibalanced d ∈ δ satisfies part (2).
Proof. We have that every δ ∈ PicG admits a semibalanced represen-
tative (see [9, Prop. 4.12]). Therefore (3) implies (2), which obviously
implies (1). We shall now prove (3).
If d ≥ 2g − 1, by [2, Thm 3.6] we have rG(δ) = d− g.
On the other hand, by the Riemann-Roch theorem for curves, we
have r(X,L) ≥ d− g for every line bundle L of degree d.
Now, by the extension of Riemann’s theorem to singular curves [10,
Thm 2.3], for every balanced representative d ∈ δ, and for every L ∈
Picd, we have
(23) r(X,L) = d− g.
Hence if d is balanced we are done. It remains to show that the the-
orem we just used extends to semibalanced multidegrees. A balanced
multidegree d is defined as a semibalanced one, satisfying the extra
condition d(v) = 1 for any vertex v of weight zero and valency 2. Now
it is simple to check that the proof of that theorem never uses the extra
condition, hence (23) holds also for any L of semibalanced multidegree.
This completes the proof in case d ≥ 2g − 1.
Now assume d = 2g − 2. By Remark 1.10 we have rG(δ) ≤ g − 1
with equality if and only if δ is the canonical class. Let d ∈ δ be
semibalanced. By [10, Thm 4.4] (an extension of Clifford’s theorem),
if d is such that for every subcurve Z ( X of arithmetic genus gZ we
have the following inequality
(24) d(Z) ≥ 2gZ − 1,
then we have rmax(X, d) ≤ g−1 with equality if and only if d = degKX ;
as degKX = kG we will be done if (24) holds for every subcurve Z.
To prove that, we abuse notation writing Z ⊂ V (G) for the set of
vertices corresponding to the components of Z. As d is semibalanced
we have
d(Z) ≥ kG(Z)− (Z · Z
c)/2 = 2gZ − 2 + (Z · Z
c)− (Z · Zc)/2
as by (15) we have kG(Z) = degZ KX = 2gZ − 2 + (Z · Z
c). Therefore
d(Z) ≥ 2gZ − 2 + (Z · Z
c)/2 ≥ 2gZ − 3/2,
(as (Z · Zc) ≥ 1) which implies d(Z) ≥ 2gZ − 1. So (24) holds and we
are done. 
Corollary 2.10. Conjecture 1 holds if d ≤ 0.
To prove Conjecture 1 in all remaining cases it suffices to prove it
for d ≤ g − 1.
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Proof. For d ∈ Div(G) set d∗ = kG−d so that |d
∗| = 2g−2−d. Then, by
Riemann Roch, rmax(X, d) = rG(d) if and only if r
max(X, d∗) = rG(d
∗).
Therefore the Conjecture holds for [d] if and ony if it holds for [d∗].
If d ≤ 0 then |d∗| ≥ 2g−2 and the Conjecture holds by Theorem 2.9.
If d ≥ g then |d∗| ≤ g − 2, so we reduced to the required range. 
Corollary 2.11. Conjecture 1 holds if |V (G)| = 1, i.e. if Malg(G)
parametrizes irreducible curves.
Proof. The graph G consists of a vertex v of weight h and g − h loops
attached to v, with 0 ≤ h ≤ g; recall that we can assume g ≥ 2. Let
δ = [d] ∈ PicG; we can assume 1 ≤ d ≤ g − 1. By [2, Lemma 3.7] we
have rG(d) =
⌊
d
2
⌋
.
Let now X ∈ Malg(G); as X is irreducible Clifford’s theorem holds,
hence r(X,L) ≤
⌊
d
2
⌋
for every L ∈ Picd(X). We must prove there
exists X ∈ Malg(G) admitting L ∈ Picd(X) for which equality holds.
If d = 1 we take L = OX(p) with p nonsingular point of X ; then
r(X,OX(p)) = 0. We are left with the case g ≥ 3; it is well known
that Malg(G) contains a hyperelliptic curve, X , and that there exists
L ∈ Picd(X) for which r(X,L) =
⌊
d
2
⌋
. So we are done. 
For convenience, we collect together all the cases treated in the paper.
Summary 2.12. Let G be a (finite, connectected, weighted) graph of
genus g and let δ ∈ Picd(G). Then Conjecture 1 holds in the following
cases.
(1) g ≤ 1.
(2) d ≤ 0 and d ≥ 2g − 2.
(3) |V (G)| = 1.
(4) G is a stable graph of genus 2.
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