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Abstract
Probablistic solutions of the so called Schrodinger boundary data problem
provide for a unique Markovian interpolation between any two strictly posi-
tive probability densities designed to form the input-output statistics data for
the process taking place in a nite-time interval. The key issue is to select
the jointly continuous in all variables Feynman-Kac kernel, appropriate for
the phenomenological (physical) situation. We extend the existing formula-
tions of the problem to cases when the kernel is not a fundamental solution
of a parabolic equation, and prove the existence of a continuous Markov inter-
polation in this case. Finally, we analyze the compatibility of this stochastic
evolution with the original parabolic dynamics. In particular, in conjunction
with Born's statistical interpretation postulate in quantum theory, we con-
sider stochastic processes which are compatible with the Schrodinger picture
quantum evolution, and give a detailed description of the procedure generat-
ing solutions of the Schrodinger problem in this context, independently of a
particular functional form of boundary densities and of the external potential.
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1 Motivation: why the time adjoint pair of para-
bolic equations is necessary to analyze quantum
dynamics ?
The Schrodinger problem [1] of reconstructing the "most likely" interpolating dy-
namics which is compatible with the prescribed input-output statistics data (an-
alyzed in terms of nowhere vanishing boundary probability densities) for a pro-
cess with the time of duration T > 0, can be given a unique solution, [2]. For






dym(x; y), mapping among Borel sets A ! B in time T , so that: (a) the




(B) as its marginals for
all A and B, (b) m(x; y) has the product form with a certain strictly positive and
jointly continuous in all variables kernel as a factor, [2, 3]. If the respective kernel is
associated with a strongly continuous dynamical semigroup, then the interpolating
process is Markovian, [3, 4].
The major issue, still to be addressed is: to specify under what circumstances
(possibly phenomenological, like in case of the boundary density data) the kernel
can be selected as appropriate, in reference to a concrete physical situation. Clearly,
in the present context, the obvious and natural candidates with a direct physical
appeal are the familiar Feynman-Kac kernels, [3, 4, 5, 6].
In the physical literature a standard arena for the usage of Feynman-Kac kernels,
and the related Feynman-Kac representation formula for solutions of parabolic par-
tial dierential equations, is either the Euclidean quantum theory [7, 8, 3, 9], or the
statistical physics of nonequilibrium phenomena. For example, the Fokker-Planck
equation, with its non-Hermitian Markov generator, is casually mapped into the
parabolic evolution problem, whose (semigroup) generator is selfadjoint [10, 11]. In-
directly [4, 12, 13, 5, 6, 14], through the Cameron-Martin formula, the Feynman-Kac
kernels appear as an important tool of the so called stochastic analysis of measures
and related stochastic processes. It is not accidental, since probability measures
and their densities are involved in each of the considered frameworks and studying
dynamics in terms of densities [15] is a theory with much broader, both physical
and mathematical, range of applications than indicated above.
The Schrodinger equation and the generalized heat equation, which is basic for
the original [16] Kac formula derivation, are connected by analytic continuation in
time. (We shall proceed in the notation appropriate to problems in space dimension
one, although the main body of our arguments is space dimension independent).
For V = V (x); x 2 R, bounded from below, the generator H =  2mD
2
4 + V is
essentially selfadjoint on a dense subset of L
2
, and the quantum unitary dynamics
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exp( iHt=2mD) is a nal result of the analytic continuation procedure for the
holomorphic [17] semigroup exp( H=2mD);  = s + it; s  0; s ! 0. Here, by
equating D = h=2m, the traditional notation is restored. Since the unit ball in
L
2
is left invariant by the unitary dynamics, and the Born statistical interpretation
postulate assigns to each normalized function  (x; t) = [exp( iHt=2mD) ](x; 0) a
probability measure (A) =
R
A
(x; t)dx  1 with the density (x; t) =  (x; t) (x; t),
we are quite naturaly facing the problem of the existence of the random dynamics
(stochastic process) which is compatible with the given time evolution of (x; t), or
preserves the measure in the stationary case.
Let us emphasize that it is not our goal to propose any probabilistic "derivation"
[20] of quantum theory. Rather, we take seriously the Born postulate and attempt
to draw consequences of this assumption. Its impact is not merely conceptual: the
mathematical structure of the theory is aected by submitting the quantum unitary
dynamics to the methods of stochastic analysis, appropriate for any standard prob-
abilistic problem. Quite irrespectively of whether we deal with essentially classical
or quantum phenomena, and whether they are intrinsically random or have merely
a random appearence (like in case of deterministic derivations of the stochastic,
Brownian or Ornstein-Uhlenbeck type evolutions, [18, 19]).
In quantum (eld) theory, the Wick rotation on the complex time plane is viewed
as a technical tool, allowing to give a precise mathematical meaning (after passing to
"imaginary time" e.g. in the Euclidean framework) to objects which are ill dened
when the "real time" (e.g. standard) quantum dynamics is considered. Following
the folk lore, the Feynman-Kac path integration formula is the rigorous "imaginary
time" version of the dubious, albeit given in the "real time", Feynman path integral
expression for quantum propagators, see e.g. [23]. Surprisingly (from the presented
here point of view), the major consequence of the serious exploitation of the Born
statistical postulate, as results from [3, 4, 13, 5, 6, 14], is that the Feynman-Kac
kernels play a decisive role in the probabilistic description of the quantum dynamics.
Hence not only in the Euclidean formalism, but also in the quntum domain reserved
for the "real time" objects and concepts.
While paying a lot of attention to ambiguities (the inequivalence of solutions)
present in reconstructing the Schrodinger wave function from Madelung equations
[24], it has been generally overlooked that the Madelung factorization of the wave
function allows to replace the Schrodinger equation (and its conjugate) by the time
adjoint pair of the "real time" parabolic equations, [3, 25, 13]. The powerful meth-
ods of the respective mathematical theory (of parabolic equations) can be applied to
analyze all traditionally arising obstacles, while placing the quantum Schrodinger
dynamics in a completely controlled probabilistic framework. Quite apart from the
Born identication of the probability measure which directly implies the usefulness of
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the Schrodinger (boundary probability density data) problem in the present context,
[3, 5, 6, 14].
It is clear that the Madelung decomposition  (x; t) = [exp(R + iS)](x; t) of a
nonzero (on its domain of denition) solution of the Schrodinger equation (we main-
tain the notation D instead of h=2m, and consider the conservative case V = V (x)):
i@
t
 (x; t) =  D4 (x; t) +
1
2mD
V (x) (x; t) (1)
i@ (x; t) = D4 (x; t) 
1
2mD
V (x) (x; t)
where  = exp(R   iS) is a complex conjugate of  , while R(x; t); S(x; t) are real
functions and  (x; 0) is taken as the initial Cauchy data for equations (1), implies
the validity of the coupled pair of nonlinear partial dierential equations
@
t
(x; t) =  r(v)(x; t)






(x; t) =  (x; t) (x; t) = [exp(2R)](x; t)
v(x; t) = 2DrS(x; t)







If, instead of the complex functions  ; we introduce the real functions (we follow
the notation of previous publications [11, 5, 6])
(x; t) = [exp(R+ S)](x; t)


(x; t) = [exp(R  S)](x; t) (4)
then equations (2) can be replaced by the (nonlinearly coupled via Q(x; t)) pair of
















 =  D4 +
1
2mD
(2Q  V ) (5)
with the Cauchy data (x; 0); 

(x; 0) xed by the previous Madelung exponents R(x; 0); S(x; 0).





Remark 1: Let us add that the adjoint pair of the Schrodinger equations (1)
comes out [5, 6, 14] as a direct result of an analytic continuation in time of the















(x; t) =  D4(x; t) +
1
2mD
V (x)(x; t) (6)
with a suitable (the same as in (1)) potential function V (x), dening a holomor-
phic semigroup exp( tH=2mD); t  0, and thus a consistent system of solutions


(x; t);(x; t), which gives rise to the probability measure with the quantally fac-
torized density (

)(x; t), on all (nite) time intervals run by the time parameter
t. An indirect eect of the analytic continuation is the mapping of the parabolic
system (6) into rather complicated (nonlinear coupling) parabolic system (5) which
is a mathematical, eventually probabilistic, equivalent of the Schrodinger equation.
The seemingly strange form of (5) does not preclude the full-edged stochastic analy-
sis. In fact, the standard methods appropriate for the problem (6) need only a slight
generalization to encompass the time-dependent potentials, and next some boundary
data analysis to deal with the (a priori admitted by (1)) nodal surfaces of the prob-
ability distribution, see e.g. [8, 26, 3, 4, 5, 27]. Albeit in case of (5) and (6), if
(1) is not invoked at all, the time adjoint parabolic equation might look annoying for
the reader unfamiliar with the properties of fundamental solutions of the parabolic
equations (assuming their existence in the present context, cf. [3, 5]).
In each of the considered problems (1), (5), (6), the probability density was nat-
urally associated with the temporally adjoint pair of partial dierential equations.
Let us choose a concrete time interval t 2 [0; T ] and consider the boundary data
(x; 0); (x; T ) of the respective probability density, which we demand to be strictly
positive on their domain of denition. We are interested in deducing a stochastic
process taking place in this time interval, which either induces a continuous propa-
gation (is measure preserving in the stationary case) of a probability density between
the boundary data, or is consistent with the time evolution of (x; t); t 2 [0; T ], if
given a priori as in case of (1) and (5).
The issue of deriving a microscopic dynamics from the (phenomenologically or
numerically motivated, by approximating the frequency distributions) input-output
statistics data was addressed, as the Schrodinger problem of a probabilistic inter-
polation, in a number of publications [3, 4, 13, 5, 6, 14]. Since the global exis-
tence/uniqueness theorems [2, 28, 20] tell us that the pertinent processes should be
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Markovian, we fall into the well established framework, where for any two Borel sets
A;B  R on which the respective strictly positive boundary densities (x; 0) and
(x; T ) are dened, the transition probability m(A;B) from the set A to the set B
in the time interval T > 0 has a density given in a specic factorized form:









dym(x; y) = (x; 0) ;
Z
dxm(x; y) = (y; T ) (7)
Here, f(x); g(y) are the a priori unknown functions, to come out as solutions
of the integral (Schrodinger) system of equations (7), provided that in addition to
the density boundary data we have in hands any strictly positive, continuous in
space variables function k(x; 0; y; T ). Our notation makes explicit the dependence
(in general irrelevant) on the time interval endpoints. It anticipates an important
restriction we shall impose, that k(x; 0; y; T )must be a strongly continuous dynamical
semigroup kernel: it will secure the Markov property of the sought for stochastic
process.
It is the major mathematical discovery [2, 3] that, without the semigroup as-
sumption but with the prescribed, nonzero boundary data (x; 0); (y; T ) and the
strictly positive continuous function k(y; 0; x; T ), the Schrodinger system (7) of in-
tegral equations admits a unique solution in terms of two nonzero, locally integrable
(i.e. integrable on compact sets) functions f(x); g(y) of the same sign (positive,
everything is up to a multiplicative constant).
If k(y; 0; x; T ) is a particular, conned to the time interval endpoints, form of
a concrete semigroup kernel k(y; s; x; t); 0  s  t < T , let it be a fundamental
solution associated with (5) (whose existence a priori is not granted), then there
exists [3, 5, 6, 14, 13] a function p(y; s; x; t):












dxk(x; 0; y; s)f(x)
which implements a consistent propagation of the density (x; t) = (x; t)

(x; t)
between its boundary versions, according to:
(x; t) =
Z
p(y; s; x; t)(y; s)dy (10)
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0  s  t < T
For a given semigroup which is characterized by its generator (Hamiltonian), the ker-
nel k(y; s; x; t) and the emerging transition probability density p(y; s; x; t) are unique
in view of the uniqueness of solutions f(x); g(y) of (7). For Markov processes, the
knowledge of the transition probability density p(y; s; x; t) for all intermediate times
0  s < t  T suces for the derivation of all other relevant characteristics.
In the framework of the Schrodinger problem the choice of the integral kernel
k(y; 0; x; T ) is arbitrary, except for the strict positivity and continuity demand. As
long as there is no "natural" physical motivation for its concrete functional form,
the problem is abstract and of no direct physical relevance. However, in the context
of parabolic equations (5) and (6), this "natural" choice is automatically settled if
the Feynman-Kac formula can be utilized to represent solutions. (Notice that in case




+ V (x)(x; t)]dx < 1,  = j j
2
secures
the boundedness from below of the potential 2Q(x; t)  V (x), see e.g. [3, 20, 28]).
Indeed, in this case an unambigous strictly positive semigroup kernel which is a
continuous function of its arguments, can be introduced for a broad class of (admis-
sible [8]) potentials. Time dependent potentials are here included as well [26, 29].
Moreover, in Ref. [5] we have discussed a possible phenomenological signicance
of the Feynman-Kac potentials, as contrasted to the usual identication of Smolu-
chowski drifts with force elds aecting particles (up to a coecient) in the standard
theory of stochastic diusion processes.
Remark 2: There is an enormous literature on this issue [7, 8, 23, 26] based
on the concept of the conditional Wiener measure. Let us however mention that
strictly positive semigroup kernels generated by Laplacians plus suitable potentials
are very special examples in a surprisingly rich encompassing family. The concept
of the "free noise", normally characterized by a Gaussian probability distribution
appropriate to a Wiener process, can be extended to all innitely divisible proba-
bility distributions via, the well known to probabilists and mathematical physicists,
Levy-Khintchine formula, see for example [14]. It allows to expand the framework
from continuous diusion processes to jump or combined diusion{jump propagation
scenarios which are not necessarily Gaussian. All such (Levy) processes are asso-
ciated with the strictly positive dynamical semigroup kernels and the same pertains
to a number of cases when the free generator (minus Laplacian in the "normal"
situation) acquires a potential term, to form a nontrivial Hamiltonian of a physical
problem.
In the existing probabilistic investigations [3, 9, 11, 5, 6], based on the exploita-
tion of the Schrodinger problem strategy, much stronger demand than any previous
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one was in use: guided by the observation that k(y; s; x; t) must be a function to
allow for all advantages of (7), it was generally assumed that the kernel actually is
a fundamental solution of the parabolic equation. It means that the kernel is a func-
tion with continuous derivatives: rst order-with respect to time, second order-with
respect to space variables. Then, the transition probability density dened by (8) is
a fundamental solution of the Fokker-Planck (second Kolmogorov) equation in the
pair x; t of variables, and as such is at the same time a solution of the backward
(rst Kolmogorov) equation in the pair y; s. This feature was exploited in [5, 6].
There is a number of mathematical subtleties involved in the fundamental so-
lution notion, since in this case, the Feynman-Kac kernel must be a continuously
dierentiable function, and a solution of the parabolic equation itself. In fact, for
suitable (not too bad) potentials, each fundamental solution of the parabolic equation
has the Feynman-Kac representation, [26], and is both strictly positive and contin-
uous integral kernel [7, 8]. The inverse statement is generally incorrect: Feynman-
Kac kernels may have granted the existence status, even as continuous functions
[8, 29], but may not be dierentiable, and need not to be solutions of any conceiv-
able partial dierential equations. Even, if the Feynman-Kac path integral represen-
tation applies to explicit solutions of the parabolic equations, which are generated
from the smooth initial data by the strongly continuous semigroup action of the type
[exp( tH=2mD)f ](x) = 

(x; t), compare e.g. Eq.(9).
To our knowledge, this complication in the study of Markovian representations
of the Schrodinger interpolating dynamics (and the quantum Schrodinger picture
dynamics in particular) has never been addressed in the literature.
As well, the subject of the (continuous) dierentiability of Feynman-Kac kernels
seems to have been left aside, also in the specialized monographs [7, 8, 23, 26].
Nevertheless, we can rmly repeat the conclusion of our previous paper [6] that to
give a denite (unique) Markov solution of the Schrodinger stochastic interpolation
problem, in particular for the case of the Schrodinger picture quantum dynamics (1),
a suitable (compatible with (5)) Feynman-Kac semigroup with its strictly positive and
continuous in all variables kernel must be singled out. As it appears, the kernel may
not be a fundamental solution of a parabolic equation. Anyway, for each chosen
kernel, the associated Markov process is dened uniquely by (7)-(8), though not in
reverse.
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2 Schrodinger's interpolation problem: general
derivation of the stochastic evolution
2.1 The Schrodinger system of integral equations
We shall complement our previous analysis [5, 6] by discussing the issue in more
detail. It turns out the the crucial step lies in a proper choice of the strictly positive
and continuous function k(y; s; x; t); s < t which, if we want to construct a Markov
process, has to satisfy the Chapman-Kolmogorov (semigroup composition) equation.
To proceed more generally than admitted by (5) and/or (6), let us consider a pair of
partial dierential equations for real functions u(x; t) and v(x; t):
@
t
u(x; t) = 4u(x; t)  c(x; t)u(x; t) (11)
@
t
v(x; t) =  4v(x; t) + c(x; t)v(x; t)
where, in comparison with (5) or (6) we have eliminated all unnecessary parameters.
Usually, [7, 8], c(x; t) is assumed to be a continuous and bounded from below
function. We shall adopt weaker conditions. Namely, let us decompose c(x; t) into




(x; t) ; c

 0 where (a)
c
 
(x; t) is bounded, while (b) c
+
(x; t) is bounded on compact sets of R  [0; T ]. It
means that c(x; t) is bounded from below and locally (on compact sets) bounded from
above. (Clearly, c(x; t) needs not to be a continuous function and then we encounter
weak solutions of (11) which admit discontinuities)
Both (5) and (6) can be regarded as special cases of (11). With the rst (forward)
equation (11) we can immediately associate an integral kernel




H( )d )](y; x) (12)
where H( ) =  4+ c( ). It is clear, that for discontinuous c(x; t), no fundamental
solutions are admitted by (11).
By the Feynman-Kac formula, [29, 26], we get













(!) is the conditional Wiener measure over sample paths of the standard
Brownian motion.
It is well known that k is strictly positive in case of c(x; t) which is continuous
and bounded from below; typical proofs are given under an additional assumption
9
that c does not depend on time [7]. However, our assumptions about c(x; t) were
weaker, and to see that nonetheless k is strictly positive we shall follow the idea of





















is the normalised Wiener measure [8]. We can always choose a certain
number R > 0 to constrain the event (sample path) set









(!)j  R] (15)
It comprises these sample trajectories which are bounded by R on the time interval
[s; t]. In the above, X
t
(!) is the value taken by the random variable X(t) at time t,











which implies that (cf.(13))


















where, by our assumptions, c
+
is bounded on compact sets. Consequently, the kernel
k is strictly positive .
With the Schrodinger boundary data problem on mind, we must settle an issue
of the continuity of the kernel. To this end, let us invoke a well known procedure
of rescaling of path integrals [8, 23]: by passing from the "unscaled" sample paths
!(t) over which the conditional Wiener measure integrates, to the "scaled" paths of
the Brownian bridge, the (y; x) conditioning can be taken away from the measure.
Then, instead of sample paths ! connecting points y and x in the time interval
t   s > 0, we consider the appropriately "scaled" paths of the Brownian bridge 
connecting the point 0 with 0 again, in the (scaled) time 1. It is possible, in view of
the decomposition [8, 23]:





















where  stands for the "scaled" Brownian bridge. Then, we can write

























) ;  )d ]
where d() = d
(0;0)
(0;1)
(!) is the normalized Wiener measure integrating with respect
to the "scaled" Brownian bridge paths, which begin and terminate at the origin 0
in-between "scaled time" instants: 0 corresponding to  = s and 1 corresponding to
 = t.
This representation of k, if combined with the assumption that c(x; t) is a contin-
uous function, allows to conclude, [8], that the kernel is continuous in all variables.
However, our previous assumptions (regarding the strict positivity of k) were weaker,
and it is instructive to know that through suitable approximation techniques, The-
orem B.7.1 in Ref.[29] proves that the kernel is jointly continuous in our case as
well.
It is also clear that k(y; s; x; t) satises the Chapman-Kolmogorov composition
rule. So, the rst equation (11) can be used to dene the Feynman-Kac kernel,
appropriate for the Schrodinger problem analysis in terms of a Markov stochastic
process.
Let us consider an arbitrary (at the moment) pair of strictly positive, but not




(x). By Jamison's principal
theorem [2] there exists a unique pair of strictly positive, locally (i.e. on compact









k(y; 0; x; T )f(y)dy




k(x; t; y; T )g(y)dy ; f(x; t) =
Z
k(y; 0; x; t)f(y)dy (20)
It is possible, because the existence of g(z; 0) and f(z; T ) :
g(z; 0) =
Z
k(z; 0; y; T )g(y)dy =
Z
dxk(z; 0; x; t)
Z
dyk(x; t; y; T )g(y) (21)
f(z; T ) =
Z
k(y; 0; z; T )f(y)dy =
Z
dxk(x; t; z; T )
Z
dyk(y; 0; x; t)f(y)
which is indispensable for the very formulation of the Schrodinger boundary data
system (7), in turn implies the existence of functions (20) for almost every x 2 R
and all times t 2 [0; T ].
Remark 3: The above "for almost every x" statement raises the question of the
existence of unique and continuous transition probability density p(y; s; x; t), (8),
which needs a comment. We shall assume that the function g(y) is bounded at
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innity. This means that there exists a constant C > 0 and a compact set K  R






















































; y; T )  k(x; t; y; T )jdy
The rst term tends to zero because k is jointly continuous and g is locally in-
tegrable.The second one tends to zero because of the Lebesgue bounded convergence
theorem (see e.g. also (29) in below). Consequently, our assumption suces to make
g(x; t) continuous on R [0; T ). Similarly, we can prove that g(x; t) is bounded.
Now, we can set according to (8), p(y; s; x; t) = k(y; s; x; t)g(x; t)=g(y; s). Then,
p(y; s; x; t), 0  s < t  T is expected to become a transition probability density of a
Markov stochastic process with a factorized density (x; t) = f(x; t)g(x; t). Clearly,





time continuously varies from 0 to T . Notice that Remark 3 implies the continuity
of p in the time interval [0; T ).
Even, if p(y; s; x; t) is continuous in all variables, we cannot be sure that the inter-
polating stochastic process has continuous trajectories, and no specic (e.g. Fokker-
Planck) partial dierential equation can be readily associated with this dynamics,
albeit we know the provenience, (11), of the kernel. Strictly speaking, the process
may happen not to be a diusion: for this a sucient condition is that k(y; s; x; t) is
a fundamental solution of the equations (11). This condition would at the same time
guarrantee that functions (20) are solutions of the time adjoint parabolic system.
2.2 Stochastic continuity of the process
Apart from the generality of formulation of the Schrodinger interpolation problem
(20), (21) which appears to preclude an unambigous identication (diusion or not)
of the constructed stochastic process, we can prove in the present case, a fundamen-
tal text-book property of an acceptable (diusion type) stochastic dynamics called a
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stochastic continuity of the process. In this connection, compare e.g. [3, 30] and
[31], where this property is linked to the uniqueness of the corresponding Markov
semigroup generator. The stochastic continuity property is a necessary condition for
the process to admit continuous trajectories (but insucient).
The stochastic process is stochastically continuous, if for the probability of the















(!)j  ] = 0 (22)
for every positive . This demand can be written in a more handy way in terms of










p(y; s; x; t)dx] = 0 (23)





p(y; s; x; s+4s)dx = 0 (24)
for almost every y 2 R.























k(x; s+4s; z; T ) g(z)dz


















dx k(y; s; x; s+4s) k(x; s+4s; z; T )]
Because the potential is bounded from below, c   M for some M > 0, we easily
arrive at the estimates (use the "scaled" Brownian bridge argument (19))














































p(y; s; x; s+4s)dx = 0 follows and (22) holds true.
As mentioned before, the stochastic continuity of the Markov process is a nec-
essary condition for the process to be continuous in a more pedestrian sense, i. e.
to admit continuous sample paths. However, it is insucient. Hence, additional
requirements are necessary to allow for a standard diusion process realization of
solutions of the general Schrodinger problem, (7)-(10).
In the next section we shall prove that our process can be regarded as continuous,
by employing a correlation between k(y; s; x; t) and g(x; t) =
R
k(x; t; y; T )g(y)dy,
(20).
2.3 Continuity of the process
It is well known that a solution of a parabolic equation cannot tend to zero arbi-
trarily fast, when jxj ! 1, [21]. Roughly speaking, it cannot fall o faster than a
fundamental solution (provided it exists). In fact, the solution is known to fall o as
fast as the fundamental solution, when the initial boundary data coincide with the
Dirac measure. If a support of the initial data is spread (i.e. not point-wise), then
the solution fall o is slowlier than this of the fundamental one.
In our discussion, where g(x; t) is a generalized solution and k(y; s; x; t) is a
Feynman-Kac kernel which does not need to be a fundamental solution, we expect
a similar behaviour. Mathematically, our demand will be expressed as follows. Let
t  s be small and K be a compact subset in R. Because g(x; t) is supported on the
whole R, so in the decomposition
g(y; s) =
Z
k(y; s; x; t)g(x; t)dx=
Z
K
k(y; s; x; t)g(x; t)dx+
Z
RnK
k(y; s; x; t)g(x; t)dx
(30)
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the second term becomes relevant when jyj ! 1 . It amounts to (in the denominator
















is an indicator function of the set K, which is equal one for x 2 K and
zero otherwise.









p(y; s; x; t)f(x)dx (32)
of a function f(x), continuous and vanishing at innity (we shall use an abbreviation
f 2 C
1
(R) to express this fact). It is clear that (T
t
s
f)(x) is a continuous function.
For a suitable compact set K we can always guarrantee the property jf(x)j <  for
every x 2 RnK. Then, if we exploit the property
R
RnK
p(y; s; x; t)dx  1 if s < t and








p(y; s; x; t) jf(x; t)jdx =
Z
K
p(y; s; x; t)jf(x; t)jdx +
Z
RnK




p(y; s; x; t)dx]
Z
K
















k(y; s; x; t)g(x; t)dx
+ 









geneous in time semigroup of positive contractions on C
1
(R). For arbitrary t and

















the well established terminology, our p(y; s; x; t) is a C
1
-Feller transition function
and leads to a regular Markov process, [30]. Moreover, by the stochastic continuity




As yet, we do not know whether the process itself is continuous i.e. has continu-











p(y; s; x; t)dx] = 0 (34)
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to be valid for every  > 0 and every compact set K. We have (remember that g(x; t)

























(x  y; t  s)dx (35)











(x  y; t  s) is the heat kernel.



















(z; t  s)dz = 0 (37)
The stochastic process, we are dealing with, is running in continuous (as opposed to
discrete) time, and in addition is itself a continuous process: its sample paths are
continuous with probability one.
Interestingly, "a continuous in time parameter stochastic processes which pos-
sesses the (strong) Markov property and for which the sample paths X(t) are almost
always (i.e. with probability one) continuous functions of t is called a diusion
process", see e.g. chapter 15 of [22].
2.4 The interpolating stochastic dynamics: compatibility
with the temporally adjoint parabolic evolutions
The formulas (20) determine what is called, [26], the generalized solution of a
parabolic equation: it admits functions which are not necessarily continuous and
if continuous, then not necessarily dierentiable. Before, we have established the
continuity of the generalized solution g(x; t) under rather mild assumption about the
behaviour of g(x) at spatial innity. In fact, the same assumption works for f(x; t).
But nothing has been said about the dierentiability of f(x; t) and g(x; t).
Consequently, our reasoning seems to be somewhat divorced from the original
partial dierential equations (11), for which we can take for granted that certain
16
solutions u(x; t) and v(x; t) exist in the time interval 0  t  T . For this, we must
assume that c(x; t) is a continuous function.
Let us consider the solutions of (11) that are bounded functions of their argu-
ments. It is instructive to point out that we do not impose any restrictions on the
growth of c(x; t) when jxj ! 1, and consequently we do not assume that solutions
of parabolic equations (11) have bounded derivatives (important step in Ref. [3]).
Then, [26], the solution u(x; t) of the forward parabolic equation (11) is known to
admit the Feynman-Kac representation with the integral kernel (13),(19), where
u(x; t) =
Z
k(y; s; x; t)u(y; s)dy (38)
for 0  s < t  T , and in particular there holds u(x; T ) =
R
k(y; 0; x; T )u(y; 0)dy.
At this point let us dene
U(x; t) = v(x; T   t) (39)
for all t 2 [0; T ] and observe that, as a consequence of the time adjoint equation




U(x; t) =4U(x; t)  c(x; T   t)U(x; t) (40)
with a slightly rearranged potential: c(x; t)! c(x; T   t). By the assumed bounded-
ness of the solution v(x; t) of (11), we arrive at the Feynman-Kac formula
U(x; t) =
Z
K(y; s; x; t)U(y; s)dy (41)




H(T    )d ],
where H(T    ) =  4 + c(T    ). Let us emphasize that in case of the time
independent potential, c(x; t) = c(x) for all 0  t  T , the kernel K coincides with
k.
The previous Brownian bridge argument (18), (19) retains its validity, and we
have:























) ; T    )d ]
which, after specializing to the case of s = 0; t = T and accounting for the invariance
of the Brownian bridge measure with respect to the replacement of sample paths !( )
17
by sample paths !(T  ), of the time reversed on the interval [0; T ] process, [13, 20],
gives rise to:
























where  = T    .
Remark 4: An invariance of the Brownian bridge measure with respect to
the temporal reversal of the process can be easily seen by directly constructing the
probability distribution 
B
(x; t) of the unscaled bridge [33]. Indeed, the heat kernel




=4(t   s)] can be used to implement the




k(0; 0; x; t)k(x; t; 0; T )













(x; T   t)
for all t 2 [0; T ].
A comparison of (43) with (19) proves that we have derived an identity:
K(y; 0; x; T ) = k(x; 0; y; T ) (44)
whose immediate consequence is the formula
U(x; T ) = v(x; 0) =
Z
k(x; 0; y; T )v(y; T )dy (45)
for the backward propagation of v(y; T ) into v(x; 0), which complements the formula
(38) for the forward evolution of u(x; 0) into u(x; T ).
We shall utilize (45) and (38), under an additional assumption that the previous,




(x), actually are determined by
the initial and terminal values of the solutions u(x; t); v(x; t) of (11), according to:

0
(x) = u(x; 0)v(x; 0)

T
(x) = u(x; T )v(x; T ) (46)
Then, by (38), (45) there holds:

0
(x) = u(x; 0)
Z
k(x; 0; y; T )v(y; T )dy (47)
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T
(x) = v(x; T )
Z
k(y; 0; x; T )u(y; 0)dy
and, in view of the uniqueness of solution of the Schrodinger system, once the bound-
ary densities and the continuous strictly positive kernel are specied, we realize that
the propagation formulas (20) involve solutions of (11) through the respectively initial
and terminal data:
f(x) = u(x; 0)
g(x) = v(x; T ) (48)
Moreover, (11),(20) imply that f(x; t) = u(x; t) holds true identically for all t 2
[0; T ].
What remains to be settled is whether the function g(x; t) can be identied with
the solution v(x; t) of (11) for all t 2 [0; T ].
It is obvious, when the time independent potential c(x) is investigated instead of
the more general c(x; t). As well, the identication is with no doubt in case when
k(y; s; x; t) is a fundamental solution of the parabolic equation in variables x; t. In
this case, k(y; s; x; t) is a unique solution of the system (11), and solves the adjoint
equation in variables y; s, [34, 35, 36]. Then, because f(x); g(x) are locally integrable,
an immediate consequence is, [37], that f(x; t) and g(x; t) are positive solutions of
(11). The identication of them with u(x; t) and v(x; t) respectively, follows from
the uniqueness of positive solutions, [35].
We wish to demonstrate that as a consequence of our decision, to introduce the




through the time adjoint parabolic
system (11), there holds g(x; t) = v(x; t) for all t 2 [0; T ].
To this end, let us begin from a minor generalization of (28), and dene:
U
s
(x; t) = v(x; T + s  t) ; t 2 [s; T ] (49)
Clearly, a parabolic equation (40) is satised by U
s
(x; t), if instead of c(x; T   t), the












(y; s) = v(y; T ), so that U
s




(y; s; x; T )v(y; T )dy. The integral
kernel K
s
diers from the previous K, (42), in the explicit time dependence of the





(y; s; x; T )v(x; T )dy (51)
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and by the previous part of our demonstration, (21), (46), we know that
g(x; s) =
Z
k(x; s; y; T )v(y;T )dy (52)
At this point, it is our purpose to prove that the identity (cf. (44))
K
s
(y; s; x; T ) = k(x; s; y; T ) (53)
takes place for any s; 0  s  T .
Let us exploit the Brownian bridge scaling (19) again, so that
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(
   s
T   s
); T + s   )d ]
Like before, in connection with (43), we shall exploit an invariance of the Brow-












By substituting  = T+s  where  only is the running variable, we nally recover
K
s




















T   s (
   s
T   s
); )( d)] = k(x; s; y; T )
Hence, the identity (53) holds true and its straightforward consequence is the
anticipated equality (cf. (51), (52))
g(x; s) = v(x; s) (58)
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valid for all time instants 0  s  T . This implies that p(y; s; x; t) = k(y; s; x; t)
v(x;t)
v(y;s)
denes a consistent transition probability density of the continuous Markov process.
Remark 5: So far we exploited only the boundedness of the solution v(x; t). In
addition, we need to impose a restriction on a lower bound of v(x; t). Namely, we











for all s 2 [0; t]; t < T . This property was found to be respected by a large class
of parabolic equations, [38], and it automatically ensures that the condition (31) of

































if t  s   for suciently small  > 0 (like for example  = 1=16c
2
).
We have succeeded to prove that:
(i) If a continuous, strictly positive Feynman-Kac kernel of the forward parabolic
equation (11) is employed to solve the Schrodinger boundary data problem (7) for an




(x), then we can construct
a Markov stochastic process, which is continuous and provides for an interpolation
between these boundary data in the time interval [0; T ].
(ii) Given the time adjoint parabolic system (11) with bounded solutions u(x; t);
v(x; t) in the time interval [0; T ]. If the boundary densities are dened according
to (46) (to establish a connection with solutions of (11)), then the correct time
dependence of solutions of (11), in the interval [0; T ], is reproduced uniquely from
their initial/terminal data by means of the corresponding Feynman-Kac kernel alone.
Furthermore, the Schrodinger problem (7)-(10) provides us with a unique continu-
ous Markov interpolation, that is compatible with the time evolution of (x; t) =
u(x; t)v(x; t); t 2 [0; T ].
In the above, in view of the appropriate normalization needed to interpret the





(x) respectively, our (x; t) = u(x; t)v(x; t) is a probability density as well for all
t 2 [0; T ].
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2.5 Whence diusions ?
2.5.1 Heuristics
Our strategy, of deducing a probabilistic solution of the Schrodinger boundary data
problem in terms of Markov stochastic processes running in a continuous time, was
accomplished in a number of steps accompanied by the gradual strengthening of re-
strictions imposed on the Feynman-Kac potential, to yield a continuous process (cf.
Section 2.3), and eventually to get it compatible with a given a priori parabolic evo-
lution (Section 2.4). In a broad sense, [22], it can be named a diusion.
However, this rather broad denition of the diusion process is signicantly nar-
rowed in the physical literature: while demanding the continuity of the process, the
additional restrictions are imposed to guarrantee that the mean and variance of the
innitesimal displacements of the process have the standard meaning of the drift and
diusion coecient, respectively, [32].
According to the general wisdom, diusions arise in conjunction with the parabolic
evolution equations, since then only the conditional averages are believed to make
sense in the local description of the dynamics. It is not accidental that forward
parabolic equations (11) are commonly called the generalized diusion equations.
Also, the fact that the Feynman-Kac formula involves the integration over sam-
ple paths of the Wiener process, seems to suggest some diusive features of the
Schrodinger interpolation, even if we are unable to establish this fact in a canonical
manner.
Clearly, the conditions valid for any  > 0:






p(y; s; x; t)dx = 0, (notice that (a) is a direct con-
sequence of the stronger, Dynkin condition, (34)),






(y   x)p(x; s; y; t)dy,








p(x; s; y; t)dy,
are conventionally interpreted to dene a diusion process, [32].
If we exploit the propagation formula for (x; t), (10) and ask for the circum-
stances under which (x; t) is a solution of a suitable (Fokker-Planck) parabolic
dierential equation, it appears (see e.g. chap. 4.4 in Ref.[32]), that the above con-
ditions (a), (b), (c) appear to be sucient but not necessary to achieve this goal.
Obviously, they can be satised if p(y; s; x; t) is a fundamental solution,[39, 40, 41].
Remark 6: Usually, one accepts that sample paths of the Wiener process are
continuous with probability one and makes a kinematical assumption, [20, 31], (pro-
posal, according to [28]) by considering only these processes with continuous trajec-
tories which can be derived by suitable modications of the Wiener noise, and thus
are regarded as being of diusive type from the beginning. It is at this point, where
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the modern theory of stochastic dierential equations and related probability mea-
sures intervenes, [26, 4, 5, 28]. Then, an absolute continuity of measures relative
to the Wiener one, allows for a continuous (and eventually diusion process) real-
ization of the Schrodinger interpolation problem. It arises in terms of weak (since
an initial probability density 
0







2W (t) of respective stochastic dierential equations.
Here, W (t) stands for the standard Wiener noise, and b(x; s) is a forward drift of
the diusion process. Rules of the stochastic Ito^ calculus allow to deduce the partial
dierential (Fokker Planck or second Kolmogorov) equation governing the dynamics
of the probability density (and of the transition density in particular) associated with
the process.
Since, in the present framework, the Feynman-Kac semigroup kernel and the
related equations (11) are the principal building blocks for all our derivations, it
seems instructive to indicate the standard procedures,[32, 41, 3], linking parabolic
equations with diusion processes. All of them are based on the exploitation of
fundamental solutions.
We take for granted the Feynman-Kac representation (13) of the continuous and
strictly positive kernel associated with the forward parabolic equation (11). Let us
assume that we have given a bounded solution u(x; t) =
R
k(y; 0; x; t)u(y; 0)dz of
(11). Let us consider u(x; t) and u(x; t +4t), 0  4t  1. Since u(x; t) solves
(11), we have granted the existence of the time derivative and the validity of Taylor
series with respect to 4s, at least to the second expansion order. The same (at least




k(y; t; x; t+4t)u(y; s)dy ' (59)
Z









u(x; t) + :::]dy
Since, on the other hand we have
u(x; t+4t) ' u(x; t) + @
t
u(x; t)4t (60)
an obvious expansion, in terms of moments of the kernel k(y; s; x; t) does emerge:
@
t
u(x; t)4t' u(x; t+4t)  u(x; t) '  u(x; t)[1 
Z














k(y; t; x; t+4t)dy+:::
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and clearly, to reconcile this expansion with the forward parabolic equation obeyed
by u(x; t), i.e. @
t
u =  cu + 4u, one needs to verify whether the correct limiting
properties are respected by the Feynman-Kac kernel. In case they would hold true,
the arguments of Ref. [3] would convince us that we are dealing with the diusion
process.
To our knowledge no rigorous demonstration is available in case, when the kernel
is not a fundamental solution of the parabolic equation.
2.5.2 Local characteristics of the process
It is our purpose to complete the previous analysis by demonstrating that the con-
tinuous Markov process we have constructed, actually is the diusion process.
Our subsequent arguments will rely on the Dynkin treatise [30]. It is well known
that the innitesimal (local) characteristics of a continuous Markov process can be
dened in terms of its, so called, characteristic operator. It is closely linked with the
standard innitesimal (Markov) generator of the process, and we shall take advantage
of this link in below. Let us agree, following Dynkin, to call a continuous Markov
process a diusion, if its characteristic operator U is dened on twice dierentiable





















; s) = a(x
0
; s)
By results of Sections 2.3 and 2.4 we know that our transition probability density
p(y; s; x; t) = k(y; s; x; t)
v(x;t)
v(y;s)
, inspired by the Schrodinger boundary data problem,
gives rise to a continuous Markov process. To see whether it can be regarded as a
diusion, we must verify the above two dening properties (62).
At rst, let us consider the innitesimal operator A (Markov generator) of the







(R), which we have
introduced via the formula (32). We are interested in domain properties of A, in





(R) the space of continuous functions with compact support which























k(y; s; x; s+ )v(x; s+ )h(x)dx  v(y; s)h(y)]
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Because v is continuously dierentiable with respect to time, we have





where (cf. the standard Taylor expansion formula) s
0


































We shall exploit the strongly continuous semigroup evolution associated with the
parabolic system (11). Because of the domain property: C
1
c
(R)  D(H) the smooth
functions with compact support are acted upon by H = 4  c(x; s) and H is closed
as an operator on C
1
(R). But then also C
2
c
(R)  D(H) and so the rst term in
(65) takes the form:
1
v(y; s)
[4(vh)(y; s)  c(y; s)v(y; s)h(y)] (66)








[ 4v(y; s) + c(y; s)v(y; s)]f(y) (67)









p(y; s; x; s+ )h(x)dx  h(y)] = (68)
1
v(y; s)
[(4v(y; s)h(y)+ 2rv(y; s)rh(y) + v(y; s)4h(y)  c(y; s)v(y; s)h(y) 














p(y; s; x; s+ )h(x)dx  h(y)j] (69)












k(y; s; x; s+ )v(x; s)h(x)dx  v(y; s)h(y)]! [4  c(y; s)](vf)(y; s) (70)

































We have thus the required boundedness for all y 2 K i.e. on compact sets.
For y 2 RnK we shall make the following estimations. Because the support
of h is compact, we can dene supp h  [ n; n] for some natural number n. Let
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Consequently, the desired boundedness (70) holds true for all y 2 R, together with
the previously established point-wise convergence (69).
Altogether, it means, [30], that the weak generator of T
t
s




(R). Moreover, while acting on h 2 C
2
c
(R) it gives 4h+ (rln v)rh. Because T
t
s
is strongly continuous in C
1
(R), the Markov generator A coincides with the weak









(R) such that h
0
(x) = 1 in some neighbourhood
of the point x
0















































; s) = 2




















; s) = 2
It means that we indeed obtain a diusion process with the drift rln v and a
constant diusion coecient, according to the standards of [3, 20, 28].











and since functions from C
2
c
(R) can be used to approximate, under an integral, an





























; s; x; t)(x  x
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dx = 2 (80)











; s; x; t)dx = 0 (81)
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we arrive at the commonly accepted denition of the diusion process, summarized
in formulas (79)-(81), with the functional expression for the drift, (79), given in the
familiar, [3, 20, 5], gradient form.
3 Nonstationary Schrodinger dynamics: discus-
sion of explicit examples
3.1 Free evolution as the time adjoint parabolic problem
In our previous paper [6], the major conclusion was that in order to give a denitive
probabilistic description of the quantum dynamics as a unique diusion process solv-
ing Schrodinger's interpolation problem, a suitable Feynman-Kac semigroup must
be singled out. Let us point out that the measure preserving dynamics, permitted in
the presence of conservative force elds, was investigated in [5], see also [4, 26].
The present analysis was performed quite generally and extends to the dynam-
ics aected by time dependent external potentials, with no clear-cut discrimination
between the nonequilibrium statistical physics (Euclidean case, (6)) and essentially
quantum, (5), evolutions. The formalism of Section 2 encompasses both groups of
problems. Nevertheless, it is quite illuminating to see directly how sensitive, even in
simplest cases, the formalism is with respect to any attempt of relaxing our previous
assumptions and the Schrodinger interpolation problem rules-of-the-game. Speci-
cally in the quantum domain, where the seemingly trivial case of the free evolution,
which is nonstationary, needs the general parabolic system (11) (cf. (5) for com-
parison) to be considered. Even worse, then the system (5) displays a nontrivial
nonlinearity: the parabolic equations are coupled by the eective, solution depen-
dent potential Q(x; t). At the rst glance, this feature might seem to exclude the
existence of any conceivable Feynman-Kac (dynamical semigroup) kernel, and in
consequence any common-sense law of random displacements (i.e. the transition
probability density) governing the pertinent stochastic evolution. Certainly, the exis-
tence of fundamental solutions in this case (as opposed to more conventional problem
(6)) is far from being obvious.
At this point, let us emphasize that our principal goal is to take seriously the
Schrodinger picture quantum dynamics under the premises of the Born statistical
postulate. Hence, once we select as appropriate a concrete quantal interpolation





(x) in terms of (x; t) =  (x; t) (x; t); t 2 [0; T ], where
 (x; t) solves the Schrodinger equation then, on exactly the same footing, we are
entitled to look for an alternative probabilistic explanation (or appropriate descrip-
28
tion) of the very same interpolation, in terms of a well dened Markov stochastic
(eventually diusion, [28]) process.
We shall proceed in the spirit of Section 2, while restricting our discussion to the
free Schrodinger dynamics. Following Ref. [6] we shall discuss the rescaled problem
so as to eliminate all dimensional constants.
The free Schrodinger evolution i@
t
 =  4 implies the following propagation
of a specic Gaussian wave packet:































(x; t) = j (x; t)j
2











and the Fokker-Planck equation (easily derivable from the standard continuity equa-
tion @
t










The Madelung factorization  = exp(R+ iS) implies (notice that v = 2rS and













































































= Q(x; t) (87)
By setting t = T we associate with the above dynamics the terminal density

T






To capture the spirit of our previous (Section 2) discussion, we shall replace equa-
tions (86) by the more general equations (11), where only the potential c(x; t) will be




(x; t). Then, we shall look for solutions u(x; t); v(x; t)
of these parabolic equations, and in particular we shall identify the quantally imple-
mented functions 

(x; t); (x; t), (83), among them.
3.2 How not to proceed
In view of the relatively simple form of the probability density (x; t), (83) one might
be tempted to guess (more or less fortunately) the transition probability density,
consistent with the propagation (83). However, it is well known that there are many
stochastic processes implying (83) for all t 2 [0; T ], which not necessarily have much
in common with the original wave function dynamics (82). In general they are
incompatible with the corresponding parabolic system (cf. (5) and (86)). If it happens
otherwise, the reason for this proliferation of would-be consistent stochastic processes
is rooted in exploting the particular functional form of solutions, instead of relying
on the form-independent arguments, e.g. (5) or (6).
Let us consider simple examples which, albeit coming under very special circum-
stances (free dynamics with a specic initial wave packet choice), clearly idicate how
important is the proper choice of the Feynman-Kac kernel. The virtue of a parabolic
system (5) is that its form is universal for the Schrodinger dynamics, and thus does
not depend on a particular functional form of solutions nor this of external poten-
tials. It appears that the system (5) sets a very rigid framework for the probabilistic
manifestations (e.g. stochastic processes) of the quantum Schrodinger dynamics.
Example 1: We shall demonstrate that an improper (not through (5) or (86)),
but fortunate, choice of the kernel might lead to an alternative stochastic represen-
tation of the quantum dynamics (82).
Let us begin from directly introducing the transition probability density















which for all intermediate times 0  s < t  T executes a desired propagation
(x; t) =
R
p(y; s; x; t)(y; s)dy, (83). Clearly, the Chapman-Kolmogorov identity
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Rp(y; s; z;  )p(z; ; x; t)d = p(y; s; x; t) holds true, and the properties (the rst one,
for all  > 0; notice that the jx  yj   cuto present in denitions (b) and (c) of

























p(y; t; x; t+4t)dx = 2t
tell us that the law of random displacements p(y; s; x; t), (88), can be attributed to a






In fact, our p(y; s; x; t) is a fundamental solution of this equation with respect to x; t
variables, while obeying the time adjoint parabolic equation in the remaining (e.g.
y; s) pair of variables
@
s
p(y; s; x; t) =  s4
y
p(y; s; x; t) (91)
This diusion has a vanishing forward drift and the quadratic in time variance
(the diusion coecient equals t), hence its local characteristics are completely di-
vorced from those of the Nelson process [6] derivable from the solution (82) of the
Schrodinger equation.
Interestingly, since p(y; s; x; t) itself is a perfect, strictly positive and continuous
in all variables (Markov) semigroup kernel, nothing prevents us from performing





dened by the above free evolution problem. However, we shall proceed otherwise
and having given explicit solutions of the parabolic system (86) we introduce another
strictly positive and continuous in all variables function:
k
1










































(arctan t  arctan s)]
and observe that the Schrodinger system (7) in the present situation is involved as









(x; 0; y; T )(y; T )dy (93)
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T




(y; 0; x; T )

(y; 0)dy
Disregarding the derivation which has led us to (93), we can simply consider (93)
as the Schrodinger system of equations with a xed kernel and boundary density data.
Then, we immediately infer from (93) that by Jamison's theorem, [2], its unique (up
to a coecient) solution is constituted by the pair 

(x; 0); (x; T ) of functions,
already determined by (81). Moreover, k
1





(y; s; z;  )k
1
(z; ; x; :t)d = (94)
Z
p(y; s; z;  )
(y; s)
(z;  )
p(z; ; x; t)
(z; u)
(x; t)





(y; s; x; t)
In view of
R




(x; s; y; t)(y; t)dy = (x; s) (95)
and, since 
























Thus, undoubtedly we have in hands a complete solution of the Schrodinger bound-
ary data problem (7)-(10): for the once chosen kernel k
1
, this solution is unique,
and compatible with the dynamics of the corresponding Schrodinger wave function.
But, the constructed stochastic process is completely incongreuent with the standard
wisdom about Nelson's diusion processes [3, 20, 31, 6]. The reason is clear: our
analysis was performed for a particular solution, whose functional form allows for an
alternative stochastic representation. But, let us stress the point, if we look for the
functional-form-independent construction, it is the parabolic system (5) from which
one should depart.
Anyway, even the inappropriate choice of the integral kernel k
1
, does allow to de-
rive the quantum mechanically implemented dynamics (85) from respectively (x; T )
and 

(x; 0), by means of the propagation formulas (9). The probability density
evolves in time correctly, but the vanishing drift and the linear in time diusion
coecient situate this stochastic process outside the scope set by (5).
Example 2: We shall demonstrate, that another choice of the kernel, still with
no reference to the system (5), will allow to reproduce the stochastic propagation
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with the probability density, drifts and diusion coecient of Nelson's stochastic
mechanics, which however is not Nelson's process for the quantum evolution (82).
We are inspired by our previous paper [6], where an interesting stochastic propa-


























Here, the density (y; s), (83), is propagated into the corresponding (x; t) according




(x; t)(y; s)dy, for all intermediate times 0  s < t  T .
As noticed in [6], this propagation is somewhat pathological since it does not obey






(x; t)d 6= p
y;s
(x; t) and
thus p cannot be interpreted as a transition density of the Markov process.

































(y; T )(x; 0)dy =
= 
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(x; T )(y; 0)
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(x; T )(y; 0)dy = 
T
(x)





(x) xed by (85) (as before), but with the new kernel k
2
then,
somewhat unexpectedly, the same as before pair (x; 0); 

(x; T ) necessarily comes
out as a solution. Let us emphasize that the solution is unique for the chosen kernel
k
2





The meaning of the uniqueness of solution of the Schrodinger system [2] becomes
clear: if we have prescribed the boundary density data the solution is unique for a
chosen kernel, but there are many kernels which may give rise to the very same
solution.
The pathology (non-Markovian density) of p
y;s
(x; t) extends to k
2
(y; s; x; t) and
the semigroup composition rule is invalid in this case. Nevertheless, we can blindly




, so reproducing the evolution (85).
Moreover, in the present case, [6], we can exploit the standard recipe to evaluate the














Clearly, it is the forward drift of the Nelson diusion [20, 6] associated with (82),
and it consistently appears in the Fokker-Planck equation (84).
Remark 7: Let us observe that p
y;s
(x; t) solves the rst Kolmogorov equation






















As such, it can be exploited to construct a genuine Markov process, albeit discon-
nected from the quantal dynamics (85). Namely, we can dene another solution of

















































given by (97). It is easy to verify that the transition density (102) actually









 T . Consequently, we have
in hands the (y; s)-family of well dened Markovian transition probability densities
p
y;s
for random propagation scenarios. Indeed, to this end one needs to check the















































































 T and p
y;s
(x; t) plays the role of the density of the Markov process. The
identity (c) in the above is the Chapman-Kolmogorov formula.
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3.3 How to proceed: from the Feynman-Kac kernel to dif-
fusion process
Now, we shall carefully avoid any educated guesses, and depart directly from the
parabolic system (86) (i.e. (5), in the general case). Hence, instead of looking for
the transition probability density of the process merely on the basis of (83), we shall
follow the Schrodinger problem rules-of-the-game, as outlined in Section 2.
Anticipating further discussion, let us mention that the Feynman-Kac kernel,
in this case, is a fundamental solution of the time adjoint system (86). For clar-
ity of exposition, let us recall that a fundamental solution of the forward parabolic
equation (11) is a continuous function k(y; s; x; t), dened for all x; y;2 R and all
0  s < t  T , which has the following two properties:
(a) for any xed (y; s) 2 R(0; T ), the function (x; t)! k(y; s; x; t) is a regular (i.e.
continuous and continuously dierentiable the needed number of times) solution of
the forward equation (11) in R  (s; T ]





k(y; s; x; t)(y)dy = (z).
As mentioned before, it is far from being obvious that Feynman-Kac kernels
actually are fundamental solutions of respective parabolic equations. In fact, there
exists a well developed theory of such solutions, and restrictions to be imposed on
admissible potentials c(x; t) are quite severe, and certainly cannot be met by all
continuous Feynman-Kac kernels. We recall that the theory of Refs. [3, 9, 20, 31]
was developed under an assumption that the transition probability densities of the
interpolating process are the fundamental solutions of Kolmogorov equations, see also
[5, 6]. Then, under the premises of the Schrodinger problem (7)-(10), the denition
of the forward drift as the gradient eld b(x; t) = (r)(x; t) allows to connect the
fundamental solution p of the Fokker-Planck equation @
t
 = 4   r(b) with the
fundamental solution k of the forward parabolic equation (11). See e.g. [4, 5, 6],
where the (compatibility) formula for the appropriate eective potential c(x; t) was






+rb)]. It amounts to the celebrated transformation of
the non-Hermitian Markov operator into the selfadjoint semigroup generator, [10,
11, 4, 5].
3.3.1 Existence of the fundamental solution
In general, the existence of a fundamental solution of the forward parabolic equation
(11) is granted if suitable technical assumptions are fullled. Specically one needs
[34, 37] the continuity, boundedness (hence not only from below), and the so called
Holder continuity of c(x; t). These conditions can be relaxed, but the existence of
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solution can easily be lost, if it is not done with a sucient care.
In the present case, (86), we pass to equations of the form (11):
@
t
u =4u  c(x; t)u (103)
@
t
















In the above, c(x; t) is no longer arbitrary and its functional form is determined by
a concrete quantal evolution (83) of the probability density (x; t) of the sought for





(x) for the Schrodinger problem, whose solution must be
reconciled with the parabolic evolutions (86).
However, we shall proceed more generally and investigate all admissible regular
solutions of the system (103).
First, we need to verify (this will be done self-explanatorily) that c(x; t), (103), is























































































































































































































Let us also notice that we can introduce an auxiliary function h(x; t) = arctan t
such that there holds











We have thus satised the crucial assumptions I and II of Ref. [36]. As a conse-
quence, we have granted the existence of a fundamental solution k(y; s; x; t)  0 (not
necessarily strictly positive). Moreover, for every bounded and continuous function





k(y; 0; x; t)(y)dy (109)
is a solution of the Cauchy problem, i.e. solves (103) under the initial condition
u(x; 0) = (x), so that ju(x; t)j  C. All that implies the uniqueness of the fun-
damental solution k(y; s; x; t), and in view of  c(x; t)  1 its strict positivity. The





+ c(y; s)k in R  [0; T ).
It is obvious that the Chapman-Kolmogorov composition rule holds true, in view
of the validity of the Feynman-Kac representation (13) in the present case.
Remark 8: It is useful to mention, that the derivation of an explicit analytic
expression for the kernel might be impossible, in contrast to our previous guesses
(cf. Examples 1 and 2). Basically, we can be satised with the Feynman-Kac rep-
resentation (13) of the fundamental solution, whose existence we have granted so
far. In the mathematical literature, the so called parametrix method, [34], is used to
construct fundamental solutions. In fact, in our case (c(x; t) is locally Lipschitz i.e.












(y; s; x; t)
where k
0




=4(t   s)] is the heat kernel and
k
n








dz c(z;  ) k
n 1
(y; s; z;  )k
0
(z; ; x; t)





and dene the fundamental solution, [39].
37
3.3.2 Uses of the fundamental solution: the Schrodinger problem
Having the fundamental solution k(y; s; x; t) of (11) or (86), and so u(x; t) of (109)
we readily obtain solutions of the adjoint parabolic equation @
t





k(x; t; z; T )(z)dz, where (z) is an arbitrary continuous and bounded
function. Thus, we can consider the Schrodinger boundary data problem, whose in-
tegral kernel is identied with our fundamental solution, while the boundary densities
are represented in the form  = uv (normalisation implicit) at time instants 0 and
T . Then, we have

T
(x) = u(x; T )v(x; T ) = (x)
Z
k(0; y; x; T )(y)dy (110)

0
(x) = u(x; 0)v(x; 0) = (x)
Z
k(x; 0; y; T )(y)dy
and whatever the boundary densities are, the assumed factorization implies that
there is a unique (corresponding) pair of functions (x) and (x) solving the integral
system (110).
Since k(y; s; x; t), 0  s < t  T , is a fundamental solution of the system
(103), the formulas u(x; t) =
R
k(0; y; x; t)(y)dy and v(x; t) =
R
k(x; t; y; T )(y)dy
dene regular solutions of these parabolic equations. Let us recall that we have re-
placed equations (86) by the more general system (11) where the quantally appro-
priate (x; t) was used to dene the potential c(x; t) = Q(x; t), (87), and hence the
Feynman-Kac kernel of interest.
By putting p(y; s; x; t) = k(y; s; x; t)
(x;t)
(y;s)
we arrive at the fundamental solution
of the second Kolmogorov (Fokker-Planck) equation
@
t
p(y; s; x; t) = 4
x
p(y; s; x; t) r
x
[b(x; t)p(y; s; x; t)] (111)
where (cf. (83), (85)) b = 2
r






consistently propagated by p. It is the transition probability density of the Nelson
diusion associated with the solution (82) of the Schrodinger equation, and at the
same time a solution of the rst Kolmogorov (backward diusion) equation
@
s
p(y; s; x; t) =  4
y
p(y; s; x; t)  b(y; s)r
y
p(y; s; x; t) (112)
Equations (111), (112) prove that the pertinent process is a diusion: it has the
standard local (innitesimal) characteristics of the diusion process, [32].




k(y; s; x; t) = 4
x
k(y; s; x; t)  c(x; t)k(y; s; x; t) (113)
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@s
k(y; s; x; t) =  4
y
k(y; s; x; t) + c(y; s)k(y; s; x; t)
Clearly, there holds the compatibility condition
c(x; t) = 2[@
t









connecting the drift of the diusion process with the Feynman-Kac potential gov-
erning its local dynamics: cf. Refs. [4, 5] and [42] where the Ehrenfest theorem
analogue was formulated for general (non-quantal included) Markovian diusions.
Finally, we can come back to (86) by asking for these particular solutions of the
parabolic system (11) which are compatible with the explicit functional choice (83)





u(x; 0) = (x) = 

(x; 0) (115)
v(x; T ) = (x) = (x; T )
are the respective unique solutions. However, this implies u(x; t) = 

(x; t) and
v(x; t) = (x; t) for all t 2 [0; T ] and (93) appears to be a special case of the system
(110).
At this point it is interesting to observe that our worked out procedure (the only
correct) provides for the third consecutive integral kernel (cf. Examples 1 and 2
for the others), which shares the same pair 

(x; 0); (x; T ) and induces the same
interpolation 

(x; t); (x; t), (85), 0  t  T , consistent with the common for all,
once chosen boundary density data (90).
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