For the task of unsupervised spatio-temporal forecasting (e.g., learning to predict video data without labels), we propose two new nonparametric predictive state algorithms, Moonshine and One Hundred Proof. The algorithms are conceptually simple and make few assumptions on the underlying spatio-temporal process yet have strong predictive performance and provide predictive distributions over spatio-temporal data. The latter property allows for likelihood estimation under the models, for classification and other probabilistic inference.
Introduction
Given a random field X(r, t), observed for each point r on a regular spatial lattice S at discrete time points t = 1, . . . , T , we seek to approximate a joint likelihood over the observations of the spatio-temporal process and accurately forecast the output of the process. Since causal influences in physical systems only propagate at finite speed (denoted c), we follow [14] and adopt the concept of light cones, which are defined as the set of events that could influence (r, t). Formally, a past light cone (PLC) is the set of all past events that could have affected (r, t): − (r, t) := {X(u, s) | s ≤ t, ||r − u|| ≤ c(t − s)}.
Similarly, a future light cone (FLC) is the set of all future events that could affected by (r, t), + (r, t) := {X(u, s) | s ≥ t, ||r − u|| ≤ c(t − s)}.
Furthermore, we adopt the conditional independence assumption for light cones given in Goerg and Shalizi [6] , which allows for the factorization of the joint likelihood into the product of conditional likelihoods. Thus, the joint pdf of X 1 , . . . , X N factorizes as
where the proportionality accounts for incompletely observed light cones along the edge of the field.
Given this factorization, it becomes natural to seek equivalence classes of light cones, namely, i.e., to cluster light cones into sets based on the similarity of their conditional distributions. Such equivalence classes of past light cones are called predictive states [10, 5] , and our goals become twofold: first, to discover these latent predictive states (i.e., learn a mapping from PLCs to predictive states), and second, to estimate the conditional distribution over X given its predictive state. Goerg and Shalizi introduced LICORS [5] as a nonparametric method of predictive state reconstruction, followed by mixed LICORS [6] as a mixture model extension of LICORS, where each future light cone is forecast using a mixture of extremal predictive states. Mixed LICORS has predictive advantages over the original LICORS, but requires solving for an N × K matrix of weights (where N is the number of light cones and K the number of predictive states) using a form of EM, where each weight is determined using a kernel density estimate on all points. This results in an O(N 2 KT ) algorithm, where T is the number of EM iterations, a process that slows considerably for large N .
We introduce two new nonparametric methods for predictive state reconstruction in the context of spatio-temporal prediction. The first, Moonshine, is a scalable, streamlined algorithm consisting of basic clustering steps combined with dimensionality reduction and nonparametric density estimation. Moonshine is instance-based and requires no iterative likelihood maximization, yet retains many of the qualities of mixed LICORS. The second algorithm, One Hundred Proof (OHP), pushes the Moonshine approach further and consists of clustering in the space of future light cones, using the clusters to obtain state-specific nonparametric density estimates over the space of PLCs and FLCs. While both algorithms follow clustering steps with nonparametric density estimation, they differ in which space the initial clustering takes place. §2 describes the Moonshine and One Hundred Proof algorithms. §3 describes the experimental setup for a real-world spatio-temporal prediction task, and gives the results of the algorithms and of rivals. Lastly, §4 discusses the results, related and future work.
Methods
We introduce two new methods for predictive state reconstruction, building upon the principles introduced in Goerg and Shalizi [6] for mixed LICORS. Both new methods reconstruct a set of predictive states and a soft mapping from past light cones to states, through use of nonparametric density estimation over the space of light cones. That is, for all past light cones − the methods compute
where w j is the normalized weight of state S j for light cone − . Unlike mixed LICORS, the new methods avoid having to explicitly construct an N × K matrix, yet retain the benefits of soft membership mixture modeling.
After describing the reconstruction algorithms, we discuss how one can determine the conditional likelihood of an observation given its past light cone and how to use this conditional likelihood in forecasts. The Appendix describes parameter settings and implementation issues that arise when using the algorithms in practice. The output of the procedure is a set of predictive states, each of which consists of a set of PLCs and FLCs. The predictive states are used to create a pair of nonparametric density estimates, one over PLCs and one over FLCs, which jointly identify each state.
Moonshine
Initial Clustering: For the first clustering step, Moonshine uses a density based clustering approach [4] to cluster the light cones in the space of PLCs, which assumes that similar PLCs have similar predictive consequences. Since density based clustering methods require a parameter to specify the size of local neighborhoods, we begin with small neighborhood sizes and progressively increase until 90% of all points are clustered, then assign the remaining points to the nearest cluster center (effectively hybridizing density based clustering with k-means). This allowed for good coverage while avoiding formation of a single, all-encompassing cluster. (Alternative clustering algorithms, e.g., [22, 7, 23] , would also work.) Density Estimation and Dimensionality Reduction: After this initial clustering, the FLCs associated with each cluster (mapped through their respective light cones) are used to form conditional kernel density estimates over the space of FLCs. In other words, each cluster consists of some set of associated FLCs and these FLCs are then used to estimate densities over the FLC space. We estimate the densities of 2K + 1 randomly selected points, where K is a parameter that affects the degree of dimensionality reduction. The log-probability ratio is then taken between the first point and the remaining 2K points. This vector of log probability ratios forms the "signature" of the cluster, following the construction of a canonical sufficient statistic for exponential family distributions [11] .
Merging Clusters: If the number of clusters is greater than the maximum number of predictive states specified for the model, we cluster again to reduce the number. The signature vectors are clustered in the reduced-dimension space using k-means++ [1] , to form the final predictive states. The original light cones are then assigned to the resulting states, so each predictive state has a unique set of PLCs and FLCs with which to form nonparametric density estimates over the PLC space and FLC space. Merge clusters in the projected space of reduced dimension. 6: end if 7: Map original light cones to final clusters.
One Hundred Proof (OHP)
OHP simplifies Moonshine, with a single clustering step and subsequent mapping of light cones to clusters. The main difference is the space in which the clustering occurs: for Moonshine, we cluster in the space of PLCs, but in OHP, we cluster in the space of FLCs. Clustering in the space of FLCs effectively groups past light cones by their predictive consequences, learning a geometry of our space where points with similar futures are "near" each other regardless of differences in their histories. This results in predictive states with expected near-minimal-variance future distributions [1] , such that once we are sure of which state a new PLC maps to, we are highly certain of what random outcome the state will generate.
The two steps of OHP are (Algorithm 2):
1. Cluster FLCs: After decomposing our spatio-temporal process into light cones, we cluster the FLCs using k-means++. The number of clusters (which will become the number of predictive states) is a user-defined parameter. 
Map Light Cones:
We then map the original light cones to our clusters, and produce our final predictive states, which consist of unique sets of PLCs and FLCs.
As in the case of Moonshine, the FLCs and PLCs for each state S j are used to compute nonparametric density estimates over the space of FLCs and PLCs, providing estimators for P (X|S j ) and P ( − |S j ) respectively. Algorithm 2 outlines the process of state reconstruction for OHP. 
Likelihood and Prediction for Light Cone Systems
Given our systems for predictive state reconstruction, we can perform likelihood estimation and prediction using the predictive states, as follows. The conditional probability of X given PLC − is obtained by mixing over the predictive states, namely
where the second equality follows from the conditional independence of X and − given the predictive state S j . The P (S j | − ) terms serve as the mixture weights and an application of Bayes' Theorem yields
All of the quantities in (1) and (2) can be estimated using our reconstructed predictive states, which are each associated with unique sets of PLCs and FLCs. We estimate P (S j ) by N j /N , where N is the total number of light cone observations and N j is the number of light cones assigned to state S j . The two state-conditioned densities P (X|S j ) and P ( − |S j ) are estimated using nonparametric density estimation techniques (such as kernel density estimation) based on their associated FLCs and PLCs. Thus we obtain
where P (X|S k ) and P ( − |S k ) denote the nonparametric density estimates of the two corresponding conditional densities.
When we need a point prediction of X, we use the conditional mean:
Replacing P (S j | − ) with (2), substituting our estimates for the density and probability quantities, and using the mean future value for state S j (denoted x j ) to estimate E[X|S j ], we obtain the final prediction rule
which is simply a suitably weighted mixture of the mean predictions for each state.
Experimental Setup
In order to evaluate the effectiveness of the Moonshine and OHP predictive state reconstructions, we attempt spatio-temporal forecasting on real-world data. The data come from a set of experiments measuring electrostatic potential changes in organic electronic materials [8] . 1 We learn a common set of predictive states across experiments, and do frame-by-frame prediction on a single held-out experiment, effectively cross-validating across experiments.
Each experiment consists of 7-10 time slices, or frames. Each frame is a 256-by-256 matrix of scalar measurements, which we call pixels, since the data resembles video in structure. Predictions are performed for 254-by-254 pixels in each frame after the first, which allows for each pixel to be predicted based on a full light cone, thus excluding marginal light cones.
Comparison Methods
We compare the performance our predictive state reconstruction and forecasting systems with several alternative methods. For all light cone methods, the same set of light cones were extracted from the data, with h p = 1, h f = 0, and c = 1, resulting in PLCs of dimension d = 9 and FLCs with dimension d = 1.
Future-like-the-Past
The simplest method we compare against is the "predict the value from the last frame" method that simply takes the previous value of a pixel and uses that as the prediction for the pixel in the current frame. For systems with strong temporal consistency, this method will achieve low error due to pixels taking values near their previous values.
Light Cone Linear Regression Light cone linear regression uses the same light cone structure as the LICORS, Moonshine and OHP methods, but learns a regression rule directly from past light cones to future light cone values. For our experiments, we use L2 regularized (α = 0.0, 0.5, 1.0, 2.0, 5.0, 10.0) linear regression implemented in the scikit-learn package for Python [16] , version 15.2. Changing the regularization value α had no significant effect on predictive performance, and thus we set α = 1.0 in the remainder.
K-Nearest Neighbor Regression
The k-nearest neighbor regressor takes as input a past light cone and finds the k-nearest PLCs in euclidean space, then takes the weighted average of their individual future light cone values and outputs that as the current prediction. The scikit-learn (version 15.2) implementation of KNeighborsRegressor with default parameter settings is used for our experiments.
Mixed LICORS We compare the performance of our methods against the mixed LICORS system, implemented by the authors following [6] . For tractability, only twenty thousand light cones were used in training each fold. Kernel density estimators were used for both PLC density estimation as well as FLC density estimation, in contrast with the original method that used a parametric multivariate Gaussian model for the PLC densities. This was done to improve predictive performance, since the parametric model was unable to perform well on this task. Initialization was performed using k-means++ and the iteration delta was set to 0.0019.
Performance Metrics
We compared performance in terms of mean-squared-error (MSE) and correlation (Pearson ρ) with the ground truth. Additionally, for the three distributional methods (mixed LICORS, Moonshine and OHP) we measured the average per pixel log-likelihood (Avg. LL) of the predictions, an estimate of the (negative) cross-entropy between the model and the truth, and the perplexity (2 −Avg LL ), with lower perplexity being better. For the distributional methods, we tested performance both for a large maximum number of states (K max = 100) as well as compact models with a small number of states (K max = 10).
To avoid negative infinities appearing when model likelihoods are sufficiently close to zero, we apply smoothing to the three distributional models for all likelihood estimates mapping to zero, converting them to likelihoods of 10 −300 . This smoothing was only necessary for OHP; mixed LICORS and Moonshine did not have any zero likelihoods. Figure 3 shows three frames of predictions each for Moonshine and OHP (second and fifth columns, respectively). The next frame (top to bottom) is predicted using models trained on the remaining six experiments, given PLCs from the previous frame. Error percentage was calculated as a proportion of the maximum dynamic range of the actual values or predictions, namely,
Qualitative Results
where T is the set of true testing frames, P is the set of predicted frames, t is the true value at a pixel, p is the predicted value of a pixel and | · | is the l 1 norm. Qualitatively, both methods predict well, capturing much of the structure of the changing dynamics in each frame. The methods have trouble representing the extreme values at the two "hotspots" (visible in the error plots in the third columns), giving instead smoothed predictions. Other than those extreme regions, the error residuals lack obvious structure and are relatively small. Table 1 shows the results of all methods on the organic electronic material spatio-temporal regression task. Moonshine has the lowest MSE, with 95% confidence interval disjoint from the intervals of the other methods. Moonshine also has the highest correlation with the true values, as measured by the Pearson ρ statistic. Lastly, of the generative methods (i.e., mixed LICORS, Moonshine and One Hundred Proof), Moonshine has the highest average log-likelihood and lowest perplexity. Thus, Moonshine provides the best overall performance on the dataset, for model sizes of up to 100 states.
Quantitative Results
When looking at the generative methods for a compact number of states (K max = 10), One Hundred Proof has the best overall performance, with low MSE and relatively high correlation with the ground truth. Table 1 : Quantitative results for real-world regression task. Average log-likelihood and perplexity are only computed for the three generative methods (mixed LICORS, Moonshine and OHP) since the pure-regression methods do not provide likelihoods for their predictions.
Discussion
On a real-world spatio-temporal regression task, similar to prediction of unlabeled video data, we find that the three LICORS inspired methods (mixed LICORS, Moonshine and One Hundred Proof) are able to accurately forecast the changing dynamics of the underlying spatio-temporal system. Furthermore, being generative methods, they can be used to compute the likelihood of spatio-temporal data (such as forming a distribution over the set of all possible videos). Moonshine had the best overall predictive performance, fast computational runtime and the strongest modeling ability (e.g., highest likelihood). However, One Hundred Proof (OHP) is conceptually the simplest and is easier to implement, while giving comparable performance for large models and improved performance for compact models. Given the ease-of-implementation for OHP and its strong performance, it is recommended as a simple solution for spatio-temporal prediction and modeling tasks.
Related Work
Our debt to [5, 6] needs no elaboration. We share the same general framework, but aim at faster and more scalable algorithms, even if it costs some predictive power. In our experiments, there was no such cost, but this may not be true in general. The work on LICORS grows out of earlier work on predictive Markovian representations of non-Markovian time series [10, 3, 18, 20] , whose transfer to spatio-temporal data was originally aimed at unsupervised pattern analysis in natural systems [21, 19] ; our qualitative results suggest Moonshine and OHP remain suitable for this, as well as for prediction. The formalism used in this line of work is mathematically equivalent to the "predictive representations of state" introduced by [13] , and lately the focus of much interest in conjunction with spectral methods [2] . Both formalisms are also equivalent to observable operator models [9] and to "sufficient posterior" representations [12] ; our approach may suggest new estimation algorithms within those formalisms.
Future Work
The "rate limiting step" for approximate light cone methods like Moonshine and OHP is the speed of nonparametric density estimation. Methods that scale poorly in the number of observations are of limited use. Towards that end, future research into fast approximate nonparametric density estimation will improve the computational efficiency of the methods presented here.
The theoretical properties of the two methods will be explored in a future paper, especially with regard to the trade-offs in their approximation to what LICORS or mixed LICORS would do, and the influence of the algorithms' internal randomness.
Conclusion
Faced with the task of learning to accurately forecast video-like data, we propose two new nonparametric predictive state methods inspired by the mixed LICORS [6] algorithm. The methods, Moonshine and One Hundred Proof, do not require costly iterative EM training or the memory intensive formation of an explicit N × K matrix, yet retain the generative modeling capabilities and strong predictive performance of the original mixed LICORS method. The methods are shown to predict well on a real-world data task, effectively capturing spatio-temporal structure and outperforming several other baseline methods.
