Substitution errors, where individual characters are altered, and transposition errors, where two consecutive characters are interchanged, are commonly caused by human operators. In this paper, codes that detect a single substitution error or a single transposition error are studied. In particular, it is shown that such codes of length n over an alphabet of q characters have at most q n−1 codewords if q ≥ 3 and at most 2 n /3 codewords if q = 2. Codes which have that many codewords are called optimal codes. We present optimal codes for all values of n and q. Simple encoding techniques for these codes are also described.
INTRODUCTION
Man-machine communication is affected by errors caused by human operators. Such errors occur, for example, when characters are entered at a keyboard of a computer terminal. Human beings tend to have some error habits when dealing with characters. Two of the most common habits involve substituting a single character by another and transposing two adjacent characters. The first causes substitution errors and the second causes (adjacent) transposition errors. For example, a substitution error changes the word 'form' to 'farm', while a transposition error changes it to 'from'. Another common habit involves the deletion or the insertion of a character, for example 'form' may become 'for' or 'forum'. None of the above errors that occur to the word 'form' may be detected since they lead to legal words. In order to detect these errors, the words of the language should be encoded.
In this paper, we will consider codes of fixed length. Furthermore, we will only be concerned with error detection for a single error, i.e. one occurrence of an error per word. It follows that any single deletion or insertion can be detected since such an error changes the length of the word. For this reason we will assume, in the following, that all errors are substitution or (adjacent) transposition errors. Several studies indicate that these two error types are responsible for most of the mistakes caused by humans in dealing with sequences of fixed length [1, 2, 3] .
Codes are designed specifically to detect these errors. For example, the international standard book number (ISBN) code that appears in books published since 1968 can detect a single substitution or transposition error. Each codeword is composed of ten characters, the characters in the first nine positions are decimal digits that are assigned to identify books and the last one is computed as a weighted sum of the first nine digits modulo 11, and thus assumes one of the eleven characters 0, 1, . . . , 9, X [4, 5, 6] . A code with different weights was considered to allocate registration numbers to the population of Norway in order to detect any substitution or transposition error [7] . In this application, it is necessary to avoid the character X, and thus all numbers which lead to such a character are rejected. (Actually, the chosen code has two check digits to detect other types of errors [7] . However, the error detecting capability can be improved by a slight change in the code as shown in [8, 9] .)
Other applications that use codes to detect substitution or transposition errors include identification numbers found on merchandise, known as the universal product codes (UPC) in the USA and Canada [10, 11] , and as the European article number (EAN) in Europe and several other countries [12] . These codes are also used in the bar code for the extended zip code on business reply mail [13] , in driver's license numbers issued by several states in the USA and some provinces in Canada [14] , and in the identification numbers that appear on airline tickets [15] . The codes also appear on passports, US postal money orders, library books, credit cards, account numbers of banks and mail-order houses [16] [17] [18] [19] [20] [21] . Codes used for these applications employ modular arithmetic to assign check digits. More on these codes can be found in [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] , as well as in many short letters that appeared in The Computer Journal and The Computer Bulletin in the 1970s. Reference [17] is a very well written survey of codes used in practice for detecting substitution and transposition errors.
Since humans handle different types of characters, for example binary, alphabetic, alpha-numeric, in addition to numeric, it is interesting to study codes over any set of characters. In particular, for any set of characters, we are interested in finding a code of maximal size, i.e. an optimal code, over this set, that can detect any single substitution or transposition error. It is easy to construct such codes if the number of characters is not congruent to two modulo four. In the case when the number of characters DETECTING SUBSTITUTIONS AND TRANSPOSITIONS 271 is congruent to two modulo four, but not equal to two, then an optimal code can be constructed using dihedral groups [1, 3, 12, 40, 41, 42, 43] .
Other techniques to construct optimal codes are described in [9, 44, 45, 46, 47, 48] . Thus optimal codes are known, except in the case in which the number of characters is two. In this paper we cover this important case. We also generalize and modify a construction attributed to Benard [1] , in the case when the number of characters is ten, to all cases in which the number of characters is greater than two and congruent to two modulo four. This construction is easier to understand compared to the construction based on dihedral groups.
We use common mathematical notation. For example, |S| denotes the number of elements, i.e. size, of the set S. If x is a real number, then x denotes the least integer not less than x.
ST-ERROR DETECTING CODES
Let Q be a set of q elements. In the following Q will be called an alphabet and its elements will be called characters. A code C of length n over Q is a set of n-tuples of characters from Q, i.e. C ⊆ Q n . The tuples of C are called codewords. The size of the code, i.e. the number of its codewords, is denoted by M. Since the alphabet of the code has q characters, we say that C is a q-ary code. The code C can detect any single substitution error if and only if changing a single character in a codeword in C produces a tuple that does not belong to C, i.e. c 0 . . . If the code C can detect any single substitution or transposition error, then we say that C is an ST-error detecting code, where S and T here stand for substitution and transposition, respectively. In this case, any such error can be detected since it leads to a tuple that does not belong to the code. ST-error detecting codes may also be called SED-ATD (single error detecting, adjacent transposition detecting) codes. EXAMPLE 1. Let Q = {0, 1, 2}, i.e. q = 3. Consider the ternary code C of length n = 3 over Q that has M = 9 codewords given by 000, 011, 022, 102, 110, 121, 201, 212, 220.
This code is an ST-error detecting code. For example, if a substitution error changes 1 to 2 in the fourth codeword 102, the resulting tuple 202 does not belong to C, and hence this substitution error can be detected. On the other hand, an error that transposes the last two characters in the same codeword is also detected since the resulting tuple 120 does not belong to C. To prove that C is indeed an ST-error detecting code, we have to show that any single substitution or transposition error that occurs to any codeword leads to a tuple that does not belong to the code. Instead of attempting to verify this by considering each case separately, we will show later that the error detecting capability of the code follows readily from its structure which is explained in Section 3. This structure can also be used to verify whether a tuple belongs or does not belong to the code without explicitly checking all codewords.
A code with M codewords can be used to encode M messages by associating a unique and a distinct codeword to each message. We are interested in the maximum number M(n, q) of messages that can be encoded by a q-ary ST-error detecting code of length n. A q-ary ST-error detecting code of length n that has M(n, q) codewords is called optimal. The following result shows that the code in Example 1 is optimal, i.e. there is no ternary ST-error detecting code of length n = 3 that has more than nine codewords, in particular M(3, 3) = 9.
Proof. Suppose that C is a q-ary ST-error detecting code that has M > q n−1 codewords. The M codewords in C can be partitioned into q n−1 classes where all codewords in each class agree on the first n − 1 characters. Since M > q n−1 , there is a class that contains at least two codewords. These two codewords differ only in the last character and hence a single substitution error may change one codeword to another. This contradicts the fact that C is an ST-error detecting code. . . c n−1 . One of the important practical issues that needs to be considered when implementing a code is the way encoding is done. It is desirable to have a simple way to encode messages into codewords and to retrieve messages from codewords. One of the simplest ways for encoding, which is only feasible for codes containing exactly M = q n−1 codewords, involves a check character. This is best explained by examining the previous example. 
EXAMPLE 1. (continued)
The tuple 112 is not a codeword in C since the recomputed check character should be 0 rather than 2.
CONSTRUCTION OF OPTIMAL ST-ERROR DETECTING CODES
In this section we present construction techniques for optimal q-ary ST-error detecting codes. These techniques depend very much on the number of characters q as shown in the following.
q is odd
This is definitely the simplest case. We will identify the set Q of q characters with {0, 1, . . . , q − 1}. For a fixed integer t ∈ Q, define the code C by
where
Clearly C is a q-ary code of length n. This code has q n−1 codewords. Indeed, the code can be encoded using a check character. For any message c 0 , . . . , c n−2 , the check character c n−1 is given by
Since a i is either 1 or 2, and therefore a i is relatively prime to the odd number q, any single substitution error can be detected. Furthermore, since a i − a i+1 = ±1 is also relatively prime to q, any single transposition error can be detected. Hence, C is an ST-error detecting code. The code is optimal since it has q n−1 codewords, which is maximal from Proposition 1. In particular, we have M(n, q) = q n−1 whenever q is odd. We notice that the code in Example 1 is C where q = 3, n = 3 and t = 0. The construction given above does not work if q is even. For example, if q = 4, n = 3 and t = 0 then 000 and 020 are codewords in C defined in (1) . Since these two codewords differ in one character only, this code cannot detect a single substitution error. In fact, no choice for the a i s works in the case when q is even since all the a i s should be odd in order to detect substitution errors that change 0 to q/2, and the differences a i − a i+1 should also be odd to detect transposition errors that interchange 0 and q/2. Of course, this is impossible. Another technique should be used for construction as explained in the following.
q = 2 m where m ≥ 2
In the case when q is a power of 2, we can use finite fields rather than the ring of integers modulo q in (1) [49] which explains the construction of any finite field whose number of elements is a prime or a power of a prime. Now we construct optimal q-ary ST-error detecting codes where q is a prime or a power of a prime and q > 2. We will identify the set Q of q characters with the finite field of q elements. Let 1 be the multiplicative identity of the field and a be a non-zero field element different from 1. For a fixed t ∈ Q, define the code C by
Notice that this construction is similar to the one given in the case when q is odd in the previous subsection except that addition and multiplication here are field operations. Based on the properties of finite fields [49] , it can be shown that C is a q-ary ST-error detecting code of length n that has q n−1 codewords. From Proposition 1 we know that this code is optimal and M(n, q) = q n−1 . The code can also be encoded using the check character c n−1 . The construction given here works only if q is a prime or a prime power (for the finite field to exist) and if q > 2 (for the element a to exist). If q = 2 m where m ≥ 2, then this construction can be used to give optimal q-ary ST-error detecting codes. In the following subsection, we see how to use this construction and the construction of the previous section to obtain optimal q-ary ST-error detecting codes for more values of q.
q = 2 m q where m ≥ 2 and q > 1 is odd
Let C and C be q -ary and q -ary codes, respectively, of the same length n. Suppose that Q and Q are the alphabets of C and C , respectively. Let Q = Q × Q be the set product of Q and Q , i.e. Q is a set of q =elements where each element is a pair (c , c ), c ∈ Q and c ∈ Q . We define a q-ary code C whose alphabet is Q by
Clearly, if C and C have M and M codewords, respectively, then C has M M codewords. Furthermore, if C and C are ST-error detecting codes, then C is an ST-error detecting code also. In the case we are considering, q =, where q is odd and q = 2 m , m ≥ 2. Let C be a q -ary ST-error detecting
. Then, the resulting code C is a q-ary STerror detecting code of length n that has q n−1 codewords. From Proposition 1 we know that this code is optimal and M(n, q) = q n−1 . Notice also that the code C can be encoded using the check character (c n−1 , c n−1 ), where c n−1 and c n−1 are the check characters of C and C , respectively.
q = 2q where q > 1 is odd
This case, which covers the decimal (q = 10) and the alphabetic (q = 26) applications, seems to be the most difficult case. For all cases of q considered so far, all optimal q-ary ST-error detecting codes of length n have q n−1 codewords. Many researchers thought that there were no such codes for q = 10 until Verhoeff constructed one [1] (see also [40] ). This construction is based on the dihedral group of order ten. Later Gumm [41] and Ecker and Poch [12] generalized this construction, based on dihedral groups, to cover all cases in which q = 2q where q > 1 is odd. See also [17, 18, 42, 43, 50] for easily readable descriptions of the construction. Other groups and some quasigroups can also be used to construct ST-error detecting codes as shown in [9, 12, 44, 45, 46, 47, 48] . In this subsection, we generalize and modify a different construction for the case q = 10 that was mentioned by Verhoeff and attributed to Benard. This construction may be easier to understand than the construction based on dihedral groups.
In this construction, we identify the code alphabet Q with the set {0, 
The notation which we use is similar to that given in [1, pp. 106-107] , with the exception of K n which is defined there as the number of even integers in the even runs of the sequence. The definition presented here gives a simpler encoding technique. Now we define the code C by
We will show in the following that C is an ST-error detecting code of length n that has q n−1 codewords. To verify that C has at least q n−1 codewords, we will demonstrate that it can be encoded using the check character c n−1 . Suppose that c 0 , . . . , c n−2 are given. We will show that if
, which is a sum of an odd number of odd integers, is also odd. Hence, c n−1 as given in (4) is also odd since S e (c 0 , . . . , c n−2 ) is even as it is a sum of even integers, and reducing an odd integer modulo the even q yields an odd integer. Thus, we conclude that
. . , c n−2 ).
Combining this with (2), it follows from (3) and (4) Hence, a substitution error that changes parity (i.e. an even character to an odd character, or vice versa) can be detected. On the other hand, a substitution error occurring to an even character that does not change parity has no effect on K n and S o but causes a change in S e , which implies from (3) that the new sequence is not a codeword. Thus, the error can be detected in this case. A similar conclusion holds in the case of a substitution error occurring to an odd character that does not change parity. From this we conclude that C can detect any single substitution error.
To show that C can detect any single transposition error, notice that interchanging adjacent characters with different parity in a codeword does not affect S e or S o , but changes K n by adding ±1, which implies from (3) that the new sequence is not a codeword since q = 2. Thus, such an error can be detected. On the other hand, an interchange of two different characters c j and c j +1 with the same parity, in the codeword c 0 . . . c n−1 , does not affect K n . If c j and c j +1 are even, then this interchange does not affect S o either but changes S e by adding ±2(c j +1 − c j ). It follows from (3) that the new sequence is not a codeword since q ≡ 2 (mod 4) and |c j +1 − c j | is a positive even integer, less than q. Thus, this interchange of characters can be detected. A similar argument holds if the interchanged characters are both odd. This completes the proof that C detects any single transposition error.
To summarize, we have demonstrated that C is an STerror detecting code of length n that has at least q n−1 codewords. Since no ST-error detecting code of length n has more than q n−1 codewords, as stated in Proposition 1, it follows that the code C is optimal and has exactly q n−1 codewords. In particular, M(n, q) = q n−1 whenever q = 2q where q > 1 is odd.
q = 2
Although it is known that M(n, 2) < 2 n−1 for n ≥ 3 [41] , the exact value of M(n, 2) is not determined in the literature. In this subsection, we determine M(n, 2) and present optimal binary ST-error detecting codes. Furthermore, we describe an encoding technique for these codes. First, we define the following code whose alphabet is Q = {0, 1} for each fixed t ∈ {0, 1, 2}
Notice that the codewords in C n (t) are precisely the codewords c 0 c 1 . . . c n−1 in the code C defined in (1) with q = 3, where c i ∈ {0, 1} for all i = 0, 1, . . . , n − 1. Since C itself is an ST-error detecting code, it follows that C n (t) is also an ST-error detecting code. EXAMPLE 3. For n = 3, C 3 (0) = {000, 011, 110}, C 3 (1) = {001, 100, 111} and C 3 (2) = {010, 101}. For n = 4, C 4 (0) = {0000, 0011, 0110, 1001, 1100, 1111}, C 4 (1) = {0001, 0100, 0111, 1010, 1101} and C 4 (2) = {0010, 0101, 1000, 1011, 1110}.
We now determine the number of codewords in C n (t). First, we present the following useful lemma. For n ≥ 2 and c n−1 ∈ {0, 1}, c 0 c 1 . . .  c n−2 c n−1 ∈ C n (t) if and only if c 0 c 1 . . . c n−2 ∈ C n−1 ((2t +  c n−1 ) mod 3) .
LEMMA 1.
Proof. From (5) 
PROPOSITION 2. If n is odd, then
and if n is even, then
Proof. We use induction on n. Clearly, for n = 1, each of C 1 (0) and C 1 (1) has one codeword, 0 and 1, respectively, while C 1 (2) has no codewords. We assume in the following that n ≥ 2 and that the proposition holds for n − 1. Since for any codeword c 0 c 1 . . . c n−1 ∈ C n (t) either c n−1 = 0 or c n−1 = 1, it follows from Lemma 1 that
Since the last two numbers are given by the induction hypothesis, it is straightforward to verify that the proposition holds for n. For example, if n is odd, then n − 1 is even and
as specified in the proposition. The other cases can be verified similarly.
Next, we show that C n (0), for all values of n, and C n (1), for odd values of n, are optimal binary ST-error detecting codes and that there are no other optimal binary ST-error detecting codes. We use induction on n to prove this result. For this purpose it is convenient to define the code C!c m c m+1 . . . c n−1 Proof. Clearly, if c 0 c 1 . . . c n−2 ∈ C!0 ∩ C!1, then c 0 c 1 . . .  c n−2 0 ∈ C and c 0 c 1 . . . c n−2 1 ∈ C. Since these two codewords differ only in one character, C cannot detect a substitution error that changes one codeword to the other. Thus, we obtain a contradiction to the assumption that C is an ST-error detecting code. Proof. Clearly the theorem holds for n = 1 since any optimal binary ST-error detecting code C of length n = 1 either consists of 0 or 1. In the first case, C = C 1 (0) and in the second case, C = C 1 (1) . We assume in the following that n ≥ 2 and that the theorem holds for all lengths less than n.
First, suppose that n ≥ 2 is even and C is an optimal binary ST-error detecting code of length n. As there exists an ST-error detecting code, C n (0), of size (2 n + 2)/3, we have
Since C!0 and C!1 are binary ST-error detecting codes of odd length n − 1, by the induction hypothesis and Proposition 2,
with equalities if and only if C!0 is either C n−1 (0) or C n−1 (1) and C!1 is either C n−1 (0) or C n−1 (1) . Hence,
with equality if and only if each of C!0 and C!1 is either C n−1 (0) or C n−1 (1) . From (7), it follows that equality indeed holds. Since C!0 and C!1 are disjoint by Lemma 2, either C!0 = C n−1 (0) and C!1 = C n−1 (1) , or C!0 = C n−1 (1) and C!1 = C n−1 (0) . If the second case holds, then since 00 . . . 01 ∈ C n−1 (1) and 00 . . . 00 ∈ C n−1 (0), 00 . . . 010 and 00 . . . 001 are both codewords in C. In this case, C cannot detect a transposition error that changes one codeword to the other. Thus, we obtain a contradiction to the assumption that C is an ST-error detecting code. Hence, C!0 = C n−1 (0) and C!1 = C n−1 (1) . Since C is obtained by appending 0 to all codewords in C!0 and 1 to all codewords in C!1, it follows from Lemma 1 that C = C n (0), which is what we want to prove for even values of n. Next, suppose that n ≥ 3 is odd and C is an optimal binary ST-error detecting code of length n. As there exists an STerror detecting code, C n (0), of size (2 n + 1)/3, we have In Case 1, C!01, which has (2 n−2 − 2)/3 codewords, none of them belonging to C!00 = C n−2 (0) or C!10 = C n−2 (1) , is precisely C n−2 (2) , which is the set of (2 n−2 − 2)/3 binary sequences of length n − 2 that do not belong to C n−2 (0) or C n−2 (1) . Hence, c 0 c 1 . . . c n−1 ∈ C if and only if one of the following four possibilities holds:
Since c 0 c 1 . . . c n−3 ∈ C n−2 (t) if and only if n−3 i=0 a i c i ≡ t (mod 3) and a n−2 = 2, a n−1 = 1, it follows that one of the above four possibilities holds if and only if n−1 i=0 a i c i ≡ 0 (mod 3), i.e. c 0 c 1 . . . c n−1 ∈ C n (0). This proves that C = C n (0) in Case 1. A similar argument shows that C = C n (1) in Case 2. Next, we consider Case 3. Since 00 . . . 00 ∈ C n−2 (0) = C!11, it follows that 00 . . . 0011 is a codeword in C. Similarly, since 00 . . . 01 ∈ C n−2 (1) = C!01, it follows that 00 . . . 0101 is a codeword in C also. Since these two codewords differ only by a transposition, C is not an ST-error detecting code. This contradiction excludes Case 3. A similar argument excludes Case 4. Thus, we are left with either the first case, in which C = C n (0), or the second case, in which C = C n (1) . This is what we want to prove for odd values of n.
Theorem 1 specifies all optimal binary ST-error detecting codes. From Proposition 2, we can express the size of such a code of length n as 2 n /3 . In particular, M(n, 2) = 2 n /3 . Notice that the size of an optimal binary code of length n does not equal 2 n−1 except for the trivial cases n = 1 and n = 2. Hence, for optimal binary ST-error detecting codes of length n ≥ 3, messages cannot be encoded using check characters. However, as we will see shortly, these codes admit a simple recursive encoding algorithm. We will only consider the code C n (0), which is optimal for all values of n. In general, the message is represented by a binary sequence which is the binary expansion of a number that assumes one of the values 0, 1, . . . , 2 n /3 − 1. Since the algorithm is recursive in nature, we will define it for the cases n = 2 and n = 3.
Encoding C 2 (0). Since |C 2 (0)| = 2, two messages, 0 and 1, can be encoded. Encode 0 into the codeword 00 and 1 into the codeword 11.
Encoding C 3 (0). Since |C 3 (0)| = 3, three messages, 00, 01 and 10, can be encoded. These messages are encoded, respectively, into the codewords 000, 011 and 110. It can be easily verified that this encoding procedure encodes distinct messages into distinct codewords in C n (0). Furthermore, it can be applied in reverse to retrieve messages from codewords. 1 m 2 m 3 m 4  representing a number 0, 1, . . . , 21 . Suppose that we want to encode the message 10100. According to the encoding algorithm, this message is encoded into 1010c 4 
CONCLUSION
In this paper, we have determined the maximal size of a q-ary ST-error detecting code of length n for all values of q and n. In particular, it is shown that this maximal size, denoted by M(n, q), is as given in the following theorem.
THEOREM 2.
M(n, q) = 2 n /3 for q = 2, q n−1 for q ≥ 3.
We also described for each q an optimal q-ary ST-error detecting code of length n, i.e. a code whose size equals M(n, q). Furthermore, we presented encoding techniques for optimal codes.
