Both reviews and user-item interactions (i.e., rating scores) have been widely adopted for user rating prediction. However, these existing techniques mainly extract the latent representations for users and items in an independent and static manner. That is, a single static feature vector is derived to encode user preference without considering the particular characteristics of each candidate item. We argue that this static encoding scheme is incapable of fully capturing users' preferences, because users usually exhibit different preferences when interacting with different items. In this article, we propose a novel context-aware user-item representation learning model for rating prediction, named CARL. CARL derives a joint representation for a given user-item pair based on their individual latent features and latent feature interactions. Then, CARL adopts Factorization Machines to further model higher order feature interactions on the basis of the useritem pair for rating prediction. Specifically, two separate learning components are devised in CARL to exploit review data and interaction data, respectively: review-based feature learning and interaction-based feature learning. In the review-based learning component, with convolution operations and attention mechanism, the pair-based relevant features for the given user-item pair are extracted by jointly considering their corresponding reviews. However, these features are only reivew-driven and may not be comprehensive. Hence, an interaction-based learning component further extracts complementary features from interaction data alone, also on the basis of user-item pairs. The final rating score is then derived with a dynamic linear fusion mechanism. Experiments on seven real-world datasets show that CARL achieves significantly better rating prediction accuracy than existing state-of-the-art alternatives. Also, with the attention mechanism, we show that the pair-based relevant information (i.e., context-aware information) in reviews can be highlighted to interpret the rating prediction for different user-item pairs.
A Context-Aware User-Item Representation Learning for Item Recommendation 22:3 and pair-dependent representation for a user-item pair based on both the individual characteristics and their interactions would benefit the rating prediction of them. Here, we term this feature learning for a user-item pair as context-aware feature learning. We argue that context-aware information extracted by modeling the latent feature interactions between users and items is more expressive and discriminative to understand users' complex rating behaviors. Moreover, it is easy to further facilitate the modeling of the higher order feature interactions over the context-aware latent features for a user-item pair, and this leads to better prediction performance.
To this end, in this article, we propose a context-aware user-item representation learning model for rating prediction by integrating information from both textual reviews and rating scores, named CARL. Figure 1 illustrates the overall network architecture for CARL. CARL consists of two independent feature-learning components: review-based feature learning and interaction-based feature learning. In review-based feature learning, CARL utilizes the convolution operations and an attention mechanism to highlight the pair-based relevant semantic information by jointly considering the reviews written by a given user, and the reviews written for a given item. Then, an abstracting layer is employed to derive the refined latent feature vectors for the user and the item, respectively. In other words, the latent feature vector for a given user is context-aware when facing different items. The representation of the user-item pair is then constructed by further considering the latent feature interactions. Note that the semantic information contained in reviews could only serve as a partial reflection of the user rating behavior. Existing interaction-based latent models have delivered promising rating prediction performance. We believe that the interaction data alone could provide complementary knowledge to complete the picture. Therefore, in interactionbased feature learning, CARL constructs another joint representation for a user-item pair based on another set of feature vectors and their interactions. Then, CARL feeds the latent representation learned by each component into a Factorization Machine (FM) [27] to further model higher order feature interactions for rating prediction. Finally, a novel dynamic weighted linear fusion is devised to perform the final rating prediction.
We conduct comprehensive experiments over seven real-world datasets with reviews. The experimental results validate that the two feature learning components complement each other and result in better prediction performance when fused. Also, the proposed CARL significantly outperforms the existing state-of-the-art alternatives across seven datasets. In summary, the contributions made in this area are listed as follows:
• We propose a neural network-based context-aware user-item representation learning model for rating prediction. The model derives pair-dependent latent representations on the basis of user-item pairs instead of learning a static user/item latent representation for rating prediction. To the best of our knowledge, CARL is the first work that learns context-aware representations for each user-item pair based on their individual characteristics and their interactions together by exploiting both textual reviews and user-item interaction data.
• With the neural attention mechanism introduced in review-based feature learning, we can identify pair-based relevant information based on semantic interaction between a user review document and an item review document. In this sense, we are the first to extract context-aware information from reviews on the basis of the user-item pair via neural network techniques. The attention mechanism also facilitates the explainability of the recommendation. Moreover, a simple but novel dynamic linear fusion strategy is proposed in CARL to aggregate the evidences from the two components for final rating prediction. • Through extensive experiments conducted on seven real-world datasets, the results demonstrate that our proposed CARL consistently achieves better rating prediction accuracy than existing state-of-the-art alternatives, including slap-up BOW-based methods, CNNbased methods, and attention-based methods. Further case studies demonstrate that the words highlighted by CARL in reviews are very meaningful and uncover users' specific preferences toward an item of interest, which helps to improve explainability for the recommendation.
The remainder of this article is organized as follow: Related works are reviewed in Section 2. Secion 3 introduces the overall framework of CARL in detail. The experimental settings and results are presented in Section 4. Finally, Section 5 concludes the article and discusses future works.
RELATED WORK
Our work is related to the studies of interaction-based CF, text-based rating prediction, deep neural network-based recommendation, and context-based feature learning. Therefore, in this section, we briefly review the relevant literatures in these areas.
Interaction-Based Collaborative Filtering
The interaction based recommendation methods are mainly based on CF techniques [33] , which aim to represent users and items with latent feature vectors. Matrix Factorization (MF) is the most popular technique in this line of literatures. Basic MF models [20, 28] try to learn users' and items' latent features purely by matching the user-item interaction (i.e., binary indicators or user-item rating scores) matrix with a DP operation. The rating prediction is then calculated also by using a DP operation with the derived user/item latent features for a given user-item pair. Plenty of works try to enhance the performance of MF by modeling more information based on user-item interactions. For example, Koren et al. [20] introduce user and item biases into MF. Koren [19] integrates a neighborhood model into MF that assumes that a user's rating on an item is formed not only by the latent characteristics of the user-item pair, but also by the user's rating behaviors on other items. All these methods have been validated to outperform the vanilla MF model in many domains. However, all these MF-based models use the DP operation as their rating predictor. One inherent limitation of the DP operation is that latent features are independent of each other. That is, DP only enables linear combination of latent features without considering higher order feature interaction. It is validated that the performance of existing MF-based methods is hindered by this strong constraint [13] .
With the tremendous successes of neural networks in many fields, some researchers turn to using neural networks to learn users' rating behaviors. Salakhutdinov et al. [29] propose a Restricted Boltzmann Machines (RBM)-based model for rating prediction. It applies separate share-parameter RBMs, each of which has visible softmax units for the rated item, to model the interaction history of each user. Hence, when two users have similar rating behaviors, the prediction for them is similar as well. Neighborhood information of users and items is then utilized to extend the RBM model for better prediction performance [11] . The principle underlying these two pioneering works is still conventional user-based and item-based CF. He et al. [13] present a general deep neural framework for collaborative filtering with implict feedback. The proposed NeuMF takes the static user and item feature vectors as input and calculates the rating score by replacing the DP operation with a neural atchitecture. The empirical study shows that NeuMF achieves superior performance over the existing latent factor learning techniques. NeuMF models latent feature interactions between users and items through a deep MLP architecture with nonlinearity. However, higher order feature interactions still cannot be well captured by NeuMF. In contrast, the proposed CARL derives a context-aware representation for a user-item pair and uses FM to model the higher order latent feature interactions for rating prediction. Both the complex interactions between users and items as well as the higher order latent feature interactions are well captured by CARL to model users' diverse rating behaviors on different items. Moreover, since NeuMF is devised for CF with implicit feedback, its applicability to rating prediction as well as its incorporation with review data is still unknown.
Rating Prediction from Text
Although CF methods [9, 20, 29] based on user-item interactions are prevalent in the past decades, they have two obvious limitations. First, the prediction accuracy of most CF methods drops significantly when the data are sparse. Second, they are incapable of handling new users and items (i.e., cold-start issue). Textual information (e.g., users' reviews, item description or labels) is the most popular auxiliary information available in many recommender systems. Consequently, exploiting textual information to address these inherent limitations has become a hot research topic.
Some researchers [2, 22, 24, 34, 40] propose to employ topic modeling techniques to learn latent topic factors from text. HFT [24] and CTR [40] employ an LDA-like technique to exploit latent topics from review text. RBLT [34] employs similar techniques to uncover topic features from rating-boost review text as latent factors. The authors assume that more recommendable features would be contained in a higher rated review. Thus, they construct the rating-boost review text of an original review by repeating the review r times, where r is the rating score associated with it. In this sense, topic models like LDA can easily extract these preferred features as latent topic factors. These latent topic fators are later integrated into an MF framework to derive item characteristics. RMR [22] uses a similar technique to derive topic factors from text but using Gaussian mixtures to model ratings instead of an MF framework. TopicMF [2] uses the MF technique to jointly model the interaction data and topics from review text. In their transform function, these authors use a linear combination of the latent factors of users and items to transform the latent topic in the reviews. CDL [41] tightly couples SADE [37] over the text information and PMF [28] for the implicit rating matrix. The deep neural structure enables CDL to learn interpretable latent factors from the text. These methods outperform models that solely rely on user-item interaction data. However, these methods all belong to the category of BOW models which ignore word order and local context information. Hence, much concrete information in the form of phrases and sentences is lost through this coarse-grained text processing strategy.
To tackle this limitation, several methods endowing the MF framework with a neural treatment [17, 44] are proposed. CMLE [44] leverages an embedding-based model to integrate a word embedding model with a standard MF model to accommodate contextual information for words in the reviews. A CNN-based neural network model (named ConvMF) is proposed by Kim et al. [17] . ConvMF utilizes a CNN network to obtain better latent semantic representations from textual reviews by considering word order and local context. Zheng et al. [45] use a parallel CNN model (named DeepCoNN) to separately derive the latent features of users and items based on their reviews. Then they concatenate the latent features of the corresponding user and item and feed the resultant vector into an FM for rating prediction. TransNets [5] extends DeepCoNN by adding an additional layer (target network) to learn the representation of a target user-target item review at training time and then using the learned represention to regularize the output of the source network. The source network therefore can mimic the latent representation of a target review, yet it is not available at test time. TransNets gains improvement in rating prediction against DeepCoNN. These recent methods perform better than the existing BOW-based methods and are proved to be effective in alleviating cold-start and data-sparsity issues. Despite these significant improvements on recommendation performance, these works solely derive the latent feature vectors of users and items in a static and separate manner which neglects the diverse and complex interactions between users and items.
Attention-Based Deep Recommender System
As discussed earlier, neural network-based techniques have been widely applied to recommender systems. However, it is difficult to output meaningful patterns to help interpret the recommendation decisions due to their well-known black-box property. Recently, several works have been proposed to discriminate the importance of each latent feature or factor to enhance recommendation accuracy, drawing on the attention mechanism recently proposed in the neural networks area [1] . With an attention mechanism, we can identify the important words from textual auxiliary information and therefore provide a way to offer semantic interpretation for recommendations. D-attn [30] combines local and global attention on review text and produces weighted text. The weighted text is later passed to a CNN model to derive better learned representations of users and items. Chen et al. [6] propose an attention-based deep learning model (NARR) to compute the usefulness of reviews for recommendation. NARR can provide a review-level explanation for rating prediction. TARMF [23] employs an attention-based GRU network to interpret the semantic meaning associated with each latent factor in the latent vectors gained by an MF model. It outperforms ConvMF on different publicly available rating prediction datasets. In multimedia recommendation, in order to better characterize users' preference, ACF [7] employs two attentive modules which learn to select the informative components of multiple items and representative items from users' purchased records, respectively. ACF incorporates the attentive modules into classic CF models with implicit feedback [14, 26] . Other than applying attention to derive the importance of item components, DAMD [42] leverages an attention model to adaptively incorporate multiple prediction models based on their suitability for article recommendation. Though these existing attention-based recommender systems improve recommendation performance and also the interpretability of recommender systems, they also neglect the diverse and complex interactions between users and items. Here, we utilize an attention mechanism to identify the pair-based relevant semantic information by jointly considering both the user and item reviews. Differing from all the text-based and attention-based methods mentioned earlier, the proposed CARL extracts the latent features for a user-item pair based on both their individual characteristics and their interactions. The incorporation of FM further models the higher order latent feature interactions for better rating prediction. Our experimental results show that CARL achieves much better rating prediction performance than existing state-of-the-art alterantives.
Context-Based Feature Learning
Attention-based neural networks have been shown to be effective in improving performance in many tasks [1, 38, 39, 43] . Many recent works have utilized the attention mechanism to learn context-aware latent representations from textual information. For example, several works [10, 38, 39, 43] propose to utilize an attention layer to learn context-based representation for question and answer matching, and thus targeted answers can be formed for different questions. CANE [36] uses a similar structure to learn adaptive network embeddings and yields better performance than the static embedding-based methods. Similar to these techniques, CARL is devised to jointly infer the context-aware latent features based on both the review data and user-item rating scores. To the best of our knowledge, we are the first to introduce context-aware representation learning on the basis of user-item pairs for rating prediction.
THE PROPOSED MODEL
In this section, we present CARL, a context-aware user-item representation learning model for item recommendation. As demonstrated in Figure 1 , CARL is devised to estimate the personalized rating score for a new user-item pair by exploiting two heterogenous information sources: item reviews written by users and user-item interaction matrix. Hence, CARL consists of two independent feature learning components: review-based feature learning and interaction-based feature learning. In the following sections, we first detail the rating prediction framework for CARL, followed by a description about the two learning components.
Rating Prediction Framework
The DP operation is often used by existing works for rating prediction [28, 44, 45] . However, DP holds a strong constraint in that the latent dimensions are independent of each other. That is, each dimension in a latent user vector could only interact with the corresponding dimension in the latent item vector. This independence constraint is incapable of learning complex user-item rating behaviors through higher order feature interactions. Since the proposed CARL derives a contextaware representation for each user-item pair, it is desirable to model higher order latent feature interactions to better understand the rating behaviors. Hence, in this work, we choose an FM [27] to calculate the rating score. Specifically, given a latent feature vector learned for a user-item pair, denoted as z u,i , FM calculates the corresponding rating score as follows:
where m 0 is the global bias, m is the coefficent vector for latent feature vector z u,i , M is the weight matrix for second-order interactions and its diagonal elements are 0 (i.e., M j, j = 0), and v j , v k ∈ R v are the v-dimensional latent vectors associated with dimension j and k of z u,i . From Equation (1), we can see that both first-(i.e., m) and second-order (i.e., M) feature interactions are utilized for rating prediction. FM is also applied for rating prediction in other studies [19, 45] . We believe capturing higher order feature interactions is important for modeling complex user-item rating behaviors. We have also tried using other rating prediction formulas like Linear Regression (LR) and Multiple-Layer Perception (MLP) [13] . However, our results show that FM yields better prediction accuracy than LR and MLP (ref. Section 4.3).
In reality, rating behaviors contain multiple inherent tendencies, known as bias. For example, some users tend to rate a higher score for all items. And some items are likely to recieve higher ratings from all users [20] . Smola [31] proved that incorporating user and item biases can accommodate rating variations well and hence improve the performance of rating prediction. Following these works, we modify the rating predictor by adding both user and item biases as follows:
where b u and b i are the corresponding bias for user u and item i, respectively.ŷ u,i is the predicted rating. We take the square loss as the objective function for parameter optimization. where O denotes the set of observed user-item rating pairs, y u,i is the observed rating score for user u on item i, and Θ denotes all the parameters. The second term of Equation (4) is used as regularization to prevent the model from overfitting.
Review-Based Feature Learning
Since the reviews made by a user reflect her preference, we take all the reviews written by the same user to form a single document as a user review document. Similarly, we merge all the reviews made by the users for an item as the item review document. It is expected that the semantic information covered in two kinds of review documents are quite different. While a user review document would contain more personal preference, an item review document is mainly comprised of different aspects focused on by all the relevant users. The task of review-based feature learning in CARL is to infer a customized latent feature vector for each user-item pair by jointly considering their review documents. 2 The convolution operation has been successfully adopted in many natural language processing and information retrieval tasks, such as document representation learning [8, 15, 16, 18] . Specifically, we use the convolution operation to extract different aspects covered by the review documents. Then we utilize an attentive layer to highlight the pair-based relevant aspects by considering the interaction between the review documents of user and item. Finally, an abstracting layer is utilized to derive the final latent feature vector for the user-item pair. Figure 2 demonstrates the network architecture for the review-based feature learning.
Convolution Layer. Given a review document D = (w 1 , w 2 , . . . ,w n ), an embedding look-up layer first projects each word to its corresponding embedding w i ∈ R 1×t . Then a document matrix D ∈ R nt ×1 is formed by concatenating these embeddings in the order of their appearances in the document: D = [ · · · w j−1 , w j , w j+1 · · · ] T where w j is word embedding of the word at the jth position in document D. That is, the order of words is preserved in matrix D and in turn enables the convolution layer to extract more accurate semantic information compared to BOW techniques [8] . Specifically, a convolution filter f j over a sliding window of size s is used to extract the contextual feature c j h from the local context. To be specific:
where σ is the nonlinear activation function, W j c is the convolution weight vector for filter j,
is the slice of matrix D within the sliding window centering at hth position:
Without explicit specification, we opt for Rectified Linear Unit (ReLU) as the activation function, (ReLU (x ) = max(x, 0)). Here, we pad s−1 2 zero vectors at the begining and end of document matrix D to produce n contextual features, where n is the length of document D. We use multiple convolution filters with different convolution weight vectors to extract the contextual features for each word with its local context (i.e., s consecutive words). In this work, we use two different W * c for processing the user review document and item review document, respectively.
Attentive Layer. As stated earlier, we assume that a user review document could contain more personal and different preferences on different items. Likewise, an item review document might consist of different aspects focused on by different users. In other words, not all information contained in the review documents could be useful for inferring the rating score for a specific user-item pair. To effectively capture useful information on the basis of given user-item pair, we employ an attention layer to jointly process the review documents of the corresponding user-item pair.
After applying the convolution operation for a review document, we can form a contextual feature vector c h for the word at hth position in the document:
where c f h is the contextual feature calculated by convolution filter f for the hth word by using Equation (5) . Vector c h is thus the contextual feature vector of the hth word after the convolution layer. In this way, we can form two contextual matrices for the user and item review documents, respectively:
where c u j and c i k are the contextual feature vectors based on Equation (6) for the jth word and the kth word in the user and item review documents, respectively, n and m are the lengths of the user and item review documents, respectively.
Inspired by the work of others [10, 36] , we utilize an attentive matrix, T ∈ R f ×f , to derive the importance of each contextual feature vector for both U and V. In detail, we project matrix U and V into the same latent space and calculate the pair-wise relatedness between each pair of contextual feature vectors c u j and c i k as follows:
where R j,k is the relatedness between c u j and c i k , and tanh is the hyperbolic tangent function. Based on Equation (9), a row R j, * contains the relatedness scores between the contextual feature vector c u j in U and all the contextual feature vectors in V. Similarly, a column R * ,k contains the relatedness scores between the contextual feature vector c i k in V and all the contextual feature vectors in U. A mean-pooling operation is then applied to each row/column of R as follows:
Based on the mean relatedness calculated in Equations (10) and (11), we can highlight the importance of each contextual feature vector in U and V, respectively:
where a u j and a i k are the attentive weights of U j, * and V k, * respectively. At last, we obtain the pair-based attentive weight vectors a u and a v for U and V via the attentive layer:
Here, a u and a i can be regarded as the learned distribution of the degree of importance to the words in a user review document and an item review document, respectively. Note that, a * is computed under the consideration of the interaction between U and V. Namely, the value in a * , indicating the importance of corresponding words in the user/item review document, depends on the user-item pairs. Abstracting Layer. We obtain a weighted U and V based on the attentive vectors a u and a i as follows:
where diag(a * ) is the diagonal matrix whose diagonal are elements in vector a * . Recall that the attentive weights are calculated based on both the user review document and the item review document; thus, a large weight indicates that the corresponding contextual feature vector is more relevant to the given user-item pair. In this sense, we can consider these highly weighted contextual vectors as relevant aspects covered in the corresponding review documents for the user-item pair only. At this step, we can simply sum up the weighted contextual feature vectors to represent the user/item under consideration, following the work of others [10, 36] . However, a simple weighted average could introduce too much noisy information since irrelevant aspects covered in both user and item review documents could account for a major proportion. Here, we choose to stack further neural transformations to extract higher level semantic features based on U w and V w , respectively. To accommodate the noise and irrelevant aspects extracted earlier, we employ a mean-pooling CNN network to further abstract higher-level features h u a as follows: where W j a is the convolution weight vector for filter j, and a sliding window of size s is used. A similar process is applied to extract higher level feature vector h i from V w . There is one straightforward merit for applying a CNN network over U w and V w . Note that all the contextual feature vectors in U and V are extracted based on the convolution operation with a local context window. A further convolution operation inside the CNN network could cover a larger context for latent feature extraction, but with relevance-weighted information (i.e., less noisy information). In detail, with a window size of s, Equation (18) actually takes 2 · s − 1 words into consideration. And these words are weighted based on their relevance to the user-item pair, leading to more precise higher level semantic information extraction. The intuition behind our mean-pooling setting is that users could express their opinions on various aspects for an item in their reviews. For example, a movie fan considers not only the cast but also the director and the genre to make a rating. By using meanpooling strategy, more relevant latent features would be extracted in the abstraction layer. Instead, a max-pooling strategy may ignore some important features due to its downsampling property, such that only the most important feature is retained. Our experimental results also validate the superiority of using the mean-pooling strategy (ref. Section 4.4 ).
Note that we use different W * a for the users and items, respectively, in the CNN network. The purpose is to allow the two independent CNN models to project both U w and V w into the same latent space. Finally, we stack one shared MLP layer to further extract higher-level features:
where W 1 ∈ R l ×f is the transformation matrix and b 1 is the bias vector. Finally, we form the context-aware latent feature vector for the user-item pair as follows:
where is the element-wise product of vectors and ⊕ is the vector concatenation operation. Recall that t u and t i are dependent on the user and item jointly (Equations (9-17)). The elementwise product used for e review u,i further enhances latent feature interactions. Hence, the derived latent feature vector z review for the user-item pair captures both the individual characteristics and their interactions together. CARL then takes z review through a linear combination and higher order interaction modeling by using an FM for rating prediction (ref. Equation (3)), denoted aŝ y u,i (z review ).
Interaction-Based Feature Learning
Although textual reviews provide rich information about user preferences and the characteristics of items, the latent features z review learned earlier are just review-driven and hence do not represent the user's rating behavior to its fullest. Therefore, we devise a learning process for latent features extraction using the user-item rating scores.
We use a separate set of latent vectors for the users and items in interaction-based feature learning. Given the one-hot encoding of user/item identity x u /x i , we project it to its corresponding latent vector p u /q i as where P ∈ R l ×p and Q ∈ R l ×q denote the latent feature matrices of users and items respectively, 3 and p and q are the numbers of users and items. Since no context information like textual reviews is available, we then use an element-wise product operation to extract interaction-based features not included in either p u or q i :
Similar to Equation (21), we form the context-aware latent feature vector for the user-item pair as follows: Figure 3 depicts the interaction-based learning process on the basis of user-item pairs. We feed z interaction as input into the FM for rating score prediction, denoted asŷ u,i (z interaction ).
Fusion
The two learning components described earlier extract context-aware latent features from two different information sources. It is expected that the integration of the two components could complement each other and yield better prediction performance. A simple solution is to linearly interpolate the estimated rating score as follows:
where parameter α works as a tradeoff between the two components. However, linearly fusing the two models with a static α may not be a suitable choice for rating prediction. It is likely that a user could give a high score for an item because of some specific preferred features but ignore other, moderate characteristics. Analogously, we introduce a dynamic weighting scheme by preferring the component with the higher rating prediction (i.e., either the knowledge from the explicit reviews or other factors). Specifically, we calculate α as follows:
In Equation (28), parameter α becomes larger when the review-based component predicts a higher score than does the interaction-based component.
Model Optimization
The parameters of CARL are optimized based on Equations (4) and (27) with Stochastic Gradient Descent (SGD) and back-propagation. That is, the parameters for both learning components are 
EXPERIMENTS
In this section, we conduct extensive experiments on seven real-world datasets from different domains for performance evaluation. We also analyze the contributions of the two components and different settings for CARL. 4 Finally, a thorough analysis of review-based feature learning and a case study are presented.
Experimental Settings
Datasets. Five datasets are from Amazon 5-cores datasets 5 [12] : Musical Instruments, Office Products, Digital Music, Video Games, and Tools Improvement. The other two datasets are collected from the RateBeer website 6 and the Yelp challenge website, 7 named Beer [25] and Yelp., respectively. Note that we also extract the 5 cores over Beer and Yelp, such that each user and item has at least 5 reviews. In addition, for Yelp we only select those records spanning 2016 to 2017 as the final dataset, denoted as Yelp16-17. These datasets consist of users' explicit ratings on items ranging from 1 to 5 8 and contain the textual reviews made by the users. Following the preprocessing steps used in Kim et al. [17] , we perform the preprocessing for the review documents for all datasets as follows: (i) remove stop words and words that have the document frequency higher than 0.5; (ii) calculate tf-idf score for each word and select the top 20,000 distinct words as vocabulary; (iii) remove all words out of the vocabulary from raw documents; and (iv) amputate (pad) the long (short) review documents to the same length of 300 words. We further filter out the rating records which contain empty review after document preprocessing. Table 1 summarizes detailed statistics about the seven datasets after preprocessing. We can see that the seven datasets hold different characteristics. The Yelp16-17 is a large-scale dataset while Beer is much smaller. They are both sparse in terms of interaction data and review data. On the contrary, the Digital Music dataset is dense on both data sources. The Music Instruments dataset is the smallest, but its interaction matrix is the densest among all seven datasets. In contrast, Video Games and Tools Improvement are two large datasets and are much sparser. In summary, these seven real-world datasets hold varying characteristics, covering a much broader range of realworld scenarios. For evaluation, we randomly select 80% of each dataset as the training set and the remaining 20% as the testing set. We further split 10% of the training set as the validation set for hyper-parameter validation. The training sets are selected such that at least one interaction for each user and item should be included. Following the work in Catherine and Cohen [5] , the reviews in the validation set and testing set are excluded since they are unavailable during rating prediction.
Baselines. We compare the proposed CARL against the following state-of-the-art rating prediction methods:
• PMF: Probabilistic Matrix Factorization is a standard matrix factorization model that uses only rating scores [28] . We use the Alternating Least Squares (ALS) techniques for model optimization.
• CDL: Collaborative Deep Learning [41] is the first hierarchical Bayesian model to build the connection between the deep learning technique (SDAE) [37] and the MF model. Following the adaption used in Kim et al. [17] , we set the confidence parameter to 1 if the rating is observed and 0 otherwise. • RBLT: The Rating-Boosted Latent Topics model integrates both the MF model and the topic model [34] . It proposes a rating-boosted approach which utilizes the rating-boosted reviews and rating scores together for rating prediction. • CMLE: Collaborative Multi-Level Embedding Learning integrates a word embedding model with MF to learn user and item embeddings [44] . Given a new user-item pair, the rating can be predicted by the DP of its user and item embeddings. • ConvMF: Convolutional Matrix Factorization integrates CNN into PMF for rating prediction [17] . The item latent features are extracted by using CNN over the item review documents. • DeepCoNN: A Deep Cooperative Neural Network uses two parallel CNN networks to extract latent feature vectors from both user review documents and item review documents [45] . FM is then used for rating prediction. • D-attn: The dual local and global attention model leverages global and local attentions to enable an interpretable embedding of users and items [30] . Finally, the rating can be estimated by the DP of the user and item embeddings. • TransNets: TransNets extends the DeepCoNN model by adding an additional layer to represent the target user-item review, which is unavailable at test time [5] . Then TransNets can mimic the target user-item review representation at test time and thus improve the performance of rating prediction.
The first method listed is the conventional latent model that utilizes only the user-item rating scores. The rest are methods that utilize review documents for rating prediction. D-attn is an attention-based recommendation model.
Hyper-parameter Settings. We use grid search to tune the hyper-parameters for all the methods based on the setting strategies reported by their papers, and we report their performance over 5 runs on the testing set. The latent dimension size is optimized from {15, 25, 50, 100, 150, 200, 300}. The embedding dimension size of words in all models is set to 300. The batch size for Musical Instruments, Office Products, Digital Music, and Beer is set to 100. For the other three big datasets (i.e., Video Games, Tools Improvement and Yelp16-17), the batch size is set to 200. The number of convolution filters is set to 50. The statistical significance is conducted by applying the student t-test.
For CARL, the dimension size for user and item latent feature vectors is l = 15, window size is s = 3, and v is set to 50 for FM rating prediction. The dropout rate is set to 0.2. The learning rate is set to 0.001. The regularization parameter λ Θ is tuned from [0.05, 0.01, 0.005, 0.001] for the seven datasets. The best and second best results are highlighted in boldface and underlined, respectively. % denotes the improvement of CARL over the best baseline performer. † indicates that the difference from the best result is statistically significant at 0.01 level.
Evaluation Metric. The well-known Mean Square Error (MSE) is adopted for performance evaluation:
where O t is the set of the user-item pairs in the testing set.
Performance Evaluation
The overall performance of all methods is reported in Table 2 . The best and the second best results are highlighted in boldface and underlined, respectively. Here, we make the following observations. First, we can see that PMF performs worst on all seven datasets. Among the seven datasets, PMF performs much worse on Video Games, Tools Improvement, Beer, and Yelp16-17 than on the other three datasets. This is reasonable since these four datasets have the sparsest user-item interaction data. All review-based rating prediction methods evaluated here perform much better than PMF, especially for those datasets with sparser interaction data (e.g., Beer and Yelp16-17). This proves that incorporating review information can provide more semantic information for understanding user rating behaviors than using a single rating score.
Second, among review-based baseline methods, RBLT performs relatively well across the seven datasets. By leveraging the user and item biases, RBLT successfully achieves the second best score on Digital Music, Tools Improvement, and Beer datasets. Also, RBLT obtains very close performance to the best baseline performer on the other datasets. Such good performance should be attributed to its rating-boost reviews, which ensure that the preferred features in high-rating reviews are extracted successfully. On the other hand, ConvMF and DeepCoNN achieve varying and unstable performance across the seven datasets. For the datasets with long reviews (e.g., Office Product, Digital Music, and Video Games), they obtain relatively poorer performance, which indicates that both ConvMF and DeepCoNN fail to extract relevant features from long reviews and that the prediction performance is adversely affected by noise and irrelevant information within the reviews. The extended DeepCoNN method (TransNets) outperforms DeepCoNN across the seven datasets, which is consistent with the results reported in Catherine and Cohen [5] . D-attn achieves marginal improvement over ConvMF on three datasets. However, on datasets with long review documents (e.g., Office Products, Digital Music, and Video Games), D-attn obtains significant improvement over both DeepCoNN and ConvMF, which demonstrates that an attention mechanism does help CNN capture relevant information from reviews especially when the review data are ample. This observation is also in line with the experimental results reported in Seo et al. [30] and also validates the effectiveness of the attention mechanism on attending to important features in numerous features.
Third, CARL consistently achieves the best MSE scores across the seven datasets. The last row indicates the relative improvements of CARL over the best baseline performer. We can observe that the improvements gained by CARL are consistent and stable. On average, the relative improvement of CARL against the best baseline is 4.46%. For the sparsest dataset-Yelp16-17-it gains a 5.18% relative improvement compared to the best baseline. Even for the sparse dataset with the fewer review data-Beer-it still gains a 3.30% relative improvement over the best baseline. This result implies that CARL is effective for rating prediction on datasets with different characteristics. Moreover, the significant performance gap between CARL and D-attn validates that the contextaware user-item representation learning devised for CARL captures more knowledge about users' diverse rating behaviors on items by considering both the individual characteristics of the user and item and their interactions.
Analysis of CARL
We now study the impact of different model settings for CARL. Figure 4 plots the performance of CARL by varying the latent dimension size l in {15, 25, 50, 100, 150, 200, 300}. Due to the large performance gap between Yelp16-17 and the other datasets, the performance on Yelp16-17 is omitted for better visualization of performance on the other datasets. 9 We can see that CARL performs consistently well across a wide range of l values (i.e., [15, 300] ) with little performance variation. Even with a much smaller l value (i.e., l = 15), CARL achieves nearly optimal rating prediction accuracy in most datasets. We believe this is attributable to context-aware feature learning on the basis of the user-item pair. Although a much larger l (e.g., l ≥ 150) could further obtain a small performance gain for Office Products and Video Games, the resultant computation cost is much larger because FM utilizes second-order feature interactions for rating prediction. Accordingly, we use l = 15 in the experiments. Review: Review-based feature learning. Rating: Interaction-based feature learning. Review-int: Review-based feature learning without e review u, i . Rating-int: Interaction-based feature learning without e int u, i . CARL+LR: A linear regression is utilized as the rating predictor. CARL+Const: A constant and equal-size fully connected layer is added before linear regression. CARL+Tower: A tower pattern fully connected layer is added before linear regression. The best results are highlighted in boldface.
Number of Dimensions.
The Impact of Two Learning Components. Recall that we use two independent learning components to derive context-aware latent features from the reviews and user-item rating scores, respectively. We further study the impact of each component (i.e., review-based feature learning and interaction-based feature learning). It is worthwhile to note that parameter l determines the model capacity. For fair comparison, we set the dimension size at l = 30 for each component, such that the final feature dimensions fed into FM is equivalent to CARL with l = 15 (ref. Equations (21) and (26)). Table 3 lists the prediction accuracy of the two components and CARL. We can see that, on the seven datasets, the performance of the fusion model CARL is much better than the performance of the two components. In essence, CARL can reap the benefits from both reviews and user-item rating scores since the two independent components complement each other, and therefore, the combination leads to better prediction accuracy.
In addition, we observe that both components achieve comparable or even better performance than all state-of-the-art baseline methods (ref. Tables 2 and 3 ). The interaction-based feature learning component (Rating) outperforms all baselines on the dense datesets (i.e., Musical Instruments and Office Products). Meanwhile, as an interaction-based method, it is comparable to some reviewbased methods on the other datasets.
Another observation is that using review-based feature learning (Review) alone obtains the best rating prediction accuracy against all baseline methods across the seven datasets (ref. Tables 2 and 3), although in some cases the prediction performance delivered by review-based feature learning is very close to those obtained by interaction-based feature learning. We need to emphasize that, for a sparse dataset, review-based feature learning substantially outperforms the interaction-based ones. This observation is in line with previous studies. Compared with Con-vMF and DeepCoNN, the two CNN-based neural methods, review-based feature learning achieves significantly better rating prediction accuracy, though they all utilize convolution operations to extract semantic information from the reviews in the first place. Moreover, in contrast to D-attn, the attention-based neural method, review-based feature learning also gains a large improvement, which is attributable to the strength of dynamic attention. Overall, these observations confirm the superiority of context-aware user-item representation learning devised in CARL.
The Impact of Latent Feature Interactions. Latent feature interaction is an important building block for CARL since it captures some intricate relations between users and items. Actually, we exploit different kinds of latent feature interactions for context-aware user-item representation learning. The pair-dependent user and item latent features vectors t u and t i are derived by the review-based learning component based on the semantic interactions between the review documents. We further introduce e review u,i and e int u,i in the final user-item representation to boost latent feature interactions. Also, we utilize FMs (ref. Equation (1)) to model higher order feature interactions for rating prediction. Here, we first examine the impact of e review u,i and e int u,i via an ablation test for two learning components, respectively. We include the prediction performance by removing these two element-wise product-based latent features from the two components (Review-int/Rating-int) in Table 3 . We can see that both components experience performance degradation in almost all cases, except for Rating-int on Beer dataset and Review-int on Video Games and Beer datasets. Another observation is that the interaction-based learning component achieves relatively better performance compared to those ones e int u,i ((i.e., Rating-int) on three smaller but denser datasets (i.e., Musical Instruments, Office Products, and Digital Music). We believe that the interactionbased knowledge learned through e review u,i and e int u,i can capture more relevant information. We further examine the impact of using an FM as a rating predictor in CARL. Here, we replace the FM with a linear regression over the user-item representations (i.e., z review and z interaction ) for rating prediction. The third to last row of Table 3 reports the prediction performance with this setting (CARL+LR). Although CARL achieves better prediction accuracy with FM in most cases, we observe that the advantage is relatively weak except for the Digital Music dataset. This is reasonable since the two learning components in CARL already model latent feature interactions explicitly from the reviews and rating scores, respectively, and the undiscovered knowledge regarding users' rating behaviors left for the FM would be marginal for many cases. We also evaluate the variation by adding one layer of MLP with nonlinearity within CARL+LR (i.e., CARL+Const and CARL+Tower). In detail, we utilize a one-layer MLP to further extract higher level features from both z review and z interaction , respectively. Then, linear regression is used to calculate the prediction instead of using an FM. However, further worse performance is experienced (the last two rows of Table 3 ).
The Impact of Dynamic Linear Fusion. Recall that, in Equation (28), we adopt a dynamic linear fusion mechanism to prefer the component with a higher rating prediction. Figure 5 (a) and 5(b) plots the performance comparison between dynamic linear fusion and the static linear combination by fixing α to a specific value in Equation (27) . We can see that the dynamic linear fusion achieves better prediction accuracy than the linear combination with different α settings. What's more, dynamic fusion can eliminate the need of parameter tuning required in the static linear combination. Similar observations are also made in the other five datasets. To better analyze the mechanism of dynamic linear fusion in CARL, we visualize the distribution of α by equally partitioning the value of α into 10 bins (plotted in Figure 6 ). We can observe that, to some extent, the major distribution of α fits the performance trends in the linear combination. For example, on the Video dataset, most α fall into the range in [0.7, 0.8) while linear combination achieves the best performance when α is around 0.6. Nevertheless, an elastic and fine-granular assignment of α is conducted by dynamic linear fusion. To provide a finer analysis of this elastic mechanism, we zoom in to the distribution of α with respect to the dominating value range in Figure 7 . We can see that, although the value of α is mainly falling into a specific dominating range on both Video Games and Beer (i.e., [0.7, 0.8) and [0.8, 0.9)), the elastic assignment of α for different user-item pairs is clearly observed in both Figure 7 (a) and 7(b). The improvement gained by the dynamic linear fusion also justifies the effectiveness of this elastic mechanism.
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Analysis of Review-based Feature Learning
To get a better understanding of the review-based learning component, we further analyze the impact of two key layers: the attentive layer and the abstracting layer.
The Impact of Attentive Layer. In review-based feature learning (Review), we adopt an attentive layer to capture pair-based relevant information on the user-item pair. We evaluate the impact of the attentive layer via an ablation test by removing it from the review-based feature learning component. To eliminate the impact of the attentive layer, we set the attentive weights at 1 in Equations (14) and (15) (Review-att). Table 4 shows the performance comparison. We can see that when the attentive layer is applied, the performance of review-based component is significantly better than Review-att across the seven datasets. The relative improvement is 4.87% on average. The encouraging improvement confirms that the attentive layer is able to render the model to perform better prediction by identifying the pair-based relevant information for user-item pairs. A case study of the attentive layer for prediction interpretation is included in the next section.
The Impact of Abstracting Layer. Apart from the attentive layer, the abstracting layer is another pivotal layer in review-based feature learning. Recall that Review-att has eliminated the impact of the attentive layer and thus can be regarded as an extension of Deep-CoNN, which adds an abstracting layer after convolution operations. In Table 4 , we observe that Review-att consistently outperforms DeepCoNN on the seven datasets. In particular, for the Office Products, Digital Music, and Video Games datasets which contain relatively long review documents, Review-att gains substantial improvement over DeepCoNN. We attribute the improvement to the abstracting layer to the fact that a larger context is considered for higher level semantic information extraction via stacking the convolution operations. In contrast to applying the abstracting layer, Tu et al. [36] propose a simple alternative by summing up the weighted contextual representations into one single vector as derived from vertex embedding (CANE). Although CANE has proved effective in modeling varying relations between vertices for network modeling, we have to point out that the textual information in Tu et al. [36] is different from ours. In that work [36] , the textual information is research papers written by the corresponding authors (i.e., vertices) while the textual information we are dealing with is the concatenation of reviews on different user-item pair. Apparently, review documents are less coherent and more diverse than research papers. Lots of noise is likely to be included by merely summing up the weighted contextual features. To tackle this issue, we employ the abstracting layer on the attentive layer. Furthermore, we believe that an abstracting layer can extract higher level semantic features from the weighted contextual features over a larger range. Figure 8 (a) and 8(b) shows the performance comparison per iteration between review-based feature learning with an abstracting layer and with a CANE-based alternative on Video Games and Musical Instruments, respectively. First, we observe that better prediction accuracy is achieved with the inclusion of the abstracting layer. Second, in terms of convergence, it is obvious that the performance by including the abstracting layer gradually becomes stable while the CANE-based strategy remains fluctuating within a large range. With the abstracting layer, the review-based learning component almost reaches convergence after 50 iterations on both datasets. These observations demonstrate that the abstracting layer is capable of extracting higher level semantic features from the weighted contextual features and therefore enhances the performance and robustness of the model.
In the abstracting layer, we choose to utilize the mean-pooling strategy instead of the prevalent max-pooling strategy. The reason lies in the assumption that we believe a mean-pooling operation would retain a greater number of important features than would the max-pooling operation. The performance comparison between the review-based feature learning with a mean-pooling strategy (Review-avg) and the review-based feature learning with a max-pooling strategy (Review-max) is reported in Table 5 . Note that although Review-max achieves the best performance on Office Products dataset, it underperforms Review-avg on all other datasets. Especially for the sparse datasets, Review-avg gains substantial improvement over Review-max. Note that, on Yelp16-17, the improvement gained by Review-avg is much larger over Review-max. We believe this is due to fact that the user-generated review in Yelp is likely to consist of the user's evaluations of different aspects, each of which is related to the final rating. These results validate that the mean-pooling strategy extracts more useful features compared to Review-max. Accordingly, we employ a meanpooling operation in the abstracting layer.
Visualization of Attentive Layer
To further understand the review-based feature learning component of CARL, we manually check whether the attentive layer can identify pair-based relevant semantic information from both user and item review documents on the basis of the user-item pair. Hence, we sample a user u and two user-item rating records associated with u in the testing set of Musical Instruments. The heat maps of the review documents for both sampled pairs are visualized in Table 7 . The important words identified by Equations (12) (13) are highlighted in yellow and golden yellow, respectively. Specifically, for a word w j in the user review document with attention weight a u j , we calculate the 
where s is the window size of the convolutional layers (ref. Equations (5) and (18)) and Z is the normalization term. In Equation (30), the attention weights of the contextual s − 1 neighboring words are also considered to compute the importance of word w j , which is consistent with the convolution operations mentioned earlier. Here, we adopt a max-normalization scheme for parameter Z . The words whose ξ (w ) are larger than 0.6 and 0.8 are highlighted with yellow and golden yellow, respectively. A triple (user u , item i , y u,i ) denotes a user-item interaction such that user u rates item i with a score y u,i . Note that the two items demonstrated in Table 7 receive quite different rating scores from the same user (i.e.,5.0 vs. 3.0). Although there are many different aspects mentioned in the user review document, it is clear to see that the two attentive heat maps of the same user review document for two different items are quite different. For item 1 , lots of positive words, such as "charm," "fun," "cool," "cheap," and "win," are highlighted with larger attentive weights. On the contrary, less positive words are found to be highlighted in the user review document for item 2 . From the highlighted information in the two heat maps, we can speculate that "tiny shape" and "practicing outside" aspects about item 1 are the focus of user u, while the "noise level" and "power voltage" aspects about item 2 could be more important instead.
A further close look at the heat maps of the two item review documents confirms a lot about these speculations. For item 1 , it is not diffcult to see that some aspects, such as "save valuable space," "flexibility," and "low profile" are highlighted. The reasonable price, good quality, compactness, and low-profile design are found to be relevant information. From item 2 's review document, we can see that many aspects related to the battery, its expensive price, and the construction of the product are highlighted. The observed correlations between the heat maps of the user review document and the heat maps of the item review document reveal that CARL is effective in capturing pair-based relevant semantic information from the corresponding reviews for different useritem pairs.
Note that the real user review of an item is excluded from both user and item review documents for rating prediction since the user review is unavailable before her consumption. For the two user-item pairs studied earlier, we then list the corresponding real reviews provided in the original dataset in the last row of Table 7 . We manually highlight the opinions expressed by the user in red. Note that good quality, compact shape, and convenient design of item 1 are highly appreciated, whereas the user has neutral sentiment towards item 2 due to the annoying battery compartment. This ground-truth knowledge further validates that the context-aware user-item representation learning devised in CARL enables a better understanding about users' diverse rating behaviors on items. These observations also suggest that the pair-based relevant semantic information identified by CARL in the user and item review documents facilitates an accurate interpretation about the recommendation decisions.
For an easier comparison of the attention distribution with respect to the item, we also sample another user-item pair based on item 1 . A similar observation can be obtained in Table 8 and justifies the consistent performance of CARL on both users and items.
Here, we provide some analyses via conducting a comparison between CARL (the review-based feature learning) and three state-of-the-art deep review-based recommendation methods (Deep-CoNN, D-attn, and TransNet). Figure 9 demonstrates the architectures of the four methods. We can make the following two observations. First, DeepCoNN, D-attn and TransNet all belong to the Siamese architecture [4, 15] , which performs late interaction on the latent representations of user and item only if they are mature. For instance, in DeepCoNN, the latent representations of user and item are formed without knowledge of each other. Therefore DeepCoNN runs the risk of losing some important contextual features which are only available through performing the interaction for the user-item pair. Thus, it is unsurprising that this simple architecture usually gains the worst performance across the datasets (ref. Table 2 ). The other two methods extend DeepCoNN in different ways. TransNet adds an additional layer to regularize the representations of the user review document and the item review document. D-attn tries to attend important local and global semantic features in user and item review documents. However, these two extensions still ignore the important contextual features for the user-item pair. We speculate that such interaction-based features play vital roles in rating prediction. For example, an appearance-valuing user may give a low rating to a plain-looking electric razor. However, in most cases, the appearance of an electric razor is less likely to be a universally recognized important characteristic. To model the diverse preferences of users for items, CARL employs an attention mechanism that refines the representation of the user based on the characteristics of the item and refines the representation of item based on the preferences of the user. That is, the context-aware latent representations of user and item are derived through the attention mechanism.
Second, we can observe that DeepCoNN, D-attn, and TransNet merely utilize the separated latent representations of user and item for rating prediction. The element-wise latent features interaction which carries the intricate relation between a user and an item in the latent space is ignored. To fill up the empty space, CARL leverages the element-wise product of user vector and item vector to further improve the accuracy of rating prediction (ref. Table 3 ).
On the other hand, both computation efficiency and response time are important considerations for a real-time recommendation scenario. Though CARL outperforms most Siamese architectures in terms of rating prediction, we still want to investigate whether such improvement is achieved by the oversacrifice of computation efficiency. Here, we compare the training time and the prediction time taken for the deep models. The efficiency results are reported in Table 6 , in ascending order. Specifically, we record the training time per epoch and the prediction time for each model under the same computing environment by using a Nivdia GTX TITAN X (12GB). The prediction time is the seconds required for a given model to finish the rating prediction for the whole testing set. We can observe that DeepCoNN takes the least training time per epoch while CARL is the second most efficient model in training time. D-attn lags far behind CARL as the local attention mechanism over multisize sliding kernels incurs extra burden. Similarly, in each epoch, TransNet has to pretrain the target network for a good representation of the target user-item review to better regularize the representations of user and item, which results in the longest training time. For rating prediction, TransNet attains a faster time than DeepCoNN. DeepCoNN and CARL are ranked in the second and third places, respectively. It is obvious that the additional computation cost incured by CARL over TransNet and DeepCoNN is relatively small. Overall, CARL obtains promising performance in terms of both effectiveness and efficiency.
CONCLUSION
In this article, we propose a novel fused context-aware neural model to learn user-item representations for rating prediction, named CARL. Both reviews and user-item rating scores are well exploited in CARL. By learning a representation for a user-item pair based on their individual characteristics and their interactions together, CARL yields a better understanding of user rating behaviors. The experimental results show that CARL consistently outperforms the existing stateof-the-art alternatives over seven real-world datasets. In addition, the attention mechanism utilized by CARL for review processing enables us to further provide semantic interpretations about recommendation decisions. Inspired by the promising performance delivered by RBLT and the case studies conducted for CARL, we plan to incorporate sentiment factors into CARL to enhance rating prediction. Also, the two learning components in CARL are only coupled late in a linear fusion manner. As a part of future work, we plan to incorporate the two information sources (i.e., reviews and rating scores) into a unified neural model that jointly derives a latent representation for a user-item pair.
