At present, automatic handwriting text recognition (HTR) systems are very effective in restricted applications involving the use of a limited vocabulary or constrained handwriting. However, in the completely opposite cases, such as old manuscripts or spontaneous text, current HTR systems do not achieve acceptable results. Because of these unsatisfactory results, is often required heavy human intervention to validate and correct, if necessary, the results of such systems.
2.1 Example of CATTI whole-word interaction to transcribe an image of the sentence "opposed the Government Bill which brought". The process starts when the HTR system proposes a full transcription of the handwritten text image x. Then, each interaction consists in two steps. In the first step the user type a word to amend the suffix proposed by the system in the previous step. This defines a correct prefix p ′ v. On the second step, using the consolidated prefix, the system proposes a new potential suffix. The process ends when the user enters the special character '#'. . . . . . . . . . . . . . . . . . 14 2.2 Example of CATTI at character level interaction to transcribe an image of the sentence "opposed the Government Bill which brought". The process starts when the HTR system proposes a full transcription of the handwritten text image x. Then, each interaction consists in two steps. In the first step the user type a character (c) in order to amend the suffix proposed by the system in the previous step. This defines a correct prefix p = p ′ c. On the second step, using the consolidated prefix, the system proposes a new potential suffix. The process ends when the user enters the special character '#'. . transcribe an image of the sentence "opposed the Government Bill which brought". The process starts when the HTR system proposes a full transcription of the handwritten text image x. Then, each interaction consists in two steps. In the first step the user handwrites some touchscreen to amend the suffix proposed by the system in the previous step. This defines a correct prefix p ′ , which can be used by the on-line HTR subsystem to obtain a decoding of t. After observing this decoding, d, the user may type additional keystrokes, κ, to correct possible errors in d. On the second step, a new prefix is built from the previous correct prefix p ′ concatenated withd (the decoded on-line handwritten text d or the typed text κ). Using this information, the system proposes a new potential suffix. The process ends when the user enters the special character "#'. 4.3 Summary of results for the five different scenarios proposed for the on-line HTR subsystem: plain character uni-gram (CU, baseline), error conditioned character uni-gram (CU e ), prefix-and-error conditioned character bi-gram (CB e ), prefix-and-error conditioned word uni-gram (WU e ) and whole-prefix-and-error conditioned word bigram (WB e ). For each scenario, a total of 4,881 tests were made. These test samples were obtained from the mistakes of the off-line system. The relative accuracy improvements for CU e , CB e , WU e WB e are shown in the last four columns. 
Introduction
At present time, the use of automatic handwritten text recognition systems (HTR) for the transcription of manuscript document images is far from being useful, mainly because of the unrestricted vocabulary and/or handwriting styles involved in such documents. Typically, the automatic transcriptions obtained by these HTR systems need a heavy human post-editing process in order to obtain transcriptions of standard quality. In practice, such a post-editing solution becomes rather inefficient, expensive and hardly acceptable by professional transcribers.
In previous works [?, ?], a more effective, interactive on-line approach was presented. This approach, called "Computer Assisted Transcription of Handwritten Text Images" (CATTI), combines the accuracy ensured by the human transcriber with the efficiency of the HTR systems to obtain final perfect transcriptions. Empirical results show that the use of CATTI systems can save a substantial quantity of human effort with respect to both pure manual transcriptions and post-editing.
So far, human corrective feedback for CATTI has been studied at two different levels: a) whole-word interactions (both typed [?] and handwritten using an epen interface [?] ) and b) (typed) character-level corrections [?] . According to the results of these works, character level corrections can save a significant quantity of human effort with respect to whole-word corrections, while multimodal, e-pen interaction seems more ergonomic for human transcribers, which is a key point in the design of friendly and usable user interfaces.
In this work, we focus on character level interaction using the more ergonomic e-pen handwriting modality, which is perhaps the most natural way to provide the required feedback in CATTI systems. It is important to note, however, that the use of this kind of non-deterministic feedback typically increases the overall interaction cost in order to correct the possible feedback decoding errors. Nevertheless, by using informations derived from the interaction process, we will show how the decoding accuracy can be significantly improved over using a plain e-pen 2 LIST OF TABLES handwriting recognizer which can not take advantage of the interaction context. Finally, this document is organized as follows: In the first chapter, the on-line and off-line HTR systems are introduced. These systems follow the classical threemodule architecture in Pattern Recognition systems. These modules will be fully explained in this chapter.
In Chapter 2, the theoretical concepts of the existing CATTI and multimodal CATTI systems are explained.
The multimodal version of the CATTI at level character is presented in Chapter 3. In order to improve the quality of the system different approaches are explained in this chapter.
In Chapter 4, first, the corpora used to test the system is presented. Then, after selecting the appropriate assessment measures which can help us to compare the results, we proceed to evaluate the different scenarios proposed in Chapter 3.
And finally, in Chapter 5 the future work and conclusions of this document are presented.
Handwritten text recognition is the ability of a computer to interpret handwritten input from sources such as paper documents, photographs, touch-screens and other devices. This task is not simple since there are different types of problems to solve, such as:
• the variability of the handwriting.
• the complexity of segmenting text in lines or words.
• the different styles.
• the open vocabulary.
These constraints make that the HTR systems do not achieve acceptable results. However, humans solve this problem easily. This may be due to the intercooperation between different levels of knowledge. These levels are: morphological, lexical and syntactical.
This situation also occurs [?] in automatic speech recognition (ASR). Therefore, it is normal that both problems are dealt with techniques based on the cooperation of all the previously mentioned knowledge sources [?, ?, ?, ?]. The different techniques can be modelled using finite state models, such as HMMs, grammars or automata.
HTR systems can be classified into off-line and on-line depending on the mode of acquisition. The first recognizes the image of the written text with an optical scanning and the second one by receiving the movements of the pen by a touchscreen. Both systems follow the classic architecture (See Fig.? ?) of pattern recognition of four main blocks: preprocessing, feature extraction and recognition.
Preprocessing: The goal of preprocessing is, on the one hand, to discard irrelevant information that can negatively affect the recognition and on the other hand to reduce the variability of the information.
Feature extraction: Is a special form of dimensionality reduction. Feature extraction involves simplifying the amount of resources required to describe a large set of data accurately.
Recognition: This module is in charge of assigning a label to a given input value.
Training: Finally, there is an additional module responsible for train the different models used on the previous step: Hidden Markov models, language models and lexical models.
In this work we focus on the on-line method, in this chapter, therefore, we will first study in detail the off-line system. Later we will see an overview of the off-line method for completeness. More information about the off-line recognition system can be found in [?]. The on-line HTR subsystem presented in this section is in charge of decoding the feedback touchscreen data (formed by a set of 2d-points, sampled at a regular time instants) for multimodal text correction on the MM-CATTI at Character Level system, in other words, it recognizes the pen strokes (characters) written by the user to amend the errors during the off-line HTR process. Now, in the next subsections, we will see in detail the different modules that conforms the system.
Preprocessing
The preprocessing techniques used are similar to those shown in [?] . However, in this work, only two steps have been made: remove of duplicated points and noise reduction.
Remove of duplicated points: Duplicated points appear in a trajectory when the pen remains down and motionless for sometime. They can be removed by checking whether the coordinates of the previous point are the same. If they are in the same position, one of them is kept and the other is removed.
Noise reduction: The noise is mainly due to erratic hand motion and registration errors during the digitalization process. Curvature (k t ): This is the inverse of the local radius of the trajectory in each point. It is calculated as:
(1.1)
Recognition
After the feature extraction an engine is used to identify the corresponding characters. Several different recognition techniques are currently available. Now, we will see the approach we used in this work.
Probabilistic Framework
As we explained in the previous section, each handwritten character is represented by a sequence of variable size of seven-dimensional feature vectors, x=(x 1 x 2 x 3 x 4 x 5 x 6 x 7 ). Hence, the traditional recognition problem [?] can be formulated as the problem of finding the most likely characterĉ:
Using the Bayes' rule:ĉ
Since P r(x) is constant for any likely character sequence, the probability can be simplified as shown in (??).
The first term of (??), representing morphological-lexical knowledge, can be modelled using Hidden Markov Models [?, ?]. The second term, which represents syntactic knowledge, is approximated by a language model, usually n-grams [?].
In practice, the values of P r(x | c) and P r(c) are not always on the same scale, so we need to balance the absolute values of both probabilities. To achieve this,
is normally used a language weight called Grammar Scale Factor (GSF), which weights the influence of the language model on the recognition result [?] . Moreover, as we need to compute the probability of a string of characters, we have to multiply a set of numbers, being each of the numbers quite small, so the product gets extremely small very fast, which can cause underflow problems. In order to avoid this we will use log-probabilities. Finally, the unknown true probability (P r(...)) will be approximated by the model probability (P (...)).
So, (??) can be rewritten as: The required number of Gaussians in the mixture must be optimized during the tests. On the other hand, the number of states for the HMMs is variable for each character class. The number of states N Sc chosen for each HMM character class M c was computes as N Sc = l c /f where l c is the average length of the sequences of feature vectors used to train M c , and f is a design parameter measuring the average number of feature vectors modelled per states. This rule of setting up N Sc tries to balance modelling effort across states. Fig.? ? shows a sketch of how a HMM models an off-line character.
Once we have defined the topology of the HMMs, the model can be easily trained using labeled samples of handwritten characters. This training process is carried out using a well known instance of the EM algorithm called forward backward or Baum-Welch [?] .
Finally, the concatenation of characters into words, P r(c) (second term of (??)), can be modelled using an n-gram language model, with Kneser-Ney back-off smoothing [?] , which uses the previous n-1 characters to predict the next one. In (??) we can see the formulation.
Once every model is available, recognition of new test characters can be performed. To perform this work; i.e. decode the input feature vectors sequence x into the output characterĉ, we use the Viterbi algorithm [?, ?].
Off-line Handwritten Text Recognition
In this section the off-line system used in this work is presented. Just as we did in the previous section, now, we present the different modules that forms the off-line system.
Preprocessing
In this module we need to improve the visual characteristics of the handwritten documents to improve subsequent recognition. This is because these documents are written by different people with different font types and sizes in the words, in addittion to underlined or crossed-out words.
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In the preprocessing module used here the following steps take place: background removal and noise reduction, slope and slant correction and size normalization.
Background removal and noise reduction
It is quite common in handwritten documents to suffer from degradation problems. This causes that the background color is not uniform and therefore hinders the readability of the document. To avoid this appropriate filtering methods should be developed in order to remove noise.
In this work, background removal and noise reduction is performed by applying a two-dimensional median filter [?] on the entire image and subtracting the result from the original image. Then, a grey-level normalization to increase the image contrast is applied.
Slope correction
The slope is the angle between the direction of the line on which the writer aligned the words on a text line and the horizontal direction. The slope correction processes an original image to put the text line into horizontal position by applying a rotation operation with the same slope angle, but in the opposite direction. Since it is likely that each word (or group of words) has a different slope angle, the original image is divided into segments surrounded by wide blank spaces. Then, slope correction is applied to each segment separately. As this process is based on more or less sophisticated heuristics, in this work, to define this minimum blank space, a vertical projection of the image is carried out, and the average size of all the spaces is computed.
After that, to obtain the angle we use a method based on horizontal projections [?] .
Slant correction
Slant correction shears the isolated line image horizontally to bring the writing in an upright position. The slant angle is determined using a method based on vertical projection profile [?] . The method is based on the observation that the columns distribution of the vertical projection profile presents a maximum variance for the non slanted text.
Size normalization
The purpose of this operation is to make the system invariant to character size and to reduce the areas of background pixels which remain on the image because of the ascenders and descenders of some letters. Since each word of the main body can have a different height, the original image is divided into segments surround by wide blank spaces in the same way that it was previously explained on the slope correction. Then, upper and lower lines of each segment are computed. To achieve this, the Run-Length Smoothing Algorithm (RLSA) [?] is applied and upper and lower contours for each segment are detected. Then, eigenvector line fitting algorithm [?] is applied to the contour points to compute upper and lower baselines. The lines separate the whole main text body from the zones including ascenders and descenders.
In order to obtain an uniform text line, it is necessary to set the same normalization height for all the main body segments. To this end, we compute the average of the size of the main body of all the segments an linearly scale the main body heights of each segment to this value. Finally, the ascenders and descenders are linearly scaled in height to a size determined as an empirically chosen percentage of the new main vertical size (30% for ascenders and 15% for descenders). Since these zones are often huge blank areas, this scaling operation has the effect of filtering out most of the uninformative image background. It also accounts for the large height variability of the ascenders and descenders as compared with that of the main text body.
Feature Extraction
As with the on-line system, off-line system is also based on HMMs, so each preprocessed text line image has to be represented as a sequence of feature vectors. The approach used in this work follows the ideas described in [?] .
In summary, a grid is applied to divide the text line image in squared cells. And for every cell the following features are computed:
• Normalized gray level
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• Horizontal gray level derivative
• Vertical gray level derivative
The normalized gray level provides information about the trace density on the analyzed cell. On the other hand, the derivatives give information about how this density varies along different directions. To compute the normalized gray level, the analysis window is smoothed by convolution with a two-dimensional gaussian filter.
The horizontal derivative is calculated as the slope of the line which best fits the horizontal function of column-average gray level. The fitting criterion is the sum of squared errors weighted by a one-dimensional gaussian filter which enhances the role of central pixels of the window under analysis. The vertical derivative is computed in a similar way.
Recognition
This module follows almost the same schemes presented in on-line recognition section.
As in the on-line case, we use left-to-right continuous density character HMMs with a mixture of Gaussian densities assigned to each state. However, instead of using a variable number of states for all HMMs, in this case it is fixed. The best parameter values were empirically tuned.
Chapter 2 Computer Assisted Transcription of Handwritten Text Images Overview
In this chapter the existing interactive pattern recognition (IPR) framework presented in [?] is applied to HTR. As discussed above, rather than full automation, we opted for a system in which the user works with the system to obtain a valid transcription. This framework, combines the efficiency of the automatic handwriting recognition system with the accuracy of the human transcriptor, integrating the human activity into the recognition process and taking advantage of the user's feedback.
The CATTI (Computer Assisted Transcription of Handwritten Text Images) system follows the same architecture used on the previous chapter, composed of four modules: preprocessing, feature extraction, training and recognition. The main difference is that the recognition module used must be adapted to cope with the user feedback.
Depending on the mode in which the user interacts with the system, two interaction modes can be defined:
Keyboard and mouse interaction: In this scenario, the user interacts with the system using keystrokes and mouse actions. Two different levels of interaction, whole-word and character level, has been studied using this traditional peripherals in previous works [?, ?].
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Multimodal interaction: In this scenario, a more comfortable way of interaction is proposed. Here the user can make corrections using a touch-screen or an e-pen. However, this method of interaction results in indeterminism, since it is necessary to decode the user input through an additional on-line subsystem. For this multimodal approach only whole-word interactions have been studios until now.
In this work we are going to study the multimodal interaction scenario at character level. Now, we describe in detail the first three scenarios (CATTI at whole-word level, CATTI at character level and MM-CATTI at whole-word level) to understand the context of this work.
CATTI
In the original CATTI framework, the human transcriber is directly involved in the transcription process since he or she is responsible of validating and/or correcting the HTR outputs. The process starts when the HTR system proposes a full transcription of a feature vector sequence x, extracted from a handwritten text line image. The user validates an initial part of this transcription, p ′ , which is error-free and introduces a correct word, v, thereby producing correct transcription prefix, p = p ′ v. Then, the HTR system takes into account the available information to suggest a new suitable continuation suffix. This process is repeated until a full correct transcription of x is accepted by the user [?] (see Tab. ??).
At each step of this process, both the image representation, x, and a correct transcription prefix p are available and the HTR system should try to complete this prefix by searching for the most likely suffixŝ as:
Since the concatenation of p and s constitutes a full transcription hypothesis, P (x | p, s) can be approximated by concatenated character Hidden Markov Models (HMMs) [?, ?] as in conventional HTR.
Perhaps the simplest way to deal with P (s | p) is to adapt a n-gram language model to cope with the increasingly consolidated prefixes [?] . If k and l are, respectively, the lengths of p and s and p = p k 1 and s = s 
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Step 1 v
Step 2
Step 1 v opposed
Step 1 v which
Step 2 Table 2 .1 -Example of CATTI whole-word interaction to transcribe an image of the sentence "opposed the Government Bill which brought". The process starts when the HTR system proposes a full transcription of the handwritten text image x. Then, each interaction consists in two steps. In the first step the user type a word to amend the suffix proposed by the system in the previous step. This defines a correct prefix p ′ v. On the second step, using the consolidated prefix, the system proposes a new potential suffix. The process ends when the user enters the special character '#'.
The first term of (??) accounts for the probability of the n−1 words of the suffix, whose probability is conditioned by words from the validated prefix, and the second one is the usual n-gram probability for the rest of the words int the suffix.
Two searching approaches were presented to generate a suitable continuation in each step of the interaction process. The first one is base on the well known The results show that the computational cost of the second one is much lower than using the naive Viterbi adaptation, at the expense of a moderate accuracy degradation. Therefore, using word-graph techniques the system is able to interact with the human transcriptor in a time-efficient way.
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CATTI at Character Level
In order to make the system more ergonomic and friendly to the user, interaction based on characters (rather than full words) has been also studied [?] with encouraging results. Now, as soon as the user types a new keystroke (character), the system proposes a suitable continuation following the same process described in the previous section.
Step 1 c
Step 1 v e
Step 1 v w
Step 2 Table 2 .2 -Example of CATTI at character level interaction to transcribe an image of the sentence "opposed the Government Bill which brought". The process starts when the HTR system proposes a full transcription of the handwritten text image x. Then, each interaction consists in two steps. In the first step the user type a character (c) in order to amend the suffix proposed by the system in the previous step. This defines a correct prefix p = p ′ c. On the second step, using the consolidated prefix, the system proposes a new potential suffix. The process ends when the user enters the special character '#'.
As the user operates now at character level, the last word of the prefix may be incomplete. In order to autocomplete this last word, it is assumed that the prefix p is divided into two parts: the fragment of the prefix formed by complete words (p ′′ ) and the last incomplete word of the prefix (v p ). In Tab.?? we can see an example of this interaction. For example, in INTER-1 p ′′ is empty and v p ="oppose".
In this case the HTR decoder has to take into account x, p ′′ and v p , in order to search for a transcription suffixŝ, whose first part is the continuation of v p : ′′ is the rest of the suffix. So, the search must be performed over all possible suffixes s of p, and the language model probability P (v s , s ′′ | p ′′ , v p ) must ensure that the concatenation of the last part of the prefix v p , and the first part of the suffix, v s , form an existing word (v) in the task dictionary. This probability can be decomposed into two terms:
The first term accounts for the probability of all the whole-words in the suffix, and can be modelled directly by (??). The second term should ensure that the first part of the suffix (usually a word-ending-part) v s , will be a possible suffix of the incomplete word v p , and can be stated as:
Multimodal CATTI
The goal of making the interaction friendlier to the user led the develop of multimodal CATTI (MM-CATTI) [?] . As discussed previously, using more ergonomic multimodal interfaces should result in an easier and more comfortable humanmachine interaction, at the expense of the feedback being less deterministic to the system. This is the idea underlying MM-CATTI, which focus on touch-screens, perhaps the most natural modality to provide feedback in CATTI systems. It is worth noting that the use of this kind of more ergonomic feedback comes at the cost of additional interactions steps needed to correct possible feedback decoding errors. Therefore, solving the multimodal interaction problem amounts to achieving a modality synergy where both main and feedback data streams help each other to optimize the system's performance.
Due to the similarity in the mathematical formulation and being beyond the scope of this work, we will not explain the formal framework underlying the multimodal interaction at whole-word.
Chapter 3 Multimodal CATTI at Character Level
Until now, human multimodal feedback has been assumed to come in the form of whole-word interactions. As we have previously concluded, it is necessary make the interaction with the system as easier and ergonomic as possible.
One way to increase the ergonomy and the usability in the system can be achieved through the use of character-level pen-strokes interactions. In this section this new level of interaction is presented. Now, as soon as the user introduces a new pen-stroke, the system proposes a full transcription. However, as we mentioned earlier, the use of this more ergonomic interfaces comes at the cost of new steps needed to correct possible feedback decoding errors.
In the new interaction method presented in [?], the main system is the same presented before, however it is necessary to introduce an on-line HTR subsystem in charge of processing and decoding user feedback provided in form of penstrokes. This feedback recognition module must be adapted to take advantage of the interaction-derived information to boost its accuracy. On Fig.? ? we can see a schematic view of MM-CATTI system presented in this chapter.
Next, the formal framework of MM-CATTI at character level will be explained. 
Formal Framework
Let x be the representation of the input image and p ′ an user-validated error-free prefix of the transcription. Let t be the on-line touchscreen pen-strokes provided by the user. These data are related to the suffix suggested by the system in the previous interaction step, s ′ , and are typically aimed at accepting or correcting parts of this suffix. Using this information, the system has to find a new suffix, s, as a continuation of the previous prefix p ′ , considering all possible decodings, d, of the on-line data t and some information from the previous suffix s ′ . That is, the problem is to findŝ given x and a feedback information composed of p ′ and t, considering all possible decodings of the on-line data.
This equation can be solved with an approximation with two steps. In the first one (formed by the first two terms of (??)) the system computes an "optimal"
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decoding (d) of the on-line pen-strokes t provided by the user. If the online system does not properly recognize the pen-strokes the user can type the character with the keyboard.
Step 1 t d κ
Step Table 3 .1 -Example of multimodal CATTI at character level interaction to transcribe an image of the sentence "opposed the Government Bill which brought". The process starts when the HTR system proposes a full transcription of the handwritten text image x. Then, each interaction consists in two steps. In the first step the user handwrites some touchscreen to amend the suffix proposed by the system in the previous step. This defines a correct prefix p ′ , which can be used by the on-line HTR subsystem to obtain a decoding of t. After observing this decoding, d, the user may type additional keystrokes, κ, to correct possible errors in d. On the second step, a new prefix is built from the previous correct prefix p ′ concatenated withd (the decoded on-line handwritten text d or the typed text κ). Using this information, the system proposes a new potential suffix. The process ends when the user enters the special character "#'. Typed text is printed in typewriter font.
In the second step, once the user feedback is available and correctly transcribed, d is replaced withd in the last two terms. This way, a new consolidated prefix p = p ′d is obtained, which leads to a formulation identical to (??). After that, the system proposes a new suffix s given this new prefix p and the image x. These two steps are repeated until p is accepted by the user as a full correct transcription of x.
An example of this two-step process is shown in Tab ??. In this example we assume that the user always prefers handwriting interaction, leaving the keyboard to correct only eventual on-line text decoding errors.
Since the last two terms of (??) are explained extensively (and besides they are not a fundamental part in this work) in [?], we focus now on the first two terms. As in Chapter 2, the prefix p ′ is divided into two parts: p ′′ (fragment of p ′ consisting of whole words) and v ′ p (the last incomplete word of p ′ ). Therefore the first step of the optimization (??) can be rewritten as:
where, P (t | d) is provided by a morphological (HMM) model of the character d and Equation (??) may lead to several scenarios depending on the assumptions and constraints adopted for
. We examine some of them bellow.
The first and simplest scenario corresponds to a naive approach where any kind of interaction-derived information is ignored; that is,
. This scenario will be used as baseline.
In a slighty more restricted scenario, we take into account just the information from the previous off-line HTR prediction s ′ . The user interacts providing t in order to correct the wrong character of s ′ , e, that follows the validated prefix p ′ . Clearly, the erroneous character e should be prevented to be a decoding on-line HTR result. This error-conditioned model can be written as
Another, more restrictive scenario, using the information derived from the validated prefix p ′ , arises when we regard the portion of word already validated (v
In this case the decoding should be easier as we know beforehand what should be a suitable continuation of the part of word accepted so far.
Finally, the most restrictive scenario arises when considering the whole information in p ′ (the set of complete words p ′′ as well as the last incomplete word v ′ p ) and e. This scenario can be written as
All these models will be studied in the next section.
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Dynamic Language Modelling
Language model restrictions are implemented on the base of n-grams. As we mentioned earlier, the baseline scenario does not take into account any information derived from the interaction. In this case, since only one character is recognized P (d) can be modelled directly using uni-grams.
The second case, P (d | e), only considers the first wrong character. The language model probability can be seen in (??). As we can see, it uses a uni-gram model like the previous one. But in this case, it avoids to recognize the wrong character modifying the probability for that character.
In the next scenario, given by
, the on-line HTR subsystem counts not only on the first wrong character but also on the last incomplete word of the validated prefix v ′ p . This scenario can be approached in two different ways: using a character language model or a word language model.
The first one uses a modified character n-gram model conditioned by the chunk of word (v ′ p ) and the erroneous character (e).
In the second approach (??), we use a word language model to generate a more refined character language model. This can be written as:
where:
being v ′ p dv s an existing word of Σ.
Multimodal CATTI at Character Level
Finally, the last scenario uses all available information; i.e., the erroneous character e, the last incomplete word of the prefix v ′ p and the rest of the prefix p ′′ . This can be written as
Using a word n-gram model we can generate a more refined character language model as in the previous case, so:
Now we will explain how implement the restrictions of each scenario. The first one uses a regular uni-gram character model since it does not impose any restriction on the model.
The second scenario, P (d | e) can also be implemented using an uni-gram character model, but in this case, it is necessary to disable the character transition edge to e, since we know that this character should not be recognized.
The first approach of P (d | v ′ p , e) has been implemented using bi-gram character model conditioned with the chunk of word v ′ p , also disabling the transition edge to e as has been done before.
For ease explanation, the second approach is shown in Figure ? ?. In this example, v ′ p ="in" and the user wants to correct the wrong off-line recognized character 'g', by handwriting the character 's'. In this case, the online HTR subsystem uses an uni-gram character model created from another word uni-gram model. This can be done taking into account the probability of the words that begin as the prefix "in". In addition, the character transition edge 'g' is disable, to avoid recognizing the character we already know that can not be.
The last scenario, P (d|p ′′ , v ′′ , e), is similar to the previous one. In this case, we used a bi-gram word model conditioned by the prefix words p ′′ . After that, we followed a process similar to the third scenario deriving a character model from the previous one.
As in CATTI searching [?] , owing to the finite-state nature of the n-gram language model, the search in all scenarios can be performed efficiently using the Viterbi algorithm. The experimental framework developed for test the effectiveness of the MM-CATTI at Character Level is described in the following sections. First of all, we will define the corpora used in the experiments. Then, the assessment measures and the parameters to be adjusted will be defined.
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Corpora
Performance evaluation of computer assisted transcription often involves providing test data and comparing the process output with the expected output. To evaluate our work we used two publicly available corpora (an off-line and an on-line).
The first one, IAMDB corpus, was used to test the off-line HTR subsystem in charge of decoding pictures of handwritten sentences. The second, called UNIPEN corpus, was employed to simulate the user touchscreen feedback.
IAMDB Corpus
The first of the corpora, IAMDB [?], was compiled by the Research Group of Vision and Artificial Intelligence (FKI) at Institute of Computer Science an Applied Mathematics (IAM) in Bern (Switzerland). It is publicly accessible and freely available upon request for non-commercial research purposes. The IAMDB images corresponds to handwritten texts copied from the Lancaster-Oslo/Bergen (LOB) ] [?], which consists of about 500 printed electronic English texts of about 2,000 words each. The text in the LOB corpus consists of many categories (e.g. editorial, religion, nature, science fiction).
The IAMDB database, currently at version 3.0, is composed of 1,539 scanned text pages, handwritten by 657 different writers. No restriction was imposed related to the writing style or with respect to the pen used. The database is provided at different segmentation levels: characters, words, lines, sentences and page images. For this test, sentence-segmented images were used. Each sentence or line image is accompanied by its ground through transcription as the corresponding sequence of words. To better focus on the essential issues of the considered problems, no punctuation marks, diacritics, or different word capitalizations are included in the transcriptions. From 2,324 sentences that forms the corpus, 200 were used as test, leaving the rest as training partition. 
UNIPEN corpus
The UNIPEN corpus [?] is an English publicly available on-line HTR database. It comes organized in several categories: lower and upper-case letters, digits, symbols, isolated words and full sentences. For our experiment, were used three UNIPEN categories: 1a (digits), 1c (lowercase letters) and 1d (symbols). Some character examples from these categories are shown in Fig. ? ?. To train the system 17 different writers were used. Moreover, test data were produced using three writers [?] . The distribution of data between train and test partitions ca be seen in Table ? ?. 
Assessment Measures
Some types of measures have been adopted to assess the performance of characterlevel transcription. In order to make the post-editing process more accurately comparable to CATTI at character level, we introduce a post-editing autocompleting approach. Here, when the user enters a character to correct some incorrect word, the system automatically completes the word with the most probable word on the task vocabulary. Hence we define the Post-editing Key Stroke Ratio (PKSR), as the number of keystrokes that the user must enter to achieve the reference transcription, divided by the total number of reference characters. On the other hand, the effort needed by a human transcriber to produce correct transcriptions using CATTI at character level is estimated by the Key Stroke Ratio (KSR), which can be also computed using the reference transcriptions. The KSR can be defined as the number of (character level) user interactions that are necessary to achieve the reference transcription of the text image considered, divided by the total number of reference characters.
These definitions make PKSR and KSR comparable and the relative difference between them gives us a good estimate of the reduction in human effort that can be achieved by using CATTI at character level with respect to using a conventional HTR system followed by human autocompleting postediting. This estimated effort reduction will be denoted as "EFR".
Finally, since only single-character corrections are considered, the conventional classification error rate (ER) will be used to assess the accuracy of the on-line HTR feedback subsystem under the different constraints entailed by the MM-CATTI interaction process.
Parameters
As in all classification systems some parameters need to be adjusted. In particular in this system the parameters to tune are the grammar scale factor (GSF) and the number of Gaussian densities in each state of the HMM.
Results
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Results
The aim of these experiments is to measure the effectiveness of MM-CATTI at Character level in the different approaches we have outlined in Sec. ??. As we mentioned earlier, the introduction of multimodal interactivity leads, on the one hand, to an ergonomic and easier way of working, but on the other hand, to a situation where the system has to deal with non-deterministic feedback signals. Therefore, two of the most important concerns here is the accuracy of the on-line HTR subsystem in charge of decoding the human feedback and the determination of how much this accuracy can be boosted by taking into account informations derived from the interaction process. Table ? ? shows the basic statistics of the data used in the experiment. The different characters used in this test were chosen as follows: for every mistranscribed character during the off-line classification process of IAMDB database, we chose three random samples (one sample for each test writer) of the mistaken character from the UNIPEN corpus. Thus, we can simulate the interaction made by the user to correct the wrong recognized character.
Once the test corpus was available, we carried out some experiments . For each scenario, we have tested values of GSF= (5, 10, 15, 20, 25) and N G =(16,32,64,128,256).
On the Fig. ? ? we can see the Error Rate obtained as a function of the parameter GSF and for different number of gaussian densities in the plain character uni-gram scenario P (d), (CU). The best result is 7% and is obtained at GSF=15 and N G =32.
Then, on the Fig. ? ? we can see the evolution in error rate as we change GSF and N G in the second scenario P (d | e), (CU e ). The best result is 6.9% and is obtained at GSF=15 and N G =32.
The and N G =32.
And then, in Fig. ? ? we can see the error rate (%) obtained as a function of GSF and N G for the last scenario (WB e ). The best result achieved is 4.3% with GSF=15 and N G =64. Table ? ? shows the summary of the results obtained in the different scenarios. In addition, Tab. ?? also shows the relative accuracy improvements obtained of each scenario respect to the baseline case. Two types of results are reported for CATTI at character level: the PKSR (first column) and the KSR (second column). The 12.5% of KSR corresponds to a total of 1,627 characters that the user has to correct. In the MM-CATTI at character level these characters would have to be handwritten by the user on the touchscreen. It is simulated here using character samples belonging to a same writer from the UNIPEN corpus.
As a final overview, Table ? the best scenarios. This values are calculated under the simplifying assumption that the cost of keyboard-correcting a feedback on-line decoding error is similar to that of another on-line touchscreen interaction step. That is, each correction is counted twice: one for the failed touchscreen attempt and another for the keyboard correction itself. According to these results, the expected user effort for the best MM-CATTI approach is only barely higher than that of CATTI.
According to these data, the expected user effort for the MM-CATTI at Character Level is greater than using CATTI. However, the comparison is not entirely realistic since the human effort in MM-CATTI is much more friendlier and comfortable that than in CATTI.
Finally, the best classification error rate obtained for isolated digits, letters and symbols are 47.9%, 3.1% and 20.0%, respectively, with an average of 4.3%. This results are comparable with those of the state-of-the-art obtained for this dataset. For example, in [?] classification error rate of 1.5% and 6% are report for isolated digits and letters, respectively, by using Support Vector Machines. Moreover in [?], using neural networks, ER of 3% and 14% for digits and letters are presented. Finally in [?] , an online scanning n-tuple classifier system is used for classifying 32 Experimental Framework isolated digits, letters and symbols, obtaining in this case ER of 1.1%, 7.6% and 20.4% respectively.
Although at first glance it may appear that our results are worse than those shown in the cited articles that is not correct. Since, they classify each category (digits, letters and symbols) separately, when we do it together. Thus, they get low classification error rates in symbols and numbers, as they can use a very constrained models unlike us, that we have a general model for the three classes (although specialized in characters, which is the most represented class during the training of the language models). Therefore, the correct way would be compare just the results of the character class, where we get much better results than them.
Although a considerable work has been carried out, there are still many options to explore. These have not been met because of lack of time, but it would be interesting to investigate them. Now, we can see a few proposals:
Explore other options for on-line correction: Currently, the amendments when the online system does not recognize correctly the user's feedback are generated using the keyboard. This assumption was made to compare the results between the CATTI and MM-CATTI systems. As we mentioned at the beginning of this work, one of the most important objectives is to enhance the ergonomics of the system. Therefore, we must explore other options, such as make the corrections with the e-pen. In this case, the user could indicate with a gesture that the character has been badly recognized. Thus, the system would have additional information, not just the erroneous character e but a list of all known bad recognized characters, to facilitate the recognition. On the other hand, since this task is not deterministic, as opposed to κ keystrokes, is necessary to study how many gestures the user needs to enter in order to correct the original feedback.
Conduct more experiments on other corpora: The work has only been tested with the the IAMDB corpus. It would be interesting to user others to verify that the data obtained is reliable. Moreover, it is necessary to carry out formal field tests to assess the correction of the system under real working conditions.
Using Adaptive Learning to improve the recognition of user's feedback:
The correct transcriptions that are being generated during the interactive work can be used to dinamically improve the underlying system. That is, at present the system is trained with a characters writers corpus. Once the users starts entering real pen-strokes the system can use it to retrain its models in order to improve the decoding accuracy. In speech recognition, well known Adaptive Learning techniques exist for adapting the acoustic HMM models to the speaker [?, ?].
In conclusion, in this work, we have studied the character level interaction in the MM-CATTI system presented in previous works using pen strokes handwritten on a touchscreen as a complementary means to introduce the required CATTI correction feedback. Here, this feedback is used as a part of a prefix to improve the transcription given by the computer. Thus, the system proposes a new suffix that the user can accept as a final transcription or modify it in an iterative way until a full and correct transcription is finally produced.
Obtained results show that a significant benefit can be obtained. As we have seen, the use of interactivity and multimodality makes the results as good as stateof-the-art results on isolated character recognition. In addition, we observe that the use of this more ergonomic feedback modality comes at the cost of a reasonably small number of additional interaction steps needed to correct the few feedback decoding errors. The number of these extra steps is kept very small thanks to the ability to use interaction-derived constraints to considerably improve the online HTR feedback decoding accuracy. Moreover, the advantage of MM-CATTI over traditional HTR followed by post-editing goes beyond the reduction of the human effort. When difficult transcription tasks with high PKSR are considered, experts usually refuse to use post-edit conventional HTR output. In contrast, in our approach, if predictions are not good enough the user can ignore them and continue on their own. However, some predictions may be correct, so the user will save some typing effort. i.e; the system may not always give correct transcriptions, but in contrast never bothers.
Although the character-level results may be slightly worse than at word level that results are not directly comparable. A word-level correction encapsulates fairly well all the cognitive and physical human efforts needed to locate an error and type the correction. However, it is also quite clear that word-level corrections are not comfortable to users, in general. In contrast, character-level corrections are preferred by users, but it is unclear whether only the number of keystrokes can be fairly used for assessment purposes. A corrective pen-stroke generally needs no significant cognitive effort since, in most cases, it is part of the correction of an already detected word error.
Finally, the work presented in this paper has been submitted and accepted [?] in the fifth edition of the Iberian Conference on Pattern Recognition and Image Analysis, IbPRIA 2011. To be held in Las Palmas de Gran Canaria (Spain), June 8-10, 2011. IbPRIA is an international conference co-organised by the Spanish AERFAI and Portuguese APRP chapters of the IAPR International Association for Pattern Recognition.
