An approach that involves both automatic and human interpretation to correct the software production process during development is becoming important in IBM as a means to improve quality and productivity. A key step of the approach is the interpretation of defect data by the project team. This paper uses examples of such correction to evaluate and evolve the approach, and to inform and teach those who will use the approach in software development. The methodology is shown to benefit different kinds of projects beyond what can be achieved by current practices, and the collection of examples discussed represents the experiences of using a model of correction.
T he software process' provides a framework for the development of software systems. Deficiencies in the definition or execution of the activities that comprise the process result in poor quality products and large cycle times. Hence, it is important to understand how the errant activities may be corrected inprocess, i.e., during the course of development.
gaining momentum in IBM, and considerable experience with its use is now available. A study of this experience is presented to understand the scope and value of the approach.
The scope of the approach may be determined by asking whether there are any restrictions on the software projects that use this approach. Applying the approach to a wide variety of software development efforts can help determine the answer. Reference 2 reports that the methodology was used successfully to correct the process problems of a specific project, and examples of process correction and corroborating evidence showed that the process had indeed been corrected. This paper shows that the methodology can be successfully used with a range of different projects, thereby suggesting that there are no imposed restrictions on the kinds of projects that may use the approach.
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The value gained by using the approach is described in two ways. First, the process correction examples are presented in a fashion that expresses their immediate benefit to a software developer or manager. For instance, an example
The value is in the cost saved by correcting defects in development.
may show that a correction surfaced five defects that might otherwise have escaped to be discovered by the customer in the field. Thus, the value of the methodology can be expressed in terms of the cost saved by correcting defects during development, instead of correcting them at the customer site.
Second, the examples are studied to establish whether other methods could have been successfully used to make similar corrections. This demonstrates the drawbacks associated with not using the approach.
The organization of this paper reflects the above objectives. First, background material is presented on the process correction methodology. Second, examples of process correction from different projects are shown in order to demonstrate the value of the methodology to project teams. The experiences are used to address the issues of scope and value. Third, the steps that must be taken to correct the process are refined based on the experiences. Finally, on the basis of the evidence that is presented, we conclude that the methodology is an important advance in software process correction. This paper contains a set of real-life experiences that can be studied by software developers and managers to understand how they can make use of an evolving process correction methodology and what it can do for them beyond current practices. Hence, in addition to its technical contribution, the paper also has educational value.
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The details of the projects that used our process improvement methodology are given in Table 1 , which lists the following characteristics of each such project:
Hardware environment Software environment Project size Staffing, including programmers and testers Tracking tools used Process model-waterfall or a combination of waterfall and iterative Parallel development-whether some project components were following a different schedule
As can be seen from the table, the projects described cover wide ranges in terms of complexity, size, and environment, and all used our process improvement methodology. The two principal activities of the methodology, namely, defect classification and analysis, are next described using material from Reference 2 to the extent needed to make this paper self-contained. The experience with one specific project (Project A) forms the basis for introducing the methodology to the reader.
Orthogonal Defect Classification. The history of software engineering is populated with numerous examples of using metrics to better manage and improve the development process. The classification of defects to identify key components is also fairly common and a good exposition on it can be found in Reference 4. There is also a proposed draft of an IEEE Standard on clas~ification.~ However, although most developed classification systems are useful, they are quite ad hoc. The limitation that an ad hoc measurement imposes is that the measurements are hard to validate and are much harder to leverage toward more scientific analysis or the development of a baseline. We believe a significant contribution in this arena is a technique of measurement called Orthogonal Defect classification (ODC) . 637 The ideas for ODC evolved from a finding that there is a link between the semantics of defects and the maturity of a product going through the development process.8 This led to developing classification, where the values of an attribute, called defect type, were designed to recognize the maturity through a change in the distribution Table 1 Project characteristics of the attribute values. Thus, the distributions provide an instrument to measure progress. The defect type attribute was primarily designed to provide feedback on the maturity of the product in a development process. The key was to establish the values of the attribute so that changes in the distribution explain the maturity of the product through the process. ODC measurements may provide the capability of long-term value due to process and product invariance in the measurement.
The power of measurement can be multiplied by measuring several aspects of the process using multiple attributes. This leads to multidimensional data. The implementation of the ODC scheme in IBM, reported in this study, involved five key attributes: defect type, missing or incorrect, trigger, source, and impact. Among these, the defect type and the trigger have been developed and tested to follow the guidelines of ODC and collectively provide causal information. Referring to Table 2 , the impact, as the name suggests, measures an effect. Source partitions the product in terms of the developmental history of the code, identifying subpopulations that may be interesting. Thus the categories collectively provide a measure of cause and effect, critical to the improvement of the process or product. These data over the project life cycle may provide longtermvalue in terms of baselines and sophisticated models.
For the purpose of this paper it is necessary to understand the values of the ODC attributes that are referenced. Apart from the engineering aspects of identifying the values there is a usability and human aspect to it that is equally important.
In particular, the choices have to be few so that it improves accuracy, and the education process must be sound. Defect type and missing or incorrect capture information about the type of activity that was undertaken to fix the defect. For instance, the type of a defect isfinction if it had to be fixed by correcting major product functionality. A defect is classified missing if it had to be fixed by adding something new, and classified incorrect if it could be fixed by making an in-place correction. Source identifies the partition in which the defect is located, i.e., it captures whether the defect occurred because of errant activities in previous releases or the current release. For instance, a defect is classified newfunction if it was found in that part of the product that consisted of new code, and classified rewn'tten if, instead, it was found in code that was part of an old release of the product but was being rewritten for the present release. Trigger captures information about the specific inspection focus or test strategy that caused the defect to surface. For instance, a defect found by thinking about the flow of logic of a design or implementation is classified operational semantics, while a defect found by thinking about the compatibility of the current release to previous releases is classified backward compatibility. Impact captures information about customer activities that would be affected should the defect have escaped into the field. For instance, the impact of a defect is classified capability if, had it escaped to the field, it would have affected the functionality of the product adversely; is classified usability if instead, it would have affected only the ease with which the customer could use the product; is classifiedpeqormance if it would have affected only the performance of the product but not its capability.
In addition to these measurements, there has traditionally been a set of process-and product-specific measurements that are collected by defect tracking tools. The project team also classified defects by using the attributes phase found, phase introduced, and component. Phase found identifies the developmental phase at which a defect was found, while phase introduced identifies the phase at which it was introduced. For instance, the phase introduced is classified CLD if the defect was introduced during component-level design, or classified MLD if it was introduced during module-level design. Component identifies the software component in which the defect was located. Clearly, those attributes also relate a defect to a IBM SYSTEMS JOURNAL, VOL 33, NO 1, 1994 The project team members classified all defects found during the reviews of all deliverables produced (i.e., final programming specification document, design structures document, logic manuals, and code) as well as during the execution of the test phases. Having no prior experience, the analysis step was integrated into the process of a project in the most obvious fashion. The classified defects were analyzed after every phase of the process. Thus, the analysis was done after phases such as component-level design, module-level design, code, unit test, function test, and system test, The process of the project was adjusted to reflect the results of every analysis before proceeding to the next phase. The analysis step is described next.
Defect analysis and feedback. The second step of the methodology is the analysis of the defect data using an approach to machine-assisted data exploration called attribute focusing. Details of the approach may be found in Reference 9. Other experiences based on the application of attribute focusing (AF) to software development have been reported. AF was used" to analyze defect survey data to suggest improvementspost-process, i.e., after the end of development. AF was utilized6 to assess the effectiveness of inspections and testing methods. AF was also used' to make in-process improvements to the process of a single project. Those works did not address the scope and value of using attribute focusing for in-process improvement, which is the subject of this paper.
procedure called an interestingness JiLnction that orders attribute values to reflect their potential interestingness for a human analyst. (Ashwin Ram" is credited with coining the term "interestingness.") A set of attribute values corresponds to a set of defects, namely, the defects that were classified using those attribute values.
I
The interestingness function orders attribute values.
The approach is discussed next. The goal of attribute focusing is to provide a systematic way for a domain specialist, who may not be skilled at data analysis, to analyze data that are classified across many different attributes. It targets the lay Hence, Figure  1 depicts the ordering of attribute person instead of the data analyst, a goal that values by ranking subsets. The data of the project distinguishes it from the usual data exploration teams were processed by using two interestingsystem (see, for example, systems described in ness functions to order attribute values based on Reference 11). The typical software developer or a degree of magnitude, and pairs of attribute valtester is considered to be a domain specialist in ues based on a degree of association. The use of this context. such functions is quite common in data exdora-
The key aspects of the approach are illustrated in Figure 1 . Information is abstracted from a physical situation to create an attribute-valued data set. For our purpose, a record of the data set represents a defect found by the project team during the course of development and classified using the attributes described in the previous section, Orthogonal Defect Classification, along with a written description of the defect. A data set consists of data from all the defects available at the end of a phase or a stage within the phase of the project. A project can start using the methodology at any stage, and examples of projects that started as early as component-level design or as late as function test will be described.
Continuing with the description of attribute focusing (Figure l) , the classified defects in a data set are processed automatically to produce a set of interesting charts that are interpreted by the project team in a specific manner. We present the mechanical and manual procedures of attribute focusing, and exemplify each procedure using data from one specific project (Project A).
Interestingness and filteringfunctions. First, the classified data are processed automatically by a 186 BHANDARI ET AL. tion and in machiie learning. Heuristics, which are commonly used to search for interestingness, include measures of magnitude, association, correlation, and informational entropy. 11~13 Second, another automatic procedure called a filtering function processes the orderings produced by an interestingness function and presents it in a manner suitable for human consumption. It makes use of knowledge of human processing of attribute-valued data to do this. The use of such a filtering function is a novel idea, although it is in keeping with the recent emphasis on interactive approaches for data exploration. l4
Conceptsfrom Project A. Let us understand the above concepts in the context of Project A. A filtering function was used to produce charts that show the spread of values for an attribute, such as shown in Figure 2 , or which show the cross-product of two attributes such as shown in Figure 3 . The tables in the charts present the values of the attributes in decreasing order of their interestingness. As we shall see, that information is used to focus the project team on certain trends in the data. Usually, there are eight numbered items or less, which is in keeping with a published observation that people find it difficult to retain more than seven plus or minus two items in short-term memory. l5 Furthermore, the charts are produced in decreasing order of interestingness, and only so many charts are produced as are reasonable for a person to interpret at one sitting. Based on knowledge of the limits of human processing and a calibration of the average time it takes a person to interpret one chart pertaining to defect data, it has been our experience that the number of charts produced should be restricted to less than or equal to 20 (to limit the duration of an interpretation session to about two hours). We observed that restriction in our implementation. Once the project team had classified all the data for a phase, our implementation took less than five minutes (of wall clock time) to generate the 20 charts (referred to as AF charts) to be used to analyze the data for that phase. That cost of chart generation is negligible and, hence, the overhead of using attribute focusing is about two hours per phase of the process, that being the duration of the feedback meeting. For this paper, the original charts generated by the authors were simplified and the method of display illustrates only the information pertinent to the discussion.
Next, let us understand the information in the AF charts to gain a better understanding of the interestingness and filtering functions. Much of the data for Project A was generated by classifying defects found during the inspections16 of the component-level design and module-level design documents.
The AF chart in Figure 2 was among the 20 charts generated for the data from the early componentlevel design inspections of Project A. Figure 2A shows the distribution of the attribute missing or incorrect. The We can now get a better understanding of the relationship between the interestingness and filtering functions. The interestingness function computes the difference for every attribute value and then lists attribute values in decreasing order of the absolute value of the differences. The filtering function uses the ordering to decide which charts should be brought to the attention of the analyst. Starting from the top, the filtering function selects the attribute values and hence, the attributes to be charted. Once 20 charts have been selected, the procedure terminates.
The AF chart in Figure 3 shows the cross product of the attributes defect type and phase introduced. The chart was among those generated by processing the data from the module-level design inspections of Project A. The table in part D indicates the interestingness of the attribute values based on a degree of association. Let us understand the first row of the table. The column type indicates that 14 percent of the defects had a defect type of document (see also Figure 3A ). The phase column indicates that 16 percent of the defects were introduced in component-level design (CLD) (see also Figure 3B ). Column type and phase indicates that 5 percent of the total defects were introduced in CLD and were of type document (see also Figure 3C ). Had the classification of defects as document and CLD been statistically independent, we would have expected to find that (0.14 * 0.16 = 0.2), or 2 percent, of the defects had been classified document and CLD, as indicated in the expected column. The difference (5% -2% = 3%) is indicated in the diflerence column, and serves as a measure of the degree of association between the attribute values in the first row.
Interpretation ofAF charts. Let us continue with the description of the attribute focusing approach. As indicated in Figure 1 , the AF charts are interpreted by a domain specialist or analyst by using a model of interpretation.' While a complete discussion of the model of interpretation is beyond the scope of this paper, its use will be adequately illustrated later in this section. The specialist performs the following for every AF chart. There is an attempt to explain the interest- values that appear in the chart by relating the Such consideration is given to every item in the interestingness to events in the domain. Specifitable of the AF chart. Some items are easily uncally, the cause of the interestingness must be derstood by the specialist and do not lead to new determined, and the implication of the interestinsights. However, some items do lead the spe- Recall that the analyst is a domain specialist who may not be skilled in data analysis. Note that the questions above do not make reference to data analysis terms and concepts. Instead, they encourage analysts to think directly about events in their domain. In fact, analysts are also encour-
aged to consider the absence of any table items, which their domain experience has taught them to expect. As shown in Figure 1 , that exercise results in either the discovery or no discovery of knowledge. The discove y of knowledge is where the explanation of the interestingness leads to a new insight about the domain. In our context, this translates to the identification of a process problem and the implementation of a corrective action. Occasionally, there is no need to implement a corrective action because the problem has already been resolved. With no discovery of knowledge there are two possibilities. Either the explanation of the interestingness is something already known to the analyst, or the analyst cannot comprehend the interestingness. In the former case, no action is necessary. In the latter case, known as the investigate step, the interestingness must be investigated by the analyst at a later time. The interestingness is based on the magnitude of a particular attribute value or the association of a pair of attribute values. The analyst must study the detailed written descriptions of a sample of defects that were classified by choosing those attribute values in an attempt to explain the observed interestingness.
Let us exemplify the interpretation process using the AF charts for Project A. To interpret the chart in Figure 2 , the project team played the role of analyst. They had to explain the magnitude of the attribute values in the table by determining the cause and considering the implication of the magnitude. If that led to the identification of a process problem, the team had to come up with a corrective action. The large proportion of missing defects in the chart led to the discovery and correction of a process problem in Project A.
We use the headings cause, implication, and corrective action to describe the results of the different steps in the model of interpretation given above.
Cause-The large proportion of missing defects was attributed to lapses in communication between designers who were working in separate subteams. These lapses were manifested by functionality that was missing in the design, a fact that was discovered during inspections. Repeated inspections of the design were then done until the team felt confident that the design was complete. Thus, a process problem was identi-fied: the lack of communication between differBenefit-The dimensions just discussed help ent subteams. establish that an experience indeed represents the successful identification and correction of B Implication-The product may be shipped with incomplete functionality.
Corrective action-The use of "teach-theteam" sessions, wherein individual team members periodically present their work to the entire team, was planned. These sessions would prevent lapses in communication. To show that the methodology achieves what it is meant to do, namely in-process identification and correction of process problems, every experience is also evaluated along the dimensions of (1) corroboration of process problems identified by information that was not captured by the defect data but was known to the team and used to make their decision, and (2) validation of corrective actions undertaken by looking for appropriate trends in defect data collected after those actions were implemented.
The relevant information for process corroboration of the process problem in Project A was consensus among team members that they had not communicated, the nature of the missing defects as described in their written descriptions, and the fact that the defects were found in inspections that involved members across different subteams.
B D
Validation of correction-The injection rate of missing defects dropped from 63 percent to 44 percent for CLD completed after the start of teach-the-team sessions. Since the reduced rate applied to about 80 percent of the product, the savings were significant. As we determined from the interpretation of the Figure 2 AF chart, the team made use of knowledge that was not captured by the data to reach a decision. For instance, what the data did not indicate was the feeling that communication between subteams was poor, the fact that defects were found when subteams did communicate via inspections, and the nature of the missing defects as evident from their written descriptions. Only a person who is very familiar with the project could have such knowledge and apply it in a few minutes to interpret the AF chart. A quality expert who is not part of the project team will not have that knowledge and hence, may quite possibly misinterpret the AF chart.
. ~ problems. To provide a better understanding of the value of such correction, it is shown that every experience results in one or more benefits, such as (1) removes defects, which were latent, (2) prevents defects from being injected, (3) adjusts the course of the project to avoid a problem or exposes a problem that the project team does not know how to avoid, which is a near-term benefit since it only affects the current release, and (4) corrects the process used by the project or exposes a process weakness that the project team does not know how to correct, which is a long-term benefit since it should also affect successive releases that use the same process.
Therefore, in the Project A discussion (Figure  2 ), the benefit was that the corrective action prevents defects, and identifies and corrects a deficiency in the process used by the team. The teach-the-team sessions should be part of the process for parallel development, to improve communication.
Next, we describe the interpretation of the AF chart in Figure 3 using the dimensions described above. Recall that the chart was among those generated from data of the module-level design inspections of Project A. To interpret the chart, the project team had to explain the association of the attribute values in the table or the absence of an expected association of attribute values in the table, by determining the cause and considering the implication of the association. If this interpretation led to identifying a process problem, the team had to come up with a corrective action. The associations shown in the table were easily explained by the project team. For instance, Item 3 in Figure 3D , shows an association between defects that were k e d by correcting assignment statements and the module-level design (MLD) phase, while Item 4 shows a disassociation between such defects and component-level design (CLD). The team noted those associations were to be expected since at component-level design, the nature of the work done was at too high a level to include specification of assignment statements. That level of detail was addressed in MLD. However, the absence of a row which showed a strong association between the defect typefunction and phase introduced CLD led to the identification of another process problem in Project A. The absence of a pair of attribute values indicates this pair is neither strongly associated nor strongly disassociated. However, a strong association was expected since functional aspects of the design are addressed during CLD. The reason for the absence of such association became clear when the data (not shown in the figure) showed that a large number of function defects were introduced in MLD .
Cause-CLD work was still being done after the beginning of the MLD stage. The corroboration of the process problem showed that (1) a missing item in the requirements list was responsible for an incomplete component-level design and the defect was discovered and fixed in the module-level design stage, (2) a formal requirements document did not exist and individual team leaders maintained their own list of requirements, and (3) there was consensus among team members that, owing to the varied customer base of the product, some requirements were hard to determine.
Implication-Module-level design should only be done after component-level design is complete, else the process is not being followed. Serious consequences can include missed schedules and poor quality.
Corrective action-The requirements material and the final programming specification were reinspected for completeness.
Validation of correction-No further missing requirements were found through test.
Benefit-The corrective action removes defects and is an adjustment that prevents shipping a product with missing functionality. It also identifies a deficiency in the process: the product is too complex to avoid a formal requirements process. A suitable process change should be made for future releases.
Experiences from Projects B and C
Having described our process improvement methodology, we now present the experiences from a number of different projects (see Table 1 ). The experiences are presented in two parts, separated by the section "Comparison with other feedback techniques." That separation allows the
reader who is interested mainly in the principles underlying our methodology to skip the second set of additional examples. The additional examples do not introduce new principles but they do serve an auxiliary purpose. First, they serve as an educational aid for readers who wish to use and deploy our methodology. Second, they provide additional evidence to support the main result of this paper, namely, that our methodology works for different kinds of projects.
The descriptions of the project experiences use the same dimensions as were exemplified in the earlier subsection "Interpretation of AF charts'' for Project A, and illustrate that the methodology provides benefits in four ways. It helps remove defects, it helps prevent defects, it helps identify corrective actions for the immediate project, and it helps identify problems with the underlying process being used.
While a quantitative expression of the value of all corrective actions will only be complete once field data exist, it is possible to quantify the net benefit of corrective actions that remove defects. For instance, if such a correction led to the detection of five defects that would otherwise have been found in the field, the cost of finding the defects in the field and the cost of the correction may be used to calculate the net benefit. Relevant experiences are presented by expressing the value of the corrective actions in both qualitative and quantitative terms. To determine the quantitative value, the defects removed as a consequence of a corrective action were studied by the project team to determine the number of defects that would have escaped to the field had the situation not been corrected. The basis for such determination is described and the total cost of dealing with those field defects computed by using 15 person days to be the cost of dealing with a single field defect (note that this number may underestimate the impact of such defects). Similarly, the costs of finding defects in function test (FT) and system test (ST) are assumed to be one and three person days, respectively.
Experiences from Projects B and C are used to illustrate the principles learned about the methodology. Later in the paper (after the section on comparison with other techniques) more experiences from Project A and the experiences from Projects D, E, F, and G are used to only further support the ideas presented. Each subsequent experience is introduced in terms of the problem that was identified by the team.
Experience of reviewers not considered. Project B used a textual document called a functional programming specification to describe componentlevel design, and a team of inspectors read through the document to validate the design.
The AF chart in Figure 5 shows the distribution for the attribute trigger, which captures what the inspector was looking for when the defect was found. The relatively small magnitude of defects that were found by considering lateral compatibility, rare situation, and backward compatibility led to the discovery of a process problem.
Cause. Review was limited by the experience of the reviewers. Compatibility issues and pathological scenarios were not considered adequately.
Corroboration of the process problem indicated that (1) there was a consensus among reviewers that they were uncertain about compatibility issues, (2) reviewers did not have extensive experience with the product, and (3) the compatibility requirement for the product was not met.
Implication. Existing customer applications may fail when the new release is installed, and the new release may fail when used with other products.
Corrective action. An experienced person reviewed the document with focus on identifying missing external information, particularly in backward compatibility and lateral compatibility.
Validation of correction. An experienced reviewer found 38,18, and 1 additional defects classified backward compatibility, lateral compatibility, and rare situation, respectively. Qualitative benefit. The corrective action removes defects and is an adjustment that prevents shipping a product that is incompatible with previous releases and other products. It also identifies a weakness in the process used to select reviewers, namely, it does not adequately consider breadth and depth of experience of reviewers.
Not function testing all areas directly. In the Project C experience, all the problems were identified after the function test stage, and function test was restarted after all corrective actions had been implemented. This made it easy to assess the effectiveness of the corrective actions since the result could be compared using the same function test process before and after the corrective actions. Furthermore, the product had a main path of execution, which was to be the main focus of system test cases. Hence, by determining if they were on or off the main path, it was easy to establish if defects found by implementing corrective actions would have escaped to the customer. In the text below, such defects are referred to as field defects. Recall that the cost of correcting each defect detected in the field is assumed to be 15 person days.
Items 1 and 3 in the table of the AF chart in Figure  6 show that new function is disassociated with test coverage, while rewritten code is associated
with test coverage. More defects were found in that part of the product that was being rewritten using a function test strategy called test coverage than were being found in the part of the product that was being newly developed. This trend led to the identification of a process problem.
Cause. Function test was doing a better job of testing the rewritten code than the new function. Corroboration of the process problem indicated that (1) the purpose of function test was to cover two areas: Area 1, consisting of old and rewritten code, and Area 2, a new function used by Area 1; and (2) for function testing, the product was configured as depicted in Figure 7 , namely, to test Area 2 through Area 1, i.e., by using Area 1 to manipulate the function in Area 2. Since Area 2 is manipulated using Area 1, it is easier to test the functionality of Area 1 than Area 2.
Implication. Defects may remain latent in Area 2.
Corrective action. Area 2 was tested directly as shown in the new scenario in Figure 7 .
Validation of correction. Two field defects were found.
Qualitative benefit. The corrective action removes defects and is an adjustment to ensure Quantitative benefit. The cost of corrective action was 25 person days to generate new test cases and execute them. The total benefit was two field defects found, potentially saving 30 person days, and the net benefit was five person days.
Design not re-evaluated. Item 1 in the table of the AF chart in Figure 8 shows that inteqace errors are associated with test coverage, indicating it was easier to find defects in interfaces in function test than other kinds of defects.
Cause. Validation of correction. Only one new error was found relating to the new environment in the continuation of function test after the code inspections were completed, and the code reviews found eight field defects.
Qualitative benefit.
The corrective action removes defects and is an adjustment to make sure there are no latent defects pertaining to the new environment. It also identifies a weakness in the planning process for the product. This problem was caused because the project was originally designed for an earlier version of the host operating system. When it was moved to a different product release, the design was not re-evaluated to consider the new operating environment. This can be corrected by requiring projects to re-evaluate design if the product release level running the function is changed.
Quantitative benefit. The cost of corrective action was 20 person days to complete code reviews. The total benefit was eight field defects found, potentially saving 120 person days, and the net benefit was 100 person days.
A weakness testing complex operations. Item 1 in the table of the AF chart in Figure 9 shows that rewritten code is associated with an impact to usability, suggesting that defects in the rewritten code are more likely to affect customer usability than other kinds of impact.
Cause. The team identified the programs that consisted of rewritten code and then considered which of those would be most susceptible to usability problems. They concluded that the program that handles operations requiring more than one tape drive (referred to as multi-reel operations) was more error-prone because (1) it involves more complex and end-user interaction, (2) function test variations had surfaced six defects running multi-reel functions, and (3) unit test had not executed a multi-reel variation.
Implication. Multi-reel operations may not have been adequately designed or tested. Customers may identify additional problems running such operations.
Corrective action. Additional code inspections were completed that focused on the error-prone program. This was followed by additional unit test variations using multi-reel operations.
Validation of corrective action. Four field defects were found, and no new errors were found in the error-prone program after the corrective actions were implemented.
Qualitative benefit. The corrective action removes defects and is an adjustment to make sure there are no latent defects in multi-reel operations. It also identifies a weakness in the devel- opment and testing of complex operations. The experience suggests that the process for the product must distinguish between simple and complex operations. Hence, the project team suggested that a checklist of complex environments be maintained and considered during development of future releases.
Quantitative benefit. The cost of corrective action was 10 person days to complete reviews. The total benefit was four defects found, potentially saving 60 person days, and the net benefit was 50 person days.
Not distinguish types of execution.
The following trend lead to the identification of a process problem. Refer to Item 2 in the table of Figure 10 . Errors that impact the capability of the component are associated with being incorrect. Item 1 of Figure 11 shows that capability defects are being found during function test using the more simplistic test coverage strategy. Item 3 of Figure 12 shows that timing and serialization problems are being found that impact the capability of the product.
IBM SYSTEMS JOURNAL. VOL 33, NO 1, '1994 The trend suggests that the product has its capability in place, but even function test cases that test the capability in obvious ways detect timing and serialization problems.
Cause. The product was unstable with regard to events that could occur in different sequences. Corroboration of the process problem indicated that (1) the component was a complex function with many different events that could occur at any time and in different sequences. Thus, while it was easy to implement the capability of the product corresponding to the obvious sequence of events (the main-line execution), it was much harder to cover the unexpected sequences that could occur, and (2) there was consensus among the team that such sequences had not received special emphasis.
Implication. An important part of the capability of the product was to allow the user to restore a corrupted database. Defects that affect this capability may still exist after function test is completed, suggesting that customers may not be able to recover lost data. 
TYPE AND TYPE ("10) IMPACT (%) IMPACT (%) EXPECTED (?lo) DIFFERENCE (%)
Corrective action. Additional test variations that forced the component to execute events in different orders were executed. The focus of this change was in function test, where these types of defects should be surfaced, but unit test also attempted some of these variations.
Validation of correction. Four field defects were found.
Qualitative benefit.
The corrective action removes defects and is an adjustment to make sure there are no latent defects that affect the restore operation. It also identifies a process weakness that is similar to the weakness identified in the previous process problem. While the product has at least two types of execution that have very different levels of development complexity, the process used does not dihinguish between them. The problem was caused by the large number of event sequences that could be generated by the component. An automated tool that can randomly generate different event sequences will help in bringing more of these defects to the surface. The use of such a tool must be made part of the process for future releases.
Quantitative benefit. The cost of corrective action was 15 person days for additional testing. The total benefit was four defects found, potentially saving 60 person days, and the net benefit was 45 person days.
The total of the net benefits for the project was 200 person days. The additional cost of restarting the function test after the corrective actions were implemented was estimated by the lead tester to be 22 person days; hence, the net benefit for the project was 178 person days.
Comparison with other feedback techniques
The examples described thus far demonstrate the value of using our process improvement methodology. Next, we study these examples to establish if other methods could have been used successfully to make similar corrections. This allows the L drawbacks associated with not using the approach to be understood.
Two other approaches for providing in-process feedback are considered: causal analysis and goal-oriented approaches. Causal analysis entails the detailed study of written descriptions of defects to correct the process, while the goal-oriented approaches utilize in-process metrics that measure whether specific process objectives (or goals) are being achieved. First, let us review the advantages of process feedback based on attribute focusing, which are known already. References 2 and 10 show that the use of attribute focusing results in several advantages over the other techniques:
Efficiency. Causal analysis of a large number of defects is a manual and time-consuming process. Hence, if a large number of defects are detected, only a subset of defects will be analyzed. In contrast, the overhead of using attribute focusing is two hours per set of defects, independent of the number of defects. Hence, the entire population of defects can be analyzed.
Applicability. Goal-oriented approaches often rely on the availability of historical measures to define the goal. For instance, the goal may be that the number of defects per lines of code found in a component lie within a pre-specified range that is set based on historical data. In contrast, attribute focusing uses measures of interestingness that need not rely on historical expectations. Since in practice such expectations are seldom available, this is a major advantage.
In this paper the above advantages are not reemphasized. Instead a deeper understanding of the differences between the use of attribute focusing and the use of other techniques is gained. Note that the advantages above suggest that feedback based on attribute focusing is especially. useful when the number of defects is large and historical expectations are not available, since the other techniques may not apply under these circumstances. Here, to get a deeper understanding of the difference, the circumstances under which causal analysis and goal-oriented approaches do apply are considered. Hence, it is assumed that all defects undergo causal analysis and reliable historical expectations are available, and the examples of process correction described in preceding sections are studied to establish if the other methods could have been used to make similar corrections. It is next shown that feedback based on attribute focusing complements the other techniques since it identifies and corrects problems that cannot be addressed by the other methods.
Causal analysis. During causal analy~is",'~ a select set of defects is studied one at a time. While the causal analysts will undoubtedly notice obvious trends in the defects, it is hard for people to spot the more complicated patterns with this manual process. For instance, consider the problem section, "Not distinguish types of execution." Three trends must be noticed before the problem can be identified. From the written descriptions of the defects, the analysts must note that:
1. Capability defects tend to require in-place correction.
2.
Capability defects tend to be found by straight-3. Timing and serialization problems tend to imforward function test cases.
pact capability.
It is quite difficult for a causal analyst to notice even one such trend. Consider what must be done to notice Trend 1 in the list above. First, the description of a defect must be read and understood in terms of capability and fkes that are corrected in place. This is difficult since it requires that, of all the myriad ways that could have been chosen to understand the defect, it is understood particularly in these terms. As is clear from the many experiences presented in preceding sections, there are many different trends that can prove useful in detecting a process problem, and a causal analyst would have to check every defect for all these trends. Second, the first step must be repeated for the next such defect while remembering the prior pattern. This second step must be repeated for a set of defects before concluding there is a trend. Such a process is difficult for people to apply. Therefore, it seems less likely that causal analysis will detect complicated trends such as those in the referenced prior section. In contrast, attribute focusing finds the trends automatically.
To be more specific, the above example does not indicate that causal analysis cannot easily find the process problem. The message is that the problem cannot be found easily in causal analysis by repFeedback based on attribute focusing complements other techniques.
licating the identification of trends found by attribute focusing. If the written descriptions of the defects could have suggested the problem without the need to notice trends, then there would be no difficulty in finding the problem in causal analysis. However, there is another class of process problems that is clearly hard to detect in causal analysis simply because there are no defects to analyze. Consider the experience in Project B in the problem section "Experience of reviewers not considered.'' A problem was identified because very few defects had triBer classified as lateral compatibility, indicating that few defects were found by thinking about compatibility. To understand why causal analysis may not find this process problem, let us consider a situation where no defects at all are classified lateral compatibility.
Since there are no defects to consider, there are no written descriptions to study and, hence, the problem cannot be identified. The difficulty in finding such problems using causal analysis occurs because the method makes an implicit assumption that none or few defects reflect goodness, while many defects indicate a problem. However, as shown by the experience, none or few defects can also indicate a problem, namely, insufficient execution of a required activity. It follows that causal analysis may not find such problems. In contrast, an AF chart will highlight the case if very few or no defects occur in a category.
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Goal-oriented approaches. Many different techniques have been proposed to manage software production. These include statistical defect modeling approaches that predict the reliability of a software product (for example, see , and feedback techniques that compare inprocess measurements with historical expectations to determine if the project is on the right track (for example, see . While these techniques accomplish different useful purposes, they share a common philosophy-they are goal-oriented, i.e., they utilize specific in-process metrics to measure if specific process objectives (or goals) are being achieved. For example, Goal A is achieved if Metric X lies in the range Z, else it is not achieved. And therein lies their major difference with feedback based on attribute focusing which, while it uses in-process metrics, does not utilize them to measure whether predefined goals are being met. If a goal-oriented approach is being used, it must be precisely known which subset of a set of attributes is going to be used and exactly how it is going to be used to provide feedback. When the approach is applied to different projects, the same subset of attributes is used in similar fashion to determine if the relevant goals have been achieved.
In contrast, when using AF, a subset of the data attributes is automatically selected to generate the 20 AF charts that are used to provide feedback. So, even though two different projects may collect data using the same set of attributes, two different projects may receive feedback from AF charts based on different subsets of those attributes. That data-driven (as opposed to goaldriven) nature allows AF to complement goal-oriented approaches for reasons given next.
Process feedback from defect data begins with the observation of some pattern in attribute-valued data. In principle, if one could look for all possible patterns that can occur, one could provide perfect feedback. However, the combinatorial complexity of the space is much too large for such observation to be feasible. For example, in a data set with 10 attributes, each of which has 10 values, there are 45 distinct AF charts to show the cross product of pairs of attributes, and 100 possible trends that may be observed in a chart. Therefore, there are 4500 possible patterns that may be observed by simply considering pairs of attributes. Not surprisingly, goal-oriented approaches focus only on some predefined patterns that are known to be relevant. Hence, a set of goal-oriented approaches used to provide feedback to a project define the set of known patterns in the data to look for and act upon. On the other hand, attribute focusing is a mechanism to learn about and act upon unknown yet possibly important patterns. In this regard, the two approaches complement each other. The subtle nature of some of the process problems that have been described, e.g., in the sections describing Project C, support this viewpoint. After determining the relevance of such trends, they can form the basis for a goal-oriented feedback technique that can be used for future projects. However, such trends may not have been discovered by using a goaloriented technique.
In summary, we argue that the causal analysis and the goal-oriented approaches may not address certain kinds of process problems that can be corrected by using attribute focusing. Hence, it is not surprising that many of the experiences of process correction in this paper were detected by attribute focusing in projects where causal analysis and goal-oriented approaches were also used for process feedback. That result is discussed in a later section on "Summarizing the experience." The reader who is interested in the principles underlying our methodology may skip ahead to that section. The intervening material consists of additional experiences and does not introduce new principles. It has mainly educational and evidential value.
More experiences from Project A
In addition to the problems previously described for Project A, two other problems are discussed next.
Lack of formal requirements process. The AF chart in Figure 13 shows the cross product of the attributes trigger, which captures what the inspector was looking for when the defect was found, and component, which specifies the software component of the product in which the defect was found. The project team explained most of the associations in the table without discovering a 202 BHANDARI ET AL.
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33. NO process problem. For example, the disassociation between component Bravo and operational semantics in table Item 9 was attributed to the behavior of component Bravo, which was meant to merely copy blocks of storage and therefore did not involve complex logic. Hence, most defects in component Bravo would not be found by thinking about the flow of logic in the operation of component Bravo, since that operation was very simple. However, the disassociation between component India and backward compatibility (table Item 7) led to the discovery of a process problem.
Cause. Component India must address compatibility issues to ensure that customer applications built upon previous releases of the product run correctly on this release. However, those issues were not addressed in component India. Hence, few defects that pertained to compatibility were found. Corroboration of the process problem indicated (1) consensus among designers, (2) a compatibility requirement for the product, and (3) the lack of compatibility features in the design of component India to date.
Implication. Existing customer applications may fail when the new release is installed.
Corrective action. Component India was designed for compatibility before proceeding to the next phase, and the redesigned component India was inspected for compatibility.
Validation of con-ection. Similar to the corroboration of the same process problem.
Benefit. The corrective action removes defects and is an adjustment that prevents shipping a product that is incompatible with previous releases. It also identifies a weakness in the process used to translate requirements to design. The project team attributed this weakness to the lack of a formal requirements process already noted for Project A and, perhaps, a lack of experience with the product on the part of some team members.
Component-level design is incomplete. The AF chart in Figure 14 shows the cross product of the attributes defect type and missing or incorrect. Table Item 3 shows thatfinction defects are associated with missing.
Cause. This could not be determined by the team at the feedback session. As per the model of in- 
13
9 terpretation, the team had to investigate that association at a later time. The results of the investigation are given below in "Investigate."
Implication. While no cause was found, the trend had a clear implication: The component-level design may be incomplete. The project should not exit the CLD phase before ensuring that all major functionality is covered.
Investigate. The project team read the detailed descriptions of the defects that had been classified finction and missing to try and understand the cause of the association. They found those defects pertained to a specific functionality of the product, namely, its ability to recover from an erroneous state. This implied that the design of that function may have been incomplete.
Corrective action. Reinspect component-level design of the recovery function.
Validation of cowective action. Twelve defects were found.
Qualitative benefit. The corrective action removes defects, and is an adjustment to make sure 204 BHANDARI ET AL.
that the component-level design of the recovery function is complete before proceeding to the module-level design stage.
Quantitative benefit. The cost of corrective action was 15 person days. The total benefit was that, based on historical data, most recovery defects that escape design are eventually found in the field; hence, assuming 10 of the 12 defects would have been found in the field, the total benefit is 150 person days. The net benefit was 135 person days.
Experiences from Projects D and E
Problems with the design, test, and inspection processes are uncovered in the examples from Projects D and E.
Flawed design and test processes. The AF chart in Figure 15 shows the distribution for the attribute defect type, which captures information about the nature of the error. A process problem was uncovered when the project team noticed the large magnitude of defects found at system test (ST) that were fixed by correcting interfaces, and the small magnitude of defects found at system test that were fixed by correcting timing and serialization problems.
Cause. Function test did not adequately remove module or component interface defects in many components. Those defects escaped to system test, and were overwhelming system testers. Also, many interface defects were injected during design and escaped to later stages.
Corroboration of the process problem indicated that (1) 
(2) a low-level design stage was not part of the formal process, and (3) component-level design documents contained little or no detail about component interfaces.
Implication. Interface defects, timing and serialization, and other defects may remain in the product after shipment since the time scheduled for system test is spent removing interface problems instead of executing true system test testcases.
Corrective action. System test was halted and function test was re-entered. Special emphasis was placed on function test of the components most associated with interface problems.
Validation of correction. An additional 424 interface defects were removed from the product.
Qualitative benefit. The corrective action removes defects and is an adjustment that prevents shipping a product which is poorly integrated. It also identifies a weakness in the design process and the test process. The process used for the current release did not have a formal low-level design stage, and the function test strategy focused only on component function, and not on the relationship between components, which was to be tested during system test. Evidently, that relationship is too complex for such a process. Future releases of the product should use a formal low-level design stage that specifies and inspects interfaces in detail and tests an integrated product during function test.
Quantitative benefit. The cost of corrective action was 424 person days at a cost of one person day per defect. The total benefit was 1272 person days, assuming that all 424 defects were found at IBM SYSTEMS JOURNAL, VOL 33, NO 1, 1994 system test at a cost of three person days per defect, and the net benefit was 848 person days.
It should be noted, however, that the team was aware of a project quality problem prior to using the methodology, but they had not agreed on the cause of the problem or the corrective action. Thus it is not clear that the methodology was solely responsible for all 424 discovered defects.
Inspections did not detect interface errors. The AF chart in Figure 16 shows an association between defect type interface and the development phase unit test, indicating that more such defects were found in unit test than other phases. In fact, there is a continued increase in defect type interface as the development progresses from the modulelevel design through code inspection to unit test. This led to the discovery of the following process problem.
Cause. The module-level design and code inspections were not effective at detecting intetface defects.
Corroboration of the process problem indicated that (1) the teams had inspected pseudocode instead of inspecting the code itself. Thus, many defects detected in code inspections are problems with the quality of pseudocode being reported via defect type document (see table Item 3 in Figure 16) , and (2) some teams had treated the pseudocode inspections as a combined modulelevel design and code inspection, omitting inspection of the actual code and low-level design.
Implication. Function test will have difficulty completing its scheduled test plan because of interface defects, which should have been removed earlier.
Corrective action. For subsequently scheduled components, the inspections for module-level design and code were decoupled, and the focus during the code inspection was completed code instead of pseudocode.
Validation of correction. Defects of type interface were expected to peak at code inspection and to diminish at unit test.
Benefit. The corrective action should remove defects. It is an adjustment that prevents an adverse impact to the function test schedule caused by the escape of numerous integuce defects into function test. It also identifies and corrects a problem with the inspection process, namely, the combining of module-level design and code inspections into a pseudocode inspection.
Experiences from Projects F and G
Problems with informational messages and the lack of complete requirements are discussed for Project F, and untested overlay structures are noted in Project G.
Existing compiler messages had errors. This project team was developing a compiler. The magnitude of defects in the AF chart in Figure 17 that were introduced in the old version (i.e., that are defects in a previous version of the compiler) led to the identification of a process problem.
Cause. Even though the relative magnitude of old defects was small, the developers were concerned that even a small number of latent defects would disrupt the current development schedule, which had not planned for such defects, so they decided to analyze them further. It was discovered that a majority of the defects were associated with the problem that developers were unfamiliar with compiler message development guidelines and review process. Hence, many such defects were injected into the compiler messages.
Corroboration of the process problem indicated that (1) apart from the defects in existing compiler messages, many defects were injected into compiler messages being developed for the current release, which supported the hypothesis that the process of message development was suspect (for example, 54 percent of the defects found in one of the components being currently developed were defects in compiler messages, while in another component the proportion was 60 percent), (2) most of the defects in the compiler messages were related to incorrect terminologies used in the messages and missing description of the error recovery actions of the compiler, (3) correct terminol- ogies and necessary parts of compiler messages were specified in the compiler messages development guidelines, and (4) there was no consensus among developers when compiler messages should be reviewed during the development cycle.
Implication. The compiler messages may contain incorrect terminologies that customers do not understand, which affects the usability of the compiler. The structure of the compiler messages may be inconsistent, which affects the perceived quality of the compiler. Translators may find it difficult to translate the messages into a different national language, which will increase the translation cost of the compiler. And finally, information developers will need to spend more time reviewing the compiler messages.
Corrective action. A compiler messages kickoff meeting was held, during which information developers explained the compiler messages development guidelines and review process to the entire development team.
Validation of correction. Information developers found fewer defects when inspecting compiler messages.
Benefit. The corrective action will prevent such defects from being injected and will improve customer usability and reduce language translation cost. It is a process adjustment as well as a process correction. It should improve the quality of the current product as well as improve the process of message development for subsequent releases.
Incomplete requirements. Refer to the AF chart in Figure 17 , which shows data collected during early component-level design inspections. The magnitude of defects that were introduced during the requirements stage, and had therefore es- caped the requirements inspection, led to the identification of a process problem.
Cause. Even though the relative magnitude of requirements escapes was small, the team was concerned that the requirements developers and inspectors did not have the appropriate level of experience.
Corroboration of the process problem indicated that (1) the developers created the componentlevel designs based on the requirements without even recognizing defects in the requirements, and (2) consensus among developers who inspected the requirements was that they had difficulties in finding defects because the authors of the requirements were the more experienced members of the team, and there is a tendency to be less critical of the work of experienced colleagues.
The first fact is also captured by the AF chart in Figure 18 , which was generated at the midpoint of the component-level design inspection (110). Defects introduced in the requirements stage are associated with missing in table Item 4. Such defects are more likely to be fixed by introducing new material in the requirements document than correcting in place. One would think that the designers would have recognized that the requirements document was incomplete. Such was not the case. Defects in the requirements were not found until the component-level design inspections, which resulted in major rework of the designs.
Implication. The compiler will not provide the functionalities expected by the customers.
Corrective action. Developers worked with the authors of the requirements document to ensure the requirements were complete and correct, then reiterated component-level design for the affected areas. The work to ensure the requirements were complete and correct included reinspecting the appropriate sections of the requirements document, and holding meetings during which developers explained their interpretation of the requirements from a customer's perspective.
Validation of correction. Reduction in the number of escapes from requirements inspection to later phases was expected. Refer to the AF chart in Figure 19 , showing that escapes from requirements were indeed few. Benefit. The second corrective action removes defects, whereas the first corrective action should prevent defects from being injected, since the less-experienced members will have a better understanding of the requirements. It is a process adjustment that reduces the risk of shipping a compiler with incomplete functionality. However, that risk has not been eliminated since Figure 19 shows that, while escapes from requirements have declined, they did occur all the way to unit test. A better adjustment would have been to add experienced staff to the team. This discussion also identifies a weakness in the staffing process for the product, namely, that it does not weight the experience of personnel adequately when deciding the composition of the team.
Untested overlay structures. The relatively large magnitude of defects classified side effects in unit test data (see AF chart in Figure 20) led to the identification of the following process problem.
Cause. The previous version of the software contained overlay structures within work areas, which the unit testers did not understand well.
Corroboration. Several problems escaped unit testing due to the affected area not being examined. The overlay was detected with regression test cases for component areas that were not modifled.
Implication. Latent problems may still exist.
Corrective action. Since the old code was difficult to understand and test, future projects should redesign, recode, and retest the overlay structures.
Benefit. Exposes a potential problem for the current project and identifies a process correction for future projects. Summarirlng the experlence Table 3 uses the following dimensions to summarize the cost and benefit of using attribute focusing for the different projects in Table 1 .
Phase started, or the phase the project was in when the team started using the process correction methodology Number of feedback sessions held, where each feedback session lasts about two hours 210 BHANDARI ET AL.
Formal causal analysis used or not used (yes or
Number of preventions, or the number of issues that led to defect prevention measures for the current release Number of removals, or the number of issues that led to defect removal measures for the current release no)
What the table indicates is summarized in the following four points.
1. The methodology identifies and corrects process problems in different kinds of projects. This is the main result discussed in this paper and is evident from Table 1 and the two rightmost columns of Table 3 .
2.
With regard to the current release, projects that start earlier benefit by the prevention and removal of defects, while projects that start late benefit only by the removal of defects (see Table 3 ). All projects benefit by the prevention and removal of defects in future releases as evidenced by the experiences in this paper (read the sections with the heading "Benefit" for each experience). 3. The use of other techniques does not appear to reduce the effectiveness of the methodology. See Table 1 (the tracking tools used are sugused by the teams) and Table 3 (see the column "Causal Analysis"). This supports the argument in the section of this paper called "Goaloriented approaches" that our methodology complements other defect-based approaches for in-process correction.
Let us understand what the above results tell
us about our methodology in the general context of project management and control. Clearly, a goal of the management of the different projects described in Table 1 was to identify and correct process problems such as lems remained unidentified and uncorrected until the attribute focusing feedback sessions. All projects described in Table 1 were involved in the actual production of major software products. We can assume that the project teams and their management did the best they could do, and therefore conclude that their effort is representative of current practices in project management and control. That conclusion is also justified by the fact that the projects in Table 1 were drawn from six sites separated by considerable geographical disbusiness. Therefore, one may compare our methodology against the effort of the management of the different projects to conclude that it can complement current practice in project management and control. 
Model of interpretation and correction
Finally, the lessons of experience are incorporated into the methodology to build a complete model of correction. AF, as described in Reference 9, is a general approach to knowledge discovery that can be applied to domains other than software engineering. As such, it does not specify the exact process one uses in the application domain to discover knowledge, or to implement an action in the physical domain once knowledge is discovered. It merely states that the analyst relates the items in the legends of the selected charts to the domain-which leads to the discovery of knowledge and the implementation of actions based on this knowledge. Based on the experience of using AF as a feedback mechanism, the following model of correction has evolved for defect analysis. The steps of the model correspond to the dimensions used to present the experiences in preceding sections, and were illustrated in Figure 4 .
Identify a problem.
Discuss a trend-the presence or absence of certain items in the Step 1 is undertaken during the attribute focusing feedback session. The people who will carry out corrective actions or investigate problems are also identified during this session. The other steps are carried out after the session, and are usually coordinated by a member of the project team.
The use of the model is quite intuitive as one step leads naturally to the next. It is possible to get a feeling for this by reading the experiences in the section "Experiences from Projects B and C" in conjunction with the model description.
Conclusion
Experiences with a software process correction methodology that uses machine-assisted data exploration of classified defect data have been presented. The experiences were analyzed to understand the scope and value of the methodology. It was shown that the methodology has been used successfully by very different projects, thereby suggesting that it does not impose restrictions on the kinds of projects that may use the approach. The projects used the methodology to remove latent defects, to prevent the injection of defects, and to identify near-term process adjustments and long-term process corrections. It was shown that those benefits translate to substantial labor savings and quality improvement. Finally, the methodology was shown to address process problems that are not addressed by current practices. On the basis of the above evidence, we conclude that the software process correction methodology is an important advance that can have a major impact on software development in the near future. [1983] [1984] [1985] and manager and systems engineer at Computeknix Microcomputers (1982) (1983) (1984) . He is a member of the IEEE. She joined IBM in 1983 and has worked on the design and development of the Data Facility Storage Management Subsystem (DFSMSm) operating system software in the area of data management. She graduated from Santa Clara University.
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