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PRESENTACIÓN
Este libro es resultado de un proyecto de investigación en educación esta-
dística. En él se presenta el proceso que se siguió para la realización del
diseño, la aplicación, la observación y el análisis de los resultados de tres
situaciones problemáticas de estadística de tests de hipótesis. Dichas situa-
ciones se propusieron en el contexto de un curso de estadística para cien-
cias sociales durante el primer semestre de 1997. 
El libro está dividido en doce capítulos. En el primero, se presenta una
introducción en la que se exponen algunas consideraciones acerca del con-
texto de la investigación. En el segundo, se presentan los elementos con-
ceptuales con base en los cuales se plantean de manera general el análisis
del contenido y luego, en el tercer capítulo, se presenta el análisis realizado
con base en los elementos conceptuales presentados en el segundo capítulo;
en el cuarto y quinto capítulo, se presentan los elementos conceptuales que
se tuvieron en cuenta para el análisis del aprendizaje de los estudiantes y el
análisis realizado con base en los conceptos presentados; similarmente, en
los capítulos sexto y séptimo se presentan respectivamente los elementos
conceptuales que se tuvieron en cuenta para el análisis de la enseñanza y el
análisis realizado con base en estos elementos. El libro termina con un
capítulo de síntesis y conclusiones y con las lista de referencias de la litera-
tura en la que se apoyó el trabajo realizado.
Los análisis que se refieren a cada situación problemática particular, se
presentan en los capítulos octavo, noveno y décimo. Además, cada una de
las tres situaciones problemáticas que se consideraron contienen secciones
en donde se hace referencia a aspectos tales como: 
• Posibles tipos de situaciones en las que se pueden poner en
juego los conceptos de interés propios de cada elección temá-
tica. 
• Ejemplos de situaciones en donde se explicitan los conceptos y
procedimientos que se ponen en juego. 
• Descripciones de los tipos de errores que se podrían identificar
en los estudiante. 
• Comentarios acerca de las posibles dificultades que se pueden
encontrar detrás de los errores, donde incluso en algunos casos,
se alcanza a insinuar la existencia de algunos obstáculos de
conocimientos que los estudiantes tienen cuando están resol-
viendo problemas de este tipo. 
Pensamos que el lector interesado en el tema de la educación estadística
puede encontrar en este libro un valioso instrumento de apoyo para su labor














Esta investigación se realizó en el contexto de un curso de estadística de
nivel universitario llamado Estadística 2. Dicho curso es ofrecido por el
Departamento de Matemáticas de la Universidad de los Andes a estudiantes
de ciencia política, antropología y lenguas modernas. El trabajo se realizó
durante el segundo semestre de 1996 y el primero de 1997 por tres profeso-
res-investigadores que estuvimos encargados de la realización de este pro-
yecto. La tarea principal consistió en diseñar, aplicar y evaluar un conjunto
de situaciones problemáticas de estadística para el curso de estadística
mencionado antes. 





mado Estadística 1. En este primer curso de estadística los estudiantes tie-
nen, en general, su primer contacto con los temas de probabilidad y
estadística. La Tabla Nº 1 que se presenta a continuación contiene los temas
que se han trabajado en estos dos cursos durante los semestres de 1995 y
1996.
 
1. Término utilizado para referirse a la estadística y la probabilidad simultáneamente.
 
Tabla Nº 1. Contenidos de los cursos 





Distribución de frecuencias y representaciones gráficas
Medidas de tendencia central (media, mediana, moda)
Medidas de variabilidad (rango, varianza, desviación típica)
Medidas de posición (percentiles, z-scores)
Estadística 1
Teoría de la probabilidad
Leyes (adición, multiplicación)
Sucesos independientes e incompatibles 
Variables aleatorias
Distribuciones de probabilidad
Distribuciones binomial y normal








































En la tabla se puede ver que mientras que en el curso de Estadística 1 se de-
sarrollan casi todos los temas que se refieren a las partes de estadística des-
criptiva y teoría de la probabilidad, en el de Estadística 2 se hace más énfasis
en la estimación y en particular en los tests de hipótesis. Esta tabla práctica-
mente coincide con la que Garfield (1995), presenta cuando se refiere a los





Los cursos de Estadística 1 y Estadística 2 han sido objeto de múltiples
reformas a lo largo de los últimos años. Sus propuestas curriculares han
evolucionado y en este sentido queremos hacer una pequeña reseña de
cómo ha sido este proceso.
A comienzos de 1987, un grupo de profesores de la Universidad, deseo-
sos de introducir cambios que mejoraran la situación de estos cursos conci-
bieron un proyecto de innovación curricular llamado “Matemáticas y
Sociedad” (Gómez, 1993). Como parte de los resultados de este proyecto
fueron producidos tres textos (Perry et al., 1990; Fernández et al., 1995 y
Perry et al., 1996) relacionados con temas de la estocástica. En estos textos
y también en algunos otros materiales, como talleres de trabajo para la
clase y trabajos de proyectos de investigación de los estudiantes, se puede
observar la intención del proyecto de innovación curricular, de establecer
metas que apunten a que los estudiantes aprecien el papel vital que juega la
estadística en la investigación científica y a que aprendan a utilizar los
métodos estadísticos más conocidos y aplicados en la práctica. En este sen-
tido también compartíamos las metas comunes que según Gal y Garfield
(1997) deben ser comunes a todos los niveles y contextos educativos. Estas
metas establecen que
 
[...] al terminar los estudiantes sus encuentros con la estadística, lle-
guen a ser ciudadanos informados capaces de:
• Comprender y tratar con incertidumbre, variabilidad, e informa-
ción estadística en el mundo alrededor de ellos, y participen efecti-
vamente en una sociedad llena de información.
Inferencia estadística
Estimación de parámetros (media, diferencia de medias, varianza, 
proporción, coeficiente de correlación)
Tests de hipótesis (medias, varianza, proporción, correlación, 
independencia, bondad de ajuste, análisis de varianza)
Estadística 2
 
Tabla Nº 1. Contenidos de los cursos 









• Contribuir a, o tomar parte en la producción, interpretación y co-
municación de datos pertenecientes a problemas que se encuentren
en su vida profesional.
 
El establecimiento más consciente de metas era pues, una de las caracterís-
ticas del proyecto que en ese entonces estábamos iniciando. Es claro, como
Hogg (1990) lo menciona, que todos los cursos introductorios de estadística
deben establecer cuidadosamente sus metas, pues son éstas las que permiten
a los profesores evaluar más efectivamente las propuestas curriculares que
quieran desarrollar. Sin embargo, muchos cursos utilizan lo que Macnaug-
hton (1996) ha llamado metas “basadas en tópicos”. Cuando se piensa así,
las metas simplemente especifican una serie de temas que deben ser vistos.
Se podría decir que así era la situación de los cursos de Estadística 1 y 2, a
mediados de los años 80.
Desde cuando fue elaborado el proyecto de innovación curricular men-
cionado más atrás, la coordinación de Estadística 1 y Estadística 2 estuvo a




 hasta el segundo semestre de 1995.
Luego, desde 1996, la coordinación volvió a estar a cargo del Departa-
mento de Matemáticas y como consecuencia de este cambio nuevamente se
produjeron sustituciones en los textos y algunas variaciones en las metodo-
logías de enseñanza. Sin embargo, el interés por proponer nuevos proble-
mas y situaciones didácticas a los estudiantes siguió vigente y con ello
también, el apoyo a este proyecto. 
A pesar de los cambios sucedidos en el último cambio de coordinación,
siguieron existiendo dentro de los actividades de los cursos de Estadística 1
y Estadística 2, además de los parciales y de los exámenes finales, espacios
de trabajo donde los estudiantes se debían enfrentar con problemas de esta-
dística, que pusieran en juego los conocimientos aprendidos. A este último
tipo de actividades usualmente se les ha llamado talleres. 
Fue así como, una revisión crítica a los parciales, exámenes y talleres
que se les venía proponiendo a los estudiantes, dejó entrever que en gene-
ral, no eran coherentes con la posición de los autores acerca de cómo se
debía enseñar estadística (Fernández, 1996). Entonces ésta fue, entre otras,
una de las razones por las que en este proyecto se presentó una propuesta
metodológica para llevar a cabo el diseño, la aplicación y la evaluación de
talleres, que de ahora en adelante vamos a referir con el nombre de situa-
ciones problemáticas de estadística. 
 
2. Al poco tiempo de iniciar el proyecto de innovación curricular, los profesores que formula-
ron la propuesta constituyeron al interior de la Facultad de Ciencias un grupo de trabajo






















































Si tenemos en cuenta no sólo la crítica que se ha hecho al contenido mismo
de las evaluaciones escritas (parciales, exámenes y situaciones problemáti-
cas) que se les propone a los estudiantes, sino también los análisis de las
respuestas que ellos dan durante el desarrollo del curso y al finalizar el
semestre, encontramos por un lado, que los estudiantes tienen múltiples
dificultades y concepciones del conocimiento estadístico que normativa-
mente se consideran incorrectas y que persisten al finalizar el semestre de
estudio. Por otro lado, también encontramos que hace falta un trabajo más
intenso que apunte a la elaboración de situaciones problemáticas que sean
propicias para poner en evidencia de manera más consciente las concepcio-
nes erróneas de los estudiantes y que a la vez dispongan de metodologías
de evaluación para que éstas puedan ser superadas. 
Este libro tiene el propósito de mostrar la manera como se llevó a cabo
dicha propuesta, la cual persigue que en dichas situaciones problemáticas: 
• Se pongan en evidencia concepciones erróneas.
• Se pueda indagar acerca de las posibles causas de las concepcio-
nes erróneas.
• Se genere un ambiente más motivante de aprendizaje y ense-
ñanza entre los estudiantes y entre los estudiantes y el profesor
para superarlas.
• Se aproveche la experiencia de estos diseños para que los profe-
sores investigadores, la apliquen en su futura práctica docente.
• Se propongan y se indague acerca de preguntas de investigación
alrededor del tema, con base en los diseños propuestos.
Concretamente, en las situaciones problemáticas de estadística que se dise-
ñaron se consideraron los siguientes temas: diferencia de medias, correla-
ción cuantitativa (la r de Pearson) y proporción. En todas las situaciones que
se consideraron se trató con parámetros de poblaciones y hacen parte de un
tema general de la estadística: los tests de hipótesis. 
 
Situaciones problemáticas y calculadoras gráficas
 
En esta sección queremos hacer más explícito lo que vamos a entender por
‘situación problemática’ y el papel que van a jugar las calculadoras gráficas
en dichas situaciones. Butts (1980) utiliza la expresión ‘situación proble-
mática’ cuando clasifica los problemas que se proponen a los alumnos en
cuatro tipos: ejercicios algorítmicos, problemas de aplicación, problemas







se realizan a mano o con calculadoras rudimentarias son en general, de los
tres primeros tipos. Por otra parte, en sesiones de clases donde se imple-
mente el uso de recursos tecnológicos tales como paquetes estadísticos,
hojas electrónicas e incluso calculadoras gráficas, se pueden plantear situa-
ciones problemáticas de análisis de datos. En nuestro caso sólo vamos a
considerar la utilización de calculadoras gráficas.
El apoyo tecnológico que nos aporta la implementación de calculadoras
gráficas, puede traer ventajas que también podrían considerarse como des-
ventajas a la hora de poner en juego contenidos específicos de la estadística
alrededor de situaciones problemáticas. Por ejemplo, con el apoyo de cal-
culadoras gráficas pueden plantearse actividades que podrían clasificarse
como problemas de aplicación en el sentido de que el alumno debe de tras-
ladar el problema verbal a una formulación simbólica, pero en lugar de
resolverlo algorítmicamente lo puede hacer mediante programas imple-
mentados en la calculadora. 
Las situaciones problemáticas de tipo estadístico que nosotros vamos a
considerar, contemplan desde el punto de vista del uso de la calculadora
gráfica situaciones intermedias entre dos extremos, uno, en el que los estu-
diantes tienen que centrar la mayor parte de la atención en los cálculos
involucrados en los algoritmos de resolución de los problemas, y el otro,
que se consigue con el uso de paquetes estadísticos, en el que el estudiante
no deben desarrollar destrezas en los procesos algorítmicos de cálculo, y
debe centrar la mayoría de la atención en la interpretación de los resultados. 
Por otra parte, para el diseño de cada situación nos impusimos la res-
tricción de que se debía aplicar durante dos sesiones de clase, de tal forma
que en general, en la primera sesión se trabajara individualmente y en la
segunda se trabajara en grupos de dos o tres estudiantes. Previamente a la
aplicación de las situaciones problemáticas, los estudiantes debían recibir
instrucción en el manejo de las utilidades de tipo estadístico que se tienen






















La necesidad de diseñar situaciones problemáticas, llevarlas al salón de
clase para su aplicación y evaluarlas nos obliga a asumir una posición con
respecto a su planificación curricular. Para Rico (1997) hay diferentes nive-
les de organización de un currículo.
 
Los diferentes niveles de reflexión sobre el currículo de matemáticas
han surgido al poner el énfasis sobre el currículo desde una conside-
ración o planteamiento teórico determinado. así, cuando hemos asu-
mido el currículo como un plan de acción para el profesor, se ha
establecido un nivel microsociológico, desde el nivel de planifica-







































rrículo como una planificación para la administración educativa, el
nivel de actuación es intermedio y está en el sistema educativo.
Cuando se acepta el currículo como objeto de estudio, estamos en un
nivel de reflexión académico y cuando atendemos a la aportación
que deben hacer la matemáticas a los fines generales de la educa-
ción, nos hemos situado en una perspectiva teleológica. En cada uno
de los niveles de reflexión mencionados el currículo se ha podido ca-
racterizar mediante cuatro componentes que proporcionan el núcleo
de conceptos más adecuados para organizar ese nivel. (Rico, 1997,
p. 409)
 
La discusión que hace Rico acerca de los diferentes niveles de planificación
del currículo se resume en la Tabla Nº 2.
En primer lugar, nosotros queremos situarnos en el tercer nivel, es decir, en
el que se mira el currículo como un objeto de estudio. Sin embargo, nuestra
aproximación es modesta pues de ningún modo debemos pretendemos abor-
dar todas las dimensiones expuestas ni tampoco profundizar en las conside-
radas con todo el detalle que se podría llegar a hacer. Sólo hemos
mencionado la cita de Rico para delinear el tipo de trabajo que es posible
realizar en cada dimensión. Nosotros sólo vamos a tener en cuenta tres de
estas dimensiones. Una, es la dimensión cultural-conceptual, en la que se
debe ir a la historia y a la epistemología como fuentes de consulta. Entonces,
bajo esta dimensión, vamos en los capítulos 2 y 3 a hacer énfasis en el aná-
lisis del contenido estadístico bajo esta perspectiva. La segunda, es la dimen-
sión cognitiva o del desarrollo, en la que se deben considerar las teorías
acerca del aprendizaje y establecer nuestra posición en cuanto a lo que en-
tendemos por aprendizaje y comprensión, esto lo vamos a exponer en los ca-
 
Tabla Nº 2. Componentes del currículo según los niveles y dimensiones 



















Contenidos Objetivos Metodología Evaluación
Sistema 























pítulos 4 y 5. Y la tercera dimensión, es la ética o formativa, en la que
debemos considerar los diferentes aspectos relacionados con la pedagogía y
la enseñanza. Vamos a considerar algunos de estos aspectos en los capítulos
6 y 7. La cuarta dimensión, que no fue considerada en este trabajo, considera































Realizar un análisis de la estructura del contenido no es simplemente deta-
llar y explicitar los temas que se deben tratar; nosotros pensamos, que una
mirada a los contenidos estadísticos debe contemplar no sólo la naturaleza
del conocimiento estocástico y sus modos de representación, sino también
a la manera como estos funcionan en relación con la resolución de proble-
mas.
Con respecto a la naturaleza del conocimiento estocástico es muy
diciente la argumentación que hace Moore (1992), en la que distingue entre
matemáticas y estadística como disciplinas separadas. Para Moore la esta-
dística es una ciencia matemática pero no es una rama de las matemáticas,
emerge como una disciplina que tiene sus propios modos característicos de
pensamiento, los cuales son más fundamentales que métodos o teorías
matemáticas específicas. Por su parte, Gal y Garfield (1997) dicen: 
 
En estadística, el contexto motiva los procedimientos y es la fuente
de significado y la base para la interpretación de resultados de tales
actividades. Moore (1990) señala que los datos deben ser vistos
como números con un contexto. (p. 6)
 
En cuanto a lo que se refiere a la relación del conocimiento matemático y en
particular del conocimiento estadístico con la resolución de problemas, es
interesante tener en cuenta lo que dice Douady (1986). Ella habla del fun-
cionamiento de los conceptos matemáticos y mira dicho funcionamiento
bajo dos perspectivas: como útil y como objeto. 
 
Un concepto es útil cuando focalizamos nuestro interés sobre el uso
que se hace de él para resolver problemas [...] Por objeto, entendemos
el objeto cultural que tiene lugar en un edificio más amplio que es el
saber sabio en un momento dado, reconocido socialmente”. (p. 9)
 
La cita de Douady, nos hace ver como el conocimiento tiene diferentes ni-
veles de concreción. En el último nivel, el nivel más erudito, estaría el cono-
cimiento como objeto cultural. Por otra parte, para mirar el conocimiento
escolar se debe tener una perspectiva más amplia. El conocimiento no se da
de la misma manera cuando se tiene que impartir en las instituciones educa-
tivas, ocurre en la adaptación del saber como objeto al conocimiento escolar.
































El conocimiento matemático escolar enmascara el verdadero funcio-
namiento de la ciencia, imposible de comunicar y describir fielmente
desde el exterior, para poner en su lugar una génesis ficticia. Para fa-
cilitar la enseñanza, aísla ciertas nociones y propiedades del tejido
de actividades en donde han tomado su origen, su sentido, su moti-
vación y su empleo. Ella los transpone en el contexto escolar. (p. 3)
 
Como profesores-investigadores debemos ser conscientes que la transposi-
ción didáctica ocurre inevitablemente cuando se lleva el conocimiento esta-
dístico a la institución escolar. Ello nos obliga a mirar dicho conocimiento
de una manera más reflexiva y a fijar un marco conceptual para concretar la
manera como debemos realizar dicha mirada.
En primer lugar, para realizar la descripción del conocimiento estadís-
tico nos acogemos a la propuesta de Rico (1995a). Allí se plantea la organi-
zación del conocimiento matemático bajo dos perspectivas, la conceptual y
la procedimental. Encontramos en este modelo de organización, una
manera de pensar acerca del contenido que nos sugiere una forma de proce-
der metodológicamente para hacer una descripción más elaborada del con-
tenido. En segundo lugar, consideramos como parte del análisis de
contenido, el uso del lenguaje y en particular, de cuatro formas de represen-
tación externa del conocimiento: la simbólica, la gráfica, la tabular y la ver-
bal. Finalmente y en tercer lugar, también vamos a considerar algunos
aspectos de la resolución de problemas de tests de hipótesis como parte del


















La relación entre conocimiento conceptual y destreza procedimental es uno
de los aspectos claves no sólo para el aprendizaje de las matemáticas y la
estadística, sino también para el aprendizaje en general. Hiebert y Lefevre
(1987), mencionan cómo en diferentes áreas del conocimiento estas dife-
rencias parecen darse en la terminología y en el énfasis utilizado según la
disciplina científica.
 
[...] las diferencias son principalmente de énfasis más que de espe-
cie. Por ejemplo Piaget (1978) distingue entre comprensión concep-
tual y acción con éxito: Tulving (1983), distingue entre memoria
semántica y memoria episódica; Anderson (1983) distingue entre
conocimiento declarativo y conocimiento procedimental. Paralelas
distinciones se hacen en las teorías filosóficas del conocimiento. Por
ejemplo Scheffler (1965) distingue entre el uso proposicional del







































Un recuento histórico acerca del debate entre lo conceptual y lo procedimen-
tal llevaría a reconocer, prescindiendo de las etiquetas, a la distinción entre
destreza y comprensión (Vallecillos, 1996). Para fijar una posición con res-
pecto al conocimiento conceptual y procedimental adherimos a la posición
que Hiebert y Lefevre (1987):
 
A pesar de que las recientes orientaciones sobre el tema del conoci-
miento conceptual y procedimental proporcionan nuevas y significa-
tivas ideas sobre el aprendizaje de las matemáticas y sus
aplicaciones, las relaciones entre estas formas de conocimiento no
son aún bien comprendidas. Un primera razón para la naturaleza es-
pinosa del problema es que los propios tipos de conocimiento son di-
fíciles de definir. El núcleo de cada uno de ellos es fácil de describir,
pero los límites son difíciles de delimitar. Nuestra posición es que la
distinción entre conocimiento conceptual y procedimental es útil
para pensar acerca del aprendizaje de las matemáticas [...] No cree-
mos, sin embargo, que la distinción proporcione un esquema de cla-
sificación en el cual toda clase de conocimiento pueda ser tipificado
[...] No obstante creemos que es posible distinguir entre los dos tipos
de conocimiento y que tal distinción proporciona una manera de in-
terpretar los procesos de aprendizaje que nos ayuda a comprender
mejor los fallos y los éxitos de los estudiantes. (p. 3)
 
Siguiendo a estos autores y a Rico (1995a), presentamos a continuación las




Este conocimiento se puede entender como una red de unidades de infor-
mación interrelacionadas, donde se considera tan importante la relación
entre las distintas unidades, como las piezas discretas de información. Una
unidad de información no se considera como tal, hasta tanto el sujeto no la
reconozca como relacionada con otra unidad.
Se supone que el conocimiento conceptual se construye elaborando
nuevas relaciones entre unidades de información previamente almacenadas
o a través de la integración de nuevas unidades de información con las
redes existentes. Rico (1995a) distingue tres niveles de conocimientos en el
campo conceptual: los hechos, que son unidades de información y sirven
como registros de acontecimientos; los conceptos propiamente tales, que
describen una regularidad o relación de un grupo de hechos, suelen admitir
un modelo o representación y se designan con un signo o un símbolo; y las
estructuras conceptuales, que sirven para unir conceptos o para sugerir for-
mas de relación entre conceptos constituyendo, a veces, conceptos de orden






























Una de las características principales del conocimiento procedimental es su
naturaleza secuencial y estructurada. En éste se integran los símbolos y la
sintaxis del lenguaje matemático con las reglas y procedimientos que per-
miten resolver un problema.
Los procedimientos son aquellas formas de actuación o ejecución de
tareas matemáticas. Rico (1995a), también distingue tres niveles diferentes
en el campo de los procedimientos: las destrezas, que permiten transformar
una expresión simbólica desde una forma dada hasta otra forma, y para lo
cual hay que ejecutar una secuencia de reglas sobre manipulación de sím-
bolos; los razonamientos que se presentan al procesar relaciones entre con-
ceptos, y permiten establecer relaciones de inferencia entre los mismos; y
las estrategias, que se ejecutan sobre representaciones de conceptos y rela-
ciones, operan dentro de una estructura conceptual y suponen cualquier
tipo de procedimiento que pueda ejecutarse, teniendo en cuenta las relacio-
nes y conceptos implicados.
El conocimiento de tipo procedimental se puede adquirir de una manera
mecánica, sin significado. Cuando los conocimientos son aprendidos de
una manera significativa se considera que están ligados con el conoci-
miento conceptual, sin embargo, es frecuente encontrar situaciones donde














En la práctica de las matemáticas y en particular en la de la estadística, la
representación es una actividad usual. Los modos de expresión de concep-
tos y de leyes matemáticas y estocásticas vienen dados mediante represen-
taciones externas. Hiebert y Carpenter (1991) sostienen que “para pensar
sobre ideas matemáticas y comunicarlas necesitamos representarlas de
algún modo.” La comunicación requiere de representaciones externas, que
toman la forma de lenguaje oral, símbolos escritos, dibujos u objetos físi-
cos. Sin embargo, “[...] para pensar sobre ideas matemáticas necesitamos
representarlas internamente, de manera que permita a la mente operar sobre
ellas.” La relación entre las representaciones internas y externas es un tema
sobre el cual nos vamos a referir con más detalle en el capítulo sobre análi-
sis del aprendizaje. 
En este apartado solamente queremos explicitar algunas formas concre-
tas de representación externa. Entre ellas aparecen referidas con más fre-
cuencia la simbólica y la gráfica. Sin embargo, consideramos importante
hacer una breve referencia a cuatro formas de representación externa. En
particular, usamos la propuesta de Janvier (1987) que, aunque es utilizada
para explicar el manejo del concepto de variable en la resolución de pro-







































hace explícito en una tabla el tipo de procesos de traducción que ocurren
normalmente. La siguiente es la tabla presentada por él.
Vale la pena hacer algunos comentarios acerca de las cuestiones que se pue-
den entrever en esta tabla. En primer lugar, la forma como fue llenada la ta-
bla. No hay, en general, una manera única de llenar dicha tabla. Esto puede
depender en gran parte del contexto en el que se está trabajando. En segundo
lugar, a pesar de las limitaciones que se le pueda encontrar, la tabla es muy
útil para dar una idea general de las preguntas que pueden surgir en los pro-
cesos de resolución de problemas, ayuda de una manera simple a ilustrar una
variedad de aspectos relacionados con el manejo de conceptos y procedi-
mientos y permite ver toda la complejidad que hay detrás de un análisis de
esta naturaleza. Finalmente, Janvier también señala que aunque la diagonal
no se haya llenado, también allí se dan procesos de cambio entre un mismo






























La resolución de problemas usualmente requiere la aplicación tanto del
conocimiento conceptual como del procedimental. Por ello se tiene en los
problemas uno de los medios más apropiados para el estudio de los dos
tipos de conocimiento. Además, si se tiene en cuenta el uso que se hace del
contraste de hipótesis para la resolución de problemas, se encuentra en este
tipo de actividad uno de los instrumentos más útiles para valorar la compe-
tencia conseguida por nuestros estudiantes. 
 










Tablas Leer Marcar puntos Ajustar
Gráficas Interpretar Terminación de una lectura Ajustar curvas





























Chevarney et al. (1977) y también Hiebert y Wearne (1987) consideran
la resolución de problemas como un proceso donde se pueden identificar
diferentes momentos o estados en cada uno de los cuales se reconocen las
relaciones entre ambos tipos de conocimiento como especialmente produc-
tivas. Estos autores, independientemente del contenido del problema plan-
tean tres fases en la resolución de la siguiente manera:
• Fase I. Comprensión del problema: que incluye comprender el
enunciado, identificar el tipo de problema y los conceptos esta-
dísticos implicados en el enunciado y reconocer los datos cono-
cidos y desconocidos.
• Fase II. Planificación y ejecución: que considera la selección de
las técnicas estadísticas adecuadas para resolver el problema y el
uso correcto de las mismas para obtener la solución pedida.
• Fase III. Evaluación e interpretación: que consiste en la verifica-
ción de la plausibilidad de la solución y en la interpretación de la
misma en términos estadísticos y del contexto del problema.
De otro lado, en Chatfield (1988), encontramos una exposición muy elabo-
rada sobre las fases y características que se deben tener en cuenta al hacer el
planteamiento y llevar a cabo la solución de un problema de tipo estadístico.
Aunque su propuesta es general y no se restringe a los tests de hipótesis, allí
se pueden encontrar algunos ejemplos de problemas que motivan el uso de







































En esta parte vamos a hacer una descripción de los conocimientos que se
relacionan con un test de hipótesis. Para describir de una manera organi-
zada dichos conocimientos, vamos, en primer lugar, a separar en cinco uni-
dades los diferentes conceptos y procedimientos asociados al test de
hipótesis. Luego y con base en esta división vamos a presentar un diagrama
de estructura conceptual, en el cual se pueden considerar al menos diez



















• E. Análisis (Interpretación de resultados)
El gráfico que se presenta a continuación muestra de manera esquemática
las unidades que se consideran. En el interior de la caja que representa a cada
unidad se han escrito los nombres de algunos conceptos que consideramos





































 Figura 1. 
 
A continuación haremos algunos comentarios acerca de cada unidad y de
sus elementos. Debido a lo extensivo que se puede hacer la exposición, se
ha decidido hablar sólo acerca de los conceptos y de sus relaciones y no de
los procedimientos asociados. Más adelante presentaremos en la Tabla Nº 4,
una lista detallada de conceptos y procedimientos asociados y en la Tabla




Esta unidad considera conceptos tales como: medición, variable,
población, muestra, nivel de significación y estimaciones. Por ejemplo,
cuando hablamos de medición usualmente nos referimos a las escalas; tér-
minos como nominal, ordinal, intervalo y razón, tienen un significado con-
creto que debe ser claro como parte de los datos de un problema. 
Podemos referirnos a una variable como una característica que puede
adoptar distintos valores, es una cualidad o aspecto en el cual difieren un
conjunto de individuos u objetos. Bisquerra (1989) refiriéndose al concepto
de variable en estadística dice que las variables se pueden definir de forma
constitutiva o de forma operativa; en el primer caso, están relacionadas con
el contexto de la situación problemática y se identifican con el constructo o
esencia del fenómeno considerado; en la definición operativa, más bien se
describen las operaciones a realizar para medirla o manipularla. Bisquerra
también presenta cuatro criterios a partir de los cuales se pueden clasificar
las variables: teórico-explicativo, metodológico, de medición y de control.
Si miramos las variables en relación con el concepto de medición, se pue-
B. Formulación
Parámetros, hipótesis 
y lógica del contraste.
C. Herramientas
Estimadores, estadísti-
















































den clasificar como cualitativas (categóricas dicótomas o politómicas) y en
cuantitativas (discretas y continuas). Por otra parte, si miramos el problema
estadístico desde el punto de vista del diseño metodológico, entran en juego
las nociones de variables independientes, dependientes y extrañas o desde
el punto de vista de control, de las variables aleatorias y las variables con-
troladas.
También las nociones de población y muestra son importantes. La
población de estudio normalmente es entendida como el conjunto de todos
los individuos u objetos que se desea estudiar. Sin embargo, lo que se ana-
liza en la práctica son las poblaciones de datos que se asocian a una pobla-
ción de estudio. En el caso de las muestras, también debe distinguirse entre
la muestra de estudio, como subconjunto de una población de estudio y las
muestras de datos que se obtienen de cada elemento de la muestra de estu-
dio. 
Con respecto al concepto de nivel de significación, primero que todo se
debe advertir que es un concepto bastante complejo. En esta unidad simple-
mente lo queremos mirar como “un dato”, esto quiere decir que considera-
mos que sólo adquiere importancia dentro de la resolución de problemas
cuando se quiere determinar una región crítica para una decisión acerca de
las hipótesis o cuando se le compara con un p-valor. Por otra parte, la elec-
ción de un nivel de significación normalmente es una elección de carácter





Esta unidad considera el planteamiento y la formulación
del problema estadístico en términos de la identificación y discriminación
de dos conceptos que están relacionados: el de parámetro y el de hipótesis.
También haremos referencia a la lógica que hay detrás del test de hipótesis.
En relación con las hipótesis, normalmente se establece la diferencia entre
las hipótesis de investigación y las hipótesis estadísticas. En general las hi-
pótesis estadísticas (exceptuando el caso de las hipótesis de tipo no paramé-
trico), están definidas en términos de los parámetros y éstos a su vez en
términos de algunas de las variables consideradas en el problema.
La formulación de las hipótesis estadísticas, la hipótesis nula y la alter-
nativa, son el resultado de un proceso de formalización de la hipótesis de
investigación. Usualmente, la hipótesis de investigación debe traducirse a
la forma de hipótesis estadísticas cuando se desea utilizar como herra-
mienta de análisis en un test de hipótesis. Si bien es cierto, que también es
posible en muchos casos se pueden utilizar los intervalos de confianza para
tomar una decisión acerca de un test de hipótesis, los intervalos de con-
fianza son una herramienta que se utiliza de manera más natural, cuando no




































Para formular una hipótesis en forma estadística debe ser claro cuál o
cuáles son las variables de medición, qué parámetro se va a estudiar y en
qué forma se van a contrastar. La formulación de las hipótesis nula y alter-
nativa dependen de lo que se plantee como hipótesis de investigación. En
este sentido, la direccionalidad —unilateral, o bilateral— y el rango de
valores a los que se refieren las hipótesis —simples o compuesta— son dos
aspectos que normalmente se deben considerar. 
Con respecto a la lógica del razonamiento en los contrastes de hipótesis
hay varias cuestiones interesantes que vale la pena mencionar. En primer
lugar debe ser claro la diferencia entre el tipo de prueba que proporciona un





namiento estadístico de los contrastes de hipótesis subyace una lógica que
aparentemente podría compararse con el razonamiento que se sigue al rea-




. En realidad el razonamiento estadís-
tico que se debe hacer cuando se trabaja con los contrastes de hipótesis es
mucho más complejo, que lo que podría argumentarse haciendo un paran-
gón con la prueba por contradicción. 
Una revisión histórica acerca de este tema, da cuenta de tres escuelas
diferentes sobre las cuales ha evolucionado la lógica sobre la que se apoya
este tipo de razonamiento estadístico. En primer lugar se puede mencionar
la escuela de Fisher que se enfoca exclusivamente sobre la hipótesis nula.
Para Fisher, una vez planteada la hipótesis nula, las observaciones sólo per-
miten rechazar la hipótesis pero nunca confirmarla, el error de tipo II no
tiene sentido en este tipo de razonamiento, pues no se considera el error
que se comete al aceptar una hipótesis nula, supuesto que sea falsa. En
cierta forma los tests de significación de Fisher presentan una analogía
lógica con la epistemología de Popper de rechazo de la hipótesis. (Popper,
1967)
Por contraste, en la escuela de Neyman-Pearson sí se establece real-
mente un contraste entre dos hipótesis. Mientras que para Fisher los tests
de significación eran propuestos como modelos de razonamiento inductivo,
el programa de Neyman-Pearson se concibe como una regla de conducta
inductiva, por lo que esta teoría pertenece más bien a la teoría de la deci-
sión que a la lógica inductiva. Con la propuesta de Neyman-Pearson se nos
permite obtener probabilidades de las muestras particulares, a partir de una
hipótesis dada que se supone cierta y no a la inversa.
La tercera escuela, se fundamenta en el teorema de Bayes, el cual cons-
tituye una supuesta solución al cálculo inductivo de la probabilidad de una
hipótesis, dado que permite calcular una probabilidad a posteriori, en fun-
 
1. En una demostración por contradicción donde se quiere demostrar una hipótesis “p” se
asume que es cierto “no p” y se argumenta para llegar a una contradicción, es decir, para
llegar a que para cierta premisa “q”, es cierto “q” y “no q”; como consecuencia de ello se







































ción de la información obtenida. El problema con esta posición es que el
conocimiento de la probabilidad a priori de las causas, implica una gran
dificultad metodológica, por ello mucho autores, entre ellos Fisher, recha-
zan el argumento bayesiano. Sin embargo, según Hacking (1965), la teoría
de los tests de significación de Fisher carece de fuerza porque siempre nos
llevaría al rechazo de cualquier hipótesis. Para ello, basta con tomar un
tamaño de muestra que sea suficientemente grande, con lo que se asegura
que un pequeño efecto sea estadísticamente significativo. Hacking también
critica la teoría de Neyman-Pearson por sus características de teoría infe-
rencial inversa, es decir, que sólo vale antes de observar los datos, pero no
después. Hay una gran diferencia para el investigador en el significado que
tiene el nivel de significación antes y después de tener conocimiento del
resultado de un experimento. Por ejemplo, antes de conocer el resultado, un
nivel de significación pequeño, proporciona una buena oportunidad para
apostar al rechazo erróneo de una hipótesis nula. Sin embargo, una vez
conocido el resultado, no todos los tests con el mismo nivel de significación




En esta unidad de análisis se consideran los estimadores,
las estimaciones y los tests estadísticos que se asocian con los tests de hipó-
tesis. Las estadísticas de prueba que se van a mencionar, con excepción del
caso de experimentos binomiales, son tests de hipótesis de tipo paramé-
trico. En particular, se van a considerar estadísticas de prueba para la dife-
rencia de medias muestrales con base en dos muestras independientes o
relacionadas; para inferir acerca del parámetro de proporción se va a consi-
derar el test no paramétrico basado en la distribución binomial y también el
test paramétrico, basado en la aproximación normal de la distribución bino-
mial; finalmente, se van a considerar algunas estadísticas de prueba para
inferir acerca del coeficiente correlación poblacional de tipo lineal (correla-
ción de Pearson).
Uno de los elementos esenciales que se trabajan cuando se considera
una estadística de prueba de tipo paramétrico, es el de error estándar, que es
precisamente la desviación estándar de la distribución muestral del estima-
dor del parámetro que se está estimando.
Por otra parte, en un nivel superior de conocimiento, la elección de una
herramienta de análisis estadístico exige no sólo el conocer las diferentes
alternativas que hay disponibles sino también los supuestos en que se basa
su aplicación y las posibles dificultades técnicas para su ejecución. En
general cualquier estadística de prueba de tipo paramétrico tiene su contra-
parte en el área no paramétrica, pero en ésta última, varían, en general, los




En cuanto a los modelos de distribución, la teoría de la



































ción en determinados tipos de problemas han probado su eficacia. En el
caso de las situaciones problemáticas que nos ocupan las distribuciones
normal, t-student y la binomial van a jugar un papel central. El modelo
binomial surge de una replicación de ensayos de variables de Bernoulli
donde en cada ensayo nos fijamos solamente en la ocurrencia de un “éxito”
o un “fracaso” con una probabilidad p de “éxito” que permanece constante
a lo largo de los ensayos. Por otra parte, la importancia del modelo normal
se debe a varias razones entre las cuales cabe destacar:
• Muchos teoremas de límites muestran que en condiciones muy
generales la suma de un gran número de variables aleatorias ten-
gan un distribución asintóticamente normal.
• Debido a estos teoremas, la distribución de muestreo de ciertos
estadísticos, como la media o la proporción, tienen distribucio-
nes aproximadamente normales para tamaños de muestras sufi-
cientemente grandes.
Por otra parte, conceptos tales como el de distribución muestral, distribución
de la población, distribución de la muestra, distribución teórica y distribu-
ción empírica, son trascendentales para establecer distinciones conceptua-
les.
Cuando en los tests de hipótesis se encuentran valores críticos para esta-
blecer las regiones de rechazo y de no rechazo, estos valores se determinan
con base en modelos de distribución teóricos que aproximan el comporta-




En esta unidad conceptual consideramos los conceptos que, a
nivel de los tests de hipótesis, son relevantes para el análisis y la interpreta-
ción de los resultados de una estadística de prueba. Entre otros, se pueden
nombrar los tipos de errores relacionados con el proceso de decisión, cono-
cidos como errores de tipo I y II, los conceptos de nivel de significación y
de p-valor y el concepto de potencia de una prueba estadística también aso-
ciado con los tipos de error I y II. 
Uno de los conceptos que más le ha llamado la atención a los investiga-
dores en el campo experimental y también en la didáctica de la estadística
es el de nivel de significación. Por ejemplo, se encuentran antiguas referen-
cias tales como la Morrison y Henkel (1970) y referencias recientes tales
como la de Falk y Greenbaum (1995).
Los tests de hipótesis siguen una tradición en la que tanto las hipótesis




 son fijados antes de tomar las observacio-
nes muestrales en el modelo de investigación experimental. Es un enfoque
en el que los datos se recogen con el propósito de probar un modelo teórico
formulado con anterioridad. Sin embargo, a partir de las ideas de Tukey







































rrolla gracias a las posibilidades del análisis multivariante, las hipótesis son
sugeridas a partir de los datos. Grass (1992) argumenta que esto supone una
ruptura epistemológica con la inferencia clásica que tiene que ver con “los
objetivos, los medios técnicos para lograrlos, los datos tratados, los sujetos
del análisis, los modos de restitución de la información y, el método (de los














A continuación se presenta la Tabla Nº 4 en la que al lado de cada unidad
conceptual, se presenta una lista de los principales conceptos asociados con
la unidad, algunos de los posibles procedimientos relacionados y también
la fase que se le puede asociar en la resolución de problemas. 
 
Tabla Nº 4. Conceptos y procedimientos asociados con 
las unidades conceptuales del contraste de hipótesis 
y con las fases de resolución de problemas.
 
Conceptos






A1. Identificar la(s) variable(s) de estudio.
A2. Distinguir entre una variable independiente y una 
dependiente. 
A3. Distinguir entre una variable continua y una discreta
Muestra
(Fase I)
A4. Identificar el número de muestras que se consideran.
A5. Cuando en el problema se trabaja con dos muestras, 
identificar si las muestras son independientes o 
relacionadas.
A6. Establecer un criterio para determinar si los tamaños de las 
muestras son “grandes” o “pequeñas”.
A7. Identificar el tamaño de la muestra.
 Población 
(Fase I)
A8. Establecer cuál es la población de estudio y cuál la de datos.




A10. Identificar el nivel de significación dado en un problema.
A11. Determinar un nivel de significación para resolver el 
problema.








































A13. Identificar y distinguir los promedios, las proporciones, las 
desviaciones y/o las correlaciones poblacionales de las 
muestrales.
A14. Interpretar los valores de los estadísticos de resumen.
Parámetros
(Fase I)
B1. Identificar o reconocer el o los parámetros de estudio.





B3. Identificar la hipótesis de investigación del problema.
B4. Establecer la relación entre la hipótesis de investigación del 




B5. Formular las hipótesis refiriéndose a parámetros de las 
poblaciones.





B7. Establecer el contraste de hipótesis como un problema de 
decisión entre dos hipótesis estadísticas.
B8. Elegir como hipótesis nula la contraria a la que se desea 
confirmar.




C1. Calcular valores de los estimadores.




C3. Identificar el error estándar que se asocia con el estimador.




C5. Distinguir entre el estimador y el estadístico de prueba.
C6. Calcular el valor del estadístico de prueba.





D1. Identificar una distribución de probabilidad asociada al 
estimador.
D2. Identificar los parámetros asociados a la distribución.
D3. Representar de manera gráfica la distribución del estimador.
 
Tabla Nº 4. Conceptos y procedimientos asociados con 
las unidades conceptuales del contraste de hipótesis 
y con las fases de resolución de problemas.
 
Conceptos













































D4. Identificar una distribución de probabilidad asociada al 
estadístico de prueba.
D5. Identificar los parámetros de la distribución.
D6. Representar de manera gráfica la distribución del estadístico.
D7. Consultar la tabla de distribución del estadístico para hallar 
un valor de la distribución dado un nivel de significación.
D8. Determinar el p-valor de un valor de la estadística de prueba.
D9. Establecer criterios de decisión.
D10. Representar gráficamente las regiones de rechazo y de no 
rechazo de la hipótesis nula.




D12. Distinguir entre la distribución muestral y el modelo de 
distribución teórico que aproxima dicha distribución.




E1. Interpretar un valor “pequeño” del p-valor como 
favoreciendo el rechazo de la hipótesis nula.
E2. Interpretar un valor “grande” del p-valor como favoreciendo 




E3. Comparar el nivel de significación y el del p-valor para tomar 
una decisión.
E4. Comparar el valor crítico asociado al nivel de significación 
con el valor calculado del estadístico de prueba.
Tipos de error
(Fase III)
E5. Identificar el tipo de error que se puede cometer.
E6. Evaluar las consecuencias de cometer un error de tipo I.
E7. Determinar la magnitud del error de tipo I.
E8. Evaluar las consecuencias de cometer un error de tipo II.
E9. Determinar la magnitud del error de tipo II.
Potencia
(Fase III)
E10. Calcular la potencia de la prueba para una alternativa dada.
E11. Construir una curva de potencia.
E12. Determinar la potencia de la prueba.
 
Tabla Nº 4. Conceptos y procedimientos asociados con 
las unidades conceptuales del contraste de hipótesis 
y con las fases de resolución de problemas.
 
Conceptos





































También se establecieron numerosas relaciones entre los conceptos mencio-
nados en la tabla anterior. Algunas de estas relaciones las hemos tomado de
Vallecillos (1996), ella se refiere a estas relaciones como elementos de sig-
nificado asociados a un contraste de hipótesis. En la Tabla Nº 5 que presen-
tamos mas adelante se enumeran estas relaciones y en la última columna se
hace referencia a las conexiones que se pueden establecer entre las diferen-
tes unidades de análisis con relación a la interrelación enunciada.
 
Tabla Nº 5. Relaciones entre algunos de los conceptos
estadísticos enunciados y tipo de conexión asociada entre 





En la formulación del contraste de hipótesis se está ante un problema
de decisión entre dos hipótesis de las cuales no sabemos cuál es
verdadera.
B y E
2 Hay que diferenciar entre hipótesis nula e hipótesis alternativa. Cada
una de ellas juega un papel diferente en el contraste. B y C
3 Hay que diferenciar entre hipótesis unilaterales y bilaterales. E lprocedimiento de contraste se ve afectado por esta distinción. B y C
4 Existe la posibilidad de cometer un error de tipo I: rechazar unahipótesis nula verdadera. B y E
5 El riesgo del error de tipo I viene medido por el nivel de
significación. A y E
6 Existe la posibilidad de cometer un error de tipo II: aceptar unahipótesis nula falsa. B y E
7 Las hipótesis paramétricas se refieren a valores de los parámetros delas poblaciones A y B
8 No se puede saber con seguridad si se comete uno de los dos tipos de
error, ni siquiera una vez tomada la decisión. E
9 Es diferente el tipo de prueba que proporciona un contraste y el queproporciona un razonamiento deductivo. E
10 El estadístico de prueba es una estandarización del estimador C
11 El nivel de significación no es una probabilidad inductiva de lahipótesis nula A y B
12 El estadístico es una función de los valores de la muestra, es una
variable aleatoria A y C
13
El hecho de que el estadístico es una función de los valores de la
muestra hace que el valor del estadístico en la muestra particular se
tome como función de decisión.
A y C








































El nivel de significación es el área determinada por el valor crítico en
la función de densidad de la distribución del estadístico en el
muestreo, bajo la hipótesis nula.
D y B
16
Un resultado estadísticamente significativo es un resultado cuya
probabilidad de ocurrencia, en caso de ser cierta la hipótesis nula es
menor que el nivel de significación.
E
17 La significación estadística no implica necesariamente la
significación (relevancia) desde el punto de vista práctico. E
18 Un contraste de hipótesis no determina la probabilidad de certeza deHo. B y E
19 Un contraste de hipótesis no determina la probabilidad a posteriori de
una hipótesis en función de los datos. A-B y E
20 El parámetro es un valor constante desconocido en la población A y B
21 La distribución de un estadístico suele depender del tamaño de la
muestra.
A y D
22 Los resultados de un análisis de significación dependen del tipo dedistribución utilizada en la prueba D y E
23 El nivel de significación no se determina por la teoría estadística, esfijado por el investigador E y A
24 La varianza muestral de un estadístico decrece en función del tamañode la muestra A y C
25
El nivel de significación, junto con las hipótesis nula y alternativa y
el estadístico de prueba determinan las regiones crítica y de
aceptación en un contraste.
AB y CD
26
El p-valor del resultado de un estadístico de prueba depende de los
datos de la muestra, de la formulación de las hipótesis y de la
distribución del estadístico
AB y CE
27 El nivel de significación proporciona un criterio de decisiónprobabilístico, no un criterio matemático certero e incuestionable A y E
28
Un misma hipótesis nula y un mismo nivel de significación pueden
determinar diferentes regiones crítica y de aceptación dependiendo
de la lateralidad de la prueba
BD y E
29
Un misma hipótesis nula y un mismo nivel de significación pueden
determinar diferentes regiones crítica y de aceptación dependiendo
del tamaño de la muestra
AD y E
 
Tabla Nº 5. Relaciones entre algunos de los conceptos
estadísticos enunciados y tipo de conexión asociada entre 




































ANÁLISIS EN TÉRMINOS DE 
REPRESENTACIONES EXTERNAS
En primer lugar vamos a mencionar cuando consideramos que estamos uti-
lizando uno u otro tipo de representación. 
Representación verbal. Consideramos que estamos trabajando en este tipo
de sistema de representación cuando nos referimos a contenidos, conceptos
o situaciones de la estadística que vienen descritas en formal verbal o
escrita en el lenguaje natural. 
Representación gráfica. Estamos trabajando con la representación gráfica
cuando utilizamos dibujos o diagramas para representar conceptos o proce-
sos estadísticos. La estadística está inundada de formas gráficas de repre-
sentación. Los histogramas, los gráficos de dispersión, los gráficos de
distribuciones, los box-plot, etc.
Representación simbólica. Para referirnos a nociones o a conceptos de esta-
dística, los símbolos permiten gran flexibilidad y poder de síntesis. Ejem-
plos de este tipo de representaciones son las expresiones para representar
un promedio muestral o una desviación estándar muestral o las letras grie-
gas µ y σ, que representan los respectivos parámetros de la población aso-
ciados a la media y la desviación estándar. 
Representación tabular. Se utiliza de manera preponderante para represen-
tar conjuntos de datos y de distribuciones. Por ejemplo, las tablas de fre-
cuencia, las tablas de contingencia, las tablas de los modelos de
distribución normal, binomial, etc.
En general cada concepto estadístico se puede analizar en términos de sus
diversas formas de representación. En este sentido, es imposible hacer un
análisis exhaustivo en el que se consideren todos y cada uno de los concep-
tos que aparecen en la Tabla Nº 4. Por ello, en lo que se refiere al análisis en
términos de las formas de representación, nos vamos a centrar más adelante,































En esta parte vamos a exponer algunos de los elementos conceptuales que
se tendrán en cuenta para el análisis del aprendizaje estadístico de los estu-
diantes. Aunque desde el punto de vista cognitivo vamos a considerar algu-
nos aspectos generales que se enfocan en el conocimiento matemático,
queremos, bajo esta perspectiva, analizar la comprensión de los estudiantes
de los temas estadísticos que nos interesan. En la primera sección nos
vamos a referir al tema de la comprensión; en la segunda, a las nociones de
concepto y concepción; en la siguiente tocaremos el tema de los errores, las









Sierpinska (1994), considera la complejidad de lo que significa comprender
un concepto matemático. Ella plantea y desarrolla una respuesta a la pre-
gunta “¿qué significa comprender una u otra noción en matemáticas?”. En
el campo estadístico uno puede preguntarse por ejemplo, ¿qué significa
comprender la noción de dispersión? La noción de dispersión es “un con-
cepto elemental pero con frecuencia un concepto técnico desconcertante”
(Mason, 1996, p. 228). Se puede saber que la dispersión se puede medir a
través de la desviación estándar, también se puede saber como calcularla a
través de la fórmula incluso se pueden saber cosas acerca de la desviación
estándar tales como que es diferenciable y que el cuadrado elimina la posi-
bilidad de obtener una expresión negativa, y aún así, es posible que no se
comprenda la noción de dispersión, pues “falta la conexión concepto-ima-
gen que me lleve a la comprensión” (Mason, 1996, p. 229). La propuesta de










. Gómez (1996) describe de manera sucinta la manera como Sierpinska
concibe la comprensión matemática:
 
Un estado de comprensión con respecto, por ejemplo, a un concepto
matemático, es una “forma de ver las cosas” con respecto a aquello





























de las experiencias que el sujeto ha vivido con respecto a este con-
cepto, [...] es el “modelo” mental que el sujeto ha construido y con
el cual él se ha sentido “cómodo” cuando tiene que actuar en situa-
ciones matemáticas que involucran al concepto. 
 




. Ella propone “concebir
la comprensión como un acto (de asir el significado) y no como un proceso
o manera de conocer, [...] propongo, entonces, considerar la comprensión
como un acto, pero un acto inmerso en un proceso de interpretación, siendo
esta interpretación el desarrollo de una dialéctica entre adivinaciones más y














La escuela francesa distingue entre lo que se entiende por “concepto” y
“concepción”. Ellos emplean la palabra concepto en el sentido de Vergnaud
(1993). Para él, un concepto matemático no puede reducirse a su definición,
sino que hay que tener en cuenta las situaciones en que se pone en juego,
concibe un concepto como una terna de tres conjuntos (S, I, L), donde S
representa al conjunto de situaciones que dan sentido al concepto (la refe-





 (el significado) y L al de formas de lenguaje y de no lenguaje
que permiten representar simbólicamente el concepto, sus propiedades, las
situaciones y los procedimientos de tratamiento (el significante). 
 
Estudiar el desarrollo y el funcionamiento de un concepto, al curso
del aprendizaje o en el momento de su utilización, es necesariamente
considerar esos tres planos a la vez. No hay en general una biyección
entre significantes y significados, ni entre invariantes y situaciones.
No se puede reducir el significado ni a los significantes ni a las situa-
ciones. (Vergnaud, 1993, p. 96) 
 
Por otra parte, se emplea el término concepción en el sentido de Artigue
(1990), es decir, en un sentido local. Es importante resaltar como lo anota
Vallecillos (1996), que
 
[...] en la investigación didáctica sólo podemos tener acceso a unos
aspectos concretos de los conocimientos efectivamente construidos
por el sujeto, por tanto, para nosotros las concepciones de los estu-
diantes son la suma de los conocimientos y creencias puestas en jue-
go y manifestadas en las situaciones concretas locales, de
 
1. Vergnaud (1993, pag. 89) define un esquema como “la organización invariante de la con-
ducta por una clase de situaciones dada”. Además agrega que es en estos esquemas en
donde hay que buscar los conocimientos-en-acto o teoremas en acto del sujeto, es decir los







































observación o evaluación que les han sido planteadas. (Vallecillos,
1996, p.119)
 
Las ideas que se plantearon en los párrafos anteriores nos dan una idea de
base para plantear nuestro marco de análisis con respecto al tema del apren-
dizaje de los estudiantes. Entonces, para nosotros hablar de los conocimien-
tos de los estudiantes es imponernos la tarea de describir tan detalladamente
como podamos las ideas que creemos que tienen nuestros estudiantes acerca
de los temas particulares que se quieren analizar. Por supuesto, estas des-
cripciones se harán con base en la experiencia que se ha tenido, al trabajar
durante varios semestres, con este tipo de estudiantes. Haremos dos tipos de
descripciones: por un lado, descripciones del “qué tiene” el estudiante antes
de poner en funcionamiento las situaciones que se van a aplicar, y por otro
las descripciones del “qué necesita” para resolver la tareas que se les piensa
proponer. 
Por otra parte, vamos a considerar de manera informal la definición de
concepto de Vergnaud, para aproximarnos al análisis de las situaciones que
se van a aplicar. La idea es considerar una triada (Situaciones problemáti-
cas (SP); Errores dificultades y obstáculos (EDO), y sistemas de represen-
tación (SR)) en el siguiente sentido: 
• En primer lugar, tendremos un conjunto de situaciones proble-
máticas de referencia bajo las cuales vamos a comentar los con-
ceptos relacionados con los tests de hipótesis, que se trabajan en
cada situación. Para ello, vamos a hacer tan explícito como sea
posible, los conceptos y los procedimientos que se ponen en
juego y también las interrelaciones que se abordan entre estos.
• En segundo lugar, tendremos un conjunto descriptivo de errores,
de dificultades y de formas de conocimiento que tienen los estu-
diantes con relación a cada situación específica que se les plan-
tee. Somos conscientes de que esta no es precisamente la
descripción del conjunto hipotético de “conocimientos-en-acto”
(conjunto de invariantes de Vergnaud) de lo que el sujeto “sabe
en la acción” (conocimientos que puede usar en la práctica pero
que no los puede articular formalmente), sin embargo, la encon-
tramos muy útil para caracterizar la situación problemática y
para adquirir un conocimiento más profundo de los problemas
de aprendizaje que tienen los estudiantes. 
• Finalmente y en tercer lugar, queremos considerar los sistemas
de representación externos como una manera de aproximarnos a
la tercera dimensión que plantea Vergnaud, es decir, a la de las
formas de lenguaje y de no lenguaje que permiten representar



























los procedimientos de tratamiento. En este caso haremos uso de
la idea planteada en Janvier (1987). 
En lo que resta de esta parte, vamos exponer con más detalles los elementos
que se esbozaron en los dos últimos puntos: errores, dificultades y obstácu-














Dada la complejidad de la comprensión en matemáticas no es de extrañar
que la construcción de conocimientos estadísticos que realiza un sujeto no
coincida, en general, con la de otro sujeto. En realidad, el hecho observable
de que un alumno se equivoque cuando se le pide realizar ciertas tareas,
apoya la afirmación de que no todos los sujetos construyen los mismos
conocimientos matemáticos sobre un mismo objeto matemático. Como
consecuencia, la educación matemática ha dirigido en el terreno de los
errores, dificultades y obstáculos, gran parte de la investigación teórica y
experimental. En particular, la investigación en educación estocástica tam-
bién puede utilizar la estrategia de análisis de errores. Como dice Radatz
(1980), esta es “una estrategia prometedora para aclarar cuestiones funda-
mentales del aprendizaje ” (p. 16). También Rico (1995b) destaca la impor-
tancia del análisis de los errores en la educación matemática y Borassi
(1987, p. 7) presenta esta estrategia “como un recurso motivacional y como
punto de partida para la exploración matemática creativa, implicando valio-
sas actividades de planteamiento y resolución de problemas”.
Cuando un alumno no proporciona respuestas adecuadas con respecto a
lo que normativamente se considera correcto (exceptuando los casos en que
pueda decirse que se trata de una simple distracción), se dice que le resulta
“difícil” la tarea en cuestión. Centeno (1988, p. 144) define una dificultad
como “algo que impide ejecutar bien o entender pronto una cosa. Las difi-
cultades pueden proceder de diversas causas, relacionadas con el concepto
que se aprende, con el método que utiliza el maestro, con la preparación




Una de las problemáticas que se plantea en la educación matemática es que
algunas de las concepciones que permiten resolver un conjunto de tareas en
términos adecuados, son limitadas o inapropiadas cuando se aplican en
casos más generales, casos donde el sujeto muestra una resistencia al cam-
bio, a sustituir su forma de conocimiento. En estas circunstancias se habla
de la existencia de un obstáculo que puede explicar la existencia de errores
y dificultades especiales. Brousseau (1983) describe las siguientes caracte-







































• un obstáculo es un conocimiento, no una falta de conocimiento.
• el sujeto utiliza este conocimiento para producir respuestas
adaptadas a un cierto contexto que encuentra con frecuencia.
• cuando se usa este conocimiento fuera de este contexto se pro-
ducen respuestas incorrectas; una respuesta universal exigirá un
punto de vista diferente.
• el sujeto se resiste a las contradicciones que el obstáculo le pro-
duce y al establecimiento de un conocimiento mejor.
• después de haber notado su inexactitud, las respuestas incorrec-
tas se siguen manifestando de manera esporádica.




Son propios de las características del desarrollo
mental del estudiante, es decir, debidas a las limitaciones impuestas por la
capacidad cognitiva del sujeto en el momento del aprendizaje. Por ejemplo,
algunas veces los profesores suponen que los estudiantes poseen la capaci-
dad de utilizar un lenguaje simbólico específico, tales como notaciones uti-
lizadas en la estadística. Sin embargo, es posible que algunos errores
detectados que tienen relación con la notación empleada, puedan tener su





Son consecuencia de elecciones didácticas hechas
para establecer una situación de enseñanza. Por ejemplo, la introducción de
nuevo simbolismo para representar un concepto o un procedimiento, puede
originar errores debido a que posiblemente sea necesario que los estudian-




Están relacionados intrínsecamente al propio
concepto y contienen parte del significado del concepto. En el caso de la
estocástica, un ejemplo que se menciona con frecuencia es el de las circula-
ridades que se presentan en las diferentes definiciones del significado de
probabilidad (clásica, frecuentista y subjetiva) que dieron lugar en un
momento dado de la historia, a una formulación axiomática con la cual se
resolvía este conflicto. 
 
Algunas formas de pensamiento prevalentes en la 
estocástica
 
Muchos de los trabajos de investigación que se han realizado en esta área se
han concentrado en estudiar cómo se comprenden o mal comprenden ideas



























formas de pensamiento prevalentes que son inconsistentes comparadas con
un aprendizaje establecido como normativamente correcto, son presentadas





La gente estima probabilidades de eventos con base en
qué tan bien un resultado representa algún aspecto de la población de refe-
rencia. Concretamente la gente piensa que una muestra o debe reflejar la
distribución de la población de referencia o debe reflejar el proceso por el
cual los eventos aleatorios son generados. Por ejemplo, bajo esta heurística,
una secuencia aleatoria de seis nacimientos en un hospital del tipo
HMMHMM es más probable que una secuencia HHHHHM (H: hombre y
M: mujer). Otro ejemplo dice que obtener un 70% de nacimientos de hom-
bre es igualmente probable en una muestra de 10 nacimientos que en una
muestra de 1000 nacimientos.
 
Falacia del jugador.  
 
La heurística de la representatividad también permite
ver el azar como un proceso autocorrectivo. Por ejemplo, después de una
gran racha de caras se piensa que es más probable que salga un sello a que
vuelva a salir una cara.
 
Falacia de la proporción base.  
 
La gente ignora los tamaños relativos de
subgrupos de poblaciones cuando juzga la probabilidad de eventos contin-
gentes involucrando los subgrupos. Por ejemplo, cuando se juzga la proba-
bilidad de que un estudiante sea ingeniero, la gente ignora la proporción de





Cuando la gente estima la probabilidad de un evento con
base en qué tan fácil es para ellos traer a la mente una instancia particular
del mismo, está empleando esta heurística. Es muy corriente encontrar este
tipo de razonamiento en la vida cotidiana. Por ejemplo, si usted pocas
veces ha conocido que en determinado sector de la ciudad hay problemas
de inseguridad, usted seguramente piensa que ese sector de la ciudad es
seguro.
 
Falacia de la conjunción. 
 
La conjunción de dos eventos correlacionados se
juzga que es más probable que la de cualquiera de los dos de manera inde-
pendiente. Por ejemplo, se juzga que es más probable el evento tener más
de 55 años y sufrir un paro cardíaco que simplemente sufrir un paro car-
díaco.
 
Aproximación al resultado. 
 
La gente utiliza un modelo de probabilidad
para tomar decisiones acerca de un simple evento en vez de considerarlo







































babilidades mayores de 70% de ocurrencia se consideran como eventos















La premisa fundamental sobre la cual parte Kaput (1987) para plantear la
necesidad de proponer una teoría de los sistemas de representación en
matemáticas es que 
 
los fenómenos básicos de aprendizaje y aplicación de las matemáti-
cas son tratados con representación y simbolización porque estos
son simultáneamente el corazón del contenido matemático y de las
cogniciones asociadas con la actividad matemática. (p. 22)
 
Kaput reconoce que la parte más dura del desarrollo de esta teoría está en
establecer la realidad psicológica/lingüística de los constructos asociados
con la creación de símbolos externos y su coherencia con las estructuras y
procesos cognitivos internos. Por ello recomienda primero, de manera infor-
mal y tal vez a manera de justificación, realizar un examen del contenido
matemático en sí mismo desde una perspectiva representacional sin mirar
las dimensiones curriculares, lingüísticas o psicológicas. De la propia revi-
sión que hace Kaput (1987, pp. 23-25) concluye que “la mayoría de resulta-
dos vistos como fundamentales en matemáticas son fácilmente clasificables
como representacionales.”
La mente humana ha mostrado ser considerablemente efectiva para
manejar ideas extremadamente complejas, tanto a nivel abstracto como
concreto. Esta potencia, se puede atribuir en parte, a la interacción entre
dos fuentes de la organización de la experiencia: por un lado a nuestra
memoria de largo término y por otro, a nuestra habilidad para explotar los
medios físicos de organización de la experiencia. En el caso de la experien-





mas inherentes de exteriorizar estructuras conceptuales, en las cuales se
reflejan incluso, nuestras propias creencias personales. 
En Janvier (1987), Kaput sostiene que cualquier concepto de represen-
tación debe involucrar dos entidades relacionadas pero funcionalmente
separadas: el mundo representante y el mundo representado. De aquí con-
cluye que cualquier especificación particular de una representación debe
describir los siguientes cinco entidades: (1) el mundo representado, (2) el
mundo representante, (3) los aspectos del mundo representado que están
siendo representados, (4) los aspectos del mundo representante que están
haciendo de representantes y (5) la correspondencia entre los dos mundos. 
Para darle sentido a las argumentaciones que se puedan expresar a nivel



























operaciones mentales, el cual no es observable y por ello siempre es hipoté-
tico y el mundo de las operaciones físicas, que en general, es observable.
Así pues, se pueden establecer dos tipos de interacción: una, del mundo de
las operaciones mentales al mundo de las operaciones físicas, donde se pro-
yectan las estructuras mentales existentes sobre algún material físico real o
donde también se puede actuar sobre los ‘materiales físicos’ existentes para
producir nuevas estructuras en forma de materiales (proceso de “escri-
tura”); la otra, del mundo del físico al de la mente, donde se lee deliberada-
mente o se evoca pasivamente acciones reales que se dan en el mundo
físico (proceso de “lectura”). De esta manera se habla entonces, de un pro-
ceso cíclico de “lectura” y “escritura” en el cual el investigador puede a
partir de la observación de las acciones y operaciones físicas, lanzar conje-
turas o hipótesis acerca de lo que sucede a nivel de las operaciones menta-
les. En la figura siguiente se ilustra este proceso.
 
 Figura 2. 
 
La flecha orientada hacia abajo sugiere el proceso mediante el cual se pro-
yecta un conocimiento cognitivo que se representa externamente para pro-
pósitos de comunicación. Por otra parte, la flecha orientada hacia arriba
sugiere el proceso mediante el cual con base en “materiales físicos”, apoya-







o evocación pasiva 
del mundo físico
Proceso de escritura
Proyección sobre material exis-








































En esta parte consideramos el tema concreto del aprendizaje de los tests de
hipótesis. La presentación se apoya en varios de los elementos conceptua-
les que se han expuesto anteriormente. En primer lugar, queremos hacer
una caracterización de lo que podría ser el “estado de comprensión” de un
estudiante promedio que entra a ver el curso “Estadística 2”. Luego comen-
tamos, sin todavía hacer referencia específica a las situaciones problemáti-
cas que se les van a plantear a los estudiantes, algunos de los tipos de











Hablar de la comprensión estocástica que puede tener un grupo de estu-
diantes es muy difícil. Las descripciones que se van a hacer sólo pretenden
ser descripciones hipotéticas de posibles estados de comprensión que se
cree que tienen los estudiantes. Estas descripciones, como fue planteado en
el marco conceptual, de la sección anterior, solamente pueden basarse en
las actuaciones de los estudiantes y en la manera como manejan y expresan
su conocimiento a través del lenguaje y la utilización de representaciones
externas.
Ya que somos conscientes de las limitaciones y sobre todo de la com-
plejidad de lo que significa describir un estado de comprensión, el esquema
que se plantea a continuación y lo que podemos decir acerca de estos esta-
dos, sólo pretende ser una aproximación muy superficial con respecto a lo
que idealmente se debería decir cuando hablamos de los estados de com-
prensión (a la manera de Sierpinska), con respecto a un concepto especí-



































 Figura 3. 
 
Para las descripciones nos basamos por un lado, en una muestra de las prue-
bas que diseñaron los profesores que dictaron los cursos de Estadística 1 y
en las correspondientes soluciones escritas de los estudiantes que dieron
como respuesta a estas pruebas. Por otro lado, también nos basamos en la
experiencia de los procesos de interacción que se han vivido con los estu-
diantes en el salón de clase. Cuando lo hemos considerado pertinente, se ha
hecho referencia a algunos investigadores que describen con propiedad ca-
racterísticas de los estados que queremos describir.
Haremos una descripción del estado de comprensión dividiéndola en
siete temas o nociones generales. Para cada noción, primero se hace una
descripción breve que luego se complementa atendiendo al “qué tienen” y
al “qué necesitan” los estudiantes para desarrollar los temas que se han pro-
puesto trabajar en el diseño de las situaciones problemáticas. Estas nocio-
nes también se pueden identificar con algunas de las cinco unidades de
análisis propuestas en el análisis de contenido. Son las siguientes:
• Nociones de población y muestra(datos)
• Medición, escalas y variables (datos)
• Lógica del contraste (formulación)
• Medidas de localización, de variabilidad y estadísticos de
prueba (herramientas)
• Azar y probabilidad (distribuciones)
• Noción de distribución (distribuciones)
• Nivel de significación (análisis)
Lo que se hace normalmente en Estadística 2
Estado al comienzo de 
Estadística 2
Lo que aprendieron 
en Estadística 1
Estado ideal después de los 
talleres
Lo que se quiere hacer en los talleres







































Estado de comprensión al comenzar Estadística 2
 
Nociones de población y de muestra
 
Estas dos nociones aparentemente son claras para la mayoría de estudian-
tes. Sin embargo, los exámenes parciales que usualmente se realizan en los
primeros días de clase, muestran que hay cuestiones relacionadas con los
procesos de obtención de muestras que reflejan que no hay una clara con-
ceptualización. Por ejemplo, casos como el de la heurística de la represen-
tatividad o la falacia del jugador, mencionados en la parte anterior, suelen
ocurrir en algunos de los estudiantes observados. 
También es usual observar la dificultad para establecer una distinción
entre lo que se considera población de estudio y lo que se considera pobla-
ción de datos, distinción que también se aplica al caso de muestras.
Con respecto al “qué tienen” podemos decir lo siguiente: 
• Identifican que una muestra es un subconjunto de la población,
pero no necesariamente discriminan entre una población (mues-
tra) de datos y una población (muestra) de estudio.
• Reconocen que existen muestras representativas y muestras
aleatorias. Sin embargo, algunos estudiantes piensan que toda
muestra aleatoria es representativa o viceversa.
• Identifican algunos tipos de muestreos aleatorios tales como el
muestreo aleatorio simple o el aleatorio estratificado y algunos
incluso han trabajado con tablas de números aleatorios.
Con respecto al “qué necesitan” podemos decir que deberían:
• Identificar las diferencias entre poblaciones (muestras) de datos
y población (muestra) de estudio. 
• Identificar que muchos de los métodos estadísticos de inferencia
se basan en el supuesto de que las muestras de datos deben haber
sido obtenidas de manera aleatoria.
• Distinguir claramente la diferencia entre aleatoriedad y repre-
sentatividad.
 
Medición, escalas y variables
 
El común de estudiantes puede identificar claramente dos tipos de catego-
rías de clasificación que son las más simples: la cuantitativa y la cualitativa.
Suelen identificar que la categoría cuantitativa se asocia claramente con
expresiones numéricas mientras que la cualitativa se asocia con expresiones
literales. 
Con respecto a las denominadas variables categóricas, la tendencia de



































aunque ellos también hayan trabajado con variables continuas que han sido
categorizadas. 
En cuanto al manejo de escalas y al concepto de estandarización, el
estudiante ha tenido contacto con su manejo. Sin embargo, los documentos
que se tienen de soluciones a pruebas escritas algunas veces reflejan que en
el caso de la estandarización parece evidenciarse un conocimiento procedi-
mental muy desligado de una apropiada comprensión conceptual de lo que
es una puntuación estándar. Los estudiantes pueden estandarizar o deses-
tandarizar un dato pero no entienden que significado tiene exactamente el
resultado que obtienen.
Con respecto al “qué tienen” podemos decir lo siguiente: 
• Identifican y saben construir gráficos para representar variables
continuas (histogramas) y discretas (gráficos de puntos o de
barras). 
• Saben construir tablas de distribuciones de frecuencias para
variables cuantitativas y cualitativas y en general, representar
estas distribuciones en gráficos (histogramas, “tortas” y diagra-
mas de bloques). Sin embargo, algunas veces no se establecen
diferencias entre los tipos de gráficos que son más apropiados
para las variables consideradas.
• Se ha trabajado más con variables continuas que con otro tipo de
variables.
Con respecto al “qué necesitan” podemos decir que deberían:
• Mejorar los procesos de identificación y discriminación de
representaciones gráfica, simbólicas, numéricas y verbales de
los conceptos de variable y escala. En particular, enfatizar en el
manejo de variables categóricas y de conteo. 
• Que trabajen con contextos de la vida cotidiana donde se enfo-





La formulación de las hipótesis estadísticas es uno de los aspectos donde
los estudiantes tienen más dificultades. Esto no debe sorprendernos si
recordamos que detrás de la lógica que subyace el manejo y la aplicación
de un contraste de hipótesis hay un pasado histórico y epistemológico en el
que se encuentran, por ejemplo, las discusiones entre la posición bayesiana
y la de Fisher, e incluso entre la Neyman-Pearson y Fisher.
Pocas veces el estudiante es suficientemente consciente, cuando está
aplicando un contraste, de que la distribución bajo la cual está trabajando es







































formulación de la hipótesis nula contra una alternativa el estudiante prefiere
la memorización de una regla que en pocas palabras puede expresarse así:
 













” o un “< ” o un “>”
 
. Este tipo de reglas incluso es recomen-
dada en algunas ocasiones por el profesor y por los textos. Con ello se
favorece una comprensión esencialmente procedimental de la lógica del
contraste de hipótesis, que incluso niega la posibilidad de proponer hipóte-
sis simples en la alternativa como se puede dar usualmente en la lógica que
apoya la posición de Neyman-Pearson.
Con respecto al “qué tienen” podemos decir lo siguiente: 
• Aunque con algunas dificultades, en general, identifican y dis-
criminan formulaciones de hipótesis estadísticas que vienen























 c, donde c repre-
senta cualquier número real.
• No tienen suficiente claridad para identificar hipótesis unidirec-
cionales a partir de las expresiones verbales de los problemas.
Los casos en donde la hipótesis de investigación está explícita-
mente formulada en los problemas en términos de ‘mayor que’ o
‘menor que’ los pueden identificar más fácilmente. 
• Hay evidentemente una gran dificultad para argumentar, en tér-
minos de la lógica del test de hipótesis, porqué en la hipótesis




 c”. Sus argumenta-
ciones suelen reflejar formas de comprensión de la lógica del
contraste en términos puramente procedimentales.
• Con respecto a los parámetros con los que se ha tratado, sólo se
ha trabajado con la media aritmética y con la diferencia de
medias aritméticas. Aunque También han identificado la desvia-
ción estándar o la proporción como parámetros no han trabajado
procesos de inferencia relacionados con estos parámetros.
Con respecto al “qué necesitan” podemos decir que deberían:
• Identificar y discriminar argumentos de tipo conceptual y proce-
dimental que expliquen la lógica de la aplicación de la regla: 
 
la




















• Distinguir entre lo que es un parámetro, lo que es la variable que




































• Identificar y discriminar situaciones donde pueden ocurrir los
errores de tipo I y II. Por ejemplo, con problemas donde se pro-
ponga el manejo de hipótesis alternativas simples donde se pue-
den calcular e interpretar concretamente errores de tipo II.
• Poder generalizar la lógica de los tests de hipótesis a los nuevos




La noción de azar y algunos de los conceptos de probabilidad hacen parte
de las bases de comprensión que poseen los estudiante que inician el curso
de Estadística 2. Suponemos, por un lado, que el tipo de experiencias que
han vivido los estudiantes con estas nociones, como son algunos juegos de
azar y algunas experiencias didácticas que conceptualmente podemos con-
siderar como experimentos de simulación, no parecen ser suficientes para
generar estados de comprensión sobre el azar y la probabilidad que se pue-
dan considerar como normativamente correctos. 
Un aspecto muy interesante que quisimos observar de manera informal
en los estudiantes, es la confirmación de algunos de los resultados que se
han publicado en la literatura de investigación estocástica sobre este asunto.
Por ejemplo, en Shaughnessy (1993), se referencian varios tipos de pensa-
mientos prevalentes, de concepciones erradas o de falacias alrededor de
estos conceptos. Cuestiones tales como las falacias del jugador y de la con-
junción y las heurísticas de la disponibilidad y de la aproximación al resul-
tado, se han encontrado que efectivamente se dan con cierta frecuencia en
razonamientos de los estudiantes. 
Con respecto al “qué tienen” podemos decir lo siguiente: 
• Saben aplicar las definiciones clásica y estadística de la probabi-
lidad a eventos asociados con experimentos aleatorios del tipo:
“lanzar una, dos, tres... veces una moneda”, “lanzar uno, dos,
tres... dados”, etc. 
• Saben calcular las probabilidades de complementos y de unio-
nes de eventos relacionados con experimentos aleatorios simila-
res a los mencionados en el punto anterior. 
• Recurren con poca frecuencia a la utilización de árboles de pro-
babilidad para construir los espacios muestrales asociados con
los tipos de experimentos aleatorios relacionados antes.
• El concepto de independencia de eventos no lo identifican con el
tema de probabilidad condicional o con la relación entre el pro-
ducto de probabilidades marginales y conjuntas de eventos.







































• Identificar y relacionar el concepto de independencia de eventos
con las definiciones de probabilidad condicional, probabilidad
conjunta y producto de probabilidades marginales, en particular
en el contexto de problemas donde se manejen tablas de doble
entrada (p.e. tablas de contingencia).
• Poner en juego problemas de cálculos de probabilidades de
experimentos aleatorios que los lleven a identificar y discriminar
contextos diferentes a los de monedas y dados.
• Identificar características típicas y características que no son




Este es uno de los conceptos del razonamiento estocástico cuya compren-
sión ha sido muy discutida. Por ejemplo, uno de los aspectos de compren-
sión sobre el cual se han llevado a cabo múltiples investigaciones (Oakes,
1986; Pollard y Richardson, 1987 y Falk y Greenbaum, 1995, entre otros)
tiene que ver con la interpretación de lo que es un resultado significativo.
Entre otros, Falk (1986) señala la confusión que se encuentra corriente-
mente entre estudiantes e investigadores en la definición de lo que es el





 = P(rechazar Ho dado que Ho es cierta) es usualmente interpretado
como P(Ho cierta dado que se ha rechazado Ho). Falk atribuye como una
de las posibles causas de este error, el lenguaje utilizado en la definición del
nivel de significación, es decir, como la “probabilidad de error de tipo I”.
Explica que como en esta expresión no se indica explícitamente que se está
trabajando con una probabilidad condicional, el estudiante supone que es
posible definir un suceso condicional.
Vallecillos (1996), distingue cuatro aspectos diferenciados de la com-
prensión de este concepto que intervienen en los contrastes de hipótesis:
• El contraste de hipótesis como un problema de decisión. Al res-
pecto algunos estudiantes interpretan los errores de tipo I y II
como sucesos complementarios, por consiguiente la probabili-
dad de cometer alguno de los errores sería 1.
• Nivel de significación como riesgo del decisor. Algunos alumnos
creen que el cambio en el nivel de significación no afecta al
riesgo de error en la decisión.
• Interpretación de un resultado significativo. Un resultado esta-
dísticamente significativo no implica que necesariamente sea
relevante desde el punto de vista práctico, algunos estudiantes
confunden ambas cosas. En otras ocasiones piensan que un



































• Las probabilidades de error y la relación entre las mismas. Pro-
bablemente son muy pocos los estudiantes que tienen y tendrán








 como probabilidades condicionales y




 como función del parámetro des-








. Por ejemplo, muchos
de los estudiantes suprimen la condición en la probabilidad con-





En particular, con respecto al “qué tienen” los estudiantes que entran al cur-
so de estadística 2, podemos decir lo siguiente: 
• Han trabajado muy poco con la definición condicional de los
errores de tipo I y II. Estas definiciones tienden a ser memoriza-
das de manera verbal y a no ser relacionadas con la lógica del
contraste de hipótesis.
• No han trabajado con el concepto de p-valor. 
• Los problemas de tests de hipótesis que han trabajado no propi-
cian la reflexión en torno de la relación entre tipos de errores y
nivel de significación.
• Han trabajado con intervalos de confianza para la media de una
población. Al respecto, por ejemplo, la representación simbólica









, que los lleva a





Con respecto al “qué necesitan” podemos decir que deberían:
• Identificar y discriminar más claramente las diferencias y simili-
tudes entre los conceptos de nivel de significación, p-valor, tipos
de error y nivel de confianza.
• Propiciar situaciones que pongan en juego cada uno de los cua-
tro aspectos de la comprensión relacionados con el nivel de sig-
nificación mencionados anteriormente por Vallecillos.
 
Medidas de localización, de variabilidad y estadísticos de prueba
 
Con respecto a las medidas de tendencia central, la mayoría de estudiantes
reconocen y diferencian la media aritmética, la mediana y la moda; no
identifican otras medidas de tendencia central tal como la media armónica
o la media geométrica que usualmente son menos conocidas. En el manejo
de la media aritmética se evidencian dificultades para calcularla de manera
agrupada, por ello suponemos que no hay una clara conceptualización de lo







































dato con el dato mismo o dividen la suma de los datos por el número de
categorías y no de los datos de la muestra.
En cuanto a las medidas de posición, son bien reconocidos, los valores
máximo y mínimo de una muestra, pero con menos frecuencia los percenti-
les y en particular los cuartiles.
A nivel procedimental se evidencia en algunos estudiantes la falta de
destreza para calcular la desviación estándar, e incluso no saben expresar
correctamente su expresión simbólica. Aparentemente los estudiantes reco-
nocen la importancia de la noción de dispersión como relevante para la des-
cripción de una distribución de datos. Sin embargo, cuando se les pide
comparar algunas distribuciones varios de ellos no caen en la cuenta de que
la información que proporcionan las medidas de tendencia central, da una
descripción incompleta. Entonces con respecto a esta noción nos enfrenta-
mos con estudiantes que además de no tener una comprensión conceptual
que al menos de cuenta de diferencias entre distribuciones con medidas de
tendencia central similares, tienen dificultades de orden procedimental para
calcular una desviación. 
Con respecto al “qué tienen” podemos decir lo siguiente: 
• Saben, en general, calcular un promedio muestral, mientras no
se pida que lo hagan con datos que no están agrupados. La evi-
dencia de que para muchos no es claro como calcular un prome-
dio de manera agrupada, sugiere que incluso un concepto tan
sencillo como el de promedio, no está suficientemente concep-
tualizado.
• Con respecto a la desviación estándar su comprensión es más
deficiente que la de la media aritmética. Por ejemplo, a nivel
procedimental se encuentran casos donde los estudiantes no
identifican correctamente la expresión simbólica de las desvia-
ción estándar y no discriminan entre la desviación y la varianza.
Muy pocos estudiantes pueden dar explicaciones de porque exis-
ten dos varianzas o desviaciones típicas, una donde se divide por
n y la otra donde se divide por n-1. No saben que significa que
un estimador sea insesgado. Simplemente piensan que la desvia-
ción donde se divide por n es poblacional y que la otra (en la que
se divide por n-1) es la muestral. 
• En contextos de inferencia acerca de medias o de diferencia de
medias se ha trabajado para que se distinga la diferencia entre lo
que es el estimador de un parámetro y el parámetro mismo, sin
embargo, no es raro encontrar casos donde se confunden a nivel



































• Dentro de los tests de hipótesis también se ha trabajado con los
cocientes
pero su distribución no se identifica con otros modelos diferen-
tes del normal. La conexión con el modelo t-student se establece
en el curso de estadística 2.
Con respecto al “qué necesitan” deberían:
• Identificar y discriminar entre varianza insesgada y sesgada, y
entre varianza poblacional y muestral. 
• Identificar y utilizar la noción de dispersión en el manejo de los
test de hipótesis. Por ejemplo, proponiéndoles problemas de
tests de hipótesis donde tengan que manejar reglas de decisión
que no se dan de manera estandarizada.
• Discriminar y generalizar el concepto de promedio aritmético
simple, ponderado y agrupado. Por ejemplo, proponiéndoles





Si nos referimos simplemente a una tabla de frecuencias puede encontrarse
que confunden la variable con los valores. Por ejemplo, en una tabla de fre-
cuencias promedian los valores o las frecuencias pero no identifican que
ambas columnas de la tabla son necesarias para realizar cálculos.
Por otra parte, uno de los problemas que más se evidencia, se refiere a
las dificultades que tienen los estudiantes para distinguir entre lo que es una
distribución poblacional, una distribución de una muestra cualquiera y la
distribución muestral de un estadístico tal como la media aritmética, para
realizar un test de hipótesis. Al respecto, en Schuyten (1991), encontramos
algunas explicaciones que justifican estas dificultades. Entre ellas se puede
mencionar la que se refiere a los diversos niveles de concreción en un con-
cepto en inferencia: mientras en la estadística descriptiva la unidad de aná-
lisis es una observación (un sujeto o un objeto) y calculamos la media
aritmética de tales objetos, en inferencia, estamos interesados, entre otros
problemas, por obtener información sobre la esperanza matemática de la
media aritmética. Lo anterior significa que una muestra sobre la cual se
puede calcular un promedio, se convierte en una observación de otra pobla-
ción diferente (la de todas la medias posibles de un tamaño dado). Esto
introduce una gran dificultad conceptual que es necesario tener en cuenta.
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Con respecto al “qué tienen” podemos decir lo siguiente: 
• Usualmente reconocen que el promedio muestral, sigue un
modelo de distribución normal, sin embargo, no identifican cla-
ramente esto como resultado de que la distribución muestral del
promedio tiende a tener la forma normal cuando n es grande o
como resultado de aplicar el teorema del límite central. 
• Se ha trabajado con la tabla de la distribución normal. Saben
buscar puntuaciones ‘z’ correspondientes a valores de α dados
tales como, 10%, 5% o 1%. el sentido inverso. Hay dificultades
para entender que se puede utilizar en el sentido inverso.
• En general distinguen las zonas de rechazo y de no rechazo de la
hipótesis nula. Sin embargo, este manejo lo saben expresar mejor
en un nivel de representación gráfico que en un nivel simbólico. 
• El concepto de distribución muestral se ha trabajado acudiendo a
ejemplos particulares donde se construyen distribuciones mues-
trales para la media o para la diferencia de medias. Sin embargo,
como ya mencionó antes, este es uno de los conceptos más difí-
ciles de asimilar. No parece que sea suficiente mostrar a través
de ejemplos concretos, cómo se construye una distribución
muestral. Un proceso de construcción de una distribución mues-
tral lo pueden recordar a nivel procedimental, pero pocas veces
logran identificarlo de manera concreta con el teorema del límite
central.
Con respecto al “qué necesitan” podemos decir que deberían:
• Identificar y discriminar aspectos relacionados con las represen-
taciones tabulares de las distribuciones, tales dominio y rango de
las distribuciones.
• Identificar y diferenciar entre las diferentes formas de represen-
tación de las distribuciones. Por ejemplo, deben mirar las regio-
nes de rechazo y de no rechazo en formas estandarizadas y no
estandarizadas y en formas gráfica y simbólica.
Errores más frecuentes y posibles dificultades 
I. Relacionados con el planteamiento y la formulación de hipótesis
estadísticas
1. Hay casos donde los parámetros son confundidos con la variable depen-
diente o explicativa del problema. Posible dificultad:
• El estudiante piensa que un promedio sólo tiene sentido, cuando
se puede calcular, y esto sólo se puede hacer sobre una muestra,
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por esta razón el estudiante piensa que lo que se estudia como
parámetro es la variable. En otras palabras el estudiante ve en el
promedio muestral el indicador del comportamiento de la varia-
ble y entonces piensa que ésta es el parámetro de estudio. Gene-
ralmente un estudiante que comete este error no sabe responder
claramente qué es un parámetro.
2. Se encuentran planteamientos de hipótesis donde se confunden los pará-
metros con los estimadores. Posibles dificultades:
• El estudiante piensa que no hay necesidad de hacer la distinción
ya que el parámetro, al ser un valor desconocido que no se puede
calcular, no hay que mencionarlo. 
• También puede ser que el estudiante no tiene claro el sentido
predictivo de los tests de hipótesis, es decir, no ha entendido que
el objeto de análisis del problema es la estimación acerca de
parámetros. 
• También puede ser que no está tan familiarizado como debiera
con la notación.
3. Situaciones donde no se identifica cuáles son las variables que intervienen
en el problema. Posibles causas:
• Esto sucede cuando se presentan enunciados complicados con
los que están poco familiarizados. La presentación de problemas
con los que no están acostumbrados a trabajar, les genera un
sentimiento de bloqueo. 
• Es muy poco frecuente que en los problemas sobre inferencia
que se les suele presentar se considere la pregunta de identificar
la variable.
4. Hay tests unilaterales donde no reconocen cuál debería ser el sentido (iz-
quierdo o derecho) del test. Posibles causa:
• Posiblemente porque no tiene ningún sentido para los estudian-
tes la hipótesis de investigación. 
• Porque se piensa que la lateralidad se determina a partir de la
hipótesis nula. 
• Porque se piensa que la región de rechazo es la de aceptación y
viceversa. 
• Aplican sin considerar excepciones, la regla de que la hipótesis
alternativa debe siempre coincidir con la hipótesis de investiga-
ción. 
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5. No se plantean las hipótesis estadísticas pero se hace el proceso de prueba.
Posible causa:
• Porque saben que también se puede resolver el problema con
base en intervalos de confianza, y en esta metodología de infe-
rencia no es necesario plantear las hipótesis nula y alternativa.
II. Relacionados con la identificación de la población y la muestra
1. Confundir la muestra con la población o viceversa. Posibles causas:
• Este error sucede con más frecuencia en problemas donde los
enunciados presentan de manera explícita, los tamaños de la
población. El estudiante piensa que como éste dato se da en el
enunciado, no es necesario discriminarlo del dato muestral. 
• También sucede con frecuencia en enunciados donde se presen-
tan dos poblaciones de investigación, pero donde la muestra solo
puede aplicarse a una de las dos poblaciones.
2. Confundir datos históricos que deben interpretarse como parámetros, con
datos muestrales.
• Si los datos históricos, son datos que se obtuvieron de algún
estudio, seguramente son datos muestrales. Por esta razón
parece poco lógico que se comparen dos muestras.
3. No es clara la diferencia entre muestras independientes y muestras rela-
cionadas.
• No se sabe qué son muestras relacionadas, sólo han trabajado
con muestras independientes. Los ejemplos de problemas de
muestras relacionadas son sólo del estilo de “pre-post”, cuando
eventualmente aparecen problemas de muestras aparejadas, las
consideran como muestras independientes.
III. Relacionados con cálculos y aplicación de las herramientas
1. Se presentan fallas al sacar promedios y varianzas que necesitan calcu-
larse de forma agrupada.
• Se enfrentan con este tipo de problemas con poca frecuencia. 
• Confunden los valores de las frecuencias con los datos de la
variable misma. Los datos que realmente representan los valores
de la variable son las “marcas de clase”, pero estos no lo son
para el estudiante. 
• Los textos utilizados en la enseñanza presentan muy pocos pro-
blemas de inferencia donde se presentan estos casos. 
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2. No diferencian entre la varianza y la desviación estándar.
• Aunque esto parece que en principio se puede deber a una sim-
ple distracción, también se puede pensar que a nivel de la repre-
sentación simbólica la diferencia entre una s y una s elevada al
cuadrado no obliga a que se explicite una diferencia.
3. Se presenta un intervalo en la forma [a, b] con a > b.
• La notación utilizada para los intervalos de confianza no resalta
la importancia que tiene la noción de orden numérico. 
• Es un tipo de representación simbólica que no han utilizado con
frecuencia.
4. Se cometen errores algebraicos tales como: , donde K es
un valor que se encuentra en una tabla de distribuciones.
• Creen que se puede multiplicar en cualquier orden sin darle sen-
tido a la prioridad de las operaciones.
5. Se comenten muchos errores de cálculo aritmético en la expresión del co-
ciente z que define la estadística de prueba.
• Por ejemplo, restan el promedio mayor menos el menor cuando
lo han debido hacer al contrario si hubieran sido consistentes
con el planteamiento de las hipótesis, en otras palabras, se uti-
liza una diferencia muestral entre promedios en sentido inverso
al que se ha planteado en las hipótesis estadísticas. También
influye el hecho de que el cálculo de la estadística para muestras
independientes es más largo. En este caso, el valor del cociente
(t o z) se identifica directamente con el valor del error estándar
de la diferencia de promedios muestrales.
IV. Relacionados con el uso y aplicación de distribuciones
1. Se presentan fallas en el manejo de las tablas de la distribución normal.
• Por ejemplo, no se establece la diferencia entre el valor percentil
y la probabilidad. Puede deberse a la diferencia que hay entre las
formas de las representaciones tabulares junto con la tendencia
del estudiante a memorizar el proceso sin deternerse a mirar las
características de la representación.
2. No se reconoce la diferencia entre una distribución estándar y una que no
es estándar.
• Por ejemplo, al representar gráficamente una distribución no
establecen si se trata de una distribución estándar o no. Cuando
X EE X( )±〈 〉 K⋅
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se pide que mejoren la representación pueden colocar un cero
como media de la distribución a una distribución con una media
diferente de cero. Lo anterior puede atribuirse a que se enfatice
en el procedimiento de test de hipótesis siguiendo estrictamente
un algoritmo donde se comparan solamente los valores estanda-
rizados.
V. Relacionados con el análisis e interpretación de los resultados
1. No se interpreta de manera correcta el significado del error de tipo I.
• Este error está muy relacionado con la concepción que se tenga
de lo que es el nivel de significación. Por ejemplo, el no tener en
cuenta la condicionalidad de la probabilidad de este error, hace
que el estudiante la suponga como una probabilidad que puede
ocurrir a posteriori.
2. Se toma una decisión, pero no se interpreta el resultado en términos del
enunciado del problema.
• En la ocurrencia de este error puede pensarse por un lado, que
existe la necesidad de tener contextos que tengan mucho más
interés para los estudiantes que los motive a trabajar en términos
del mismo. Sin embargo, por otro lado, las formas como se pre-
sentan los enunciados deben enfatizar este aspecto. 
• Otra razón que se puede atribuir puede encontrarse en el predo-
minio de una actitud procedimental en el estudiante ante el pro-
blema planteado, algo así como que en últimas lo que interesa
saber es si hay que rechazar o no la hipótesis nula y con eso se
resuelve el problema.
3. A veces se toma una decisión y se interpreta, sin embargo la interpretación
se hace al contrario.
• En este error parece muy probable que el estudiante piensa que
un resultado significativo es el que precisamente favorece la
hipótesis nula. 
Reflexión final acerca del estado de comprensión
El conocimiento que tienen los estudiantes acerca de lo que es un test de
hipótesis es muy deficiente. Se perciben fallas en varios sentidos, entre las
cuáles se pueden mencionar que no es clara la lógica que subyace a los tests
de hipótesis, que hay dificultades en el manejo de distribuciones e incluso
que se perciben en algunos de los estudiantes, la falta de destrezas para rea-
lizar cálculos aritméticos elementales. Esto es de esperar, si por un lado
consideramos que en general la mayoría de estudiantes sólo ha tenido con-
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tacto con los temas de la estocástica durante un semestre, y por otro, si con-
sideramos toda la complejidad de lo que significa comprender lo que es un
test de hipótesis. Para nosotros, un test de hipótesis es un “megaconcepto”
para el que difícilmente se pueden establecer suficientes conexiones entre
las diferentes unidades conceptuales que lo componen, durante el lapso de
tiempo que se tiene para ello.
Nuestra visión con respecto a los estudiantes que entran a estudiar el
curso de Estadística 2, es que ellos entienden los tests de hipótesis simple-
mente como una forma de hacer inferencia acerca de una media poblacio-
nal. Establecen conexiones débiles entre cuestiones tales como lo que es un
modelo de distribución normal, un estadístico de prueba, zonas de rechazo
y aceptación, etc. Y aunque es posible que muchos tengan suficiente destre-
zas procedimentales para realizar tests de hipótesis acerca de medias o dife-
rencia de medias para llegar a respuestas correctas de problemas
propuestos, posiblemente no sepan interpretar correctamente el significado
mismo de la respuesta obtenida a la luz de aspectos tales como nivel de sig-
nificación, p-valor, error de tipo I, etc.
ANÁLISIS EN TÉRMINOS DE REPRESENTACIONES
Nuestra visión acerca de la comprensión en relación con el uso de sistemas
de representación externos tiene una premisa básica: para un concepto
dado, entre más ricas y variadas sean las traducciones que pueda realizar
apropiadamente un estudiante entre los diferentes sistemas de representa-
ción externo, tanto mejor será la comprensión de dicho concepto.
Con base en el esquema que presenta Janvier (1987), y que fue deta-
llado en el capítulo de análisis de contenido, presentamos a continuación el
ejemplo de un análisis donde se ilustran algunas de las traducciones entre
diferentes sistemas de representación externos que se ponen en juego alre-
dedor de los conceptos de nivel de significación y p-valor. Hemos elegido
referirnos a éstos conceptos, por considerar que éstos son de vital importan-
cia en el análisis y la interpretación de los resultados de un test de hipótesis. 
Traducción de tablas a situaciones (descripciones verbales). Este tipo de
traducción usualmente ocurre de manera indirecta, cuando se trata del con-
cepto nivel de significación. Generalmente dado el valor de un nivel se sig-
nificación α, se realiza una lectura en una tabla de distribuciones para
establecer un valor crítico (por ejemplo, para encontrar un valor z(α), en el
caso de una distribución normal). Dicho valor posiblemente se utilice para
tomar la decisión sobre un test y para posteriormente comentar si se
rechazó o no, con el nivel de significación especificado. Por otra parte,
cuando se trata de un p-valor, es muy común que se deba realizar la lectura
de una tabla de resultados. Sin embargo, esta tabla de resultados segura-
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mente no será la de una distribución, sino que posiblemente será la de una
salida de computador, en la que se deberá interpretar cual es la significa-
ción del resultado. Este tipo de interpretación puede ocurrir con mucha fre-
cuencia en la práctica y sin embargo, es una de las que más se le dificulta al
estudiante.
Traducción de situaciones (descripciones verbales) a tablas. En este caso
el procedimiento de “medir” mencionado por Janvier (1987) debe verse
más bien como un procedimiento de “calcular y organizar información”.
Aunque se pueden presentar tareas en las que el propósito sea construir
tablas de distribuciones que de alguna manera tendrán implícita o explícita-
mente niveles de significación y p-valores. Aunque este tipo de tareas no es
usual en el nivel de estudiantes que queremos estudiar, creemos que su rea-
lización podría contribuir a mejorar la comprensión de éstos conceptos. En
realidad, la primera situación problemática considera este tipo de traduc-
ciones, a través del uso de la calculadora gráfica.
Traducción de gráficas a situaciones (descripciones verbales). Las gráficas
muchas veces se utilizan como ‘un puente’ para interpretar los resultados
de un test de hipótesis. Por ejemplo, el esbozo de una curva acampanada
que señala las regiones de rechazo y de no rechazo de una hipótesis nula, en
general, le facilita al estudiante la interpretación del resultado de un test.
Además, en las gráficas se pueden representar no sólo el nivel de significa-
ción y el p-valor, sino también otros conceptos relacionados tales como los
que tienen que ver con la formulación de las hipótesis. 
Traducción de situaciones (descripciones verbales) a gráficas. Implican
procedimientos de dibujar. Podría decirse que una comprensión adecuada de
lo que es el nivel de significación o el p-valor, se refleja, como condición ne-
cesaria, en una adecuada representación gráfica de dichos conceptos. Por
otra parte, en las representaciones gráficas en las que se manifiestan errores
se pueden evidenciar algunas de las concepciones erradas de los estudiantes
que son más típicas.
Traducción de situaciones (descripciones verbales) a fórmulas. Dado que
nos estamos limitando a comentar lo que se refiere a nivel de significación
o p-valor, el procedimiento “modelar” no tiene sentido en este tipo de Tra-
ducción, aunque si es muy corriente en estadística cuando se construyen
modelos tales como los modelos de regresión. En todo caso consideremos
por ejemplo, una expresión tal como: α = P(rechazar Ho | Ho es cierta) que
no es una fórmula, sino más bien una representación simbólica. En ella
encontramos de manera explícita el evento condicionante que indica el
supuesto de que la hipótesis nula es cierta. Este punto trae a colación la
concepción errada, referenciada en páginas anteriores, de considerar que el



































En esta sección vamos a considerar algunos aspectos relacionados con la
enseñanza. En primer lugar, se presentan algunas consideraciones acerca
del análisis de los textos de enseñanza, después, acerca de las situaciones
problemáticas que se presentan a los estudiantes y el papel del profesor en
la enseñanza de la estadística y por último algunas cuestiones acerca del
















La importancia de los textos como material didáctico de apoyo ha sido
señalada por diversos autores. Por ejemplo, Romberg y Carpenter (1988, p.
868) afirman que “el libro de texto es visto como la autoridad del conoci-
miento y la guía del aprendizaje”. En el informe Cockcroft se menciona
que
 
los libros de texto constituyen una ayuda inestimable para el profe-
sor en el trabajo diario del aula; le ofrecen una estructura en cuyo
seno cabe desarrollar el trabajo de la asignatura”. (Cockcroft 1985,
p. 113) 
 
Por otra parte, estamos de acuerdo con Goetz y Lecompte (1988) en que con
el análisis de los libros de texto se pueden establecer diferencias entre los
objetivos de un programa y las formas como éste se lleva a la práctica. En
este sentido y también en términos de la utilidad pedagógica que representa
la lectura de los textos de estadística para los estudiantes y para el profesor,
justificamos el incluir dentro de la indagación metodológica propuesta en
este libro, el análisis de los textos que se han utilizado en el curso de esta-
dística que nos ocupa y también los del curso que le precede.
Dentro de la bibliografía disponible relacionada con la educación esto-
cástica son muy escasas las referencias a trabajos de análisis de textos. En
todo caso, encontramos en trabajos tales como los de Brewer (1986),
Malara (1989) y más recientemente en Harwell (1994) cómo se pone de
manifiesto el que los libros de texto siempre se han de emplear con cui-
dado, y en función de las necesidades de los alumnos. Por ejemplo, consi-
deraciones tales como si vale la pena o no excluir un capítulo, cambiar el
orden de la presentación de algunos temas específicos, introducir proble-







































curricular. En últimas como dicen Ortiz et al. (1996, p. 20) al citar a Cheva-
llard (1985), siempre deberemos ser conscientes de que “los libros de texto
se convierten en la norma de progresión del conocimiento de los alumnos al
ofrecer una concepción legitimada del saber a enseñar.” 
También en Ortiz et al. (1996), encontramos una posición con relación
al análisis de textos a la cual nos adherimos:
 
Los libros de texto son un medio cuyo análisis nos proporciona un
conocimiento del significado fijado dentro de una institución didác-
tica dada para un cierto concepto. [...] un punto importante en la teo-
rización usada es la consideración del significado de un concepto
como una entidad compleja. Por ello conviene analizar separada-
mente sus componentes o “elementos de significado”, ya que los ele-
mentos específicos contemplados en los diversos textos podrían no
ser los mismos o, incluso, alguno de ellos podría no aparecer en nin-
guno de los textos. Como resultado de lo anterior, se generaría un
sesgo en el significado presentado a los alumnos. (Ortiz et al.,1996,
p. 23)
 
En consecuencia, consideramos que el análisis de los textos es tópico fun-
damental que se debe tener en cuenta dentro de los aspectos del análisis de
la enseñanza. Por ello, presentaremos en el siguiente capítulo, un análisis de
las principales características de los textos. Dicho análisis se va centrar en
aspectos relacionados con las unidades conceptuales que se presentaron en



















Butts (1980) clasifica los problemas que se proponen a los alumnos en cua-
tro tipos: ejercicios algorítmicos, problemas de aplicación, problemas de
búsqueda y situaciones problemáticas. Mientras que los ejercicios que se
realizan, en general, a mano o con calculadoras rudimentarias son de los
tres primeros tipos, en clases donde se utilizan paquetes de análisis estadís-
tico, hojas electrónicas o incluso calculadoras gráficas se pueden plantear
situaciones problemáticas de análisis de datos. 
Muchos textos de estadística adoptan una aproximación en cuanto a los
problemas propuestos, para cuya solución basta identificar cual es la
“receta” (léase algoritmo de solución) y el problema queda resuelto. Este
tipo de problemas generan una visión equivocada de cómo deben aplicarse
realmente las técnicas estadísticas. Es necesario proponer problemas que
generen un ambiente didáctico más coherente con los principios de la ense-
ñanza estadística y que contribuyan al enriquecimiento del conocimiento































se suelen presentar a los estudiantes situaciones problemáticas donde se
refleja que:
• Se favorece el trabajo individual con respecto al trabajo en
grupo.
• Cada problema se puede asociar claramente con una receta de
solución.
• En general cada problema sólo tiene una respuesta o sólo se dis-
cute un método de solución.
• Se hace muy poco uso de recursos tecnológicos.
• La mayoría de los problemas se dejan para resolver individual-
mente en la casa y su solución se revisa en la clase.
• La comunicación de las ideas estadísticas se limita a lo relacio-
nado con problemas del texto o a trabajos de investigación que
no son desarrollados por los estudiantes.
De lo anterior se deriva que una de las maneras de aportar a la comunidad
de educadores en estadística consiste en desarrollar procesos de innovación
curricular en educación estadística que estén basados en las ideas construc-
tivistas y que giren alrededor de la resolución de problemas. Desafortunada-
mente, en muchos de los materiales utilizados para el desarrollo curricular
aún se percibe la ausencia de situaciones problemáticas que hagan énfasis
en los siguientes aspectos:
• Que reflejen cómo “creemos que” se debe enseñar la estadística.
• Que muestren cuál es el papel que juega la resolución de proble-
mas dentro de esa concepción.
• Que introduzcan un uso más generalizado de recursos tecnológi-
cos tales como los computadores y las calculadoras gráficas.
• Que generen un mayor compromiso de los profesores para pre-
parar las situaciones problemáticas y para ponerlas en práctica.
• Y como propósito último, que haga más eficiente el proceso de
aprendizaje del estudiante, lo motive y mejore su comprensión.
Por otra parte, en la construcción del conocimiento estadístico también es
importante considerar los análisis a nivel de la interacción social en la reso-
lución de problemas. Cuando este tipo de análisis se realiza, los resultados
deben llevar a la descripción del papel que juega, la interacción que tiene lu-
gar entre los estudiantes con motivo de la resolución conjunta de una situa-
ción problemática. Cobb (1993) sugiere que en este tipo de análisis se debe
tener en cuenta tanto la perspectiva psicológica —en la que se estudia el de-







































tual—, como la perspectiva sociológica —en la que se enfatizan los aspectos
sociales de la interacción de la actividad matemática—. Estos análisis deben
aportar esquemas conceptuales y metodológicos que permitan observar,
analizar y describir la manera como un grupo de estudiantes desarrollan in-
dividualmente y dan validez conjuntamente al conocimiento matemático re-
lacionado con los conceptos objeto de estudio que construyen socialmente.
 
Uso de la tecnología
 
Las calculadoras y los computadores son un componente muy importante
que se relaciona con el trabajo que se puede realizar en la enseñanza esta-
dística. Proponer, por ejemplo, la realización de simulaciones y la explora-
ción de comportamientos a través del computador y de las calculadoras es,
además de un elemento motivante para el estudiante, un vehículo para ana-
lizar conceptos tales como la variabilidad o el efecto de diferentes tamaños
de muestras sobre una estadística. Con la nueva tecnología tenemos acceso
muy rápido a representaciones gráficas que hacen mucho más interesante y
efectivo el análisis de datos para los estudiantes. 
Con los computadores y también con las calculadoras gráficas tenemos
la posibilidad de que el estudiante se concentre más en el significado de los
resultados que en los procesos de cálculo. Sin embargo, la tecnología debe
utilizarse con cuidado. La comprensión de muchos conceptos estadísticos
debe estar bien estructurada antes de proceder a su utilización práctica en
investigaciones. Buena parte del tiempo la deben invertir los estudiantes
trabajando con los datos antes de lanzarse a interpretar los resultados que se























































En este capítulo se presentan dos secciones. En la primera se mencionan
algunas de las características de los textos que se han utilizado durante los
últimos semestres en los cursos de Estadística 1 y Estadística 2. En particu-
lar, se comenta acerca de algunos tópicos de estadística que están relacio-
nados con las contrastes de hipótesis. En la segunda sección, se hace
alusión a algunas características que consideramos que son relevantes en
relación con los problemas de estadística que se presentan en la enseñanza.
Además, en esta sección también se incluyen algunos comentarios acerca


















Textos utilizados en Estadística 1 y Estadística 2
 





. de R. Johnson. Sin embargo, durante los últimos
tres semestres también se utilizaron otros textos tales como 
 
Estadística
para las ciencias sociales
 
 de R. Runyon y A. Haber y 
 
Estadística y Socie-
dad. Conceptos y herramientas básicas del método estadístico
 
 de Fernán-
dez et al. Durante el segundo semestre de 1996 también se utilizó en el
curso de Estadística 1 el primer texto mencionado en dos de las seis seccio-
nes y en las otra cuatro secciones se utilizó el texto 
 
Matemáticas, Azar,
Sociedad. Introducción a los conceptos básicos de estadística
 
 de Perry et
al. En los que sigue vamos a hacer referencia a los textos anteriores. Para
ello los hemos numerado así:





bury Press. (séptima edición, aún no ha sido traducida al espa-
ñol).
• [2]: Runyon, R & Haber, A. (1987). 
 
Estadística para las cien-
cias sociales
 
. México: Addison-Wesley Iberoamericana (traduc-
ción al español de la cuarta edición publicada en inglés). 
• [3]: Fernández, F. (1996).
 
 Estadística y Sociedad. Conceptos y
herramientas básicas del método estadístico
 
. Bogotá: “una







































• [4]: Perry, P. et al. (1996). 
 
Matemáticas, Azar, Sociedad. Intro-
ducción a los conceptos básicos de estadística
 
. Bogotá: “una




El análisis de estos cuatro textos da una primera visión del enfoque pedagó-
gico seguido en los cursos de Estadística 1 y Estadística 2. Los textos [3] y
[4] están ligados por una misma propuesta de diseño curricular (ver por
ejemplo, Perry et al. 1995), en este sentido el texto [4] fue diseñado para ser
visto en el curso Estadística 1 y el texto [3] para ser visto en el curso Esta-
dística 2. Por otra parte, los textos [1] y [2] están diseñados para ser vistos a
lo largo de dos semestres. En [1] se presenta, en su séptima edición, una
intención explícita de desarrollar los conceptos haciendo más énfasis en la
construcción crítica de habilidades de pensamiento que en lo computacio-
nal. En particular, en el capítulo 8 “Introducción a la inferencia estadística”
se presenta un flujo muy natural de ideas que van desde las distribuciones
de muestreo a la estimación y luego a los tests de hipótesis. El texto [2] es
un libro más antiguo y contrasta con [1] por presentar un enfoque “más tra-
dicional” de la enseñanza de la estadística y un mayor énfasis en el manejo
de fórmulas y en la computación de resultados que en su interpretación.
En esta sección queremos hacer referencia a la forma de presentación
de algunos de los temas a los que nos hemos referido en el análisis de con-
tenido. La intención es caracterizar la manera como estos temas se presen-
tan y cómo pensamos que dicha presentación influye en la enseñanza. 
 
Población, muestra y parámetro 
 
Estos conceptos, por estar presentes de manera explícita o implícita en todo
lo que se hace en estadística, deberían recibir una gran atención en la
mayoría de los textos. Sin embargo, nuestra opinión es que estos términos
no son definidos en los textos de una manera suficientemente precisa y
coherente. Por ejemplo, en [1] y [2] en la definición del término población
no se hace explícita la diferenciación entre población de estudio y pobla-
ción de datos.
En el texto [2], se define población como el conjunto completo de indi-
viduos, objetos o mediciones que tienen alguna característica común obser-
vable, o como el conjunto teórico de observaciones potenciales. Mientras
que en el texto [4], se define población de investigación, o simplemente la
población de estudio, como el conjunto de todos los entes a los cuales se
pueden aplicar las conclusiones obtenidas a través de la predicción, la esti-
mación o la verificación de una hipótesis. Además en [4], luego de definir
población de investigación, se define la población de datos o simplemente



















































ner a partir de observar una cierta característica en cada uno de los elemen-
tos de la población de estudio. 
Por supuesto, en todos los casos referidos anteriormente los comenta-
rios que se acaban de mencionar acerca de la definición de la población,
también se aplican a la definición de muestra de estudio y a la de muestra
de datos. 
En cuanto a la definición de parámetro, en todos los textos analizados
dicha definición se da en términos lingüísticos muy similares. En todos
ellos, se hace alusión a la convención de utilizar letras griegas para repre-
sentar los parámetros, sin embargo, no se hace caso a esta convención
cuando se trata de la proporción, aquí la diferencia se establece entre una
“p” minúscula (texto [2]) o una “ ”(con el gorro) para denotar el estima-
dor (textos [1] y [3]) y una “P” mayúscula para denotar el parámetro. 
 
Datos, variables y escalas
 
Los tipos de datos o las variables que se manejan en estadística suelen cla-
sificarse de acuerdo con diferentes criterios. Uno de estos criterios se da en
términos de las escalas de medición con base en la cual se expresan las
mediciones. Al respecto, hay un tipo de clasificación que se presenta con
frecuencia pues parece adaptarse más apropiadamente a los tipos de datos
que se obtienen en las ciencias sociales. Se puede expresar de manera breve
en términos de la secuencia: nominal, ordinal, discreto y continuo. Por
ejemplo, en el texto [2] (p. 6 y pp. 20-29) se hace precisamente la presenta-
ción de estas nociones, siguiendo esta línea de argumentación. Por ejemplo
se dice: 
 
De hecho, hay tres formas fundamentales distintas de utilizar los nú-
meros: 1. Para designar (números nominales). 2. Para representar la
posición en una serie (números ordinales). 3. Para representar una
cantidad (números cardinales)”. (p. 21) 
 
Otro de los criterios tiene que ver con características de diseño en el sentido
experimental, se habla entonces de variables dependientes o independientes
o de variables de control y experimentales. 
Por otra parte, en el texto [1] (pp. 14 -18) cuando se consideran las
nociones de datos o de variables, no se habla de estos criterios de clasifica-
ción en un sólo capítulo del libro, sino que se hace en forma muy dispersa a
lo largo del libro. Aunque en el texto [3] tampoco se hace alusión a estos
criterios de clasificación, en el texto [4], si se dedica todo un capítulo a
hablar del tema de variables (pp. 41-51).
Vemos, con base en los comentarios anteriores, las diferencias en el
énfasis que se da, en cada texto, a estos conceptos. Esto lógicamente tras-
ciende en la forma como el profesor da explicaciones sobre estas nociones,








































Medidas de tendencia central, variabilidad y correlación
 
Estas nociones, están presentes de manera explícita, en la mayoría de los
textos de estadística. En [1] y [2] se presentan uno tras otro cada uno de
estos temas, sin embargo, en [4], no se considera el tema de correlación
cuantitativa. Por otra parte, en el texto [3] se considera de manera consecu-
tiva la parte descriptiva y luego la parte inferencial con un tratamiento en el
que se presenta el coeficiente de correlación a través de un proceso de
construcción muy didáctico (Fernández y Monroy, 1995). Esta construc-
ción utiliza los conceptos de localización, de escala y de estandarización
para llegar a la expresión tradicional de la correlación de Pearson.
En el texto [4] se introduce el estudio de estos temas con una aproxima-
ción intuitiva y empírica. Por ejemplo, en el capítulo que trata sobre medi-
das de tendencia central (pp. 92-103) se introduce, a través de un diálogo,
el concepto de media aritmética; la aproximación presentada enfatiza en la
construcción conceptual del promedio y refleja claramente una posición
constructivista ante la enseñanza de la estadística. Esta posición también se
puede percibir claramente en la forma como se abordan la definición de
algunas medidas de variabilidad tales como el rango y la desviación están-
dar (pp. 110- 124). 
 
Nivel de significación y p-valor 
 
En el análisis de contenido y de aprendizaje fue considerado la compren-
sión de estos dos conceptos como muy relevante para el proceso de tests de
hipótesis. Ahora vamos a mencionar la forma como aparecen y como se uti-
lizan en los textos que hemos considerado. 
Los conceptos de nivel de significación y p-valor se constituyen en uno
de los focos principales de investigación en este proyecto. En general, por
lo que se puede ver en el texto [1], parece que hay una tendencia en los nue-
vos textos a hacer un uso más extensivo del concepto de p-valor. También
parece, por lo que se puede ver en los demás textos ([2], [3] y [4]), que era
menor la importancia que se le daba al uso de este concepto en años ante-
riores. Aunque la veracidad de lo dicho anteriormente puede ser cuestio-
nada si se consideran otros contextos de enseñanza, o con base en
referencias de otros textos de enseñanza, al menos si es cierto en el con-
texto educativo donde realizamos esta investigación. 
Para empezar, en el texto [2] (p. 220) se hace una descripción en seis
pasos del procedimiento para realizar un test de hipótesis. Dicha descrip-
ción corresponde con lo que en el texto [1] se llama aproximación clásica
(p. 403). En la ‘aproximación clásica’ es muy claro que no se utiliza el con-
cepto de p-valor. En realidad esta es la aproximación que se presenta en
todos los textos que hemos considerado, excepto en el texto [1]. Aunque en
el texto [2] no se define formalmente el concepto de p-valor, si se utiliza de
manera implícita en algunos pocos ejercicios (por ejemplo en el ejercicio



















































blemas de tests de hipótesis que se plantean al estudiante son para resolver-
los siguiendo la aproximación clásica. Igualmente, en [2], [3] y [4] se
ilustra por medio de ejemplos resueltos la aplicación de la aproximación
clásica.
Sin embargo, sí se perciben algunas diferencias con respecto a los pro-
blemas que se presentan en [3] y [4] comparados con los que se presentan
en [2]. En los dos primeros se plantea, con mucha más frecuencia, proble-
mas donde no sólo se debe aplicar el algoritmo de la aproximación clásica,
sino donde también se debe razonar sobre los resultados mismos que dan
las estadísticas de prueba o los estimadores en términos de los niveles de
significación (ver por ejemplo, en el texto [4], los problemas 9 y 11 de la p.
282 o en el texto [3] los problemas 11 y 12 de las pp. 99-107).
Con respecto al uso del nivel de significación, una de las cuestiones que
ya hemos mencionado que puede tener relevancia en el diseño de situacio-
nes problemáticas es la fijación del mismo. En la actualidad este punto es
objeto de muchas discusiones. Por ejemplo, se puede dar cuenta de discu-








 = 5%” (ver por ejemplo, los
mensajes en febrero del 97 de Burrill y Rubin entre otros). Con respecto a
este asunto, al hacer un pequeño muestreo, vimos que mientras en el texto
[2] se puede decir que en alrededor del 60% de los ejercicios se fija de ante-
mano el nivel de significación (usualmente se fijan 5% o 1%), en los textos
[3] y [4], se tiende a no fijarlo de antemano. Por otra parte, en el texto [1], a
pesar de utilizar con mucho énfasis la noción de p-valor también se suele
establecer de antemano un nivel de significación. Esto es explicable en
parte, por la necesidad que se tiene de hacer que el problema tenga una res-
puesta precisa (se rechaza o no se rechaza).
Finalmente y volviendo al texto [1], en este se hace una presentación
formal y detallada de dos algoritmos que pueden ser utilizados para solu-
cionar los problemas de tests de hipótesis. El autor los llama ‘aproximación
clásica’ y ‘aproximación al p-valor’. Esencialmente la diferencia entre
ambas aproximaciones es el tipo de comparación que se establece para
tomar la decisión de rechazo o no de la hipótesis nula: mientras que en la
primera se comparan valores del dominio de un modelo de distribución, en




Este es uno de los aspectos que se debería manejar con más cuidado en los
textos, pues detrás del tratamiento que se le da a la formulación de las hipó-
tesis está presente la lógica del contraste. 
A la hipótesis nula usualmente se le atribuye el sentido de ser la hipóte-
sis donde se expresa la nulidad o algo así como “no han cambiado las
 







































cosas”. Por ejemplo, en el texto [3] (p. 242 a 254) se compara la lógica de
la formulación de hipótesis con el procedimiento que se sigue en un juicio
para juzgar a un acusado. Se utiliza en un sentido metafórico, la compara-
ción entre la hipótesis nula y la hipótesis de inocencia o “el principio de
inocencia” de un acusado. 
En el texto [2] (pp. 206-207) se utiliza un enfoque en el que se men-
ciona la noción de prueba indirecta. Se refieren a la prueba que en la lógica
matemática corresponde a la prueba por contradicción o reducción al
absurdo. Sin embargo, en este caso es una prueba indirecta en un sentido
inferencial. Por ejemplo, en dicho texto dice: 
 
[...] por el contrario, puesto que la hipótesis alternativa no puede ser
probada ni rechazada directamente, no podremos probar nunca la hi-
pótesis nula rechazando la hipótesis alternativa. [...] en la práctica,
muchos investigadores usan indistintamente las expresiones «fraca-
sar en rechazar la hipótesis nula» y «aceptar la hipótesis nula». (p.
206)
 
Desde nuestro punto de vista, pensamos que no es fácil para los estudiantes
comprender en toda su complejidad la lógica que hay detrás de la formula-
ción de las hipótesis. Por ello se cae, casi que irremediablemente, en aproxi-
maciones como las que se presentan en el texto [1] que simplifican y
mecanizan y el razonamiento que debería estar presente detrás de la formu-
lación. Esto se puede ilustrar en el texto [1] (pp. 390 y 407) en un cuadro
donde se resumen las frases más comunes que aparecen en las representa-
ciones verbales de una situación de test de hipótesis y la forma como se pue-
den traducir a la formulación del test de hipótesis en términos simbólicos
(ver Tabla Nº 6).
A nuestro modo de ver, de aquí se deriva indirectamente una regla de acción
que en la práctica de la formulación de hipótesis se traduce en la frase:
“siempre debe haber un igual en la hipótesis nula”. Esta es una regla de ac-
 
Tabla Nº 6. Frases más comunes y sus negaciones 
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ción que posibilita el que los estudiantes resuelvan los problemas, pero no-
civa en términos de la comprensión de la lógica que hay detrás del contraste. 
Otro punto sobre el cual encontramos necesario hacer algunos comenta-
rios, es la poca presencia en prácticamente todos los textos, de la formula-
ción de hipótesis alternativas simples. La Tabla Nº 1, refleja implícitamente
este hecho. Las consecuencias de esto son una adherencia mucho más mar-
cada por una posición “fisheriana” hacia el test de hipótesis que hacia la
posición de Neyman-Pearson de ver un test de hipótesis no como poniendo





En esta sección nos vamos a referir a algunas de las características de los
textos en cuanto a la presentación de los conceptos de distribución muestral
y modelos de distribución. Con respeto a los modelos de distribución mira-
mos en particular la forma como se presentan las ideas de valores críticos y
regiones de rechazo. 
Para empezar, los texto [1] y [3] se caracterizan por introducir el tema
de distribución muestral (pp. 328 y 206 respectivamente) por medio de pre-
guntas. Por ejemplo, en [1] luego de decir que se ha extraído una muestra
de la población, se pregunta: ¿usted espera que el valor de la media mues-
tral sea exactamente igual al valor de la media de la población? y en [3], se
pregunta: ¿qué tan segura es la inferencia que se puede hacer con base en la
información que arroja una sola muestra? Aunque la pregunta planteada en
[3] es más general, en ambos textos ([1] y [3]) la argumentación introducto-
ria desemboca en la presentación de ejemplos hipotéticos de poblaciones
pequeñas en las que se simula el proceso de extracción de muestras. En este
sentido, el texto [2] presenta algunas diferencias con respecto a [1] y [3].
En primer lugar, se presenta la definición formal al principio de la argu-
mentación introductoria y no al final, en segundo lugar, prácticamente no se
utilizan representaciones gráficas y tabulares del proceso de construcción
de la distribución muestral y en tercer lugar, no se establece una conexión
inmediata con el teorema de límite central para la media muestral. 
En cuanto al texto [4], por ser este continuación del texto [3] en la pro-
puesta de diseño curricular que se había planteado inicialmente, se conside-
ran muy pocas discusiones alrededor del concepto de distribución muestral.
En todo caso, para mostrar algunas de las diferencias entre las distribucio-
nes t-student y normal, se ilustra, a través de un ejemplo de construcción de
una distribución muestral, la diferencia en la variabilidad (pp. 29-32). 
Con respecto a las formas de representación gráficas y tabulares de las
distribuciones, hay que señalar que la introducción del uso del p-valor,
motiva una diferencia en la presentación de algunas cuestiones en los tex-
tos. Por ejemplo, las tablas que se presentan en el texto [1] presentan aspec-







































• Se presentan de manera formal tablas de p-valores para las dis-
tribuciones normal y t-student.




 o p-valor en las
representaciones gráficas de las tablas de distribución.
• Presenta una tabla donde se puede mirar directamente la signifi-
cación del resultado de una correlación muestral.
• Presenta una tabla que permite estimar de manera directa inter-
valos de confianza del 95% para el coeficiente de correlación de
una población.
• Presenta una pequeña extracción con los valores más utilizados
para situaciones de tests unilaterales y bilaterales con sus res-


























Con respecto al papel de los profesores en la enseñanza de la estadística
vamos a hacer algunos comentarios que se basan en las experiencias que se
han compartido con los diferentes profesores que han dictado los cursos de
Estadística 1 y Estadística 2, desde 1989 a 1996. La interacción con estos
profesores se generó principalmente en las reuniones de coordinación que
se desarrollaron a lo largo de este periodo y en algunas charlas informales.
Hemos organizado los comentarios tratando de responder a varias de las
preguntas que se relacionan con la forma como se han manejado los proble-
mas de estadística que se les proponen a los estudiantes y a la forma como
se manejan las clases de estadística. Queremos de esta manera reflejar
como es la situación con respecto a cuestiones que pensamos favorecen o
desfavorecen el cómo creemos que se debe enseñar estadística.
 
¿Se favorece el trabajo individual con respecto al trabajo en grupo?
 
Al respecto pensamos que hay que ganar experiencia para poder dirigir dis-
cusiones cuando se trabaja con los estudiantes dentro de una atmósfera
abierta a la experimentación. Predominan los contextos que favorecen el
individualismo, pero pensamos que se pueden cambiar por situaciones
donde los estudiantes, formados en pequeños grupos, intercambien sus
ideas. 
 
¿La mayoría de los problemas se dejan para resolver individual-
mente en la casa y su solución se revisa en la clase?
 
Los profesores en general están sujetos a cumplir el programa cueste lo que
cueste. Usualmente, se limitan a corregir ellos mismos las tareas asignadas
en el programa para la casa o a pasar al tablero a un estudiante para revisar-
las. Luego, pasan rápidamente al próximo tópico y se repite nuevamente
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esta rutina. Sin embargo, cuando se piensa que la estructura de una clase de
estadística no se debe ceñir de manera estricta a una programación preesta-
blecida, se deja pie para una mayor libertad de acción. Por ejemplo, una
tarea que inicialmente se había previsto para una clase podría tomar tres
días para que los estudiantes realmente tengan tiempo de experimentar y
desarrollar “correctamente” un problema. Muchas veces se presentan ideas
que son sugeridas por los estudiantes, que vale la pena que sean considera-
das en la mitad de una clase, a pesar de que el tiempo se pueda agotar y no
se alcancen a asignar las tareas del día siguiente. Es difícil que un profesor
este dispuesto a aceptar que esto suceda.
¿En general cada problema sólo tiene una respuesta o sólo se
discute un método de solución?
Parece que es problema de todos los profesores, el que tengan dificultades
para transmitir, manejar o generar situaciones didácticas donde “las mate-
máticas” que se trabajen no necesariamente tengan una única respuesta. Se
reconoce la dificultad para construir situaciones donde se pueda hacer
explícito el que haya varias respuestas dependiendo de cómo se interprete
el problema. Y aunque la mayoría de profesores parece que comprenden los
procesos de enseñanza que se deben llevar a cabo, no se involucran real-
mente con el espíritu de los materiales y de las técnicas del desarrollo curri-
cular. Con mucha frecuencia se omiten algunos puntos de análisis y se
enfoca el desarrollo del curso mucho más en la maestría del manejo de
herramientas. Por ejemplo, en el diseño de proyectos de investigación que
se proponen los estudiantes, usualmente no se reconocía que un mismo
conjunto de herramientas básicas puede ser aplicado con diferentes niveles
de sofisticación y a diferentes conjuntos de datos, o que diferentes maneras
de analizar un mismo conjunto de datos, pueden llevar a revelar diferentes
conceptos. 
¿Se hace muy poco uso de recursos tecnológicos?
En los cursos Estadística 1 y Estadística 2, los profesores y los estudiantes
han utilizado en semestres anteriores recursos tecnológicos tales como
computadores y más recientemente calculadoras gráficas. 
En lo que se refiere a computadores se ha utilizado el programa de aná-
lisis estadístico Stat View (versión 4) y la hoja de cálculo Excel (versión 4
para Macintosh). Y en cuanto a la calculadora gráfica se utilizó la TI-85 de
Texas Instruments. A continuación comentamos brevemente algunas de las
principales características de tipo didáctico relacionadas con cada uno de
estos.
Stat View. Fue utilizado en los cursos de Estadística 1 y Estadística 2 a fina-
les de los años 80 y comienzos de los 90. De hecho en la segunda edición
de Perry et al. (1989, pp. 359-379), se incluye un capítulo que ilustra ele-
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mentos básicos de su manejo. Su utilización se dio principalmente en el
contexto de proyectos de investigación que fueron realizados por estudian-
tes. Un ejemplo con las características y el contenido de este tipo de pro-
yectos se encuentra en Jaramillo (1989).
Excel. Ha sido principalmente utilizado en el curso de Estadística 2, como
apoyo para la realización de proyectos similares a los mencionados en el
párrafo anterior. Aunque contiene un módulo especial para análisis estadís-
tico, su utilización también se puede enfocar para hacer énfasis en la defini-
ción de procedimientos. Por ejemplo, se pueden proponer tareas en donde
los estudiantes deban definir concretamente el proceso de un test de hipóte-
sis para un conjunto de datos y hacer que ellos mismos se ideen la forma en
que deben resumir y presentar los resultados.
Calculadora gráfica TI-85. Su utilización se introdujo en el segundo
semestre de 1994 en el curso de Estadística 2, para introducir el tema de
correlación (Fernández y Monroy, 1995). Luego se extendió su utilización
para el manejo de otros temas. En particular, su utilización se tuvo en
cuenta en el diseño, desarrollo y evaluación de las tres situaciones proble-
máticas de tests de hipótesis que se analizan en esta investigación.
¿Cómo son las actitudes y la motivación de los estudiantes hacia los
problemas que se les presentan?
La experiencia nos dice que es difícil lograr que ellos “se apropien” verda-
deramente de un problema estadístico. Aunque creemos que el gusto y las
actitudes por la estadística pueden cambiar en la medida en que las situa-
ciones que se presentan al estudiante sean de su interés, pensamos por una
parte, que si las situaciones que se trabajan están enfocadas más en el inte-
rés de ellos, los estudiantes pueden tener la creencia de que no son “verda-
deras matemáticas” creencia que en algunos casos puede constituirse en el
mayor obstáculo. Y por otra parte, vemos que los estudiantes encuentran
frecuentemente dificultades para comunicar sus ideas y para la realización
de análisis. Por ejemplo, dado un problema, ellos pueden hacer un test de
hipótesis y llegar a una respuesta, pero posiblemente no comprenden, en
términos del contexto del problema, lo que se les está preguntando. 
Por otra parte, el progreso de los estudiantes muchas veces se gradúa
con base en las respuestas correctas que ellos dan a pruebas de evaluación
que no son coherentes con el aprendizaje que realmente deseamos que ocu-
rra en ellos. Es necesario proponer nuevas formas de evaluación consisten-
tes con nuestras metas de aprendizaje y de desarrollo de actitudes. Así pues,
esta fue una de las metas que nos propusimos al hacer el diseño de las tres
situaciones problemáticas de estadística. En los capítulos que siguen se pre-
















































En esta situación problemática se trabajó el tema de tests de hipótesis para
inferir acerca de la proporción en una población. El diseño contempló la
elaboración de dos problemas: uno que se pudiera resolver con base en la
aplicación de la distribución binomial o con la aproximación normal de
dicha distribución, y el segundo, que se pudiera resolver, sólo con la aplica-
ción de la distribución binomial.
Para llegar a la concreción del diseño se hizo un análisis didáctico que
contempló tres dimensiones: por un lado, se realizó un análisis del conte-
nido estadístico del tema que siguió el esquema planteado en los capítulos
2 y 3. Luego, se hizo el análisis de algunos de los aspectos del aprendizaje.
En particular, se eligió concretamente un tipo de situación problemática y
se miró en ésta, los conceptos y procedimientos que se ponían en juego, se
hicieron algunas conjeturas acerca de los posibles errores que podrían
cometer los estudiantes al resolver el problema y también se miraron algu-
nos aspectos relacionados con el lenguaje estadístico utilizado. Este último,
se hizo con base en el análisis del uso de representaciones externas y sus
formas de traducción. Por último y con base principalmente en el análisis
del texto que debían leer los estudiantes antes de enfrentarse al problema
propuesto, se miró la dimensión de la enseñanza.
La forma como se aplicó la situación problemática se puede resumir en
tres pasos. Primero, los estudiantes resolvieron la situación de manera indi-
vidual y la entregaron por escrito. Segundo, los profesores la revisaron,
identificaron y luego señalaron los errores de los estudiantes para planear la
sesión de trabajo en grupo. Tercero, los estudiantes se reunieron de nuevo
en la clase, trabajaron en grupo y su tarea consistió en la explicación y en la
corrección de los errores que se les habían señalado. Además, se miró con



















En esta sección solamente se hace alusión a los conceptos que están referi-
dos en cada una de las unidades de análisis conceptuales propuestas en los
capítulos 2 y 3. Dado que los posibles conceptos y procedimientos que







































formulación del problema que se proponga finalmente a los estudiantes,
esta especificación se hará en la sección que presenta los aspectos del análi-






Los problemas de estadística que se relacionan con la inferencia acerca de
una proporción consideran de manera implícita o explícita lo que en la lite-
ratura se denomina como experimentos aleatorios de Bernoulli. Un experi-
mento de Bernoulli sólo tiene dos resultados posibles que suelen
denominarse con el nombre de éxito o fracaso. Usualmente se asocia el
valor 1 al éxito y el valor 0 al fracaso. Entonces, el valor de una variable
binomial se obtiene cuando se hace el conteo del número de éxitos que se




El tamaño de la población que normativamente se debe asociar a una expe-
riencia de tipo binomial es infinito. Esto se debe a los supuestos de inde-
pendencia y de permanencia constante de la probabilidad de éxito que
caracterizan un experimento binomial. Sin embargo, aunque en la práctica
la mayoría de poblaciones consideradas son finitas, el tamaño de la muestra
extraída de la población usualmente será tan pequeño comparado con el de
la población, que para propósitos prácticos podrá considerarse que la




Dado que en la práctica la mayoría de poblaciones son finitas, para obtener
una muestra que satisfaga el supuesto de la permanencia constante del valor
de la probabilidad de éxito, se debe hacer un muestreo con sustitución. En
todo caso, cuando suceda que el tamaño de la muestra es relativamente
grande comparado con el de la población se debe considerar según la teoría




Cuando las muestras son muy pequeñas es posible que no tenga sentido
establecer a priori niveles de significación tradicionales tales como 5% o
1%. Esto es debido a que la distribución binomial no es continua y por lo
tanto no se pueden establecer niveles de significación sobre un espectro de
valores que sea continuo.
 
Medidas de resumen estadístico
 
Hay tres formas como se pueden establecer medidas de resumen asociadas































en términos de porcentajes; otra, en términos de proporciones y la otra en
términos de frecuencias absolutas. Formalmente, la proporción se puede
definir como una media aritmética (suma de los unos y ceros de los éxitos y
fracasos de los experimentos de Bernoulli dividido por el tamaño de la







Aunque como se mencionó anteriormente, hay tres maneras de resumir
estadísticamente los resultados asociados a una experiencia binomial, la
proporción del número de éxitos en una población es la forma usual como
se establece el parámetro de estudio. De otro lado, también la proporción
poblacional se identifica con la probabilidad de éxito de la variable dicó-




Con relación a la forma en que se hace referencia a la hipótesis de investi-
gación, en general, se tendrá una sospecha concreta con respecto al valor de
la proporción en la población. Sin embargo, también se pueden presentar
casos en donde no se menciona de manera explícita el valor del parámetro.
Por ejemplo, uno de los casos más conocidos es el de la moneda que se sos-
pecha que está cargada. En este caso, como se explica en la próxima sec-







El “Principio de indiferencia” predica atribuir las misma probabilidad (0.5)
de ocurrencia a los dos posibles resultados de la variable de Bernuolli. Por
esto, en el ejemplo donde se considera una secuencia de lanzamientos de
una moneda, el planteamiento de las hipótesis estadísticas con las cuales se
quiere determinar si la moneda está o no cargada, debe asumir, bajo la
hipótesis nula, el “Principio de indiferencia”, es decir, suponer que la
moneda no está cargada. Por ejemplo, si no se tiene sospechas de hacia que
lado está cargada la moneda, el planteamiento debería ser de la forma Ho: p








Además de la lógica general que hay detrás de los contrastes de hipótesis,
sólo se presentan, como casos particulares, los problemas donde es necesa-
rio recurrir al “Principio de indiferencia”. Con la diferencia de que en estos












































En la aproximación a la distribución normal se pueden considerar como
estimadores tanto el total de éxitos (representado simbólicamente como
“x”), como la proporción muestral (es decir, “x/n”, representado simbólica-
mente como “ ” y donde n representa el tamaño de la muestra). Para el
caso en el que no se quiera o no sea apropiado realizar la aproximación nor-
mal, no es necesario calcular un estadístico de prueba. En este caso estare-




Al utilizar la aproximación normal de la distribución binomial, se pueden
presentar dos casos. El primero, ocurre cuando se considera directamente el
número de éxitos, caso en el cual el error estándar asociado es ,
donde “p” representa el valor de la proporción en la población, “q” es “1 -
p” y “n” es el tamaño de la muestra). El segundo caso ocurre cuando se
considera la proporción muestral como estimador, en este caso el error
estándar de la proporción se estima con .
 
Estadísticos para tests de hipótesis
 
Si se trabaja con la distribución binomial no es necesario calcular un error
estándar, pues la significación del resultado muestral se establece directa-
mente con base en la distribución que se debe elegir según el supuesto que
se tenga en la hipótesis nula. Cuando no se utiliza la distribución binomial,
el estadístico de prueba está dado por el cociente entre las diferencia del
total de éxitos obtenido y valor el esperado bajo la hipótesis nula o por la
diferencia entre la proporción muestral y el valor de la proporción bajo la
hipótesis nula, dividido por el respectivo error estándar, según el caso con-




El tests de hipótesis para una proporción está basada en una distribución
binomial y por lo tanto cuando esta se aplica se estará ante un test de tipo
no paramétrico. Esto quiere decir que se estará ante un test donde no es
necesario estimar otros parámetros diferentes al de la proporción misma










































la distribución. Tampoco es necesario suponer que la población de la cual




Distribución muestral de proporciones
 
La distribución muestral de proporciones queda completamente determi-
nada con la distribución binomial. Esta distribución, al igual que en los
casos de las otras dos situaciones que fueron trabajadas en esta investiga-
ción, se puede aproximar por medio de la distribución normal si se satisfa-
cen condiciones relacionadas con el tamaño de la muestra y el valor que




Los modelos de distribución de probabilidad asociados con los estimadores
de proporción o del total de éxitos son el binomial y el normal. En teoría
siempre se debería utilizar el modelo binomial. Sin embargo, es usual que
por dificultades técnicas no se pueda utilizar la distribución binomial, lo
cual ocurre normalmente cuando el tamaño de la muestra es muy grande. 
 
Distribución del estadístico de prueba
 
Realmente sólo se considera la utilización de un estadístico de prueba
cuando no se puede utilizar la distribución binomial. Si este es el caso, pue-
den utilizarse los estadísticos de prueba mencionados en el tercer apartado
de la sección de herramientas. También se puede entonces, utilizar la distri-




E. Análisis e interpretación de resultados
 
Los conceptos que se manejan a nivel de esta unidad de análisis son genera-
les y aplicables a las otras situaciones problemáticas que se van a conside-
rar. De todas formas haremos una breve referencia a los conceptos que se
ponen en juego en esta unidad.
 
Nivel de significación estadística
 
Se define con base en la distribución teórica que se utilice y teniendo en
cuenta el establecimiento de la hipótesis nula. Formalmente se puede
expresar como  = P(Rechazar Ho / Ho es cierta). En este caso P( | ) sería
la función de densidad de probabilidad condicionada por la hipótesis nula.





Hay dos tipos de error, el de tipo I o  que consiste en rechazar la hipótesis
nula cuando en realidad es verdadera, y el de tipo II o b que consiste en no









































rechazo, menor será la probabilidad de cometer un error de tipo I y mayor




Dado el resultado muestral, el p-valor es el mínimo nivel de significación
que es necesario establecer para empezar a rechazar la hipótesis nula.
Dependiendo del planteamiento de las hipótesis tiene una definición

















Esta sección se divide en tres subsecciones. En la primera se describen
algunas de las características de los tipos de situaciones problemáticas que
consideran inferencias acerca de la proporción de una población. En la
segunda se presentan las dos situaciones problemáticas que se propusieron
a manera de ensayo piloto, la manera como se aplicó y algunos comenta-
rios relacionados con la evaluación de las mismas. Finalmente, en la tercera
subsección, se presenta la propuesta definitiva, los conceptos y procedi-
mientos que se ponen en juego en dicha propuesta y los errores que pensa-
mos —a priori— que se iban a identificar en los estudiantes y algunos
comentarios acerca del uso de representaciones externas relacionadas con
el concepto de nivel de significación.
 
Situaciones problemáticas: caracterización del tipo de 
problemas
 
Como una primera aproximación para analizar los fenómenos que usual-
mente ponen en juego el tema que nos ocupa, se hizo la recopilación de una
serie de problemas de inferencia acerca de la proporción de una población
que aparecen en la práctica. Con base en dicha recopilación se miraron
algunos los constructos hipotéticos utilizados en cada problema, es decir, la
idea general del fenómeno a partir del cual se planteaba el problema. 
Como resultado de la revisión hecha, y sin tener en cuenta la frecuencia
con la que se presentó cada constructo, se concluyó que se utilizan estima-
ciones de proporciones en campos tales como: mercadeo, juegos de
apuesta, demografía, psicología, industria, ciencia política y salud, entre
otros. Algunos ejemplos particulares relacionados con cada uno de los cam-
pos mencionados son:
• Proporción de usuarios de un cierto artículo (mercadeo).
• Probabilidad de ganancia en una ruleta (juegos de apuestas).
































• Proporción de personas que reaccionan favorablemente ante
cierto estímulo (psicología).
• Proporción de artículos defectuosos en un lote de producción
(industria).
• Proporción de votantes por un candidato político (ciencia polí-
tica).
• Proporción de personas contagiadas por el SIDA (salud).
Por otra parte, la revisión de los tipos de problemas que usualmente se pre-
sentaban se clasificó en dos grandes tipos: problemas de estimación de una
proporción (sin tener conocimientos a priori de su posible valor) y de la re-
visión de la ocurrencia de una cierta proporción.
 
Problemas de estimación de una proporción. 
 
Este tipo de problema se le
plantea con mucha frecuencia a compañías de consultoría. Por ejemplo, los
muestreos de opinión que se publican en la prensa que reflejan las posibili-
dades de que un candidato dado gane las elecciones, son problemas donde
se estima la proporción de personas que estarían dispuestas a votar por el
candidato. En general este tipo de estimaciones suele utilizar dos conceptos
estadísticos: margen de error y nivel de confianza. En este tipo de casos
indirectamente se puede generar un problema de decisión para el candi-
dato: seguir o no en la candidatura. 
 
Problemas de revisión de la ocurrencia de una cierta proporción. 
 
En esta
categoría se consideran los problemas donde se plantea la necesidad de
controlar con determinada frecuencia si un proceso, en el que se sabe que
usualmente ocurre un fenómeno con cierta proporción, se está o no alte-
rando. 
Desde el punto de vista fenomenológico y didáctico consideramos que
el primer tipo de problemas surge de manera más natural en la práctica. Por
ello, en las pruebas piloto, la primera parte del enunciado del primer pro-
blema se puede clasificar como problema de este primer tipo. 
En realidad, al principio de la investigación no se había considerado la
necesidad de restringir el campo de problemas de estadística que queríamos
estudiar a los tests de hipótesis. Los problemas del primer tipo se ajustan
más a problemas en los que se debe manejar la estimación con base en
intervalos de confianza. Por esta razón y a pesar de la importancia que tiene
el considerar problemas del primer tipo, decidimos plantear a los estudian-
tes una segunda prueba piloto en la que sólo se tratara con problemas de la
segunda clase.










































Primera propuesta: “La infidelidad y la iniciativa de separación en
las relaciones de pareja”
 
Uno de los temas que con cierta regularidad se comenta en sema-
narios y periódicos colombianos es el tema de la las relaciones de
pareja. Los temas de infidelidad y de separación o divorcio de pare-
jas son “pan de cada día” dentro de una sociedad como la nuestra.
Un estudio de opinión sobre los temas anteriores fue recientemente




. Según lo publicado por esta
revista, se afirma que la infidelidad ayuda a mantener más estable
la relación de pareja y que además —contrario a lo que se podría
esperar en una sociedad machista como la nuestra— que las muje-
res son más infieles que los hombres. Por otra parte, menciona que
la persona que toma la iniciativa de separación en una relación de
pareja, es la mujer en un mayor porcentaje que el hombre. Además
atribuye a las conductas machistas la causa principal de las separa-





Parte I. Cuestiones técnicas del muestreo
 
Para justificar porqué para el margen de error de 3.5%, corresponde
un tamaño de muestra de 800, un estadístico explicó que en este
muestreo para los diferentes parámetros P de proporciones que se






 habitantes casados, separados o en unión 
libre, de las ciudades de Bogotá, Medellín y Cali.
 
Tamaño de la muestra:
 
 se tomó una muestra de tamaño 784 estra-
tificada según el número de habitantes por ciudad, el sexo, la con-




 se elaboró un cuestionario para ser autodiligenciado 




 La información fue recogida entre el 23 de 
marzo y el 5 de abril de 1995.
 





Firma encuestadora: OLFELIBE de Colombia 
Tabla A. 
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intervalo de confianza dado en general por [  ± 0.035] con un nivel
de confianza del 95%. El valor de  depende en particular del pará-
metro P que se esté estimando, sin embargo, para propósitos de
calcular el tamaño de la muestra se puede asumir que el error
máximo se comete cuando p=0.5. 
1) Un estudiante afirma que el “margen de error” es precisamente el
“error estándar del estimador ” es decir la expresión . El
estudiante está equivocado. Explique porqué y aclare cuál o qué
es realmente el margen de error.
2) ¿Por qué el estadístico afirma que el error máximo se da cuando
p=0.5? 
3) ¿Cómo se obtiene concretamente el valor del margen de error de
0.035? 
4) Completen la información de la tabla siguiente. En otras pala-
bras, encuentren cuáles deben ser los tamaños de las muestras
para los márgenes de error y confiabilidad indicados. Nota: Para
el cálculo anterior es necesario hacer un supuesto acerca de P.
Discútase también a qué supuesto nos estamos refiriendo y por-
qué es razonable hacerlo.
5) Explique como varían el error y la confianza según cambia el
tamaño de la muestra. Para ello debe haber llenado la tabla ante-
rior y observarla con cuidado.
6) La revista 7-AL DIA tuvo que considerar tres propuestas de
muestreo:
a. OLFELIBE de uniandes: fue el presupuesto aceptado y
cobraron $2000 por encuesta trabajando con un margen de
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b.  NIELSEN de Colombia: cobraban $500 pesos por encuesta,
pero trabajaban con un margen de error de 0.01 y una confia-
bilidad del 95%.
c.  GALLUP International: cobraban $1000 pesos por encuesta,
trabajando con un margen de error de 0.035 y una confiabili-
dad de 90%.
¿Si usted fuera el gerente de la revista hubiera aceptado la primera
propuesta? ¿por qué?
Parte II: ¿Ha sido usted infiel?
Estudios recientes realizados por una universidad privada mostra-
ron que más del 80% de las mujeres son infieles. La pregunta plan-
teada con la cual se sustentó la investigación fue: “¿Ha sido usted
infiel?”. La misma pregunta se envió por correo a profesores de
tiempo completo de nuestra Universidad como parte de una
encuesta que buscaba explorar la problemática de la relación de
pareja al interior de la misma. La encuesta fue respondida por un
total de 40 profesores y los resultados de esta encuesta fueron los
siguientes:
1) Con base en los datos anteriores que puede usted concluir con
relación al estudio realizado anteriormente.
2) ¿Entre qué valores está la proporción real de profesores infieles
en nuestra Universidad? 
3) Investigar qué puede suceder con los valores estimados en el
punto anterior si se sabe que la población de profesores de
tiempo completo en la Universidad es de 180. 
Parte III. ¿Cree usted que la infidelidad ayuda a mantener la
relación de pareja?
1) La revista Semana de Abril 18 a 25 de 1995 mostró que el 50%
de las personas estaban de acuerdo con que la infidelidad ayuda
a mantener la relación de pareja. ¿Los datos de la revista 7-AL
Mujeres Hombres
Respondieron SI 19 16
Respondieron No 1 ?
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DIA son consistentes con los de la revista Semana?
Según la revista 7-AL DIA entre qué valores porcentuales pode-
mos afirmar que los colombianos no estamos de acuerdo con
que la infidelidad ayude a mantener la relación de pareja.
Aplicación
Este problema fue diseñado para trabajar durante tres sesiones de clase de
una hora cada sesión. Aunque la idea inicial era trabajar cada una de las
partes en cada sesión de clase, sólo se trabajó durante dos sesiones de clase
y la tercera parte no se consideró. En la primera sesión se pidió a los estu-
diantes que resolvieran en grupos de tres estudiantes la parte I del problema
y que entregaran, al terminar el tiempo programado, una solución escrita
por grupo. La segunda sesión también estaba planeada para trabajar en
grupo y así se hizo. El papel del profesor durante la aplicación fue el de
apoyar a los grupos que solicitaban ayuda para aclarar dudas. En esta pri-
mera prueba no se trabajó con la metodología basada en la corrección de
errores. 
Evaluación
La aplicación de este cuestionario reflejó la gran dificultad que tenían
muchos estudiantes para responder. Algunas de las concepciones erradas
que se evidenciaron en las respuestas escritas de los estudiantes y en los
diálogos con ellos con relación a la primera parte del enunciado son:
• En la primera pregunta, varios estudiantes asociaban el margen
de error con una probabilidad. Por ejemplo, pesaban que como
el nivel de confianza era del 95%, entonces había un margen de
error del 5%.
• La segunda pregunta no fue entendida por los estudiantes y fue
necesaria la intervención del profesor para aclarar el punto.
• Los puntos 3, 4 y 5 fueron resueltos por la mayoría de los estu-
diantes sin mayores tropiezos. Sin embargo, esto no habría suce-
dido si el profesor no interviene para aclarar el segundo punto. 
• El sexto punto, se hace evidente el descontrol de los estudiantes
al querer encontrar una respuesta única a un problema que no
tiene respuesta única.
¿La infidelidad ayuda a mantener la relación de pareja?
Mujeres Hombres
Respondieron SI 285 300
Respondieron No ? 50
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En las respuestas de la segunda parte del problema, encontramos lo siguien-
te:
• La primera pregunta, que motiva realizar un test de hipótesis, no
fue abordada de esta manera por algunos estudiantes que prefi-
rieron utilizar un intervalo de confianza. Por otra parte, dentro
del grupo de estudiantes que la respondieron con base en un test
de hipótesis, se identificaron varios errores tales como: mal plan-
teamiento de la lateralidad del test e incluso ausencia del plan-
teamiento de hipótesis, interpretación errada de la decisión, etc.
• En la segunda pregunta, los problemas que se presentaron prin-
cipalmente estaban relacionados con la identificación del
tamaño de la muestra. Además, no era claro si se trataba sólo de
los profesores hombres o de todos los profesores, hombres y
mujeres.
• La tercera pregunta no fue respondida por la mayoría de estu-
diantes pues no les alcanzó el tiempo para considerarla.
Segunda propuesta
En un artículo que aparece en la revista SEMANA acerca de los
índices de violencia en Colombia, se presenta la siguiente informa-
ción con base en datos suministrados por algunas instituciones
como Bienestar Familiar, Policía Nacional, DANE, etc.
Un grupo de estudiantes de estadística que analizó la proporción “p”
de casos de extorsión con respecto a todos los casos de violencia re-
gistrados en el departamento de Antioquia, plantearon en un informe
de investigación las siguientes hipótesis estadísticas:
DEPARTAMENTO CIUDAD
ACCION DE 




Bog. Med. Iba. Cali
Extorsión 63 59 22 68 Extorsión 8 11 1 13
Terrorismo 21 19 5 27 Terrorismo 2 4 1 3
Secuestro 98 120 27 137 Secuestro 10 7 6 10
Maltrato Inf. 72 68 32 41 Maltrato Inf. 7 5 3 1
Tabla A. Número de acciones violentas 
en los deptos. más afectados según 
los casos registrados en 1994.
Tabla B. Número de acciones violentas en 
ciudades capitales con mayor índice de 
violencia registradas en 1994.
Ho: p = 26%
Ha: p < 26%
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De este planteamiento se pudo deducir que la hipótesis de investi-
gación era: La proporción de casos de extorsión con respecto a los
demás actos de violencia en el departamento de Antioquia no
supera el 26%. El mismo grupo de estudiantes planteó con respecto
a los actos de secuestro y maltrato infantil las siguientes hipótesis
estadísticas:
Para cada caso:
1) Determine cuál fue la hipótesis de investigación que los estudian-
tes debieron haber planteado.
2) Defina formalmente cuál es el parámetro de estudio.
3) Realice el test de hipótesis planteado. Utilice en nivel de signifi-
cación del 1%.
4) Encuentre un nivel de significación tal que la interpretación del
resultado del problema cambie de sentido. Es decir, determine un
nivel de significación tal que si no rechazó Ho, ahora si rechace
Ho o viceversa, si rechazó Ho ahora no se rechace Ho.
5) ¿Se justifica hacer el cambio del nivel de significación que se
sugiere en el punto anterior? Explique.
Aplicación
Este problema fue diseñado para trabajar durante dos sesiones de una hora
cada una. En la primera sesión se pidió a los estudiantes que resolvieran de
manera individual el problema enunciado y lo entregaran por escrito. Pre-
vio a la segunda sesión estaba planeado identificar lugares donde había
errores de los estudiantes, pero sin mencionar en que consistía el error.
La segunda sesión estaba planeada para trabajar en grupo. Los estudian-
tes debían revisar en grupos de tres estudiantes las respuestas que habían
presentado de manera individual y producir un nuevo informe escrito por
grupo. Fue en esta segunda prueba piloto cuando se empezaron a realizar
ensayos para implementar estrategias metodológicas basadas en la correc-
ción de errores.
Evaluación
El problema planteado es demasiado largo. Los estudiantes sólo pudieron
resolver uno de los dos casos en la sesión de trabajo individual. Por ello fue





Ho: p = 35% Ho: p = 20%
Ha: p > 35% Ha: p ≠ 20%
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necesario descartar el que los estudiantes presentaran la solución del segundo
caso. En la segunda sesión se trabajó en la corrección del caso que se había
presentado de manera individual. Se identificaron errores tales como:
• Falta de claridad para identificar el parámetro de estudio.
• Utilizar la aproximación normal de la binomial sin revisar los
supuestos de aproximación.
• Se utiliza el término nivel de confianza en lugar de nivel de sig-
nificación.
Propuesta definitiva 
Los resultados obtenidos en los ensayos piloto obligaron a replantear de
nuevo no sólo la formulación de las preguntas sino la metodología de apli-
cación. El cuestionario definitivo se dividió en dos partes, una para aplicar
de manera individual (una hora) y la otra para trabajar en grupo (una hora).
La segunda parte esencialmente es igual que la primera. En realidad en la
segunda parte se cambió la lateralidad de las hipótesis del test y los tama-
ños demuestra llevan a que se deba utilizar el modelo binomial. Los estu-
diantes podrían utilizar las calculadoras gráficas y tenían un entrenamiento
previo en su manejo. Los enunciados de esta propuesta definitiva se presen-
tan a continuación.
Primer cuestionario (parte individual)
En un artículo que aparece en la revista SEMANA se habla acerca
de los índices de violencia en Colombia. Dicho artículo presenta la
siguiente información:
Algunos investigadores que trabajan en el tema de la violencia afir-
man que:
Los casos de extorsión con respecto a todos los casos de vio-
lencia registrados en el departamento de Antioquía, no supe-
ran el 26%.
DEPARTAMENTOS




Maltrato Infan. 68 32
Tabla A. Número de acciones violentas en los deptos.
más afectados según los casos registrados en 1994.
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Con base en los datos sumistrados por la revista semana, analice la
afirmación anterior. Para ello, resuelva los siguientes puntos: 
1) Formule las hipótesis nula y alternativa correspondientes
2) Encuentre el p-valor y represéntelo gráficamente.
3) Determine un nivel de significación tal que se rechace Ho
4) Determine un nivel de significación tal que no se rechace Ho.
5) ¿Qué decisión tomaría con respecto a la afirmación? Explique
claramente su respuesta
El Gobierno Nacional ha destinado un presupuesto de 500 millones
de pesos para el departamento de Antioquia. El presupuesto sólo se
puede invertir en educación o en seguridad, pero no en ambos. La in-
versión se puede hacer en equipos y entrenamiento de personal para
reforzar al Grupo Gaula (grupo policivo especializado en antiterroris-
mo) o en colegios públicos, para materiales y capacitación de profe-
sores que favorezcan el desarrollo de P.E.I´s (proyectos educativos
institucionales) de mayor calidad. Suponga que la decisión sobre en
qué área (educación o seguridad) se debe invertir el presupuesto, de-
pende de si han aumentado o no los niveles de violencia. 
6) Analice, según el contexto, cuál es la incidencia de los errores de
tipo I y tipo II.
Segundo cuestionario (parte de trabajo en grupo)
En un artículo que aparece en la revista SEMANA se habla acerca
de los índices de violencia en Colombia. Dicho artículo presenta la
siguiente información: 
Algunos investigadores que trabajan en el tema de la violencia afir-
man que:
Los casos de secuestros en la ciudad de Ibagué son mayores
que el 35%.
CIUDADES




Maltrato Infan. 7 3
Tabla B. Número de acciones violentas en ciudades capitales
con mayor índice de violencia registradas en 1994.
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Con base en los datos sumistrados por la revista semana, analice la
afirmación anterior. Para ello, resuelva los siguientes puntos: 
1) Formule las hipótesis nula y alternativa correspondientes
2) Encuentre el p-valor y represéntelo gráficamente.
3) Determine un nivel de significación tal que se rechace Ho
4) Determine un nivel de significación tal que no se rechace Ho. 
5) ¿Qué decisión tomaría con respecto a la afirmación? Explique
claramente su respuesta
El Gobierno Nacional ha destinado un presupuesto de 200 millones
de pesos para el departamento de Tolima. El presupuesto sólo se
puede invertir en educación o en seguridad, pero no en ambos. La
inversión se puede hacer en equipos y entrenamiento de personal
para reforzar al Grupo Gaula (grupo policivo especializado en antite-
rrorismo) o en colegios públicos, para materiales y capacitación de
profesores que favorezcan el desarrollo de P.E.I´s (proyectos educa-
tivos institucionales) de mayor calidad. Suponga que la decisión
sobre en qué área (educación o seguridad) se debe invertir el pre-
supuesto, depende de si han aumentado o no los niveles de violen-
cia. 
6) Analice, según el contexto, cuál es la incidencia de los errores de
tipo 1 y tipo 2
Conceptos y procedimientos que se ponen en juego
En la Tabla Nº 7 se presentan los conceptos y los procedimientos que supu-
simos que se debían utilizar para resolver el problema planteado. Se ha
señalado al frente de cada uno de los procedimientos contemplados la pre-
gunta del problema que motiva su utilización. En la misma Tabla Nº 7 tam-
bién se muestra la unidad conceptual que se asocia a cada conjunto de
conceptos y procedimientos y la fase de resolución de problemas en donde
supuestamente se ponen en juego. 
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Tabla Nº 7. Conceptos, y procedimientos 
que se ponen en juego, en el cuestionario
Conceptos, unidad 
conceptual y fase 
involucrada
Procedimientos asociados Item 
Variable
Unidad A Fase I
A1. Identificar la variable de estudio 
como binomial. 1
A2. Identificar la variable continua. 1
Muestra
Unidad A Fase I A3. Distinguir la población de la muestra. 2
Nivel de 
significación
Unidad A Fase I
A4.
 
Determinar un nivel de significación de 
modo que se rechace o no Ho.
3 y 4
Parámetros
Unidad B Fase I




Unidad B Fase I




Unidad B Fase I




Unidad B Fase I
B4. Establecer el contraste de hipótesis como 




Unidad C Fase II
C1. Calcular el valor de la proporción muestral 
estandarizarlo y ubicarlo en un gráfico. 2
Distribución del 
estadístico de prueba
Unidad D Fase II
D1. Identificar la distribución asociada al 
estadístico de prueba. 2
D2. Determinar el α de un valor de la 
estadística de prueba y graficarlo. 2
D3. Representar gráficamente las regiones de 
rechazo y no rechazo de Ho. 3, 4
Nivel de 
significación
Unidad E Fase III
E1.
 
Comparar el α con un p-valor para tomar 
una decisión.
3, 4 y 5
Error de tipo 1
Unidad E Fase III E2. Evaluar la incidencia del error de Tipo 1. 6
Error de tipo 2
Unidad E Fase III E3. Evaluar la incidencia del error de Tipo 2. 6
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Por otra parte, en la Tabla Nº 8 se presentan al frente de las interrelaciones
que se ponen en juego los ítems o las partes del enunciado donde de manera
implícita o explícita se debe tener presente dicha interrelación. En la última
columna se hace un breve comentario acerca de la interrelación en relación
con el ítem identificado.
Tabla Nº 8. Interrelaciones que se deben tener presentes en el cuestionario
Nº Interrelaciones Puesta en juego en Comentario
1
En la formulación del 
contraste de hipótesis se 
está ante un problema de 
decisión entre dos hipótesis 
de las cuales no sabemos 
cuál es verdadera.
Enunciado
Aparece de manera implícita en 
el enunciado del problema: 
“Algunos investigadores que 
trabajan en el tema de la 
violencia afirman que los casos 
de extorsión con respecto a todos 
los otros casos de violencia 
registrados en el departamento 
de Antioquía no superan el 26%”
2
Hay que diferenciar entre 
hipótesis nula e hipótesis 
alternativa. Cada una de 
ellas juega un papel 
diferente en el contraste.
1 El punto pide establecer esta diferencia de manera explícita
3
Hay que diferenciar entre 
hipótesis unilaterales y 
bilaterales. El 
procedimiento de contraste 
se ve afectado por esta 
distinción.
1, 3, 4 Hay que establecer esta diferencia de manera explícita
4
Existe la posibilidad de 
cometer un error de tipo I: 
rechazar una hipótesis nula 
verdadera.
6 Hay que establecer esta diferencia de manera explícita
5
El riesgo del error de tipo I 
viene medido por el nivel 
de significación.
3 
Aparece de manera implícita al 
pedir un valor para el nivel de 
significación que cumpla con la 
condición pedida se evalúa el 
riesgo del error.
6
Existe la posibilidad de 
cometer un error de tipo II: 
aceptar una hipótesis nula 
falsa.
6
La decisión lleva a que si no se 
rechaza se está en posibilidad de 
cometer error tipo II y se debe 
evaluar la consecuencia.
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7
Las hipótesis paramétricas 
se refieren a valores de los 
parámetros de las 
poblaciones
1 El punto pide establecer esta diferencia de manera explícita
10
El estadístico de prueba es 
una estandarización del 
estimador
2
Para determinar el p-valor es 
necesario evaluar el estadístico 
de prueba.
12
El estadístico es una 
función de los valores de la 
muestra, es una variable 
aleatoria 
2
Al utilizar la aproximación de la 
distribución binomial a la 
distribución normal se requiere 
de la proporción muestral para 
determinar el estadístico de 
prueba.
14
La distribución del 
estadístico depende del 
valor asociado a parámetros 
de la población. 
1
Se debe considerar el tamaño de 
la muestra para determinar el 
tipo de distribución asociada.
15
El nivel de significación es 
el área determinada por el 
valor crítico en la función 
de densidad de la 
distribución del estadístico 
en el muestreo, bajo la 
hipótesis nula.




significativo es un resultado 
cuya probabilidad de 
ocurrencia, en caso de ser 
cierta la hipótesis nula es 
menor que el nivel de 
significación.
5 y 6
Para tomar una decisión se deben 
comparar el p-valor y el nivel de 
significación.
17
La significación estadística 
no implica necesariamente 
la significación (relevancia) 
desde el punto de vista 
práctico.
5
Al tomar una decisión se debe 
tener presente la incidencia del 
tipo de error para el problema.
21
La distribución de un 
estadístico suele depender 
del tamaño de la muestra.
2, 3 y 4 El punto pide establecer esta diferencia de manera explícita
Tabla Nº 8. Interrelaciones que se deben tener presentes en el cuestionario
Nº Interrelaciones Puesta en juego en Comentario
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Una vez establecidos los conceptos, los procedimientos y las interrelaciones
que se ponen en juego en la situación problemática propuesta, pasamos a
considerar la parte donde se quiere describir las posibles dificultades asocia-
das a los errores identificados y algunas de las formas prevalentes de com-
prensión.
Errores a priori
A continuación describimos los errores que pensamos que sucederían antes
de proceder a la aplicación de la propuesta definitiva. Para organizar la des-
cripción utilizamos las cinco unidades conceptuales que se describieron en
el análisis de contenido. 
Relacionados con la unidad llamada ‘Datos’:
• No diferencia la población de la muestra.
• No distingue la proporción de la población de la proporción de
la muestra.
Relacionados con la unidad llamada ‘Formulación de hipótesis’:
• No reconoce el parámetro de estudio.
• No reconoce la lateralidad del test.
• Plantea las hipótesis refiriéndose al estimador y no al parámetro. 
25
El nivel de significación, 
junto con las hipótesis nula 
y alternativa y el estadístico 
de prueba determinan las 
regiones crítica y de 
aceptación en un contraste.
1, 3 y 4 El punto pide establecer esta diferencia de manera explícita
26
El p-valor del resultado de 
un estadístico de prueba 
depende de los datos de la 
muestra, de la formulación 
de las hipótesis y de la 
distribución del estadístico
1, 2 El punto pide establecer esta diferencia de manera explícita
27
El nivel de significación 
proporciona un criterio de 
decisión probabilístico, no 
un criterio matemático 
certero e incuestionable
3 y 4
Cuando se pide determinar un 
nivel de significación que cumpla 
con la condición dada sólo se 
espera que se rechace o no una 
hipótesis.
Tabla Nº 8. Interrelaciones que se deben tener presentes en el cuestionario
Nº Interrelaciones Puesta en juego en Comentario
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• Omite el signo “=” en la hipótesis nula y /o lo pone en la hipóte-
sis alternativa.
Relacionados con la unidad llamada ‘Herramientas’:
• Identifica mal el estimador: toma un tamaño de la muestra equi-
vocado.
• No calcula correctamente el valor del estadístico de prueba.
Relacionados con la unidad llamada ‘Distribuciones’:
• No identifica correctamente el nivel de significación.
• Representa de manera errada las regiones de rechazo y de no
rechazo de “Ho.”
Relacionados con la unidad llamada ‘Análisis e interpretación’:
• Compara probabilidades con valores z para tomar una decisión.
• Interpreta mal el error de tipo I o el de tipo II.
Manejo de representaciones externas
A continuación hacemos una revisión de algunas de las traducciones en
relación con la forma como se pone en juego el concepto de nivel de signi-
ficación en la propuesta definitiva. Como veremos, la calculadora gráfica
puede jugar un papel importante en la resolución de problema, al facilitar
las representaciones tabulares y gráficas de las distribuciones binomial y
normal.
1. Traducción de tablas a situaciones (descripciones verbales). En este sen-
tido los puntos 3 y 4 del cuestionario piden explícitamente determinar un ni-
vel de significación para rechazar (punto 3) y no rechazar (punto 4) la
hipótesis nula. Se debe buscar en la tabla estos niveles y escribir la explica-
ción en el papel. Aquí la calculadora gráfica puede jugar un papel interme-
dio. Si el estudiante luego de obtener el valor de la estadística de prueba, lo
introduce en la calculadora para producir una representación gráfica, ten-
dríamos en juego una representación más y un procedimiento de interpreta-
ción apoyando el razonamiento. 
2. Traducción de situaciones (descripciones verbales) a tablas. En esta di-
rección es como usualmente se plantea la búsqueda no del nivel de signifi-
cación, sino del valor crítico correspondiente al nivel de significación dado.
Este tipo de traducción no se plantea directamente en ninguno de los puntos
del problema propuesto. 
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3. Traducción de gráficas a situaciones (descripciones verbales). Como no
ocurre normalmente estamos esperando que ocurra por intermedio de la cal-
culadora gráfica como ya se comentó en el primer caso. 
4. Traducción de situaciones (descripciones verbales) a gráfica. Cuando en
el punto 2 se pide que se represente gráficamente el p-valor, se esperaría que
el estudiante lo tuviera como referencia para compararlo con el nivel de sig-
nificación.
5. Traducción de situaciones (descripciones verbales) a fórmulas. No se dan
en este problema
6. Traducción de tablas a gráficas. En este caso la calculadora gráfica pro-
porciona un cambio en los medios de representación. En lugar de las tradi-
cionales tablas de la distribución binomial impresas en los textos, puede
obtener una representación tabular en la calculadora que luego puede tras-
ladar a un gráfico en el papel. Sin embargo, el estudiante también puede
obtener una representación gráfica en la calculadora. En este caso es posi-
ble que el estudiante haga una representación gráfica sin pasar por la repre-
sentación tabular, pero no tendrá los valores de las probabilidades, que son
esenciales para encontrar un p-valor o para encontrar valores críticos aso-
ciados a un nivel de significación.
7. Traducción de gráficas a tablas. La representación gráfica en la calcula-
dora gráfica le aporta al estudiante una manera de verificar si está reali-
zando bien la lectura de una tabla de distribuciones. 
ANÁLISIS DE ENSEÑANZA
Dentro del currículo del curso este tema se desarrolló en la tercera semana
de clase, luego de ver el tema de inferencia acerca de la proporción de una
población. El profesor usualmente había desarrollado este tema luego de
ver el tema de inferencia acerca de la diferencia de medias. Sin embargo,
para este semestre y debido al cambio de texto que se propuso se decidió
desarrollar en primer lugar este tema. Desafortunadamente, el texto nuevo
traía desarrollado el tema de test de hipótesis para la proporción única-
mente con la aplicación de la distribución normal. Por ello el profesor, sin
dejar totalmente de lado el texto oficial del curso, decidió utilizar la parte
del texto [3] que contenía este desarrollo y dar más énfasis al uso de éste
para el estudio de este tema.
Comentarios acerca del profesor y el texto utilizado
El texto [1] hace una presentación general en la cual sólo se menciona el
uso de la aproximación de distribuciones binomiales por medio de la distri-
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bución normal. En [1] sólo se explica el procedimiento para realizar un test
de hipótesis con base en la aproximación normal de la binomial y se usan
las aproximaciones clásica y al p-valor. Por contraste en el texto [3], se
hace una caracterización de las distribuciones binomiales así como la ejem-
plificación de tests de hipótesis realizadas tanto con distribuciones bino-
miales como con la aproximación normal de la distribución binomial. Sin
embargo, en [3] no se explica la aproximación al p-valor.
La mayoría de estudiantes se inclinaron más por la lectura del texto [3].
Lo cual se puede explicar por el énfasis que hizo el profesor en las tests de
hipótesis con muestras pequeñas donde había que recurrir directamente a la
distribución binomial. Además, en el texto [1] no hay problemas de tests de
hipótesis que se deban resolver con base en la distribución binomial ni
ejemplos resueltos a manera de ilustración.
Para resumir en pocas palabras, se podría decir que el texto [1] es dema-
siado corto y escueto en la presentación de este tema, mientras que el texto
[4], peca por lo contrario, es demasiado largo y a pesar de esto no presenta
la aproximación al p-valor.
Características de la aplicación de la situación 
problemática
Algunas de las características que están presentes en la aplicación de la
situación problemática son las siguientes:
• La forma de trabajo que se pide aplicar en la primera sesión es
individual y en la segunda sesión es en grupo.
• La aplicación individual motiva el uso de la distribución normal
y la aplicación en grupo el de la distribución binomial. La apli-
cación en grupo no se enfoca de manera primordial en la discu-
sión de los errores, pero advierte de ellos para la realización del
cuestionario de trabajo en grupo.
• Ha habido un entrenamiento previo de tres horas de clase para
manejar la calculadora gráfica.
• La calculadora gráfica puede ser utilizada para encontrar y
representar de manera gráfica el p-valor.
• El acceso a la calculadora gráfica permite a los estudiantes eva-
luar tanto los resultados aritméticos como los gráficos y tabula-
res.
• El profesor no debe intervenir en la aplicación individual. Debe
identificar los errores que se presentan en los papeles que le
entregan los estudiantes al final de la aplicación individual y
producir un reporte de dichos errores para la parte de trabajo en
grupo que deberá entregar a los estudiantes. 
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• El reporte de errores tiene un doble propósito. Por un lado, el de
intentar que los estudiantes reconozcan, en lo posible, las equi-
vocaciones que cometieron en la parte individual y no las repli-
quen en el trabajo escrito que presenten en grupo. Y por otro
lado, hacerle un seguimiento al tipo de errores que comete cada
estudiante en particular.
EVALUACIÓN 
Errores, dificultades y obstáculos
Errores a posteriori
En general, ocurrieron los errores esperados a priori que se comentaron en
la sección anterior. Sin embargo, también se identificaron nuevos errores
que no se habían previsto. A continuación relacionamos dichos s errores. 
Relacionados con la unidad llamada ‘Datos’ se encontró que algunos estu-
diantes:
• Confunden el tamaño de la muestra con el número de éxitos o de
fracasos.
Relacionados con la unidad llamada ‘Formulación de hipótesis’ se encontró
que algunos estudiantes:
• Confunden la notación “p” utilizada para representar el paráme-
tro de la proporción de una población, con la notación “µ” utili-
zada para representar el parámetro de la media de una población. 
Relacionados con la unidad llamada ‘Distribuciones’ se encontró que algu-
nos estudiantes:
• No calculaban correctamente el p-valor.
• Hacían representaciones gráficas incompletas o incorrecta del p-
valor.
• No encontraban correctamente el valor numérico del “α” corres-
pondiente a un número de éxitos específico.
Relacionados con la unidad llamada ‘Análisis e interpretación’ se encontró
que algunos estudiantes:
• No podían determinar un nivel de significación para rechazar o
no rechazar la hipótesis nula.
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Reporte de la lista de errores
Luego de que los estudiantes entregaron las soluciones escritas al problema
planteado para trabajar de manera individual, se revisaron las soluciones y
se elaboró un reporte para presentarles a los estudiantes, al día siguiente, la
descripción de los errores que se habían identificado. A continuación pre-
sentamos dicho reporte, tal como se les presentó a los estudiantes:
Errores de los estudiantes en la situación problemática Nº 1:
• E1: Confunde el parámetro con el estimador o con otro
parámetro
• E2: No están bien planteadas las hipótesis estadísticas. 
• E3: Hay una representación gráfica incompleta o inco-
rrecta del nivel de significación.
• E4: No presenta el p-valor que corresponde al valor de la
estadística de prueba
• E5: Está mal calculado el valor del estimador de la propor-
ción de la población.
• E6: No se calculó, o se calculó de manera incorrecta, el
valor de la estadística de prueba.
• E7: Hay una determinación incorrecta del p-valor.
• E8: No se están comparando de manera correcta los
resultados obtenidos con los valores críticos.
• E9: No se determina correctamente el nivel de significa-
ción que es necesario para rechazar, o no rechazar, la
hipótesis nula.
Para resumir esta información se elaboró una tabla donde está contenida la
información, por alumno, de los errores que les fueron señalados a cada uno
de ellos en su escrito. En esta tabla están resaltadas en negrilla las tres estu-
diantes que fueron observadas en detalle en la interacción del trabajo en gru-
po. A continuación presentamos la tabla mencionada. 
















Faihan • • • • 4
Hugo • • • 3
Andrés • • 2
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Con referencia a la tabla anterior se encuentra que el error más frecuente
está relacionado con el planteamiento de las hipótesis estadísticas. En algu-
nos casos, como en el del problema que se planteó, al estudiante le es difícil
establecer la hipótesis nula y la hipótesis alternativa cuando no son explíci-
tas en el enunciado del problema; así mismo, se pueden encontrar dificulta-
des en la comprensión de la igualdad en la hipótesis nula. La mayoría de
los estudiantes simplemente aprendieron que el igual debe ir en la nula, sin
saber explicar porqué.
En cuanto a la representación gráfica del p-valor surgieron dificultades
con el uso de las tablas. En general, prefirieron el uso de la calculadora grá-
fica, para determinar la distribución. Sin embargo, pocos estudiantes utili-
zaron la calculadora para representar en forma gráfica la distribución. Por
otra parte, la dificultad para discriminar entre p-valor y nivel de significa-
ción se hizo evidente en este problema, lo mismo que la preferencia por uti-
lizar la aproximación clásica sobre la aproximación al p-valor.
Con base en los resultados obtenidos, también se evidenció la falta de
comprensión de algunas de las preguntas del enunciado.
Dificultades y obstáculos
Se supone que los estudiantes que se encuentran en un segundo curso de
estadística, tienen la capacidad suficiente para aplicar su conocimiento en
la producción de respuestas que normatiavamente se consideran correctas;
sin embargo, existe la posibilidad que algunos los de errores relacionados
principalmente con la formulación de las hipótesis, con el manejo de las
distribuciones y con el análisis e interpretación de datos puedan tener su
Juan • • • 3
Ximena • • • 3
Carlos • • • • 4
Norma • • • • 4
Gelber • • • • 4
Angela • • • • 4
Martha • • • • • • 6
Natalia • • • • 4
Carolina • • • • 4
Frecuencia 
de errores 2 11 7 3 5 6 4 2 5 45
Porcentaje 16.6% 91.6% 58.3% 25% 41.6% 50% 33.3% 16.6% 41.6%
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origen en una forma prevalente de pensamiento que no necesariamente es
correcta. 
Hemos ubicado en el gráfico que representa la estructura conceptual de
contenidos del test de hipótesis, los tipos de error que se identificaron en
los estudiantes. Esta ubicación de los errores sugiere cuáles son las
conexiones entre las unidades conceptuales que están más débiles. Por
ejemplo, la conexión entre la unidad Distribuciones y la unidad Análisis
parece que es de las más débiles, allí se relacionan los errores 4, 8 y 9. Por
otra parte, el error 2, que no se ha conectando con otras unidades, pensa-
mos que en realidad se debe a la falta de comprensión de la lógica que sub-
yace a los test de hipótesis.
 Figura 4. 
Por otra parte, el error 8 es uno de los que posteriormente ocurrió con más
persistencia. El hecho de que se comparen valores de probabilidades con va-
lores percentiles (por ejemplo, valores de “z” de la distribución normal) pen-
samos que se puede deber a que probablemente sólo existe en los estudiantes
una noción de comparación de orden restringida a lo puramente lineal. De
este modo, cuando se ponen en juego en el problema los representantes nu-
méricos que corresponden a probabilidades (p-valor o nivel de significa-
ción) se representan en forma lineal. Por eso, para ellos puede ser
completamente válido que la comparación 0.05 (valor de un nivel de signi-
ficación) < 1.42 (valor de un percentil) sea válida independientemente de
que 0.05 corresponda a una probabilidad y 1.42 a un valor “z”.
Ahora vamos a considerar ejemplos concretos de errores de los estu-
diantes y a comentar algunas de las dificultades que supuestamente podrían
incidir en el mismo.
B. Formulación C. Herramientas
E. Análisis
D. Distribuciones
Errores 1 y 6
Error 2
Errores 3 y 7
Errores 4, 8 y 9
Error 5
A. Datos
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Error 1. Confusión del parámetro con el estimador en la notación y/o en los
cálculos. Gelber escribió el planteamiento de las hipótesis estadísticas así:
Ho:  ≥ 0.26 y Ha:  < 0.26; Y Faihan escribió: Ho:  ≥ 0.22 y Ha:  <
0.22.
Error 2. Planteamiento incorrecto de las hipótesis estadísticas bien sea en
forma verbal o en forma simbólica: omisión o incorrecta ubicación del “=”
o planteamiento inverso de la lateralidad. La mayoría de estudiantes plan-
teó las hipótesis así: Ho:  > 0.26 y Ha:  < 0.22. Norma colocó el “=” en
la hipótesis alternativa.
Error 3. Representación gráfica incompleta o incorrecta del nivel de signi-
ficación. Hugo hizo un dibujo como el que se muestra ala izquierda y
Martha hizo un dibujo como el que se muestra a la izquierda.
 Figura 5. 
Error 5. Cálculo incorrecto del estimador de la proporción de la población: 
no identifica el valor del tamaño de la muestra o lo confunde con otro valor. 
En el escrito individual, Natalia tomó el valor del tamaño de la muestra
como n = 266 + 86 = 352 en lugar de tomarlo como n = 266.
Error 6. Cálculo incorrecto del valor de la estadística de prueba o ausencia 
del cálculo. Por ejemplo Juan, al evaluar el estadístico de prueba, utilizó el
valor del estimador en lugar del valor del parámetro dado por la hipótesis
nula. En general, cuando se trata de evaluar el estadístico de prueba los
errores más frecuentes se encuentran a nivel de cálculos. En muchos casos
esta situación se debe a que identifican mal el estimador.
Error 7. Determinación incorrecta del valor del p-valor. Por ejemplo, Hu -
go encontró el p-valor así: p-valor=1 - 0.26 = 0.74.
Error 8. Comparación incorrecta de valores críticos o del p-valor con el ni-
vel de significación. Por ejemplo, Martha Compara valores de z con p-valo-
res. escribió: “si utilizo un nivel de significación de 0.05, el p-valor = 0.24
es muy pequeño con respecto a 1.65, entonces se rechazaría la hipótesis
nula”. En varios casos, en la representación gráfica de las regiones de
Pˆ Pˆ P P
P P
0 0.24
p-valor = P(z < 0.26)
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rechazo y no rechazo de la hipótesis nula, se evidencia la falta de claridad
con respecto a la ubicación que se debe dar al nivel de significación, al p-
valor, al valor normal correspondiente al nivel de significación y al valor de
la estadística de prueba. Pero esta situación se hace aún más evidente en los
casos de estudiantes que comparan valores críticos con probabilidades para























































En esta parte se presenta el trabajo que se realizó para el diseño, desarrollo
y evaluación de la segunda situación problemática. En esta ocasión se tra-
bajó el tema de test de hipótesis sobre la comparación de la media de dos
poblaciones, con base en dos muestras independientes. Al igual que en el
diseño de la situación anterior se utiliza un esquema metodológico que se
basa en la explicación y la corrección de errores por parte del estudiante.
Para la concepción y concreción del diseño se hace un análisis didáctico
que contempla tres dimensiones: por un lado, se presenta un análisis del
contenido estadístico del tema siguiendo el esquema planteado en las partes
(capítulos) 2 y 3. Luego se presenta un análisis del aprendizaje en el que
concretamente se elige un tipo de situación problemática y se mira en ella
los conceptos y procedimientos que se ponen en juego, se conjetura acerca
de los posibles errores que podrían cometer los estudiantes al abordarlo y
se miran algunos aspectos del lenguaje estadístico utilizado con base en el
análisis de representaciones externas. Luego, se considera la dimensión de
la enseñanza atendiendo principalmente al análisis del texto que leyeron los
estudiantes antes de enfrentarse al problema propuesto e intentando esta-
blecer una relación entre este análisis y los errores conjeturados. Al final, se
presenta la evaluación de la aplicación de la situación problemática. Esta
evaluación se hace principalmente con base en el análisis de los errores. 
La forma de aplicación de la situación problemática se puede resumir
en tres pasos. Primero, los estudiantes deben resolver la situación de
manera individual y entregarla por escrito. Segundo, los profesores la revi-
san e identifican y señalan los errores de los estudiantes y luego planean la
sesión de trabajo en grupo de los estudiantes. Tercero, los estudiantes se
reunen de nuevo en la clase, trabajan en grupo y su tarea consiste en la
explicación y en la corrección de los errores que se les ha señalado. Ade-
más, se mira con más detalle la forma como uno de los grupos de tres estu-














A continuación presentamos algunos de los elementos conceptuales del











































El concepto de variable asociado con estos problemas de test de hipótesis
se puede ver desde varios puntos de vista. Si miramos las variables que
intervienen desde el punto de vista metodológico, se debe considerar por
un lado, la presencia de una variable independiente dicótoma que identifica
o discrimina las dos poblaciones específicamente consideradas, y por el
otro, la presencia de una variable dependiente a partir de la cual se definen
los parámetros de cada población. La variable dependiente es de tipo cuan-
titativo y continuo, aunque hay en la práctica algunas ocasiones donde tam-
bién se manejan variables discretas. Si se miran las variables desde el punto
de vista del tipo de medición, la variable dependiente se ubica dentro de la





Deben existir dos poblaciones las cuales se pueden distinguir según la
variable independiente. Con el test de hipótesis se busca determinar si estas
poblaciones también se pueden o no distinguir cuando se infiere acerca del




Se manejan dos muestras independientes. Para establecer si las muestras
son o no independientes se debe verificar que las mediciones realmente se
han hecho sobre sujetos o entes diferentes. Las muestras deben ser obteni-
das de manera aleatoria y el tamaño de las muestras debería ser proporcio-




Visto como dato, puede o no darse a priori en los datos del enunciado de un
problema. Su relevancia como tal está ligada al contexto del problema que
se plantee. Sin embargo, a diferencia de los problemas donde se trabaja con
distribuciones discretas, siempre se puede encontrar para el nivel de signifi-
cación que sea dado, el valor crítico correspondiente.
 
Medidas de resumen estadístico
 
Las medidas de resumen que son relevantes en este tipo de inferencia son la
media muestral y la varianza muestral de cada una de las dos muestras.
Cuando se mira o se propone el enunciado de un problema, estas medidas
ya pueden estar calculadas o puede suceder que sea necesario calcularlas a











































La diferencia de las medias de dos poblaciones es el parámetro sobre el que
se centra la inferencia. En términos de la variables dependiente e indepen-
diente que se asocian a un problema de diferencia de medias, cada uno de
los parámetros de esta diferencia se puede definir como la media aritmética
de la variable dependiente de los datos de cada una de las respectivas
poblaciones. 
En este caso es importante resaltar que cada una de las medias se define
sobre una población de estudio diferente y no, como usualmente sucede en
la comparación de muestras relacionadas, sobre dos poblaciones de datos




Usualmente la hipótesis de investigación sugiere que los parámetros no tie-
nen el mismo valor, es decir, que el valor de cada parámetro no es el
mismo. Incluso, algunas veces se dice explícitamente que el valor de uno
de los parámetros es mayor que el del otro. No es tan usual plantear el que
la diferencia de los parámetros sea un valor fijo diferente de cero, aunque la

















 para denotar el valor hipotético de cada parámetro poblacional.
El enfrentamiento de estas dos hipótesis aparece, por ejemplo, de la





























A diferencia de los problemas de una muestra, donde generalmente se
especifica el valor concreto de una posible media de la población, en este
caso no importa saber los valores concretos de las medias. Sólo interesa




Dado que usualmente la hipótesis de investigación sugiere que los paráme-
tros no tienen el mismo valor, la hipótesis nula debe, en general, asumir el
valor cero para la diferencia de las medias poblacionales. Los casos como
el que se mencionó anteriormente donde en el contraste de hipótesis se
tenga una diferencia diferente de cero en la hipótesis nula, estarían aparen-
temente, en contradicción con el sentido de” nulidad” o de la no diferencia




































































se hace con base en la diferencia de promedios muestrales dada por
. 
 
Varianza del estimador 
 
En lo que se refiere a la variabilidad, cuando no se conocen las varianzas de
las dos poblaciones y se quiere analizar la dispersión de los datos con base





















 respectivamente. Bajo el supuesto de homocedasti-










































Por lo tanto el error estándar que se asocia al estimador presenta dife-
rentes posibilidades dependiendo de la forma como vengan dados los datos
y del supuesto de homocedasticidad. Por ejemplo, cuando se supone que la
varianzas de las poblaciones son iguales y se estima la varianza ponderada,
el error estándar se debe calcular así: 
Sin embargo, si se supone que se conocen las varianzas de las poblaciones
el error estándar se debe calcular así: 
Finalmente, si es necesario utilizar las varianzas estimadas de cada pobla-
ción, pero no parece que sea razonable asumir el supuesto de homocedasti-










































































Estas tres variantes tornan más complejo el manejo del error estándar y,
como veremos en el análisis de la enseñanza, se deben considerar con cui-
dado las explicaciones y decisiones de orden didáctico en torno de ellas.
 
Estadísticos para tests de hipótesis
 
Con respecto a la estadística de prueba y al igual que en muchas otros tests
paramétricas su cociente de estandarización viene dado por la razón entre
la diferencia del estimador muestral de las medias poblacionales y su res-
pectivo error estándar, según los supuestos que se hayan considerado. 
 
D. Distribuciones
La distribución de las poblaciones de las cuales se extraen las muestras,
debería ser normal si se requiere hacer inferencia con base en muestras
pequeñas. Cuando se está estimando la varianza de la población, la teoría
estadística establece que es necesario este supuesto para que la distribución
límite del promedio muestral siga la distribución t-student. Esta distribu-
ción juega un papel central en este tipo de problemas. 
La diferencia de medias muestrales sigue, dependiendo de los supuestos
asociados a los teoremas de distribuciones límites que sean utilizados según
el caso, alguna de las distribuciones teóricas que se comentan más adelante.
Distribución muestra
El objeto que manejamos en este caso es una distribución de diferencia de
medias muestrales, por lo tanto la población de referencia es el conjunto de
todas las posibles diferencias de medias  de tamaños específicos n1
y n2 y no las poblaciones originales de referencia a las que nos referimos
cuando hacemos estadística descriptiva.
Distribuciones límites
La distribución normal y la distribución t-student son dos de los modelos
teóricos que se ajustan al comportamiento de las distribuciones muestrales
de la diferencia de promedios. La normal se utiliza cuando las muestras son
suficientemente grandes o cuando se conocen las varianzas de las poblacio-
nes que se quiere comparar. Cuando las muestras son pequeñas y no se
conoce la varianza de las poblaciones se utiliza la t-student con un número
de grados de libertad que corresponde a la suma del tamaño de ambas
muestras menos dos. El concepto de grados de libertad interviene entonces
en la determinación de este modelo.
Distribución del estadístico de prueba
La diferencia entre el modelo que se asocia al estimador con respecto al
que se asocia al estadístico de prueba subraya una diferencia conceptual
que se conecta con el concepto de estandarización. Esto también implica
diferencias sutiles, que señalaremos más adelante, cuando se utilizan repre-
X1 X2–
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sentaciones gráficas de las distribuciones. Formalmente, para tamaños de
muestra suficientemente grande y varianzas desconocidas de las poblacio-
nes, el estimador  sigue una distribución normal con media µ1 -µ2 y
desviación dada por la expresión 3) presentada en el apartado Herramien-
tas. Esto implica que la estadística de prueba asociada a  sigue una
distribución normal estándar. Casos similares al anterior se aplican al caso
de muestras pequeñas cambiando la distribución normal por la distribución
t student y teniendo en cuenta el número de grados de libertad.
E. Análisis e interpretación de resultados
Los conceptos que se manejan a nivel de esta unidad de análisis son genera-
les. Por ello es poco lo que se puede decir de manera particular en este tema
específico de tests de hipótesis. De todas formas haremos una breve refe-
rencia a los conceptos que se ponen en juego en esta unidad. 
Nivel de significación estadística
Se define con base en la distribución teórica que se utilice y teniendo en
cuenta el establecimiento de una hipótesis nula. Formalmente se puede
expresar como α = P(Rechazar Ho | Ho es cierta). En este caso P( | ) sería la
función de densidad de probabilidad condicionada por la hipótesis nula. Se
debe entonces calcular con base en una distribución normal o una t-student. 
Tipos de error y potencia
El error de tipo I, se identifica con el nivel de significación que se impone a
priori y de manera subjetiva antes de realizar un test estadístico. El error de
tipo II, definido como β = P(No rechazar Ho | Ho no es cierta), no se puede
establecer de manera única a menos que se esté trabajando con hipótesis
simples en la hipótesis alternativa. Como cuestión específica a tener en
cuenta en caso de que se quiera calcular errores de tipo II o potencias para
un contraste dado, está la distribución que sigue la diferencia de medias. En
este caso, habría que utilizar una distribución t-student no central.
P-valor
Con respecto a este concepto no hay mucho que decir que tenga relevancia
desde el punto de vista particular del tipo de problema que nos ocupa. En
todo caso, la definición formal de p-valor para este caso la establecemos
como: probabilidad de que  tome un valor igual o más extremo (en
dirección de la hipótesis alternativa) que el que se obtiene con la muestra de








Esta sección se divide en tres subsecciones. En la primera se describen
algunas de las características de los tipos de situaciones problemáticas que
consideran inferencias acerca de la diferencia de medias de una población.
En la segunda se presentan la situación problemática que se propuso a
manera de ensayo piloto, la manera como se aplicó y algunos comentarios
relacionados con su evaluación. Finalmente, en la tercera subsección, se
presenta la propuesta definitiva, los conceptos y procedimientos que se
ponen en juego en dicha propuesta y los errores que pensamos que —a
priori— se iban a identificar en los estudiantes. También haremos algunos
comentarios acerca del uso de representaciones externas relacionadas con
el concepto de nivel de significación.
Situaciones problemáticas: caracterización del tipo de 
problemas
Como una primera aproximación para analizar los fenómenos que usual-
mente se ponen en juego en el tema que nos ocupa, se hizo una recopilación
de una serie de problemas de diferencia de medias que suelen aparecer en
la práctica. Con base en esta recopilación se miraron los constructos hipoté-
ticos utilizados en cada problema, es decir, la idea general del fenómeno a
partir del cual se plantea el problema. Los resultados de esta observación
sin tener en cuenta la frecuencia con la que se presentó cada constructo,
fueron:
• Se utilizan a nivel físico y biológico los siguientes constructos:
rendimiento, durabilidad, longitud, crecimiento, consumo, resis-
tencia, contenido de una sustancia, efectividad y precisión. Por
otra parte a nivel de constructos sociales y psicológicos se utili-
zan los siguientes: salarios, nivel académico, producción, inteli-
gencia, memoria, habilidades psicomotoras, capacidades
intelectuales, consumo de drogas y calificaciones a nivel de
encuestas de opinión.
Por otra parte, la revisión de este tipo de problemas generó tres categorías
de tipos de problemas de diferencia de medias de muestras independientes
que parecen surgir en la práctica. estas categorías son:
Problemas de diseños estadísticos del tipo grupo control versus grupo expe-
rimental. En esta categoría se consideran los problemas donde se plantea
formalmente (o se hace alusión a) una investigación en la que se quiere
comparar dos grupos que se tratan de igualar en todas las condiciones bajo
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las cuales se desarrolla un proceso, excepto en la condición que define la
diferencia entre control y experimental. Esta categoría de problemas surge
en fenómenos relacionados con investigaciones agropecuarias, en biología,
en medicina y en muchas ciencias naturales. También en el área social, el
paradigma psicoestadístico tuvo un auge notable. En muchas publicaciones
de revistas especializadas se pueden encontrar diseños de este tipo. Sin
embargo, ahora este tipo de diseños se presenta con menos frecuencia por
la influencia actual de los paradigmas interpretativo y crítico.
Problemas de comparación de dos grupos en dos momentos diferentes de 
tiempo. En esta categoría se consideran los problemas donde se plantea una
comparación de dos estados: uno en el pasado donde la situación reflejaba
una diferencia (o no diferencia) entre dos grupos sobre los cuales interesa
en el presente, establecer si ha sucedido o no un cambio.
Problemas de comparación de dos grupos en un mismo instante de tiempo. 
En esta categoría se consideran los problemas donde se plantea la compara-
ción de dos grupos en un mismo instante de tiempo, sin embargo, a diferen-
cia de la primera categoría en este caso no se establece a priori un diseño,
simplemente se comparan los dos grupos en la situación donde surge el
constructo de investigación. Desde el punto de vista estadístico son proble-
mas más criticables pues se pueden escapar algunas variables de control
que pueden influir de manera indirecta en la diferencia. 
Luego de reflexionar acerca del tipo de situación problemática que se les de-
bería plantear a los estudiantes, elegimos un tipo de problema que tocara un
tema de ciencias sociales, que hubiera sido comentado en la prensa y que se
pudiera clasificar dentro de la tercera categoría: problemas de comparación
de dos grupos en un mismo instante de tiempo. Consideramos que este tipo
de comparaciones ocurrían con más frecuencia dentro del contexto de las
ciencias sociales que las otras dos mencionadas y de manera más natural.
Cuestionario piloto
En un artículo reciente de “El Tiempo” aparece un informe donde se
afirma: las mujeres colombianas siguen siendo discriminadas con
respecto a su salario. Aunque por sus niveles educativos y su expe-
riencia, las mujeres deberían recibir un salario promedio mayor que
el de los hombres, en realidad las mujeres siguen recibiendo un
salario inferior. En “El Tiempo” se menciona un estudio reciente rea-
lizado con base en encuestas, que consideró a las personas labo-
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ralmente activas en la ciudad de Bogotá. La siguiente tabla contiene
algunos de los resultados publicados acerca de dicho estudio:
1) Con base en lo que fue publicado por “El Tiempo¨:
a. Defina formalmente el parámetro o los parámetros sobre los
cuales interesaría realizar una inferencia estadística si se
toma como base la afirmación de “El Tiempo”.
b.  Determine cuál debe ser realmente la población de estudio si
se utilizan los datos de la Tabla A. Explique si es o no nece-
sario revisar la definición dada en la parte A y en caso de que
sea necesario, vuelva a formalizar la definición del parámetro
o de los parámetros dados.
2) Verifique con base en los datos de la Tabla A. que se puede con-
cluir acerca de la afirmación dada en “El Tiempo”. Haga explícito
en su proceso:
a. Las hipótesis estadísticas (nula y alternativa) que serían más
apropiadas para analizar la afirmación de “El Tiempo”. 
b.  Una gráfica donde se represente como deben ser las regio-
nes de rechazo y de no rechazo de la hipótesis nula. También
explique en que hechos se basa para plantear su representa-
ción gráfica.
c.  La expresión simbólica de la estadística de prueba que utilice
para analizar el problema y los cálculos que es necesario rea-
lizar.
d.  El modelo de distribución probabilística con base en el cual
usted puede analizar este problema y por qué debe utilizar
dicho modelo y no otro.
3) Determine un nivel de significación tal que:
a. La hipótesis nula sea rechazada.
b.  La hipótesis nula no sea rechazada
4) Explique qué decisión tomaría con respecto a la afirmación plan-
teada en el problema y justifique por qué.
Hombres Mujeres
Personas encuestados 130 145
Salario promedio $500.000 $470.000
Desviación $100.000 $90.000
Tabla A. 
9. SITUACIÓN PROBLEMÁTICA Nº 2: INFERENCIA ACERCA DE LA DIFERENCIA DE MEDIAS
 103
5) De acuerdo al contexto del problema, interprete lo que significa la
decisión tomada.
Metodología de aplicación
Este enunciado fue diseñado para trabajar durante dos sesiones de clase de
una hora cada sesión. En la primera sesión se pidió a los estudiantes que
resolvieran el problema completo de manera escrita e individualmente y
que entregaran la solución al terminar el tiempo programado. Antes de
comenzar la siguiente sesión, se revisó la solución dada por cada estudiante
y se señaló sobre el papel de cada uno de ellos, los lugares donde ocurrie-
ron errores sin explicar explícitamente cuales eran los errores. En la
siguiente sesión los estudiantes trabajaron en grupos (de dos o tres estu-
diantes). Para esta sesión, se devolvió a cada estudiante la solución indivi-
dual de la sesión anterior y se retomó nuevamente el problema del día
anterior. Ahora se le pidió a cada grupo que escribiera una solución con-
junta. Los estudiantes revisaron las soluciones individuales y discutieron
cuáles habían sido los errores cometidos por cada uno ellos. Se explicó a
los estudiantes que este trabajo de grupo tenía dos propósitos: por un lado,
procurar que la solución conjunta no contuviera los errores que se cometie-
ron individualmente y por otro, que cada uno de ellos se hiciera más cons-
ciente de sus errores.
Evaluación 
La aplicación de este cuestionario reflejó la gran dificultad que tuvieron
muchos estudiantes para responder a la pregunta inicial. El desempeño de
los estudiantes en la resolución individual lo resumimos en los siguientes
puntos:
• En la primera pregunta (parte A) varios estudiantes (30%) pen-
saron que el problema sólo involucraba como parámetro la
media del salario de las mujeres pero no la media del salario de
los hombres. En otras palabras, no consideraban que el pro-
blema fuera de comparación de medias.
• En la primera pregunta (parte B) pocos estudiantes (10%) tuvie-
ron presente que la muestra sólo se refería a la ciudad de Bogotá
y que la inferencia se pretendía hacer sobre la población colom-
biana.
• En la segunda pregunta (parte A) se transmite la dificultad plan-
teada en la parte A de la primera pregunta a esta pregunta, pero
ahora también se agrega la dificultad del planteamiento de la
lateralidad del test (sólo el 40% de los estudiantes plantearon
apropiadamente en la hipótesis alternativa el hecho que los hom-
bres recibieran en promedio un salario mayor que el de las muje-
res). En este punto nos pareció que los estudiantes confundían lo
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que debería ser (que las mujeres recibieran un mejor salario) con
lo que se está viendo que es (los hombres reciben un salario
mayor que las mujeres). Sin embargo, también había casos
donde el test es planteado en forma bilateral (20%), lo cual no
apoyaba la hipótesis anterior.
• En la segunda pregunta (parte B) lo más usual fue hacer el
dibujo en esta forma
los detalles especificados en cada dibujo variaban de estudiante
a estudiante. En general, eran consistentes con los planteamien-
tos bilateral o unilateral (esto se indicaba con una pequeña som-
bra en las colas), algunos no indicaban números en el gráfico y
otros sí, en todos los casos donde fueron indicados los números
se entendió que se referían a gráficas estandarizadas.
• En la segunda pregunta (parte C) se presentan en el denomina-
dor de la estadística de prueba diferentes versiones de error
estándar asociado a la diferencia de medias. Hemos catalogado
como correctas las siguientes expresiones para el error estándar
de la diferencia de medias: 
Sin embargo, algunos estudiantes presentan la expresión de la
derecha usando σ en vez de S y otros presentan la de la izquierda
usando n1-1 y n2 -1 en el numerador del factor que corresponde
a la varianza ponderada en vez de n1 y n2. Como ya fue dicho en
el análisis de contenido, detrás de la escogencia de la estadística
de prueba, está presente el tener o no en cuenta el supuesto de
homogeneidad de la varianza. Desafortunadamente la formula-
ción del cuestionario no permite que el estudiante exprese si esto
lo está teniendo en cuenta o no. 
• En la segunda pregunta (parte D) se quería enfatizar en la dife-
rencia que existe entre la estadística de prueba y la distribución
de probabilidad que sigue la estadística. La respuesta que dieron
la mayoría de estudiantes fue que “el modelo es un z”. Esto sin
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mente el estudiante. Puede ser que si esté pensando en la distri-
bución normal en sí misma o puede ser que siga pensando en
que el modelo es la estadística de prueba. Por otra parte, real-
mente la respuesta que normativamente se puede considerar
como correcta es que el modelo es una distribución t-student con
grados de libertad que varían entre el mínimo de n1 - 1 y n2 - 1 y
n1 + n2 - 2, según la estadística de prueba que haya sido conside-
rada. Este modelo a su vez se puede aproximar a un modelo nor-
mal por lo que las muestras son de un tamaño grande. 
• En la pregunta 3 (partes A y B), se busca que el estudiante se
aproxime al concepto de p-valor. Dentro de los estudiantes que
respondieron esta pregunta (25%), sólo uno hace un razona-
miento en términos de encontrar el p-valor y decir que para un
valor de α mayor que el p-valor se debe rechazar y viceversa.
• La pregunta 4 la responde apenas un 25% de los estudiantes. No
se establece una relación entre la decisión y la tercera pregunta,
simplemente fijan un nivel de significación (la mayoría lo
escoge de 5%) buscan el valor crítico correspondiente y toman
la decisión comparando el valor crítico y el que la da la estadís-
tica de prueba.
• La pregunta 5 la responden muy pocos estudiantes (10%), posi-
blemente el tema fue muy largo y no la alcanzan a considerar.
• En el trabajo en grupo los estudiantes logran producir una solu-
ción conjunta donde se eliminan la mayoría de los errores seña-
lados por los investigadores. Sin embargo, los errores son
corregidos siguiendo un proceso de reflexión superficial. Los
estudiantes se limitan a cotejar los temas individuales y a repro-
ducir las partes donde no se han señalado errores para producir
la solución conjunta. En otras palabras no se reflexiona sobre los
errores cometidos sino se aprovechan los errores no cometidos.
Los resultados anteriores nos obligaron a replantear de nuevo no sólo la for-
mulación de las preguntas sino la metodología de aplicación. A partir de la
evaluación anterior y también con base en lo que sucedió en los otros ensa-
yos pilotos y en la primera situación problemática (aplicada en el primer se-
mestre de 1997) se consideró necesario realizar varios ajustes. El
cuestionario definitivo quedó como se presenta a continuación.
Propuesta definitiva
Un artículo publicado en “El Tiempo” en octubre de 1996, dice: En
Colombia, por sus niveles educativos y su experiencia, las mujeres
deberían recibir un salario promedio mayor que el de los hombres,
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pero en realidad siguen recibiendo un salario inferior. “El Tiempo”
también menciona un estudio que consideró personas laboralmente
activas de un barrio de Bogotá. La siguiente tabla presenta los
resultados publicados:
¿Realmente las mujeres siguen recibiendo un salario inferior?
1. Tipo de problema, población y parámetro de estudio
a. ¿Qué tipo de problema estadístico, reconoce usted en el
enunciado anterior?
b.  Si se utilizan los datos de la tabla de arriba, acerca de que
población se puede realmente hacer inferencia.
c.  Si se toma como base la afirmación de “El Tiempo” (letra itá-
lica), ¿acerca de qué parámetros se debería realizar la infe-
rencia estadística?
2. Análisis de la afirmación
a. Suponga que los datos de la tabla de arriba sirven como base
para analizar la afirmación mencionada en “El Tiempo”. Plan-
tee las hipótesis nula y alternativa que serían apropiadas
para analizar la afirmación. 
b.  Comente cuales son las características de la estadística de
prueba que utilizaría para el análisis de la hipótesis, es decir:
describa su expresión simbólica, el modelo exacto de la distri-
bución que sigue y la validez de los supuestos para su aplica-
ción.
Salarios Hombres Mujeres
menos de 200 3 1
200 a 300 2 3
300 a 400 9 24
400 a 500 55 63
500 a 600 48 46
600 a 700 10 8
700 o más 3 0
Promedio 492,31 470,00
Desviación 102,56 90,22
Tabla B. Distribución de salarios en miles de pesos, de 
una muestra de personas laboralmente activas, tomada
en el barrio Teusaquillo de Bogotá en el mes de octubre de 1996.
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3. Resultados e interpretación
a. De acuerdo con los resultados que se obtengan al calcular la
estadística de prueba
i. ¿Qué nivel de significación es necesario fijar para rechazar
la hipótesis nula y cuál para no rechazarla?
ii. ¿Qué decisión tomaría y cómo la interpretaría de acuerdo
al contexto del problema?
b.  Suponga que el tamaño de las muestras aumentara a 300
hombres y a 300 mujeres, pero que los resultados de los pro-
medios y desviaciones permanecieran iguales. ¿Cómo modi-
fica esto, la decisión tomada en le punto anterior? Explique.
Conceptos y procedimientos que se ponen en juego
En la Tabla 10 que se presenta a continuación se muestran los ítems que a
nivel conceptual y procedimental cubre el cuestionario definitivo. 






Unidad A Fase I A1. Identificar la(s) variable(s) de estudio. 1a
Muestra
Unidad A Fase I
A4. Identificar el número de muestras que se 
consideran.
A5. Cuando en el problema se trabaja con dos 
muestras, identificar si las muestras son 
independientes o relacionadas.
A6. Establecer un criterio para determinar si los 
tamaños de las muestras son “grandes” o 
“pequeñas”.






Unidad A Fase I
A8. Establecer cuál es la población de estudio y 
cuál la de datos.




Unidad A Fase I
A11. Determinar un nivel de significación para 
resolver el problema. 3ai
Medidas de resumen 
estadísticos
Unidad A Fase I
A13. Identificar y distinguir los promedios, las 
proporciones, las desviaciones y/o las 
correlaciones poblacionales de las muestrales.
3a
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Parámetros
Unidad B Fase I




Unidad B Fase I
B3. Identificar la hipótesis de investigación del 
problema.
4. Establecer la relación entre la hipótesis de 





Unidad B Fase I
B5. Formular las hipótesis refiriéndose a 
parámetros de las poblaciones. 2a
Lógica del contraste
Unidad B Fase I
B7. Establecer el contraste de hipótesis como un 
problema de decisión entre dos hipótesis 
estadísticas.
B8. Elegir como hipótesis nula la contraria a la 




Unidad C Fase II
C3. Identificar el error estándar que se asocia con 
el estimador.




Unidad C Fase II C6. Calcular el valor del estadístico de prueba. 3a
Distribución 
estimador
Unidad D Fase II
D1. Identificar una distribución de probabilidad 
asociada al estimador. 2b
Distribución 
estadístico de prueba
Unidad D Fase II
D4. Identificar una distribución de probabilidad 
asociada al estadístico de prueba.
D7. Consultar la tabla de distribución del 
estadístico para hallar un valor de la distribución 
dado un nivel de significación.
D8. Determinar el p-valor de un valor de la 
estadística de prueba.






Unidad D Fase II
D13. Revisar los supuestos que validan la 
aproximación escogida. 2b
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También se establecieron varias interrelaciones entre los conceptos que se
mencionaron en la tabla anterior. Algunas de estas relaciones son citadas en
Vallecillos (1996). Ella se refiere a este tipo de relaciones como elementos
de significado asociados a un contraste de hipótesis. En la Tabla que aparece
a continuación se presentan estas relaciones.
p-valor
Unidad E Fase III
E1. Interpretar un valor “pequeño” del p-valor 
como favoreciendo el rechazo de la hipótesis nula.
E2. Interpretar un valor “grande” del p-valor 






Unidad E Fase III
E3. Comparar el nivel de significación y el del p-
valor para tomar una decisión.
E4. Comparar el valor crítico asociado al nivel de 




Tabla Nº 11. 
Nº Interrelaciones Comentarios
1
En la formulación del contraste de 
hipótesis se está ante un problema 
de decisión entre dos hipótesis de 
las cuales no sabemos cuál es cierta.
Se pone en juego en el punto 3aii y se 
considera en la conexión entre las 
unidades B y E.
2
Hay que diferenciar entre hipótesis 
nula e hipótesis alternativa. Cada 
una de ellas juega un papel diferente 
en el contraste.
Se pone en juego en el punto 2a y se 
considera en la conexión entre las 
unidades B y C.
3
Hay que diferenciar entre hipótesis 
unilaterales y bilaterales. El 
procedimiento de contraste se ve 
afectado por esta distinción.
Se pone en juego en el punto 2a y se 
considera en la conexión entre las 
unidades B y C
4
Existe la posibilidad de cometer un 
error de tipo I: rechazar una 
hipótesis nula verdadera.
Aparece de manera implícita en el punto 
3aii y se considera en la conexión entre 
las unidades B y E. La decisión lleva a 
que si se rechaza se está en posibilidad 
de cometer error tipo I. 
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5
El riesgo del error de tipo I viene 
medido por el nivel de 
significación.
Aparece de manera implícita en el punto 
3a y se considera en la conexión entre 
las unidades A y E. Se debe escoger el 
nivel de riesgo de acuerdo al nivel de 
significación.
6
Existe la posibilidad de cometer un 
error de tipo II: aceptar una 
hipótesis nula falsa.
Aparece de manera implícita en el punto 
3aii y se considera en la conexión entre 
las unidades B y E. La decisión lleva a 
que si se rechaza se está en posibilidad 
de cometer error tipo I. 
7
Las hipótesis paramétricas se 
refieren a valores de los parámetros 
de las poblaciones.
Aparece de manera implícita en los 
puntos 1c y 2a y se considera en la 
conexión entre las unidades A y B. Se 
está pidiendo que se determine a que 
población realmente se puede inferir y 
como se plantean las hipótesis 
relacionadas.
8
No se puede saber con seguridad si 
se comete uno de los dos tipos de 
error, ni siquiera una vez tomada la 
decisión.
Aparece de manera implícita en el punto 
3aii y se considera en la unidad E.
10 El estadístico de prueba es una 
estandarización del estimador.
Aparece de manera implícita en el punto 
2b y se considera en unidad C.
14
La distribución del estadístico 
depende del valor asociado a 
parámetros de la población. 
Aparece de manera explícita en el punto 
2b y se considera en la conexión entre 
las unidad D y B.
15
El nivel de significación es el área 
determinada por el valor crítico en 
la función de densidad de la 
distribución del estadístico en el 
muestreo, bajo la hipótesis nula.
Aparece de manera implícita en el punto 
3ai y se considera en la conexión entre 
las unidad D y B.
16
Un resultado estadísticamente 
significativo es un resultado cuya 
probabilidad de ocurrencia, en caso 
de ser cierta la hipótesis nula es 
menor que el nivel de significación.
Aparece de manera implícita en el punto 
3ai y se considera en la unidad E.
17
La significación estadística no 
implica necesariamente la 
significación (relevancia) desde el 
punto de vista práctico.
Aparece de manera implícita en el punto 
3b y se considera en la unidad E.
18
Un contraste de hipótesis no 
determina la probabilidad de 
certeza de Ho.
Aparece de manera implícita en el punto 
3aii y se considera en la conexión entre 
las unidades B y E.
Tabla Nº 11. 
Nº Interrelaciones Comentarios
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Metodología de aplicación
Al igual que en el cuestionario piloto, en la primera sesión se pidió a los
estudiantes que resolvieran el problema completo de manera escrita e indi-
vidual y que entregaran la solución al terminar el tiempo programado.
Antes de comenzar la siguiente sesión, se revisaron las soluciones dadas
por cada estudiante y se señaló sobre el papel de cada uno de ellos los luga-
res donde ocurrieron errores. En esta ocasión, igual que en la situación pro-
blemática 1, se señalaron los errores con códigos que daban algunos
indicios sobre el tipo de error que se había identificado. En la siguiente
sesión los estudiantes trabajaron en grupos (de dos o tres estudiantes), se
devolvió a cada estudiante la solución individual dada por ellos en la sesión
anterior y se retomó el problema propuesto. En esta sesión se pidió a cada
grupo que comentarán los errores que habían cometido y que trataran de
20 El parámetro es un valor constante desconocido en la población.
Aparece de manera implícita en el 
punto1c y se considera en la conexión 
entre las unidades A y B.
21
La distribución de un estadístico 
suele depender del tamaño de la 
muestra.
Aparece de manera explícita en el punto 
2b y se considera en la conexión entre 
las unidades A y D.
23
El nivel de significación no se 
determina por la teoría estadística, 
es fijado por el investigador.
Aparece de manera explícita en el punto 
3a y se considera en la conexión entre 
las unidades A y E.
24
La varianza muestral de un 
estadístico decrece en función del 
tamaño de la muestra.
Aparece de manera implícita en el punto 
3b y se considera en la conexión entre 
las unidades A y C.
25
El nivel de significación, junto con 
las hipótesis nula y alternativa y el 
estadístico de prueba determinan las 
regiones crítica y de aceptación en 
un contraste.
Aparece de manera explícita en el punto 
3 y se considera en la conexión entre las 
unidades A, B C y D.
26
El p-valor del resultado de un 
estadístico de prueba depende de 
los datos de la muestra, de la 
formulación de las hipótesis y de la 
distribución del estadístico.
Aparece de manera implícita en el punto 
3ai y se considera en la conexión entre 
las unidades A, B, C y E.
29
Un misma hipótesis nula y un 
mismo nivel de significación 
pueden determinar diferentes 
regiones crítica y de aceptación 
dependiendo del tamaño de la 
muestra.
Aparece de manera implícita en el punto 
3b y se considera en la conexión entre 
las unidades A, D y E.
Tabla Nº 11. 
Nº Interrelaciones Comentarios
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explicar por que creían que los habían cometido. Para ello, los estudiantes
revisaron las soluciones individuales y discutieron acerca de sus errores.
Errores a priori
A continuación describimos los errores que pensamos que iban a suceder
en la aplicación de la propuesta definitiva y que se deducen de la evaluación
realizada en la prueba piloto. 
Relacionados con la unidad llamada ‘Datos’, pensamos que vamos a encon-
trar algunos estudiantes que:
• No van a identificar con suficiente precisión la población de
estudio en el sentido de la delimitación espacio-temporal.
• No van a identificar que el problema planteado es de compara-
ción de la media de dos muestras independientes. 
Relacionados con la unidad llamada ‘Formulación de hipótesis’, pensamos
que vamos a encontrar algunos estudiantes que:
• No van a identificar claramente cuál es el parámetro de estudio.
Por ejemplo, van a plantear las hipótesis refiriéndose al estima-
dor y no al parámetro. 
• No van a reconocer cuál es la lateralidad del test.
Relacionados con la unidad llamada ‘Herramientas’ pensamos que vamos a
encontrar algunos estudiantes que:
• No van a calcular correctamente el valor del estadístico de
prueba porque no encuentran donde están indicados los tamaños
de las muestras o porque no saben cómo calcular el error están-
dar del estimador.
• No van a identificar correctamente el estadístico de prueba que
se utiliza para comparar la media de dos muestras independien-
tes.
Relacionados con la unidad llamada ‘Distribuciones’ pensamos que vamos
a encontrar algunos estudiantes que:
• No van a identificar correctamente los grados de libertad. Van a
pensar que los grados de libertad están asociados con el número
de intervalos de clase de la tablas de frecuencias de los salarios.
• Van a representar de manera contraria a la forma como se plan-
teó la lateralidad en la formulación de hipótesis, las regiones de
rechazo y de no rechazo de la hipótesis nula.
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Relacionados con la unidad llamada ‘Análisis e interpretación’:
• No van a identificar correctamente el nivel de significación nece-
sario para rechazar o no rechazar la hipótesis nula.
• Van a comparar probabilidades con valores de las distribuciones
t o z para tomar una decisión.
Manejo de representaciones externas
A continuación hacemos una revisión acerca de las traducciones entre las
diferentes formas de representación externa, en relación con la forma como
se pone en juego el concepto de nivel de significación en esta situación pro-
blemática. Al igual que en la situación problemática 1, la calculadora grá-
fica también le aporta al estudiante otro medio de representación de los
sistemas de representación de tablas y gráficas de las distribuciones normal
y t-student.
1. Traducción de tablas a situaciones (descripciones verbales). En este sen-
tido el punto 3Ai del cuestionario pide explícitamente determinar un nivel
de significación para rechazar y no rechazar la hipótesis nula. Para esto el
estudiante tienen tres opciones: una, buscar en la tabla del libro, estos nive-
les y escribir la justificación de lo encontrado en el papel.
La segunda opción, consiste en utilizar el módulo de distribuciones
(programa “DIST”) de la calculadora gráfica. En este caso el estudiante
debe introducir el valor numérico obtenido en la estadística de prueba y el
tipo de distribución apropiado al problema para de esta manera se producir
una representación numérica de una probabilidad en la pantalla de la calcu-
ladora. La calculadora gráfica le da al estudiante la probabilidad acumulada
correspondiente al valor introducido. Entonces, el estudiante debe interpre-
tar si el resultado dado es el que busca o si es necesario realizar alguna ope-
ración adicional. En otras palabras el estudiante debe comprender si el
resultado numérico que le dio la calculadora corresponde o no con el p-
valor. 
La tercera opción, consiste en utilizar directamente las tablas de p-valo-
res que vienen dadas en el texto. En este caso, el valor obtenido en la esta-
dística de prueba posiblemente que no se encuentre exactamente en la
tabla, entonces el estudiante deberá identificar el calor más cercano al valor
obtenido. 
En todos los casos, la comprensión del estudiante con relación a la for-
mulación de las hipótesis y su lateralidad en conexión con la representación
tabular de la distribución es definitiva para que el estudiante pueda dar una
explicación satisfactoria en la representación verbal. 
2. Traducción de situaciones (descripciones verbales) a tablas. En esta di-
rección es como usualmente se plantea la búsqueda del valor crítico corres-
pondiente al nivel de significación dado. En la ‘aproximación clásica’ del
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test de hipótesis este tipo de traducción es la que usualmente tiene lugar para
determinar las regiones críticas. Sin embargo, intencionadamente quisimos
que la situación problemática planteada no propiciara el que el estudiante
utilizara la ‘aproximación clásica’. De hecho no se está dando a priori un ni-
vel de significación específico en la situación problemática que se planteó. 
3. Traducción de gráficas a situaciones (descripciones verbales). En algu-
nas ocasiones la representación gráfica sirve de puente entre la representa-
ción tabular y la verbal. Por ejemplo, cuando el estudiante elige la segunda
opción de procedimiento mencionada en la traducción tabular a verbal (la
primera que se mencionó), recurre a la representación gráfica de la calcula-
dora para tratar de comprender si el valor numérico que ha obtenido corres-
ponde o no con el p-valor. 
4. Traducción de situaciones (descripciones verbales) a gráficas. El enun-
ciado que se ha dado no propicia que ocurra este tipo de traducción. Sin em-
bargo, algunos estudiantes acompañan su argumentación con la
presentación de una gráfica en la que se representa la distribución y el valor
del test estadístico. En estos casos, especialmente cuando la representación
gráfica contiene errores, el profesor se debe idear maneras de propiciar el
que los estudiantes argumenten entre ellos como debería ser una representa-
ción gráfica correcta.
5. Traducción de situaciones (descripciones verbales) a fórmulas. En el
punto 2B del enunciado el estudiante debe dar la representación simbólica
del test utilizado.
6. Traducción de tablas a gráficas. La calculadora gráfica proporciona un
medio ideal para generar representaciones gráficas de los valores de tabula-
dos de una distribución. Por otra parte, su elaboración usualmente hace que
el estudiante ponga en juego la comprensión de la noción de escala. Ade-
más, la representación gráfica en la calculadora gráfica le aporta al estu-
diante una manera de verificar si está realizando correctamente la lectura de
una tabla de distribuciones. 
ANÁLISIS DE ENSEÑANZA
Dentro del currículo del curso el contenido relacionado con esta parte se
desarrolló en la quinta semana de clase y luego de ver el tema de inferencia
acerca de la proporción de una población. En esta ocasión el profesor se
basó únicamente en el texto [1] para la enseñanza. 
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Comentarios acerca del profesor y el texto utilizado
El texto [1] presenta este tema dentro de un capítulo que titula “Inferencias
que involucran dos poblaciones”. Introduce el capítulo con los conceptos
de muestras dependientes e independientes y primero aborda el caso de
comparación de medias de muestras dependientes antes de entrar al tema
objeto de la situación problemática. 
Con respecto a la manera como se presentaban los problemas del texto
se observaron en cada uno de ellos las siguientes cuestiones:
• Formas como aparece referido el nivel de significación: se pide
explícitamente usar un nivel dado, se deja que el estudiante lo
elija, o se maneja de otra manera.
• Planteamiento o explicitación de hipótesis que motiven la reali-
zación de test de hipótesis: las plantea el problema explícita-
mente, las deja para que el estudiante las plantee a partir de una
hipótesis de investigación, utiliza otra manejo.
• Intención o propósito de la pregunta o preguntas formuladas.
• Presentación de los tests estadísticos.
• Manejo de supuestos que se deben tener en cuenta acerca de las
muestras y las distribuciones. 
Los resultados de estas observaciones, sin mencionar la proporción de ocu-
rrencia de los tipos de manejo que se presentan, los damos a continuación:
Nivel de significación. hay un porcentaje aproximadamente igual entre los
que fijan α de antemano y los que no lo fijan. En muy pocos problemas se
presenta una situación donde se pida establecer el nivel de significación de
un resultado o donde a partir de un resultado de una muestra, se pida deter-
minar un α de rechazo.
Planteamiento de hipótesis. Se pueden mencionar cuatro posibles maneras
de manejar esta parte. Una, la más complicada para el estudiante, es en la
que se presenta una hipótesis de investigación; otra, es en la que explícita-
mente se utiliza una representación simbólica para explicar las hipótesis
que se deben contrastar; hay otra, que es similar a la anterior pero en la cual
no se utiliza una representación simbólica, solo se utiliza el lenguaje natu-
ral; y en la última, se sugiere explícitamente o implícitamente realizar una
estimación con base en intervalos de confianza.
De acuerdo con esta notación utilizada en el texto, la formulación esta-
dística que contrasta las hipótesis nula (Ho) y alternativa (Ha), suele consi-
derar típicamente casos tales como: 
• Ho: µ1 - µ2 = 0 contra Ha: µ1 - µ2 ≠ 0
• Ho: µ1 - µ2 = 0 contra Ha: µ1 - µ2 > 0
DISEÑO, DESARROLLO Y EVALUACIÓN DE SITUACIONES PROBLEMÁTICAS DE ESTADÍSTICA
 116
• Ho: µ1 - µ2 ≥ 0 contra Ha: µ1 - µ2 < 0
Casos donde las formulaciones para la hipótesis nula son del tipo Ho: µ1 -
µ2 = c (c≠ 0) se pueden considerar teóricamente pero no es usual tratarlas en
la práctica docente. Por otra parte, contrastes del tipo: Ho: µ1 - µ2 = 0 contra
Ha: µ1 - µ2 = c (c≠ 0) los cuales se aproximan más a la idea de contraste en
el sentido de Neyman y Pearson no ocurren con tanta frecuencia en compa-
ración con los casos señalados inicialmente. Esto refleja que la aproxima-
ción al tema se hace bajo la concepción de un test de hipótesis bajo la óptica
de Fisher. 
Intención de la pregunta. Lo más usual es preguntar si debe o no rechazar
la hipótesis nula e interpretar el resultado. Con mucha menos frecuencia se
pide: determinar el nivel de significación del resultado o el mínimo nivel de
significación de rechazo de la hipótesis nula, o analizar la influencia de los
cambios en los tamaños de las muestras en la decisión de un resultado o
determinar un tamaño de muestra a partir del cual se empiece a rechazar la
hipótesis nula. Por otra parte, hay algunos problemas en donde se sugieren
realizar actividades prácticas donde se deben recolectar datos.
Presentación de los tests estadísticos. Aunque a nivel puramente de conte-
nido se podrían considerar a este nivel tests no paramétricas, el programa
de contenidos que la Universidad ha propuesto para este curso ha dado tra-
dicionalmente más importancia a las tests paramétricas que se basan en la
distribución t-student. Por ello en el diseño no se consideraron algunas de
las contrapartes no paramétricas de la t-student para diferencia de medias. 
En el texto [1] no se presenta la misma estadística de prueba que se pre-
senta en los textos [2] y [3]. Cómo ya vimos en el análisis de contenido,
hay esencialmente dos tipos de test estadísticos1 que se podrían asociar a
este tipo de problema, uno donde se utiliza como error estándar de la distri-
bución la expresión (1) dada abajo y el otro donde se utiliza la expresión (2). 
Mientras que detrás del la utilización de (1) está implícito el supuesto de
igualdad de la varianzas, en (2) no es necesario tener en cuenta este supues-
to. Como el profesor había estado trabajando en los cursos anteriores utili-
zando los otros textos, en los cuales sólo se utilizaba (1), en la primera clase
donde se abordó este tema, dijo erróneamente que los grados de libertad del
test estadístico dado en el texto era “n1+ n2 -2” cuando en realidad es un nú-
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mero entre el mínimo de “n1- 1” y “n2 -1” y el número “n1+ n2 -2”. En todo
caso el texto no dice como se determina este número y recomienda utilizar
como grados de libertad el mínimo entre “n1- 1” y “n2 -1”. 
Manejo de supuestos. La utilización de (2) en el test estadístico no hace
necesario considerar el supuesto de homocedasticidad. Con respecto al
supuesto de normalidad que se exige para la convergencia del test estadís-
tico a una distribución t-student, nos llamaron la atención algunos de los
problemas propuestos que requieren el uso de MINITAB. Por ejemplo, en
los problemas 10.63 o 10.66 (p. 530) se utilizan generadores de números
aleatorios para producir distribuciones empíricas de probabilidad de dife-
rencia de medias. Estos problemas sirven para ilustrar la convergencia de la
distribución de muestreo de diferencia de medias a la distribución t-student
y para mirar lo que sucede con estas distribuciones cuando no se satisface
el supuesto de normalidad. Desafortunadamente, en el curso no se contaba
con el programa MINITAB y su adaptación a programas como EXCEL o
su posible implementación en la calculadora gráfica, demandaba mucho
más tiempo del que se tenía disponible. 
Características de la aplicación de la situación 
problemática
Algunas de las características de la instrucción que están presentes en la
aplicación de la situación problemática son las siguientes:
• La forma de trabajo que se pide aplicar en la primera sesión es
individual y en la segunda sesión es en grupos de tres estudian-
tes.
• La aplicación en grupo se enfoca directamente en la discusión
de los errores que se detectaron en la aplicación individual.
• Los estudiantes han desarrollado mucho más práctica en el
manejo de la calculadora gráfica que en el caso de la situación
problemática anterior. Por lo menos tenían diez horas de clase en
la que ‘jugaban con la calculadora’.
• La calculadora gráfica, al igual que en la primera situación pro-
blemática, también se puede utilizar para encontrar y representar
de manera gráfica el p-valor o los niveles de significación.
• El profesor no debe intervenir en la aplicación individual. Debe
identificar los errores que se presentan en los papeles que le
entregan los estudiantes al final de la aplicación individual y
producir un reporte de dichos errores para la parte de trabajo en
grupo que deberá entregar a los estudiantes. 
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• El reporte de errores tiene un doble propósito. Por un lado, el de
propiciar que los estudiantes reconozcan, en lo posible, las equi-
vocaciones que cometieron en la parte individual y no las repli-
quen en el trabajo escrito de grupo. Y por otro, hacerle un
seguimiento al tipo de errores que comete cada estudiante con
fines evaluativos.
EVALUACIÓN 
Errores, dificultades y obstáculos
Errores a posteriori
En general, ocurrieron los errores esperados a priori que se habían previsto.
Sin embargo, también se identificaron otros errores. A continuación no
referimos a ellos. 
Relacionados con la unidad llamada ‘Datos’ se encontró que algunos estu-
diantes:
• Asocian el tipo de problema que deben resolver con problemas
de una sola muestra. Pensábamos que sólo lo iban a confundir
con problemas de dos muestras dependientes.
Relacionados con la unidad llamada ‘Formulación de hipótesis’ se encontró
que algunos estudiantes:
• Al intentar describir la definición de un parámetro lo que se da
son afirmaciones que corresponden a hipótesis.
Relacionados con la unidad llamada ‘Herramientas’ se encontró que algu-
nos estudiantes:
• Confunden la distribución del estadístico de prueba con el esta-
dístico mismo.
Reporte de la lista de errores
Luego de que los estudiantes entregaron las soluciones escritas al problema
planteado para trabajar de manera individual, se revisaron las soluciones y
se elaboró un reporte para presentarles a los estudiantes. Al día siguiente, se
les entregó la descripción de los errores que se habían identificado. A conti-
nuación presentamos dicho reporte, tal como se les presentó a los estudian-
tes:
Errores de los estudiantes en la situación problemática Nº 2
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• E1: Está mal identificado el tipo de problema.
• E2: Hay imprecisiones en la caracterización del tipo de pro-
blema. 
• E3: No sabe determinar cuál es la población de estudio. 
• E4: No define claramente cuál es el parámetro de estudio.
• E5: Hay un planteamiento incorrecto en las hipótesis estadísti-
cas. 
• E6: Está mal identificado el test estadístico o hay imprecisiones
en su identificación. 
• E7: No identifica correctamente la distribución del estadístico o
confunde la distribución del estadístico de prueba con el estadís-
tico mismo. 
• E8: Confunden el p-valor con valores de la distribución de la
estadística de prueba o estima de manera incorrecta su valor.
• E9: No se determina correctamente el nivel de significación que
es necesario para rechazar, o no rechazar, la hipótesis nula.
• E10: Hace una interpretación incorrecta de la decisión que toma
con respecto a la hipótesis nula.
Al igual que en la situación problemática anterior, se elaboró una tabla don-
de está contenida la información por alumno, de los errores que les fueron
señalados en su escrito. También están resaltadas en negrilla las tres estu-
diantes que fueron observadas en detalle en la interacción del trabajo en gru-
po. A continuación presentamos la tabla mencionada. 















Faihan • • • • • 5
Hugo • • • • 4
Andrés • • • 3
Juan • • • • • 5
Ximena • • • • • 5
Carlos • • • 3
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Con referencia a la tabla anterior se encuentra que los errores más frecuente
están relacionados con la determinación de la población de estudio (E3) y
con la elección de la distribución del estadístico de prueba (E7). También los
errores E1, E5 y E6 ocurrieron en un 50% de los estudiantes. Por otra parte,
el error E8 ocurrió con una frecuencia menor de lo esperado (16.6%).
Dificultades y obstáculos
Hemos ubicado en el gráfico que representa la estructura conceptual de
contenidos del test de hipótesis, los tipos de error que se identificaron en
los estudiantes. Esta ubicación de los errores sugiere cuáles son las
conexiones entre las unidades conceptuales que están más débiles. En esta
situación problemática parece que hay muchas más dificultades para la for-
mulación del problema y para la elección del test estadístico en conexión
con los datos. 
Pensamos que una de las mayores dificultades, puede estar en la redac-
ción del enunciado. Por ejemplo, para extraer la información que tiene que
ver con la población, se alude inicialmente a los hombres y mujeres labo-
ralmente activos en Colombia, sin embargo, en la tabla en la que se presen-
tan los resultados de la recolección de información, se dice que la muestra
es de hombres y mujeres laboralmente activos en el barrio Teusaquillo de la
ciudad de Bogotá. El estudiante no cae en la cuenta de esto, o si se da
cuenta, le produce un conflicto cognitivo la decisión de cuál es la población
Norma • • • • 4
Gelber • • • • • 5
Angela • • • • 4
Martha • • 2
Natalia • • • • • 5
Carolina • • • • 4
Frecuencia 
de errores 6 4 7 5 6 6 7 2 4 2 49
Porcentaje 50% 33.3% 58.3% 41.6% 50% 50% 58.3% 16.6% 33.3% 16.6%
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sobre la que verdaderamente se puede hacer inferencia con base en la
muestra dada.
 Figura 6. 
Una de las razones por la cual se hizo evidente la dificultad para determinar
la distribución del estadístico de prueba también está en la forma como se
determinaba el tamaño de la muestra. Para varios estudiantes el tamaño de
la muestra se deducía a partir del número de categorías de la tabla de fre-
cuencias. Entonces pensaban que el modelo de distribución que se debía
utilizar era el t-student con “7 + 7- 2” grados de libertad o con “7-1” grados
de libertad.
Ahora miremos algunos ejemplos concretos de errores de los estudian-
tes.
Errores 1 y 2. Está mal identificado el tipo de problema o hay imprecisiones 
en la caracterización del tipo de problema. Carolina escribió que era un
problema de análisis de proporciones. Juan escribió: “Test de hipótesis con
dos variables”. Martha dijo que era un problema de comparación de dos
muestras diferentes y Hugo sólo dijo que era un problema de diferencia de
medias. En el caso de Carolina la respuesta coincide con el tema que se ha
visto en el capítulo anterior, este tipo de respuesta parece indicar en el estu-
diante tiene un conocimiento muy pobre del nuevo tipo de problema que se
está trabajando. El error de Juan está relacionado con el error 6 y lo vamos
a comentar más adelante. La respuesta de Martha y Hugo parece reflejar
fallas en diferentes conexiones entre conocimientos. Mientras que la res-
puesta de Martha no se refiere a que lo que se comparan son las medias y
posiblemente asocia la palabra diferente con independencia, la respuesta de
Hugo si explicita que se comparan medias, pero no repara en que las mues-
B. Formulación C. Herramientas
E. Análisis
D. Distribuciones
Errores 4 y 5
Errores 8 y 9
A. Datos
Errores 1, 2 y 3
Error 7
Error 6
Errores 1, 2 y 3
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tras deben ser independientes. La respuesta de Carolina y Juan las clasifica-
mos como E1, mientras que las de Martha y Hugo como E2.
Error 3. El estudiante no sabe determinar cuál es la población de estudio.
Gelber respondió “se puede hacer inferencia acerca de los salarios”, mien-
tras que Angela dijo “se puede hacer inferencia sobre la población total de
los habitantes del barrio Teusaquillo, o sobre la población de Bogotá.” Aun-
que la respuesta de Gelber no da cuenta de la ubicación espacio-temporal si
menciona el tipo de datos de la población: los salarios. La respuesta anterior
contrasta con la de Angela. Ella parece ubicar con algo de vacilación la ubi-
cación geográfica pero no explicita el tipo de datos. Aunque ambas respues-
tas las consideramos como “errores” en realidad reflejan dos formas
diferentes e incompletas de conocimiento de lo que significa especificar la
población. 
Error 4. No se define claramente cuál es el parámetro de estudio. Carolina
de manera consiste con la idea de haber expresado que el tipo de problema
era de comparación de proporciones, responde así: “P1: las mujeres tienen
un nivel de educación más alto y deberían tener un salario promedio más al-
to. P2: los hombres tienen un nivel de educación más bajo y deberían tener
un salario promedio más bajo.” Faihan respondió: “los parámetros son µ1 y
µ2.” Juan respondió: “µ: promedios de los sueldos o salarios recibidos por
las mujeres y los hombres.” Es interesante comparar el tipo de conocimiento
que se manifiesta en la respuesta de cada uno de estos estudiantes. En el pri-
mer caso (el de Carolina), parece que ella piensa que un parámetro debe ser
una afirmación donde se exprese una causa y su efecto, también le presta
cuidado a señalar la representación simbólica (las letras P1 y P2). Por su par-
te, Faihan sólo identificó los parámetros con su representación simbólica y
no se puede saber si sabría hacer una traducción a la representación verbal.
La anterior respuesta contrasta con la de Juan, quien si identifica de qué tra-
tan los parámetros en la representación verbal, pero su representación sim-
bólica refleja, aparentemente, que no tiene clara la traducción de la
representación verbal a la representación simbólica o que piensa que el pa-
rámetro se resume en una sola letra a pesar de que sean dos grupos.
Error 5. Hay un planteamiento incorrecto en las hipótesis estadísticas. 
Para ilustrar este tipo de error es interesante comparar cuatro ejemplos de
respuestas. Norma respondió así: “Ho: la cantidad de salario no depende de
si usted es hombre o mujer y Ha: la cantidad de salario depende de si usted
es hombre o mujer.” Juan respondió así: “Ho: µ mujeres ≥ 492.31 y Ha: µm <
492.31”. Gelber respondió así: “Ho: SH -SM ≥ 0 ⇒ SH > SM (S = sueldo) y
Ha: SH -SM < 0 ⇒ SH - SM < 0”. Y Natalia respondió así: “Ho: µH ≥ µM y
Ha: µH < µM < 0.” 
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En el primer caso se nota la preferencia por la representación verbal, la
ausencia de la palabra promedio y la no determinación de la lateralidad de
la prueba. El segundo caso tiene dos aspectos por comentar. En primer
lugar, que puede verse como una variante del error en el que representa de
manera simbólica el parámetro con la notación que se usa para el estimador
(por ejemplo, escribir “Ho:  -  ≥ 0”). Sin embargo, aunque en este caso
la estudiante utiliza la notación “µ”, para representar el parámetro ‘media
de una población’, no escribe que sea mayor o igual a cero sino que utiliza
el valor del promedio muestral del salario de los hombres como referente
de comparación. Y en segundo lugar, su representación simbólica sugiere
que la hipótesis se centra únicamente en el valor del promedio del salario
de las mujeres. El tercer caso, al igual que el primero, no manifiesta que el
parámetro sea un promedio; por otra parte, ilustra la dificultad –aparente-
mente ya superada por el estudiante– para ver como equivalentes dos for-
mas de representación simbólica: la que utiliza la diferencia de los
parámetros como mayor o igual a cero y la que compara directamente un
parámetro con el otro; finalmente, el estudiante no utiliza la representación
simbólica “µ”, sino “S” (y explica que “S = sueldo”) lo cual insinúa que él
piensa que el parámetro no es la media del salario sino el salario mismo. El
último caso ilustra, en concordancia con el uso más extendido en los textos,
la forma más frecuente como los estudiantes representan las hipótesis esta-
dísticas; sin embargo, se detecta un error en la forma como se debería plan-
tear la lateralidad del test y no menciona explícitamente en su
representación verbal, el significado de la representación simbólica.
Error 6. Está mal identificado el test estadístico o hay imprecisiones en su
identificación. Este tipo de error lo podemos ejemplificar con tres casos
típicos. Para ilustrar el primero consideramos la respuesta de Juan. En su
escrito el dice que el estadístico de prueba es
Este error es consistente con los errores 4 y 5 identificados anteriormente,
pero incosistente con el error 1. Juan parece que ve este problema como
problema de una muestra pero, según el error 1, lo entiende como problema
de “dos variables”. Esto sugiere la hipótesis de que Juan tiene una concep-
ción errónea del concepto de variable. El segundo caso lo podemos ilustrar
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Este caso parece similar al anterior. Gelber utiliza el test estadístico que es
apropiado para comparar dos muestras relacionadas, sin embargo, a él no
se le señaló el error 1. Esto se debió a que dijo lo siguiente acerca del tipo
de problema: “es un problema de inferencia que tiene en cuenta dos pobla-
ciones con variables muestras independientes”. Es interesante observar que
Gelber, por el tachón de la palabra variables, inicialmente había concebido
el problema como de “dos variables”. Por esto uno puede pensar que su
concepción inicial acerca del tipo de problema era similar a la de Juan. 
Los dos casos comentados anteriormente fueron considerados como
errores donde no se identificó el test estadístico. Ahora mostremos un caso
donde hay imprecisiones en la identificación del test estadístico. Este es el
caso de Andrés que escribió que el test estadístico era 
Se detectan dos imprecisiones. Por un lado, la representación simbólica del
error estándar hace suponer que se conocen las varianzas de las poblacio-
nes, cuando en realidad son estimaciones basadas en las dos muestras dadas
y, por otro lado, en el numerador no aparece el signo de diferencia entre los
estimadores y los parámetros. Esta omisión del signo que indica la diferen-
cia entre estimadores y parámetros puede parecer que es un simple des-
cuido, sin embargo, como veremos en el comentario del error 7, la
situación de la comprensión de Andrés es mucho más grave.
Error 7. No identifica correctamente la distribución del test estadístico o se 
confunde la distribución del estadístico de prueba con el estadístico mismo. 
En primer lugar comentamos el caso de Andrés. Él escribió el cálculo del
test estadístico así: 
Esta representación numérica del cálculo del test estadístico refleja no sólo
que el estudiante piensa que la distribución del estadístico de prueba es una
t-student con “7+7-2” o “7-1” grados de libertad sin también una falta de
comprensión de muchos otros conceptos o la ausencia total de una traduc-
ción de los elementos de la representación simbólica a la representación
numérica. En otros casos como el de Ximena, se hace una traducción
correcta del la representación simbólica del test estadístico a la representa-
ción numérica, sin embargo, ella dijo que la distribución del estadístico era
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t-student con 7 grados de libertad y además su representación simbólica
utilizaba σ en vez de S, para representar las desviaciones estándar.
Error 8. Confunde el p-valor con valores de la distribución de la estadística
de prueba o estima de manera incorrecta su valor. Este error está muy rela-
cionado con el error clasificado como Error 8 en la primera situación proble-
mática. Aunque en esta situación no apareció con la frecuencia esperada,
volvió a ocurrir con una mayor frecuencia en el examen final. Este error le
fue señalado a Ximena y a Norma. Ximena obtuvo un valor correcto para el
test estadístico (t = 1.906), sin embargo, hizo el siguiente razonamiento para
responder a la pregunta 3Ai: “si α = 0.05 y g.l. = 7, el p-valor es 1.89, como
1.906 > 1.89 se tiene que si a α = 0.05 no rechazo Ho y si α = 0.025, el p-
valor es 2.36, como 1.906 < 2.36, se tiene que si a α = 0.025 se rechaza Ho.”
El caso de Norma fue diferente. Ella obtuvo un valor incorrecto al calcular
el test estadístico, pues le dio t = 3.871. Entonces para obtener el p-valor uti-
lizó la aplicación DIST de la calculadora gráfica donde introdujo para d.f.
(esto es los grados de libertad con las iniciales en inglés) el valor 273 y para
t el valor 3,871, la calculadora da como respuesta la siguiente representa-
ción: P(t) = 0.999932, entonces Norma dijo que el p-valor era 1. En este caso
vemos que Norma no confunde los valores de las distribuciones con las pro-
babilidades de los mismos, pero, no tiene en cuenta que la respuesta que da
la calculadora es la probabilidad acumulada hasta el valor 3.871 y no la pro-
babilidad de que t sea mayor que 3.871 que era la probabilidad que ha debi-
do encontrar (1-0.999932), si no se tuviera en cuenta el error en el cálculo
del test estadístico. La forma como procedió Norma se repitió luego con
cierta frecuencia en otras situaciones de resolución de problemas en la clase.
Vimos que varios estudiantes pensaban que la calculadora les daba directa-
mente el p-valor y no tenían en cuenta el razonamiento que se debía hacer
con respecto a la lateralidad del test.
Error 9. No se determina correctamente el nivel de significación que es ne-
cesario para rechazar o no rechazar, la hipótesis nula. Dado que la instruc-
ción impartida por el profesor se basó al principio del semestre en el texto
[3], los estudiantes no utilizaban con tanta frecuencia la aproximación al p-
valor. Por ello no encontramos una relación tan estrecha, como sería de es-
perar, entre este error y el anterior. Miremos algunos casos. Por ejemplo,
Faihan obtiene correctamente el valor del test estadístico (t = 1.90) y hace la
siguiente representación gráfica
 Figura 7. 
α
1.90
a = 0.05 → 1.96
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y luego simplemente escribe: “con α = 0.05 se rechaza Ho [...]”. Este caso
nos lleva a pensar nuevamente en el obstáculo que mencionamos en el aná-
lisis de la situación problemática anterior, es decir, en la hipótesis de que
existe en los estudiantes una noción de comparación de orden restringida a
lo puramente lineal, que hace que cuando se ponen en juego en un problema
representantes numéricos que corresponden a probabilidades de p-valor o
nivel de significación se interpreten como valores sobre la recta real. En el
caso anterior es imposible saber si esto sucede realmente, más aun si se tiene
en cuenta que Faihan escribe al lado de la gráfica “α = 0.05 → 1.96”. Sin
embargo, en la situación problemática anterior si se hizo explícito argumen-
taciones del tipo “0.05 < 1.9, entonces rechazo Ho.”
Error 10. Hace una interpretación incorrecta de la decisión que toma con 
respecto a la hipótesis nula. Este error le fue señalado a Ximena y a
Angela. Sin embargo, se debe tener en cuenta que varios estudiantes no
alcanzaron a responder todas las preguntas del cuestionario. En todo caso,
como profesores nos sorprendimos por el hecho de encontrar en estas dos
estudiantes una interpretación contraria o inconsistente con la decisión
tomada. Como investigadores sólo podemos justificar este hecho en térmi-
nos de la complejidad conceptual que hay detrás de los test de hipótesis. En
este caso particular, se evidencia la ausencia de una traducción apropiada
entre la representación simbólica que contiene una de las posibles respues-
tas al problema, “rechazar Ho”, y la representación verbal que se debe
















































El tema de esta situación fue el de tests de hipótesis para inferir acerca del
coeficiente de correlación (de Pearson) de una población. Se consideraron
dos casos: uno, en el que se supone que este coeficiente es igual a cero en la
población y y el otro, cuando se supone que tiene algún valor diferente de
cero en la población. 
Al igual que en las dos situaciones anteriores, para la concepción y con-
creción del diseño se hace un análisis didáctico que contempla tres dimen-
siones: un análisis del contenido estadístico del tema, un análisis del
aprendizaje en el que concretamente se elige un tipo de situación problemá-
tica y un análisis de la enseñanza que atiende principalmente al análisis del
texto que leyeron los estudiantes antes de enfrentarse al problema pro-
puesto. Al final, se presenta la evaluación de la aplicación de la situación
problemática. 
Para llegar al diseño de la situación que se puso a prueba se hicieron dos
ensayos piloto. El diseño que resultó, difiere con respecto a las situaciones
problemáticas Nº 1 y Nº 2 en el manejo metodológico que se le dio al error.
En este caso, se diseñaron dos enunciados en los que explícitamente apare-
cen señalados varios errores, uno de los enunciados se utilizó para el tra-
bajo individual y el otro para el trabajo en grupo. La tarea del alumno
consistió básicamente en explicar y corregir dichos errores.
La forma de aplicación de la situación problemática tuvo tres fases. Pri-
mero, los estudiantes explicaron y corrigieron los errores del primer enun-
ciado de manera individual y entregaron sus respuestas por escrito. Luego,
los profesores la revisaron las respuestas de los estudiantes y evaluaron si
era necesario hacerle algún ajuste al segundo enunciado. Y finalmente, los
estudiantes se reunieron de nuevo en la clase, trabajaron en grupos y la





























































Cuando consideramos una correlación de Pearson, hay presentes dos varia-
bles de tipo cuantitativo. Si las variables consideradas están relacionas se
dice que están correlacionadas. En general, el par de variables a las que nos
referimos cuando hablamos de una correlación se denotan, en su represen-
tación simbólica, como “x” e “y”. 
En un análisis de correlación no interesa establecer la relación de causa
efecto que pueda existir entre el par de variables. Usualmente un análisis de
correlación se hace antes de hacer un análisis de regresión. Es en este
último en el que la notación de las variables adquiere el significado en el
que se mira “x” como la variable independiente que se puede controlar e
“y” como la variable dependiente, cuyo comportamiento se trata de expli-
car en función de la otra variable. En el análisis de correlación el estatus de





En un análisis de correlación se evidencia la necesidad de distinguir entre
lo que es población de estudio y lo que es población de datos. En este sen-
tido, es claro que cuando se quiere hablar de una correlación hay como
referencia una población de estudio de la cual que se derivan dos poblacio-
nes de datos, cada una de ellas relacionada con una de las dos variables.
Entonces todos los valores posibles de estas dos variables son las que defi-




La muestra que se toma de las dos poblaciones de datos es pareada, esto
significa que de cada unidad de la población de estudio sólo se deriva una
pareja de datos. Usualmente este par de datos se obtiene de manera simultá-
nea, esto quiere decir que no hay control experimental sobre ninguna de las
dos variables. La muestra simplemente la conforman datos que se suelen









Por lo tanto el tamaño de la muestra lo determina la cantidad de parejas de




Debido a que las distribuciones de probabilidad que usualmente se trabajan
en problemas de inferencia acerca de la correlación son continuas se puede



































Medidas de resumen estadístico
 
La r de Pearson es la medida típica de correlación cuantitativa. La correla-
ción muestral se caracteriza porque sólo puede tomar valores entre -1 y 1.
El valor -1 indica una correlación perfecta en sentido inverso, mientras que
el valor 1 indica una correlación perfecta en sentido directo. Por otra parte,
el valor 0 indica la ausencia de correlación. La correlación de Pearson
puede decirse que es una manera “estandarizada o relativa” de medir la
fuerza y el sentido de una relación. Sin embargo, también tiene su contra-







El parámetro de estudio es el valor del coeficiente de correlación en una
población específica y se denota con la letra griega “ ”. Aunque intervie-
nen dos variables en la definición de este parámetro, debe tenerse en cuenta





En los problemas de correlación la hipótesis que se estudia de manera más
natural, es la sospecha de que exista o no una correlación entre el par de
variables consideradas. Esto, si se tienen en cuenta la interpretación que se
da al valor cero en el coeficiente de correlación, lleva usualmente a plantear
un contraste entre una hipótesis donde se supone que no hay correlación y
la otra donde se supone que si existe algún nivel de correlación. También es
posible considerar problemas donde por ejemplo, se sospeche que existe




Las hipótesis estadísticas relacionadas con la correlación puede plantearse,
en términos de representaciones simbólicas, en formas tales como: Ho:

















En lo que se refiere al planteamiento de la hipótesis estadísticas, vale la
pena señalar que si la intención que se tiene es mostrar que existe correla-
ción entre las variables, la lógica del contraste se puede mirar como cohe-
rente con la posición o el “sentido de nulidad” que se le da a la hipótesis
nula. Sin embargo, si la intención no es mostrar la existencia de correla-










































tiene tanto sentido expresar desde el punto de vista conceptual el que la






El estimador de la correlación de la población es r. Su expresión simbólica
se representa con expresiones como la siguiente:
El cálculo de r con esta expresión e incluso con expresiones alternativas, im-
plica la realización de una gran cantidad de operaciones aritméticas elemen-
tales. Por ello su cálculo exige mayor cuidado y control si se compara con
los cálculos que se deberían hacer en las otras dos situaciones problemáticas
que fueron consideradas. 
La correlación de Pearson es independiente de la posición y de la escala
de los datos. Desde el punto de vista conceptual, esto se refleja en su expre-
sión simbólica: debe observarse que se puede definir como el promedio de
la suma de los productos estandarizados de las parejas de datos. 
 
Varianza del estimador r
 
La varianza del estimador bajo el supuesto de que la correlación de la
población sea cero es . Sin embargo, cuando se
consideran situaciones donde la población tenga un coeficiente de correla-
ción diferente de cero, es necesario considerar, para propósitos de inferen-
cia, no el estimador r sino una transformación de dicho estimador.





= Log ( . En este caso la raíz de la




viene dada por .
 
Estadísticos para tests de hipótesis
 
Con respecto a los tests estadísticos y al igual que en muchas otros tests
paramétricos su cociente de estandarización viene dado por la razón entre
la diferencia del estimador muestral con las medias poblacionales y su error
estándar. De acuerdo con lo discutido anteriormente se pueden presentar
dos casos:
a. el test estadístico es t =  si se supone
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Distribución muestral del estimador r
 
Los valores de r pueden estar agrupados de diferentes formas. Por ejemplo
si la mayoría tiende al valor –1, o tiende al valor de 1 se obtienen distribu-
ciones asimétricas positivas o negativas y hay necesidad de transformar




 que tiene a ser




Se utiliza la distribución normal cuando hay necesidad de realizar la trans-
formación de Fisher o cuando el tamaño de la muestra es grande, sino se
debe utilizar la distribución t-student.
La forma de la distribución es acampanada y tiene un valor esperado
igual a cero si la correlación de la población es de cero. En cualquier caso
(correlación igual a cero o diferente de cero) los valores del dominio de la
distribución estarán entre -1 y 1. 
 
E. Análisis e interpretación de resultados
 
Los conceptos que se presentan en esta unidad son esencialmente iguales a
los que se presentaron en las otras dos situaciones de tests de hipótesis. De
todas formas presentamos una breve referencia de estos. 
 
Nivel de significación estadística
 
Se define con base en la distribución teórica que se utilice y teniendo en
cuenta el establecimiento de una hipótesis nula. Formalmente se puede
expresar como  = P(Rechazar Ho / Ho es cierta). En este caso P(|) sería la
función de densidad de probabilidad condicionada por la hipótesis nula. Se








que consiste en rechazar la hipóte-




 que consiste en
no rechazar la Ho cuando en realidad es falsa. Es claro que cuanto menor
sea el nivel de rechazo, menor será la probabilidad de cometer un error de
tipo I y mayor será la probabilidad de cometer un error de tipo II y vice-
versa. 
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Dado el resultado muestral, el p-valor el mínimo nivel de significación que
es necesario establecer para empezar a rechazar la hipótesis nula.
Dependiendo del planteamiento de las hipótesis tiene una definición
particular para cuando es de dos colas, o cuando es unilateral a la izquierda
o a la derecha.
 
ANÁLISIS DEL APRENDIZAJE 
Introducción
Esta sección se divide en tres subsecciones. En la primera se describen
algunas de las características de los tipos de situaciones problemáticas que
consideran inferencias acerca de la correlación de una población. En la
segunda se presentan las situaciones problemáticas que se propusieron a
manera de ensayo piloto, la manera como se aplicaron y algunos comenta-
rios relacionados con su evaluación. Finalmente, en la tercera subsección,
se presenta la propuesta definitiva, los conceptos y procedimientos que se
pusieron en juego en dicha propuesta y la forma como se implementó su
aplicación.
Situaciones problemáticas: caracterización del tipo de 
problemas
Como una primera aproximación para analizar los fenómenos que usual-
mente ponen en juego el tema que nos ocupa, se hizo la recopilación de una
serie de problemas de inferencia acerca de la correlación de una población
que aparecen en la práctica. Con base en dicha recopilación se miraron
algunos de los constructos hipotéticos utilizados en cada problema, es
decir, la idea general del fenómeno a partir del cual se planteaba el pro-
blema. 
Como resultado de la revisión hecha, y sin atender a la frecuencia con la
que se presentó cada constructo, se concluyó que se utilizan estimaciones
de la correlación en campos tales como: psicología, salud, educación, bio-
logía, negocios, demografía, lingüística y finanzas, entre otros. Algunos
ejemplos particulares asociados con cada uno de los campos mencionados
son:
• Relación entre el peso y la estatura (salud).
• Relación entre satisfacción por la realización de un tipo de tra-
bajo y la propensión por dejarlo (psicología).
• Relación entre longitud y edad de algún tipo de planta (biolo-
gía).
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• Relación entre edad de un automóvil y precio del mismo (nego-
cios).
• Relación entre cantidad de población y desempleo (demografía).
• Relación entre la proporción de variaciones sintácticas de cierto
tipo y el nivel socioeconómico (lingüística).
Además del criterio basado en las áreas de estudio, también se pueden suge-
rir otros criterios para clasificar o caracterizar los problemas de correlación.
Por ejemplo, se pueden pensar en términos del uso que se da a un coeficiente
de correlación. Como sugiere Philips (1992) el coeficiente de correlación se
puede utilizar como un criterio de validez o de confiabilidad o como un ín-
dice de otro tipo. Otro criterio puede ser en términos del carácter bivariado
o multivariado de los estudios relacionados con problemas donde se presen-
tan matrices de correlaciones: Finalmente, también se puede pensar en tér-
minos de si el análisis de correlación se mira o no en conjunción con el
análisis de regresión. En el último caso se ve la correlación como un índice
de causación. 
Cuestionario piloto 
Para este tema inicialmente realizamos una prueba piloto en el que se plan-
teaba a los estudiantes un contexto que consideraba la utilización de indica-
dores de tipo demográfico. Además, se quiso que en la situación que se
planteara se pudieran comparar más de dos variables con el fin de obtener
correlaciones plantear el uso de las matrices de correlación. A continuación
presentamos el cuestionario. 
Se buscó una situación real en donde se pudiera aplicar el tema de correla-
ción y poder comparar más de dos variables con el fin de obtener correla-
ciones positivas, negativas y correlaciones nulas.
Primera parte (cuestionario para trabajar de manera individual)
Especialistas en economía y demografía han venido realizando
estudios acerca de las tasas de nacimiento, suicidio, crecimiento
económico y productividad. Se ha establecido que entre estos tipos
de tasas diferentes tipos de relaciones. En un estudio particular
algunos especialistas han referenciado las siguientes afirmaciones:
• Afirmación Nº 1. En países con un desarrollo tecnológico
alto tales como Japón, Estados Unidos, Alemania, Inglate-
rra, Francia, Italia y Canadá, se tienen bajas tasas de
nacimientos (TN) asociadas con altas tasas de suicidio
(TS). Algunos demógrafos piensan que, a nivel mundial, la
correlación entre estas dos variables es intensa, pero
menor que -0.9.
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• Afirmación Nº 2. Por su parte, algunos economistas afir-
man que la correlación entre las variables tasa de creci-
miento (TC) y tasa de productividad (TP) es mayor a 0.8
ya que en general, independientemente de los países que
se estudien, altas tasas de crecimiento están asociadas
con altas tasas de productividad.
• Afirmación Nº 3. Tanto economistas como demógrafos,
afirman que las tasas de suicidio no parecen estar correla-
cionadas con las tasas de productividad.
1) Plantee las hipótesis estadísticas que se pueden asociar a cada
una de las tres hipótesis de investigación mencionadas anterior-
mente.
2) En la página siguiente se presentan tres gráficas donde se puede
verificar a nivel descriptivo si son válidas dichas hipótesis. Des-
afortunadamente los investigadores no colocaron en el mismo
orden las gráficas y olvidaron ponerle algún rótulo de referencia a
los ejes. Suponga que en las gráficas se refleja lo que se dice en
las afirmaciones. Explique cuál debería ser el nombre de cada
gráfica y sugiera un nombre para rotular cada uno de los ejes.
En la tabla siguiente se recopila una muestra de 7 países donde se
presentan las tasas de nacimiento, suicidio, productividad y creci-
miento.
3) Compruebe la hipótesis de investigación que planteó en la afir-
mación Nº 1.
4) Responda y justifique porqué:
a. ¿Con cuál modelo de distribución probabilística trabajaría la
hipótesis de investigación que se puede asociar a la afirma-
ción Nº 3?
b.  ¿Cuál es el error estándar que se debería utilizar?
5) En otro estudio para analizar la afirmación Nº 1 se aumentó el
tamaño de la muestra de n = 7 a n = 30 y se obtuvo el mismo
valor para el coeficiente de correlación muestral que se encontró
Tasas Japón EE.UU Alemania Inglaterra Francia Italia Canadá
TN 3 3 2 2 2 1 1
TS 1 1.1 1.5 1.7 2.0 2.2 2.5
TP 12 3 11 5 4 12 11
TC 10 5 9 6 5 11 13
Tabla A. Tablas de datos
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en el numeral 3) ¿Cómo influye este cambio del tamaño de la
muestra en la decisión e interpretación que dio usted como res-
puesta al problema No 3?
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Revisión de las repuestas de los estudiantes y preparación de la
segunda sesión
El cuestionario anterior se le dio a los estudiantes para que lo resolvieron
en forma individual. Los escritos individuales de los estudiantes se revisa-
ron y se escogieron dentro del conjunto de sus repuestas, algunas donde se
reflejaban errores. Entonces, para plantear el trabajo que se debía hacer en
grupo durante el segundo día, se diseño un segundo cuestionario en el que
se le pedía a los estudiantes identificar y discutir los errores de cada ítem. 
Hubo discusión entre los profesores (investigadores) para ponerse de
acuerdo en cuáles de los diferentes errores eran los que se debían poner a
discusión de los estudiantes en la siguiente sesión. El enunciado de la
segunda parte refleja el acuerdo al que se llegó. 
Segunda parte (cuestionario para trabajar en grupo)
1) Corrija y explique el error que se presenta en la siguiente res-
puesta. Este punto se refiere al planteamiento de las hipótesis
que corresponden a la afirmación Nº 3.
                          Ho: N1 = N2               N1: Tasa de suicidio
                          Ha: N1 ≠ N2               N2: Tasa de productividad
2) Con relación al punto 3: corrija y explique los errores que se pre-
sentan en la siguiente expresión.
3) Explique cuál es el error en la siguiente gráfica donde se pre-
tende ilustrar la distribución muestral de r si . Proponga
una nueva gráfica donde se ilustre de manera más apropiada la
decisión de rechazo o de no rechazo de Ho.
4) Con relación al punto 4, explique cuál es el error en la siguiente
argumentación:
a. El modelo de la distribución probabilística que se debe utilizar










-1 -0 1 r
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lación existente entre dos variables y para este tipo de proble-
mas resulta ser el más adecuado.
b.  El E.E. que debe ser utilizado será el mismo que se utiliza en
la determinación de los intervalos de confianza:
5) Con relación al punto 5, explique que está bien y que está mal en
la siguiente argumentación:
Si a pesar de incrementar “n” a 30 unidades, el coeficiente de corre-
lación muestral obtenido es igual al obtenido en el problema Nº 3,
este cambio en el tamaño de la muestra no afecta la decisión, ni la
interpretación dadas como respuesta. Lo que si cambiaría sería el
E.E.(X) ya que este es igual a: 
Evaluación
A nivel investigativo, las explicaciones escritas de los errores no satisficie-
ron las expectativas de los investigadores. Pensábamos que detrás de las
explicaciones que explícitamente pedimos a los estudiantes (por escrito),
íbamos a identificar de manera más precisa algunas de sus principales difi-
cultades conceptuales. En realidad encontramos en muchos casos, que
dichas explicaciones sólo contenían variaciones explicativas de cómo se
debía corregir el error y no de porqué se había cometido el error.
A nivel didáctico, se encontró que, en general, los estudiantes lograron
presentar correcciones apropiadas a los errores indicados en el cuestionario
de la segunda parte. Pensamos que esto se debió principalmente a que en
los cuestionarios individuales ya se habían señalado los errores de algunos
de los estudiantes. Los resultados de esta experiencia nos ayudaron a apo-
yar empíricamente nuestra creencia en el hecho de que hacer pensar a los
estudiantes sobre sus propios errores les ayuda a que incurran en ellos con
menos frecuencia y a que comprendan mejor el tema. Por otra parte, debido
a la importancia relativa y diferente que le dábamos cada uno de los profe-
sores a los errores que se habían identificado en los estudiantes, se nos
complicó la escogencia de los errores que considerábamos más importan-
tes. Esta experiencia nos obligó a establecer y a desarrollar criterios para
seleccionar los errores para poder focalizar la discusión sobre ellos. 
Ahora haremos algunos comentarios más puntuales relacionados con el
planteamiento y las respuestas de los estudiantes a la aplicación del cues-
tionario de la segunda parte. En la primera pregunta se pone a discusión de
los estudiantes un error relacionado con la formulación de las hipótesis. El
error en sí mismo nos motivó pensar en dos posibles explicaciones con res-
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dicho error: desconexión del problema planteado con respecto al signifi-
cado que se le puede dar al coeficiente de correlación o identificación de los
problemas de correlación con problemas de comparación de medias.
Sin embargo, hay un detalle con respecto a la representación simbólica
utilizada, que favorece la segunda hipótesis. El estudiante en el que se iden-
tificó este error utilizó, para representar los parámetros de las hipótesis
estadísticas, una letra más parecida a una “N” mayúscula que a la letra “µ”
utilizada formalmente para representar la media de una población. Esto
corresponde con la forma como el profesor escribía, de manera descuidada,
la letra “µ” en el tablero (terminaba siendo más parecida a una N mayús-
cula que a la letra µ). 
En la segunda pregunta se ha tomado en el test estadístico el valor n, del
tamaño de la muestra, como el total de valores (14) y no como el total de
parejas (7). La aparición de este error también se puede relacionar con la
hipótesis de identificación de los problemas de correlación con problemas
de comparación de medias. Sin embargo, no se pudo establecer una corre-
lación significativa entre los estudiantes en los que se identificó el primer
error con respecto a aquellos en donde se identificó este error. La formula-
ción de esta pregunta también contenía otros elementos que generaron dis-
cusión entre los estudiantes:
• la transformación de los valores de la correlación al usar la
transformación de Fisher.
• el uso de su representación simbólica de las correlaciones trans-
formadas.
• el cuidado con el manejo de la diferencia de las correlaciones en
el test estadístico dado que el signo de la correlación muestral
era negativo.
En la tercera pregunta se presenta la gráfica de una distribución muestral de
correlaciones cuyos valores deberían estar entre -1 y 1. Una de las repuestas
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Esta respuesta ilustra una de las formas como se le puede sacar provecho al
análisis de los errores. Aunque el estudiante respondió mal, la indagación
acerca de este error nos permitió identificar otra concepción errada que no
habíamos tenido en cuenta y que en este caso se hizo evidente: algunos es-
tudiantes piensan que la distribución muestral de r se puede ilustrar con un
gráfico de dispersión de los datos de la muestra, cuando en realidad con este
gráfico sólo se puede ver de manera informal el nivel de correlación de los
datos de la muestra. 
En el enunciado de la formulación de la cuarta pregunta se manifiesta
un hecho recurrente que ya se había detectado en la situación problemática
anterior y en las dos primeras preguntas del cuestionario de la segunda
parte de este ensayo piloto. Se trata de la presencia de respuestas erradas de
los estudiantes cuyo contenido se relaciona con temas que se habían tratado
con anterioridad. En el caso de las dos primeras preguntas, comentadas
unos párrafos más atrás, se puede hacer referencia a los problemas de dife-
rencia de medias. Y en el caso de la cuarta pregunta, se puede hacer refe-
rencia a los problemas de proporción. 
Con respecto al contenido mismo, las diferentes respuestas de los estu-
diantes pusieron en evidencia la complejidad de la elección de un modelo
de distribución para hacer inferencia acerca de la correlación. Pensamos
que la comprensión del estudiante, se vuelva más compleja por los siguien-
tes hechos:
• El cambio que se debe considerar en el modelo de distribución
cuando en la hipótesis nula se debe asumir un valor para la
correlación diferente de cero.
• La introducción de la transformación de Fisher, que introduce un
nuevo ingrediente en el concepto de distribuciones muestral, que
ya de por sí es complejo.
• La identificación asintótica del modelo t-student con el modelo
normal. Lo que queremos decir con esto, es que el estudiante en
general no logra discriminar apropiadamente entre: utilizar el
modelo t-student para problemas donde se supone bajo la hipó-
tesis nula que la correlación es cero y utilizar la distribución nor-
mal para problemas donde se debe recurrir a la transformación
de Fisher cuando se supone bajo la hipótesis nula que la correla-
ción es diferente de cero. La confusión entonces se genera
cuando en los enunciados de los problemas se dan muestras
grandes, pues debido a que la distribución t-student converge
asintóticamente hacia la normal, se confunden los dos tipos de
problemas.
A los dos primeros hechos nos hemos referido implícitamente en los comen-
tarios de las preguntas anteriores. Con respecto al tercero, pensamos que
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este hecho hace que se confundan no sólo las representaciones simbólicas
con las que se hace referencia a las estadísticas de prueba (hecho que tam-
bién se presentó en la situación problemática anterior), sino también los ar-
gumentos que debían exponer los estudiantes para justificar la razón por la
cual se debía usar el modelo t-student o el normal.
En la quinta pregunta se plantea un ejemplo del tipo de argumentacio-
nes que dan algunos estudiantes cuando se trata de que analicen los efectos
que genera el cambio en el tamaño de la muestra, en la decisión acerca de
las hipótesis estadísticas. El error que se plantea en este enunciado llama la
atención porque se puede deber a que se esté confundiendo el valor del esti-
mador con el del test estadístico, pues al estudiante le parece natural que se
cambie el error estándar y no se modifique nada. Otra cuestión que también
ilustra lo que se comentó en el párrafo anterior es la identificación que hace
el estudiante con el error estándar , cuando la muestra es grande a
pesar de que normativamente se deba utilizar el otro error estándar. Final-
mente, otro detalle que nos llamó la atención fue la representación
“E.E.(X)” que utilizó para representar el error estándar. No pudimos encon-
trar algún tipo de explicación que justificara el uso de “(x)” en forma de
subíndice. 
Propuesta definitiva
Para el caso de este diseño se decidió cambiar el estilo del planteamiento de
los enunciados. Algunas de las razones que motivaron este cambio fueron:
en los cuestionarios individuales varios estudiantes no alcanzaban a respon-
der las últimas preguntas y no se podía recolectar suficiente información
con respecto a algunos temas relacionados con la unidad de análisis e inter-
pretación de resultados. Por ello, ahora se plantearon dos enunciados en los
que se planteaban soluciones ficticias de un estudiante que contenían erro-
res. La tarea de los estudiantes era identificar en que consistía cada error y
corregirlo. En esta ocasión también se dedicaron dos días, uno para trabajo
individual y el otro para trabajo en grupo. Los enunciados que se entrega-
ron a los alumnos se presentan a continuación.
Tema A: Avaluadores de finca raíz (aplicación individual)
Una compañía de avaluadores de finca raíz está realizando estu-
dios para decidir cuales son las variables que deberían tener en
cuenta si quieren invertir en la compra de apartamentos. Inicial-
mente avaluaron cinco apartamentos e investigaron en ellos las
variables: área en metros cuadrados y edad del apartamento en
años. Los avaluadores piensan que estas variables están correla-
cionadas negativamente, incluso afirman que entre ellas existe una
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apartamentos obtuvieron un coeficiente de correlación de -0.9.
¿Corrobora este resultado lo que piensan los avaluadores?
Como solución a este problema un estudiante realizó el
siguiente test de hipótesis:
Para este problema voy a utilizar un modelo t- student con n-2 grados de
libertad ya que las muestras son pequeñas
rz= 1. 472
ρz= 1.099
Usando un α de 1% encontré un valor en la tabla de 2.575. ,
Al comparar el valor calculado con el p-valor de 0.26 que es 0.5941 se tiene
que 0.5941 es menor que 2.575. ,
Por lo tanto rechazo la hipótesis nula, es decir, existe una correlación
mayor que -0.8. ,
Las hipótesis estadísticas son Ho: ρ < -0.8 y Ha: ρ > -0.8
El profesor, luego de revisar esta solución, señaló con las marcas
, , etc. los lugares donde el estudiante cometió errores. Us-
ted debe:
• 1. Explicar concretamente en que consistió cada uno de
los errores
• 2. Proponer una corrección apropiada
A manera de ejemplo, se ilustra la manera de explicar y corregir dos
de los errores cometidos
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Tema B: Avaluadores de finca raíz (aplicación en grupo)
Una compañía de avaluadores de finca raíz está realizando estu-
dios para decidir cuales son las variables que deberían tener en
cuenta si quieren invertir en la compra de apartamentos. Inicial-
mente avaluaron cinco apartamentos e investigaron en ellos las
variables: área en metros cuadrados y edad del apartamento en
años. Los avaluadores piensan que estas variables no están corre-
lacionadas. Luego de analizar los datos de los cinco apartamentos
obtuvieron un coeficiente de correlación de 0.8. ¿Corrobora este
resultado lo que piensan los avaluadores?
Para analizar este resultado un estudiante realizó el test de hipó-
tesis que se presenta a continuación. El profesor, luego de revisar
esta solución, señaló con las marcas , , etc. lugares
donde el estudiante cometió errores. Usted debe escribir por sepa-
rado:
• 1. La explicación tan concreta como se pueda de cuál fue
el error que se cometió y 
• 2. Proponer una corrección apropiada.
En este problema no es necesario transformar pues queremos averiguar si la
correlación es significativa. Aplicaremos directamente el modelo z. ,
Las hipótesis son Ho: r = 0 y Ha: r > 0.8 , 
E2
Los valores transformados de las 
correlaciones no tuvieron en 
cuenta que las correlaciones son 
negativas
Debemos considerar que si r=
-0.9 entonces rz= -1.472 y si 
ρ=-0.8 entonces rz= -1.099.
E3
El cálculo del test estadístico que 
es no está bien hecho 
porque no se tuvieron en cuenta 
los signos de las correlaciones y 
se dividió por 3 pensando en que 
el modelo de distribución era el t-
student con 3 grados de libertad.
La manera correcta de calcular 
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El test estadístico es
El p-valor de 2.309 es 0.947956, este valor es muy grande y 
es mayor que un α de 0.05, entonces rechazamos la hipótesis nula y pensa-
mos que no existe correlación entre la variables mencionadas 
Para confirmar lo anterior también vemos que 2.309 es mayor que 1.64 por
lo tanto también rechazamos la hipótesis nula 
Conceptos y procedimientos puestos en juego en la propuesta
definitiva
En la Tabla Nº 13 que aparece a continuación se presentan los conceptos y
procedimientos que se ponen en juego para resolver los enunciados de las
propuestas definitivas. 
Tabla Nº 13. 
Conceptos, unidad 




asociado en los 
enunciados
Variable
Unidad A Fase I
a1. Identificar la(s) variable(s) de 
estudio.
a2. Distinguir entre una variable 
independiente y una dependiente. 
a3. Distinguir entre una variable 
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Muestra
Unidad A Fase I
a4. Identificar el número de muestras 
que se consideran.
a5. Cuando en el problema se trabaja 
con dos muestras, identificar si las 
muestras son independientes o 
relacionadas.
a6. Establecer un criterio para 
determinar si los tamaños de las 
muestras son “grandes” o “pequeñas”.






Unidad A Fase I





Unidad A Fase I
a10. Identificar el nivel de 
significación dado en un problema.
a11. Determinar un nivel de 
significación para resolver el 
problema.
a12. Trasladar un valor porcentual a 







Unidad A Fase I
a13. Identificar y distinguir los 
promedios, las proporciones, las 
desviaciones y/o las correlaciones 
poblacionales de las muestrales.
E2
Parámetros
Unidad B Fase I
b1. Identificar o reconocer el o los 
parámetros de estudio.
b2. Distinguir un parámetro de su 






Unidad B Fase I
b3. Identificar la hipótesis de 
investigación del problema.
b4. Establecer la relación entre la 
hipótesis de investigación del 
problema y el parámetro de estudio.
E8
E8
Tabla Nº 13. 
Conceptos, unidad 




asociado en los 
enunciados




Unidad B Fase I
b5. Formular las hipótesis refiriéndose 
a parámetros de las poblaciones.
b6. Establecer en las hipótesis 






Unidad B Fase I
b7. Establecer el contraste de hipótesis 
como un problema de decisión entre 
dos hipótesis estadísticas.
b8. Elegir como hipótesis nula la 
contraria a la que se desea confirmar.
b9. Establecer antes de observar los 





Unidad C Fase II
c1. Calcular valores de los 
estimadores.





Unidad C Fase II
c3. Identificar el error estándar que se 
asocia con el estimador.




Unidad C Fase II
c5. Distinguir entre el estimador y el 
estadístico de prueba.





Unidad D Fase II
d1. Identificar una distribución de 
probabilidad asociada al estimador.
d2. Identificar los parámetros 
asociados a la distribución.





Tabla Nº 13. 
Conceptos, unidad 




asociado en los 
enunciados




Unidad D Fase II
d4. Identificar una distribución de 
probabilidad asociada al estadístico de 
prueba.
d5. Identificar los parámetros de la 
distribución.
d6. Representar de manera gráfica la 
distribución del estadístico.
d7. Consultar la tabla de distribución 
del estadístico para hallar un valor de 
la distribución dado un nivel de 
significación.
d8. Determinar el p-valor de un valor 
del test estadístico.
d9. Establecer criterios de decisión.
d10. Representar gráficamente las 
regiones de rechazo y de no rechazo de 
la hipótesis nula.











Unidad D Fase II
d12. Distinguir entre la distribución 
muestral y el modelo de distribución 




Unidad E Fase III
e1. Interpretar un valor “pequeño” del 
p-valor como favoreciendo el rechazo 
de la hipótesis nula.
e2. Interpretar un valor “grande” del p-
valor como favoreciendo el no rechazo 





Unidad E Fase III
e3. Comparar el nivel de significación 
y el del p-valor para tomar una 
decisión.
e4. Comparar el valor crítico asociado 
al nivel de significación con el valor 
calculado del estadístico de prueba.
E5, E6
E5, E6
Tipos de error 
Unidad E Fase III
e5. Identificar el tipo de error que se 
puede cometer. E7
Tabla Nº 13. 
Conceptos, unidad 




asociado en los 
enunciados
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También se establecieron varias interrelaciones entre los conceptos que se
mencionaron en la tabla anterior. En la Tabla que sigue presentamos estas
relaciones. La columna titulada “Tipo de conexión” explicita la conexión
que se puede establecer entre cinco unidades conceptuales de contenido que
se establecieron en el análisis de contenido.
Tabla Nº 14. 
Nº Interrelaciones Tipo de 
conexión Explicación
2
Hay que diferenciar entre 
hipótesis nula e hipótesis 
alternativa. Cada una de ellas 
juega un papel diferente en el 
contraste.
B y C
Aparece explícitamente en 
los enunciados cuando se 




Hay que diferenciar entre 
hipótesis unilaterales y 
bilaterales. E l procedimiento de 
contraste se ve afectado por esta 
distinción.
B y C
Aparece explícitamente en 
uno de los enunciados que 
dice que la correlación 
debe ser menor que -0.8, y 
en el otro en el que dice 
que las variables no están 
correlacionadas
6
Existe la posibilidad de cometer 
un error de tipo II: aceptar una 
hipótesis nula falsa.
B y E
Aparece implícitamente en 
planteamiento de los 
errores E5 y E7
7
Las hipótesis paramétricas se 
refieren a valores de los 
parámetros de las poblaciones
A y B Aparece explícitamente en los enunciados
10 El estadístico de prueba es una 
estandarización del estimador C
Aparece explícitamente en 
los enunciados
14
La distribución del estadístico 
depende del valor asociado a 
parámetros de la población. 
D y B
En estos casos depende en 
particular del valor que se 
supone para la correlación 
de la población. 
16
Un resultado estadísticamente 
significativo es un resultado cuya 
probabilidad de ocurrencia, en 
caso de ser cierta la hipótesis nula 
es menor que el nivel de 
significación.
E
Aparece explícitamente en 
el planteamiento de los 
errores E6, E4
21
La distribución de un estadístico 
suele depender del tamaño de la 
muestra.
A y D
En uno de los enunciados 
como son 5 datos utiliza la 
t-student
23
El nivel de significación no se 
determina por la teoría estadística, 
es fijado por el investigador.
E y A No ocurre en los 
enunciados
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Metodología de aplicación
En la primera sesión se pidió a los estudiantes que resolvieran el problema
en forma e individual y que entregaran la solución por escrito al terminar el
tiempo programado. Aunque en esta ocasión, también se revisaron las res-
puestas individuales no se le entregaron a los estudiantes para la sesión en
grupo. En la siguiente sesión los estudiantes trabajaron en grupos (de dos o
tres estudiantes) y se les indicó que entregaran una solución escrita por
grupo. 
Errores a priori
Como ya se había mencionado, los errores detectados en la situaciones pro-
blemáticas anteriores nos sirvieron para el diseño de los enunciados.
Debido a la estrategia metodológica que se siguió, en esta ocasión no tenía
sentido postular errores a priori. En todo caso, el diseño en sí mismo refleja
algunos de los errores que a priori hubiéramos esperado. Entre otros apare-
cen los siguientes: tener dificultad al plantear las hipótesis, reemplazar
valores de manera equivocada en el test estadístico cuando el coeficiente de
correlación es negativo, tener en cuenta únicamente el tamaño de la mues-
tra para utilizar un test t o z, conclusiones erradas al interpretar el resultado
25
El nivel de significación, junto 
con las hipótesis nula y alternativa 
y el estadístico de prueba 
determinan las regiones crítica y 
de aceptación en un contraste.
AB y CD
Aparece explícitamente en 
el planteamiento de los 
errores E4, E8, E2 y E3.
26
El p-valor del resultado de un 
estadístico de prueba depende de 
los datos de la muestra, de la 
formulación de las hipótesis y de 
la distribución del estadístico.
AB y CE
Aparece explícitamente en 
el planteamiento de los 
errores E4 y E6.
28
Un misma hipótesis nula y un 
mismo nivel de significación 
pueden determinar diferentes 
regiones crítica y de aceptación 
dependiendo de la lateralidad de 
la prueba.
BD y E
Aparece explícitamente en 
el planteamiento del error 
E4 del segundo enunciado.
29
Un misma hipótesis nula y un 
mismo nivel de significación 
pueden determinar diferentes 
regiones crítica y de aceptación 
dependiendo del tamaño de la 
muestra.
AD y E
Aparece explícitamente en 
el planteamiento del error 
E3 del segundo enunciado.
Tabla Nº 14. 
Nº Interrelaciones Tipo de 
conexión Explicación
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del test y hacer gráficos donde no se indican apropiadamente sus elemen-
tos.
Manejo de representaciones externas
A continuación hacemos una revisión acerca de las traducciones entre las
diferentes formas de representación externa, en relación con la forma como
se pone en juego el concepto de nivel de significación en esta situación pro-
blemática. Al igual que en las situación problemáticas anteriores, la calcu-
ladora gráfica también le aporta al estudiante otro medio de representación
de los sistemas de representación de tablas y gráficas de las distribuciones
normal y t-student.
1. Traducción de tablas a situaciones (descripciones verbales). En el error
E3 (tema B) y en el error E4 (tema A), la representación gráfica mostrada
obliga al estudiante a que consulte las tablas para dar una explicación sobre
los errores. Sin embargo, el estudiante también tiene la opción de recurrir a
la calculadora gráfica y de esta manera evadir la interpretación de la repre-
sentación tabular. En los casos de ambos errores, la comprensión del estu-
diante con relación a la formulación de las hipótesis y su lateralidad en
conexión con la representación tabular de la distribución es clave para que
el estudiante pueda dar una explicación satisfactoria en la representación
verbal. 
2. Traducción de situaciones (descripciones verbales) a tablas. Esta traduc-
ción está presente en los errores E5 (tema A) y E4 (tema B). En el primer
error está presente el uso de la ‘aproximación clásica’ al test de hipótesis,
mientras que en el segundo está presente la ‘aproximación al p-valor’. Sin
embargo, en el segundo caso pensábamos a priori, que el estudiante iba a
preferir el uso de la calculadora gráfica sin recurrir a las tablas. 
3. Traducción de gráficas a situaciones (descripciones verbales). La repre-
sentación gráfica muchas veces sirve de puente entre la representación tabu-
lar y la verbal. Sin embargo, en este caso la situación no es así. Ahora las
tablas o las representaciones numéricas de la calculadora sirven de puente
para dar una explicación acerca de los errores que hay en las representacio-
nes gráficas.
4. Traducción de situaciones (descripciones verbales) a gráficas. En ambos
enunciados, este tipo de traducción la debería realizar el estudiante cuando
llegara al punto donde debía revisar la consistencia entre lateralidad plantea-
da en la hipótesis de investigación del enunciado y lo que quedaba reflejado
en las gráficas. Sin embargo, dado que existe en medio de esta traducción la
representación simbólica de las hipótesis, se colocó a propósito en el tema
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A la representación simbólica de las hipótesis estadísticas, al terminar la so-
lución del problema.
5. Traducción de situaciones (descripciones verbales) a fórmula. En el tema
B aparece explícitamente en el enunciado la representación simbólica del
test de hipótesis. En este caso el estudiante debe verificar si lo dicho en el
enunciado tiene coherencia con la expresión simbólica del test. Por otra par-
te, el tema A, la situación que se maneja es diferente pues no aparece de ma-
nera explícita el test. En este tema el estudiante tiene una representación
numérica de por medio, pero adicionalmente tiene un factor distractor que
es el nombre t que se le da a la estadística cuando en realidad es z.
ANÁLISIS DE ENSEÑANZA
Dentro del currículo del curso el contenido relacionado con esta parte se
desarrolló en la semana número catorce de clases y luego de ver el tema de
inferencia acerca de la independencia de variables categóricas con base en
tablas de contingencia. En esta ocasión el profesor se basó en el texto [1] y
en el texto [3] para la enseñanza. 
Comentarios acerca de los textos utilizados
El texto [1] presenta este tema en el capítulo 13 que titula “Correlación
lineal y análisis de regresión”, Sin embargo, presenta un avance de los
aspectos descriptivos del coeficiente de correlación en capítulo 3 titulado
“Análisis descriptivo y presentación de datos bivariados”. Por contraste, en
el texto [3] se presenta seguidos los capítulos donde se trata la parte des-
criptiva y la parte de inferencia. 
Como fortalezas del texto [3] se puede mencionar la construcción con-
ceptual que presenta acerca del coeficiente de correlación (Fernández y
Monroy, 1995) y con respecto al texto [1], la presentación de estudios de
casos reales. En cuanto a las debilidades del texto [3] se debe subrayar la
escasa presencia de problemas que hagan más énfasis en la comprensión
conceptual sobre la procedimental, mientras que el texto [3],se puede men-
cionara como debilidad, la ausencia del tratamiento teórico del caso de
inferencia cuando el coeficiente de correlación es diferente de cero.
Con respecto a la manera como se presentaban el tema y los problemas
en los textos, se observaron las siguientes cuestiones:
• Proporción de problemas en los cuales explícitamente se debe
calcular el coeficiente de correlación a partir de datos dados.
Este indicador nos daba una idea aproximada del énfasis que se
daba en los problemas a la comprensión conceptual sobre la pro-
cedimental. 
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• La forma como en los problemas se propone el manejo del plan-
teamiento de las hipótesis estadísticas.
• Manejo de las aproximaciones al p-valor y clásica en los ejem-
plos presentados donde se ilustran soluciones de problemas.
Los resultados de estas observaciones fueron:
Cálculo explícito de r. Hay un porcentaje de 60% en el texto [3] sobre un
48% en el texto [1]. Además, en el texto [1] se presentan casi el doble de
ejercicios y problemas con respecto al número que se presenta en el texto
[3].
Planteamiento de hipótesis. En el texto [1] se presentaron cinco problemas
de nueve en donde el estudiante debe hacer una traducción de lo verbal a lo
simbólico. Sin embargo, sólo en dos de estos problemas (ejercicios 13.19 y
13.22) se describe realmente en el texto en forma verbal la hipótesis de
investigación, en los otros tres (ejercicios 13.21, 13.23 y 13.27), se pide que
se lleve a cabo un test para mirar la significación de la correlación. En los
otros cuatro problemas aparece explícitamente una representación simbó-
lica del planteamiento de las hipótesis (ejercicios 13.20, 13.28, 13.29 y
13.30). Por su parte, en el texto [3], en todos los problemas donde se pide
realizar un test se debe realizar la traducción de lo verbal a lo simbólico. 
Aproximaciones al p-valor y clásica. En el texto [3] no se considera la
aproximación al p-valor. En el texto [1], a pesar de que se considera la
aproximación al p-valor, en este capítulo, por la forma como se resuelven
los ejemplos ilustrativos, el estudiante se ve obligado a utilizar la aproxima-
ción clásica. En realidad en el texto [1] se hace una presentación un poco
diferente a la del otro texto en el sentido de propiciar la utilización de una
tabla que indica de manera directa la significación de los valores de r, en
otras palabras el estudiante no tiene necesidad de calcular el test estadís-
tico.
Características de la aplicación de la situación 
problemática
Algunas de las características de la instrucción que están presentes en la
aplicación de la situación problemática son las siguientes:
• Dado que los profesores habían percibido la dificultad de los
estudiantes para distinguir entre la explicación del error y su
corrección. Para ambas sesiones (individual y de grupo) se
entregó una hoja para escribir las respuestas que contenía un for-
mato de dos columnas en el que se indicaba que en la primera
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columna se describiera en que consistía el error y en la segunda
que se escribiera su corrección. 
• A diferencia de lo que ocurrió en las situaciones anteriores,
ambas aplicaciones se enfocaron directamente en la discusión y
corrección de errores.
• Los estudiantes tienen mucha más destreza en el manejo de la
calculadora gráfica que la que tenían en la aplicación de las dos
situaciones problemáticas anteriores.
• El profesor no intervino en ninguna de las dos aplicaciones.
Hubo dos profesores que actuaron como observadores no parti-
cipantes. Sin embargo, ellos fueron conscientes del tipo de res-
puestas que habían dado los estudiantes en la aplicación
individual. 
Papel de la calculadora gráfica
Cabe anotar que el papel de la calculadora ha sido importante para el desa-
rrollo y claridad del tema ya que en un principio se utilizó para hacer la grá-
fica del diagrama de dispersión de puntos y para encontrar el valor
numérico de r. En esta situación problemática realmente no se necesitaba
hacer uso del módulo de estadística de la calculadora gráfica, que entre
otras, es muy potente para el análisis de regresión. En realidad debido a la
forma en que este se planteó la situación la utilidad se dio en función de la
aplicación del módulo de distribuciones de probabilidad. Con éste módulo
podían hallar fácilmente p-valores, hacer representaciones gráficas de las
distribuciones y verificar si los valores críticos dados en las tabla estaban
bien encontrados. 
También vale la pena señalar que en todo caso el módulo de estadística
se utilizó en las clases para analizar los gráficos de dispersión. En este sen-
tido, su utilización se enfocó en la adquisición de destreza para realizar los
“scattergram” y para analizar en las nubes de dispersión generadas las
correlaciones entre variables. Por ejemplo, se realizaron actividades en
donde se miraba la tendencia a una correlación bien sea positiva o negativa
y débil o fuerte. 
EVALUACIÓN
El cambio realizado en la metodología de aplicación de esta tercera situa-
ción problemática introduce algunas modificaciones en la forma como se
va a presentar la evaluación de esta situación, con respecto a la forma como
se hizo en las situaciones anteriores.
En primer lugar no se postularon errores a priori. En cambio, se hizo
una revisión detallada del historial de errores que se tenía disponible hasta
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el momento. Fue realmente con base en este historial que se seleccionaron
y diseñaron en los dos enunciados presentados anteriormente los tipos de
error que aparecen en éstos. 
Por otra parte, hay que señalar que mientras en las dos primeras situa-
ciones el propósito principal se enfocó más en poner en evidencia las con-
cepciones erróneas, en esta situación y quisimos centrar la atención en la
indagación sobre las posibles causas de las concepciones erróneas que se
habían evidenciado en las situaciones anteriores. Por ello, en este último
diseño se enfatizó en que los estudiantes explicaran en que consistían los
errores y los corrigieran. Con base en estas explicaciones y correcciones
esperábamos obtener más información acerca de estos errores.
Soluciones normativas
Para tener una marco normativo de referencia, los profesores-investigado-
res preparamos dos soluciones formales que también les entregamos a los
estudiantes luego de que respondieran a las dos temas. Las solución norma-
tiva desde el punto de vista de los investigadores se presentan a continua-
ción. Para la aplicación individual fue:
Tabla Nº 15. 
Solución del Tema A
Explicación del error Corrección
E1: Modelo de distribución 
No está correctamente identificado el modelo de 
distribución del estadístico de prueba.
El modelo correcto de 
distribución del estadístico de 
prueba, es el modelo normal.
E4: Lateralidad en la gráfica
Según la hipótesis que se está analizando la cola 
debería ser al otro lado. Por otra parte, no se sabe 
realmente el nivel de significación que se está 
utilizando aparece un 0.1 pero luego el estudiante 
dice que está usando un 1%.
Distribución muestral
El dibujo realmente no representa la distribución 
muestral de r (que bajo Ho, sería sesgada a la 
izquierda) sino la del modelo normal estándar 
que aproxima la distribución muestral de los r’s 
transformados, los rz‘s
Suponiendo que realmente se 
usa un nivel de significación del 
1% la gráfica debería pintarse 
así:
En caso de que la intención del 
estudiante fuera representar la 
distribución muestral de los r´s 
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Y para la aplicación en grupo fue:
E5: Lateralidad en la tabla
Buscó el valor en la tabla normal correspondiente 
a α=1%, como si fuera una prueba bilateral o de 
dos colas
La prueba es de una cola y la 
cola es a la izquierda. Por lo 
tanto el valor que se debe 
identificar en la tabla es de -2.33.
E6: Aproximación clásica
No es necesario calcular el p-valor del resultado 
del test estadístico, basta comparar el valor 
obtenido en el test estadístico con el valor de -
2.33 correspondiente al nivel de significación. 
A. Los valores que se deben 
comparar son -0.5275 y -2.33
Aproximación al p-valor
No era necesario buscar en la tabla normal el 
valor de -2.33 correspondiente al α=1%. Se debe 
buscar el p-valor de 
-0.5275 y compararlo con el de α.
B. El p-valor de -0.5275 es de 
0.2989. Este último valor se 
debe comparar con 0.01
E7: Decisión
Si se usa la aproximación al p-valor, no se debe 
rechazar la hipótesis nula pues el p-valor es 
mayor que el nivel de significación.
Igualmente, si se usa la aproximación clásica, no 
se debe rechazar la hipótesis nula pues el z 
calculado para el test estadístico es mayor que el 
z crítico.
No se rechaza la hipótesis nula 
pues -0.5275 es mayor que -2.33 
(aproximación clásica) 
No se rechaza la hipótesis nula 
pues 0.2989 es mayor que 0.01 
(aproximación al p-valor).
E8: Formulación de las hipótesis
La formulación de las hipótesis se debe plantear 
al comienzo del problema y no al final. Por otra 
parte, están mal planteadas las hipótesis, la Ha 
debería reflejar la hipótesis de investigación y la 
Ho negarla.
La formulación de las hipótesis 
estadísticas debería ser:
Ho: ρ >= -0.8
Ha: ρ < -0.8
Solución del Tema B
Explicación del error Corrección
E1: Modelo de distribución 
No está correctamente identificado el 
modelo de distribución del estadístico de 
prueba.
El modelo correcto de distribución 
del estadístico de prueba, es el 
modelo t-student con 5-2 = 3 grados 
de libertad.
E2: Formulación de las hipótesis
Están mal planteadas las hipótesis. Se está 
confundiendo el estimador con el 
parámetro. Y por otra parte, la prueba es de 
dos colas y no unilateral derecha como se 
sugiere al colocar el valor del estimador.
La formulación de las hipótesis 
estadísticas debería ser:
Ho: r = 0
Ha: r ≠ 0
Tabla Nº 15. 
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Puntuación y análisis
Las respuestas que dieron los alumnos fueron clasificadas dentro de una
escala numérica de 0 a 9. Los puntajes se asignaron de acuerdo a los crite-
rios que se describen en la siguiente tabla:
E3: Lateralidad en la gráfica
Según la hipótesis que se está analizando la 
prueba es de dos colas. Por lo tanto el nivel 
de significación se debe repartir en cada una 
de los colas. Además el modelo de 
distribución a que hace referencia la gráfica 
no es el correcto y por eso el valor crítico 
tampoco.
Suponiendo que realmente se usa un 
nivel de significación del 5% la grá-
fica debería pintarse así:
E4: Aproximación al p-valor
El p-valor no es el número que se obtiene 
directamente en la calculadora. Debe tener 
en cuenta que la prueba es de dos colas y la 
probabilidad complementaria.
El p-valor de 2.3094 es (1-0.947956) 
multiplicado por dos, es decir 
0.104088. Este último valor se debe 
comparar con 0.05
E5: Decisión e interpretación
Al corregir los errores cometidos en la 
aproximación al p-valor, se debe concluir 
que no se rechaza la hipótesis nula. Hay 
contradicción entre la interpretación y el 
hecho de rechazar si se rechaza Ho se 
debería interpretar que existe correlación 
entre la variables. 
No se rechaza la hipótesis nula y se 
interpreta que no existe correlación 
entre las variables área en metros 
cuadrados y edad del apartamento en 
años.
E6: Aproximación clásica
Con la aproximación clásica se deben 
comparar valores del modelo y no 
probabilidades. En este sentido no hay 
error. El error está en basarse en el modelo z 
para buscar los valores críticos. Esto debe 
causar un conflicto si no se dan cuenta de 
este error pues con la aproximación al p-
valor no rechazaron y ahora si rechazarían. 
Se debe comparar 2.3094 con 3.18, y 
como 2.3094 es menor que 3,18 se 
debe concluir que no se rechaza Ho.
Tabla Nº 16. 
Criterio Puntaje 
Ni explica ni corrige del error. 0
Identifica y corrige el error en forma 
muy deficiente. 1
Identifica parcialmente el error pero hace una 
corrección deficiente. 2
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En la aplicación individual los resultados fueron los siguientes:
En la aplicación por grupos los resultados fueron los siguientes:
Identifica muy deficientemente el error y hace una corrección 
parcial. 4
Explica y corrige parcialmente el error. 5
Presenta una correción apropiada del error, 
sin embargo su explicación es deficiente. 6
Explica apropiadamente el error pero lo corrige parcialmente. 7
Explica parcialmente el error y lo corrige apropiadamente. 8
Explica y corrige apropiadamente el error. 9
Errores del Tema A (aplicación individual)
Alumno E1 E4 E5 E6 E7 E8 Puntaje por 
alumno
Faihan 7 9 2 7 1 7 33 (61%)
Hugo 8 1 1 5 1 5 21 (39%)
Andrés 7 1 1 1 7 8 25 (46%)
Juan 5 1 1 2 2 2 13 (24%)
Ximena 6 3 9 1 6 9 34 (63%)
Carlos 0 1 1 1 4 6 13 (24%)
Norma 1 5 1 3 1 8 19 (35%)
Gelber 1 4 1 1 1 6 14 (26%)
Angela 4 7 9 2 0 9 31 (57%)
Martha 7 2 1 1 1 2 14 (26%)
Natalia 7 1 1 1 1 2 13 (24%)
Carolina 1 1 2 1 2 6 13 (24%)















Errores del Tema B (aplicación en grupo)
Alumno E1 E2 E3 E4 E5 E6 Puntaje por 
alumno
Grupo 1: Angela, 
Ximena y Martha 7 2 9 1 2 9 30 (55%)
Tabla Nº 16. 
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En la tabla de resultados de la aplicación individual se observa que el des-
empeño más bajo se dio en lo que se refiere a los errores E6 y E7 y el más
alto desempeño se dio con respecto al error E8. A nivel individual sólo dos
estudiantes estuvieron por encima de un puntaje superior al 50% y el desem-
peño global fue del 37.5%. Con respecto a los resultados por grupo se evi-
dencia un mejor resultado global (50%). Por errores, el que más llama la
atención por su bajo puntaje es el E2 (31%).
Como veníamos previendo de los resultados de las situaciones anterio-
res existe en los estudiantes una gran dificultad para manejar los criterios
de comparación basados en las aproximaciones clásica y del p-valor, que se
refleja en el bajo desempeño individual en los errores E6 y E7. 
No esperábamos que el error E8 tuviera un puntaje de desempeño tan
alto como el encontrado. Desde nuestro punto de vista, el puntaje alto se
debe más a la importancia que se le dio en la puntuación a la identificación
por parte de los estudiantes de la mala ubicación de las hipótesis estadísti-
cas (al final de la argumentación) que a la explicación y corrección correcta
de la lateralidad expresada en la hipótesis. Por otra parte, los resultados de
la prueba en grupos apoyan los dicho anteriormente. Obsérvese que el pun-
taje más bajo en dicha prueba, se obtuvo precisamente en E2, que es el
error donde se debe discutir el planteamiento de las hipótesis estadísticas.
La comparación de los desempeños individual y de grupos reflejó,
como esperábamos, una mejor realización a nivel de grupos. Sin embargo,
el mejor desempeño podría atribuirse no a que la interacción en grupos
haga posible e l obtener mejores puntajes, sino al conocimiento y la expe-
riencia adquiridos en la presentación de la aplicación individual. 
Errores dificultades y obstáculos
La revisión de los escritos de los estudiantes reveló la presencia de errores
tales como: aplicaciones defectuosas de los algoritmos de aproximación al
p-valor o del clásico, decisiones equivocadas de rechazo de la hipótesis
Grupo 2: Carlos, 
Andrés y Norma 4 2 4 8 5 1 24 (44%)
Grupo 3: Faihan, 
Hugo y Juan 5 5 1 1 1 7 20 (37%)
Grupo 4: Gelber, 
Natalia y Carolina 4 2 7 8 8 4 33 (61%)















Errores del Tema B (aplicación en grupo)
Alumno E1 E2 E3 E4 E5 E6 Puntaje por 
alumno
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nula e identificación no apropiada de la distribución del test estadístico,
entre otros. 
Es interesante notar que se presentaron algunos errores que no se
habían presentado antes. Entre ellos resaltamos los dos que más nos llama-
ron la atención: 
• Dividir por dos un valor crítico. Por ejemplo si z = 2.575 el valor
adecuado para la prueba es 2.575/2. 
• El estudiante se guía para el planteamiento de la lateralidad del
test, en el resultado muestral y no en lo sugerido por las hipóte-
sis estadísticas.
En todo caso, también encontramos otros errores tales como: confundir el
parámetro con variables, confundir el estadístico de prueba con el modelo,
no mencionar explícitamente el parámetro que está en juego en el test, tomar
el tamaño como el total de los datos como el doble del número de parejas de
datos, no transformar los valores de las correlaciones cuando era necesario,
plantear las hipótesis con una lateralidad y la gráfica con otra y plantear las
hipótesis estadísticas al revés (la nula como alternativa y viceversa) o no ex-
plicitar el igual en la hipótesis nula en su forma de representación simbólica.
A continuación presentaremos una selección del tipo de respuestas que
dieron los estudiantes que sirven a manera de ilustración de la forma como
respondieron los estudiantes.
Ejemplos ilustrativos
Primero vamos a presentar ejemplos del tipo de respuestas dadas por los
estudiantes acerca de los errores E1, E4, E5 y E6 del tema A:
E1. Angela escribió como explicación: “La identificación del modelo t-stu-
dent no es clara ni la razón por la cual los grados de libertad son n-2”. Y
como corrección, escribió: “Se utiliza un estadístico z, porque los datos se
comportan como una normal. No se usan n-2 grados de libertad”. 
Juan respondió la explicación y la corrección así: “t no es apropiado ya que
si existe un grado de correlación de -0.8 es cercano a -1 por lo cual la distri-
bución es sesgada a la izquierda y tiene que ser normalizada con el método
de Fisher, que además utiliza menos 3 para estimar los grados de libertad y
no menos dos como es el caso de la t-student”.
En el caso de Angela, se tiene una explicación que consideramos defi-
ciente. Ella identifica que el problema está en la elección del modelo t-stu-
dent, sin embargo, no discrimina entre los problemas donde se pone a
prueba la ausencia de correlación con los que se pone a prueba un nivel de
correlación específico. Por contraste la respuesta de Juan, aparentemente,
identifica razones que hacen pensar en que él si podría discriminar entre los
dos tipos de problemas, pero su corrección es contradictoria pues parece
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que sugiere el uso del modelo t-student con n-3 grados de libertad y no el
modelo normal. Por otra parte, en la respuesta de Angela se puede identifi-
car la aparente falta de discriminación entre lo que es el modelo y lo que es
el estadístico.
E4. Andrés explicó y corrigió así: “la gráfica está mal hecha ya que la corre-
lación es negativa, luego el nivel de significación se debería ubicar en la par-
te negativa asÍ:” (y presenta la gráfica siguiente).
Juan explicó así: “el área sombreada no corresponde a alfa, además es una
prueba de dos colas y falta el otro lado” y corrigió así: “el área sombreada
corresponde al valor que representa y el α = 0.005. (2colas)”.
La explicación de Andrés puede, en principio, parecer que es válida, sin
embargo, no se puede determinar si él está pensando en la correlación
muestral (-0.9) o en la lateralidad de la hipótesis estadísticas (Ha: ρ < -0.8).
En realidad, ya vimos como en otras situaciones se identificó que algunos
estudiantes tienden a determinar la lateralidad del test con base en la infor-
mación que aporta la muestra y no la que aportan las hipótesis estadísticas.
Con respecto a la respuesta de Juan, parece reflejar la ausencia de conexión
entre su respuesta y lo que se insinúa en la hipótesis de investigación.
El otro aspecto que esta presente en este error es el hecho de haber rotu-
lado el eje con la letra r. Con ello se esperaba que el estudiante o la cam-
biara por z o argumentara alrededor de la distribución muestral. Este detalle
fue muy poco identificado por los estudiantes.
E5. Hugo respondió así: “explicación: el valor encontrado en la tabla de
2.575 es correcto pero como el problema y la gráfica no es de una sola cola,
el resultado de la tabla es decir el 2.575 se divide en dos lo que da 1.2895 en
cada cola”. Y corrigió así: “α=1% → TABLA → 2.575 → como es de dos
colas 2.575/2= 1.2875. El 1.2875 será el nivel de significación con el cual se
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Este es uno de los errores que más nos sorprendió. La representación gráfica
planteada por Hugo sugiere que él ve estos valores como valores del eje. Si
suponemos que esto es cierto, entonces concluimos que Hugo piensa en que
se puede establecer una relación lineal entre valores de probabilidades (α y
p-valor), y los valores de los modelos de distribución (z o t). Así pues, la ex-
plicación dada por Hugo da pie para postular la existencia de un obstáculo
que consistiría en que se puede establecer probabilidades o valores de los
modelos en términos de relaciones lineales. 
E6. Carlos explicó y corrigió así: “el p-valor para una distribución normal
de 0.5275 es aproximado a 0.199 (además el p-valor no puede ser mayor que
0.5) porque tendremos que tener en cuenta por simetría que unir el valor del
otro lado de la tabla. 
El valor de 0.5275 proviene de tener en cuenta la corrección que se ilus-
tra en el error E3. Aunque no se pudo establecer de donde sale el p-valor de
0.199 (el valor que se debería encontrar era 0.2989) una posible razón es
suponer que el estudiante utilizó el valor para z de 0.26). Sin embargo, es
llamativo el hecho de que el estudiante afirme erróneamente que el p-valor
no puede ser mayor a 0.5.
Ahora vamos a presentar algunos ejemplos del tipo de respuestas que dieron
los estudiantes del grupo de Angela, Ximena y Martha, acerca de los errores
del tema B:
E1. El error consiste en que: “se dice que no es necesario transformar los va-
lores y que utilizará un modelo z por esta razón”. Y corrigieron así: “se debe
usar el modelo t-student y por lo tanto no hay necesidad de transformar va-
lores”. 
Para la puntuación se había determinado de antemano que el modelo
estaría totalmente identificado si además de mencionar que se trataba del
modelo t-student, se explicitaban los grados de libertad. Este es el caso de
la respuesta anterior, sin embargo, es muy probable que este conocimiento
si lo tuvieran los estudiantes. Otro aspecto que llama la atención es el cam-
bio entre antecedente y consecuente en la construcción de la frase “se debe
usar el modelo t-student y por lo tanto no hay necesidad de transformar
valores” realmente la frase se ha debido construir como: ya que no hay
necesidad de transformar los valores entonces debemos utilizar el modelo t-
student. 
E3. Explicación: “se utiliza α = 0.1 en test bilateral y se halla un valor de -
1.64. Gráfica mal simbolizada. Se utiliza una gráfica con distribución z”.
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Corrección: “el test es bilateral, es decir que α/2= 0.05. valor de la tabla para
t(3, α/2) =2.35”(y presentan la gráfica siguiente).
A esta explicación y corrección se le asignó el puntaje máximo de 9. Sin em-
bargo, debe observarse que no corresponde con la solución normativa que se
había establecido a priori. Esto ilustra las posibilidades, las ventajas y tam-
bién las desventajas de la utilización de las representaciones gráficas en la
instrucción, y en particular, en el diseño de situaciones problemáticas. 
E4. Explicación: “el p-valor está mala hallado ya que no se multiplica por
2, al ser un test bilateral” Corrección: “el p-valor se multiplica por 2 en los
tests bilaterales → 0.94795x2= 1.895912”. 
E5. Explicación: “el a=0.05 está equivocado en notación. Por la conclusión
de rechazar Ho está equivocado, debido a malos cálculos”. Corrección:
“a=0.1 o a/2= 0.05. No rechazamos Ho porque el valor de 1.896 es mayor
que el a de 0.1. p-valor > a → no rechazo Ho. En conclusión, se dice enton-
ces que no hay correlación” 
La argumentación presentada en los errores E4 y E5, apoya una de las hipó-
tesis mencionadas en los análisis preliminares generales sobre el conoci-
miento conceptual y procedimental. Por un lado, el procedimental, es claro
que se debe multiplicar por dos ya que es un test de dos colas, pero por otro
lado, se refleja la debilidad del conocimiento conceptual, por que el estu-
diante no repara en que el p-valor debe ser un valor que represente a una pro-
babilidad, tranquilamente concluye que el p-valor es 1.895912. Esta
conocimiento conceptual tal vez le habría podido ayudar al estudiante (en
este caso al grupo) a que pudiera caer en la cuenta de que debía hallar el


















A partir de todo el trabajo realizado se generó un esquema general de análi-
sis para llevar a cabo la tarea de diseñar, aplicar y evaluar las situaciones
problemáticas. En este esquema de análisis se consideraron varias dimen-
siones y algunas se trabajaron con más profundidad que otras. Se conside-
raron entre otros análisis del siguiente tipo: 
• Un análisis de algunos aspectos de tipo fenomenológico en el
que se intentó identificar el tipo de situaciones reales en las que
usualmente se ponen en juego los conceptos relacionados con
cada situación problemática.
• Un análisis de contenido en el que se precisan con detalle los
conceptos y procedimientos que están presentes en el tipo de
tareas en las que se materializaron los diseños de las situaciones
problemáticas.
• Un análisis del aprendizaje de los estudiantes que se basó princi-
palmente en el análisis de los errores de los estudiantes, y que
dio pie para postular algunos obstáculos de conocimiento de los
estudiantes.
• Un análisis de aspectos relacionados con el uso del lenguaje
estadístico en el que se consideró el análisis de traducciones
entre diferentes sistemas de representación tales como el verbal,
el simbólico, el gráfico y el tabular.
• Un análisis de la instrucción en el que se consideró la revisión de
los textos que se habían utilizado para la enseñanza durante los
últimos semestres y la implementación de la calculadora gráfica.
A continuación vamos a resumir y comentar acerca de las dimensiones que
se trabajaron con mayor profundidad. 
 
Conclusiones acerca del análisis de contenido
 
En primer lugar, se hizo una revisión de los contenidos involucrados en los
test de hipótesis con base en la caracterización del conocimiento estadístico
en el sentido conceptual y procedimental. En el sentido conceptual, se defi-
nieron siguiendo un enfoque sistémico, cinco unidades conceptuales como
elementos constitutivos de lo que consideramos un megaconcepto: el test
de hipótesis, además se comentaron algunas de las relaciones que se dan
entre estas unidades. En el sentido procedimental, se detallaron los diferen-
tes tipos de procedimientos que se ponen en juego alrededor de los concep-
tos que hacen parte de cada unidad conceptual. Este proceso se hizo de
manera general en la parte dos de este documento y luego se replicó de















plantearon. En particular, en cada una de las situaciones problemáticas que
resultaron como diseños finales, se detallaron los conceptos y procedimien-
tos que en particular se ponían en juego.
Por otra parte, se realizó un análisis en el que se consideraron algunas
de las características que se relacionan con el uso del lenguaje estadístico.
Concretamente se consideraron algunos de los procesos de traducción entre
los diferentes tipos de representación externo en relación con los conceptos
de nivel de significación y de p-valor.
También se consideró un modelo de resolución de problemas de tres
fases: La primera de comprensión del problema, la segunda de planifica-
ción y ejecución y la tercera de evaluación e interpretación. Aunque se
identificaron estas fases con el uso de los conceptos y procedimientos invo-
lucrados en las unidades conceptuales, esta identificación es muy forzada
dado que el uso de algunos de los conceptos y procedimientos asociados a
cada unidad conceptual se utilizan necesariamente con la fase con la que
fueron identificados.
Como resumen de lo que nos aportó el análisis de contenido podemos
mencionar los siguientes puntos:
• Permitió identificar aspectos históricos y epistemológicos que
pueden tener incidencia en el aprendizaje y la enseñanza del
tema de tests de hipótesis. Por ejemplo, en la teoría de Neyman
y Pearson, el enfoque original del test de hipótesis bajo la visión
de Fisher, se sustituye por el de la búsqueda de una regla induc-
tiva de comportamiento. Igualmente, con la posición bayesiana
se discute la naturaleza subjetiva y objetiva de la probabilidad.
En general, se evidencia tanto en el desarrollo histórico, como
en la actualidad que los aspectos filosóficos del mismo conti-
núan en debate, en relación con el problema de la inducción
(Vallecillos, 1996).
• Establecer un enlace entre la discusión que se reporta en los aná-
lisis de aprendizaje con respecto a temas tales como el de erro-
res, dificultades y obstáculos y el de análisis de representaciones
externas.
• Un método general para llevar a cabo análisis de contenido de
otros temas considerados en los currículos de estadística tal
como el de intervalos de confianza.
 
Conclusiones acerca del análisis del aprendizaje
 
El aprendizaje de los estudiantes fue la segunda dimensión de análisis que
se tuvo en cuenta en este estudio. En el marco conceptual se plantearon
algunas de las ideas acerca de la comprensión matemática tomadas de Sier-







































obstáculos, tomada de Brousseau (1983) que se relacionan con los errores y
las dificultades, y la de sistemas de representación de Kaput (1987). 
La aplicación de las ideas expuestas en el marco conceptual se materia-
lizó en:
• Una descripción general acerca de algunas formas prevalentes
del conocimiento estocástico ampliamente referenciadas en la
literatura (ver por ejemplo, Shaughnessy (1991) y Scholz
(1991). 
• Una descripción a priori acerca de los estados hipotéticos de
comprensión del tipo de estudiantes considerados en el estudio. 
• Una descripción a priori acerca de los errores y las dificultades
más comunes del tipo de estudiantes considerados en el estudio. 
• Descripciones a posteriori acerca de los errores y las dificultades
encontradas en los estudiantes considerados en el estudio, para
cada una de las aplicaciones de las situaciones problemáticas.
• Descripciones acerca de las traducciones entre algunas de las
formas de representación externa en relación con la aplicación
de los conceptos de nivel de significación y p-valor.
Con respecto al análisis de los errores, a continuación presentamos un
diagrama en el que se ilustra los lugares donde ubicamos la ocurrencia de la
mayoría de errores identificados en la aplicación de las situaciones proble-
máticas en relación con las conexiones que se pueden establecer con las uni-
dades conceptuales consideradas. 
























1. En la conexión C1: entre la unidad D y la unidad E
 
A. Error en la interpretación de formulación de las hipótesis estadísticas. 
 
Este error puede parecer similar al error D que se mencionó en relación con
la conexión C3. Sin embargo, al considerarlo como error en esta conexión,
se pone el énfasis de la indagación acerca de las dificultades en la interpre-
tación del resultado. Por ejemplo, un resultado significativo lo puede inter-
pretar un estudiante como un resultado que apoya la veracidad de la
hipótesis nula.
 
B. Error en la determinación de la lateralidad de el test.
 
 Aunque este error
realmente ocurre en la conexión que se establece entre la unidad A y la uni-
dad B (conexión C3), su ocurrencia afecta la interpretación del rechazo o no
de una hipótesis nula. Por ejemplo, se puede rechazar una hipótesis nula que
no se debía rechazar según el nivel de significación elegido debido a que se
propuso una prueba unilateral que debía haberse propuesto como prueba bi-
lateral.
 
2. En la conexión C2: entre la unidad B y la unidad E
 
A. Error en la representación del p-valor. 
 
Consideramos que ocurre este
tipo de error cuando el estudiante hace una inadecuada representación grá-
fica o simbólica del p-valor. Por ejemplo, en pruebas bilaterales, se repre-
senta el p-valor solamente como si el test fuera de una cola.
 
B. Error en la determinación de valores críticos. 
 
Este tipo de error ocurre
cuando el estudiante no sabe encontrar el valor crítico correspondiente a un
nivel de significación especificado o viceversa. Por ejemplo, en pruebas
bilaterales, se determina el valor crítico sin tener en cuenta que se debe
dividir por dos el nivel de significación.
 
C. Error en la determinación del p-valor. 
 
Este tipo de error ocurre cuando
el estudiante encuentra mal el p-valor correspondiente al valor de un esta-
dístico. Por ejemplo, en una prueba unilateral derecha calcula este valor no
como la probabilidad de que el estadístico tome un valor mayor o igual
bajo la hipótesis nula, sino al contrario, que tome un valor menor bajo la
hipótesis nula.
 
D. Error en la comparación de valores críticos o del p-valor.  
 
Este tipo de
error ocurre cuando el estudiante no compara de manera apropiada los
valores críticos o los p-valores. Por ejemplo, compara un valor crítico con
un p-valor.
 
3. En la conexión C3: entre la unidad A y la unidad B
 
A. Error en la identificación del tamaño de la muestra. 
 
En algunas ocasio-
nes el estudiante no puede identificar apropiadamente cual es el tamaño de







































datos de manera agrupada, el tamaño de la muestra se confunde con el
número de categorías de la distribución.
 
B. Error en la identificación del tipo de problema
 
. El problema que supues-
tamente está resolviendo un estudiante puede que no coincida con el que
normativamente se espera que resuelva. En este caso se dice que el estudian-
te está identificando mal el tipo de problema que debe resolver. Por ejemplo,
el estudiante puede pensar que debe resolver un problema como si las mues-
tras fueran independientes y en realidad las muestras están relacionadas.
 
C. Error en la identificación del parámetro. 
 
Consideramos que ocurre este
tipo de error cuando el estudiante no identifica de manera apropiada cual es
el verdadero parámetro de estudio. Por ejemplo, se confunde el parámetro
con el estimador.
 
D. Error en la formulación de las hipótesis estadísticas. 
 
Consideramos que
ocurre este tipo de error cuando el estudiante no identifica de manera
correcta si el valor del parámetro debe ser igual, diferente, mayor o menor
que cierto valor. Por ejemplo, cuando se tienen hipótesis unilaterales se
determina de manera contraria la lateralidad de el test.
 
4. En la conexión C4: entre la unidad C y la unidad D
 
A. Identificación incorrecta de la distribución del test estadístico.
 
 Ocurre
cuando se utiliza un modelo de distribución que no corresponde con el nor-
mativamente que se debería utilizar. Por ejemplo, utilizar la distribución
normal en lugar de la distribución t-student, cuando en un problema de in-
ferencia acerca de la media de una población se ha estimado la desviación
de la misma y la muestra es pequeña.
 
5. En la conexión C5: entre la unidad A y la unidad C
 
A. Errores en el cálculo de estadísticos. 
 
Son errores que suelen ocurrir
cuando se realizan cálculos de estadísticas. Por ejemplo, el cálculo de un
error estándar puede resultar errado porque se olvida sacar la raíz cuadrada
a una varianza. 
 
6. En la conexión C6: entre la unidad A y la unidad E
 
A. Errores en la consideración de los supuestos bajo los cuales se realiza el 
análisis. 
 
Se interpretan los resultados como definitivos a pesar de que sólo
se satisfacen de manera parcial los supuestos que soportan el procedi-
miento de contraste. Por ejemplo, cuando no es claro que el muestra haya
sido obtenida al azar.
 
B. Error en la interpretación de la decisión que se tomó. 
 
En algunas oca-
siones todo el procedimiento de prueba de hipótesis ha sido realizado















ejemplo, cuando se interpreta el no rechazo de una hipótesis nula como si
en realidad se hubiera rechazado. 
 
Conclusiones acerca del análisis de la enseñanza
 
Se consideró el análisis de cuatro de los textos de estadística utilizados
durante los últimos semestres. Dos de ellos (
 
Estadística y Sociedad. Con-





Sociedad. Introducción a los conceptos básicos de estadística
 
.), que ya no
eran textos oficiales del programa del curso, influyeron en la enseñanza de
los temas que se consideraron en la primera situación y en la tercera. Por
otra parte, el texto oficial del curso tuvo su mayor influencia en la aplica-
ción de la segunda situación. 
Con respecto a la implementación de las calculadoras gráficas, parece
que con ellas se puede favorecer el uso de la aproximación al p-valor sobre
la clásica. Sin embargo, es considerable la influencia del tipo de instrucción
que se dé en el salón de clase y en particular del tipo de textos que se utili-
cen. Aunque pensamos que el uso de la representación gráfica (bien sea
como medio de verificación de un resultado o como medio de obtenerlo)
que proveen las calculadoras gráficas, sólo pudo ser examinado sobre una
muestra muy reducida de tres estudiantes, la observación sugiere que los
estudiantes usan muy poco el medio de representación gráfica que le da la
calculadora. El factor por el cual la calculadora gráfica aparentemente favo-
rece la aproximación al p-valor se debe más a la posibilidad que ofrece la
calculadora de tener el resultado numérico de la probabilidad acumulada
que a las posibilidades de representación gráfica de la misma.
Con respecto a la evaluación misma de las situaciones problemáticas su
análisis puso en mayor evidencia un fenómeno de compartimentalización
del conocimiento de los conocimientos conceptual y procedimental y de
respuestas que obedecen más al contrato didáctico que al enunciado del
problema. También, al interrogar a algunos estudiantes luego de revisar sus
respuestas a las situaciones problemáticas se descubren inconsistencias
entre la notación empleada y la interpretación dada. Había estudiantes que
empleaban correctamente la notación, pero la interpretaban incorrecta-
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