Abstract. We show that the minimal log discrepancy of any Q-Gorenstein non-canonical threefold is ≤ 12 13
Introduction
We work over the filed of complex numbers C. The minimal log discrepancy (mld for short), which was introduced by Shokruov, is an important algebraic invariant of singularities and plays a fundamental role in birational geometry. For simplicity, we only use a very simple version of mlds in this paper. Definition 1.1. Let X be a Q-Gorenstein normal variety and x ∈ X a closed point. The minimal log discrepancy of X at x is defined as mld(x, X) := min{a(E, X)|E is a prime divisor over X, center X E = {x}}, and the minimal log discrepancy of X is defined as mld(X) := min{a(E, X)|E is a prime divisor over X}.
It is conjectured by Shokurov that the set of minimal log discrepancies satisfies the ascending chain condition (ACC). Conjecture 1.2. Let d > 0 be an integer. Then {mld(X)| dim X = d} satisfies the ACC. Conjecture 1.2 is known for curves and surfaces by Alexeev [Ale93] and Shokurov [Sho91] , and toric varieties by Borisov [Bor97] and Ambro [Amb06] . By classification of terminal threefold singularities, Conjecture 1.2 is known for canonical threefolds.
In [Jia19] , Jiang shows the following result.
Theorem 1.3 ([Jia19, Theorem 1.3]).
There is a real number δ > 0, such that for any normal Q-Gorenstein variety X of dimension 3, if mld(X) < 1, then mld(X) ≤ 1 − δ.
[Jia19] does not give an explicit positive lower bound of δ, but provides a precise connection between a positive lower bound of δ and the minimal log discrepancies of 3-dimensional and 5-dimensional toroidal singularities. In this paper, we show the optimal bound of δ is 1 13 . Theorem 1.4. For any normal Q-Gorenstein variety X of dimension 3, if mld(X) < 1, then mld(X) ≤ 12 13 . Example 1.5. The three-dimensional cyclic quotient singularity (x ∈ X) := 1 13 (3, 4, 5) has minimal log discrepancy 12 13 . The proof of Theorem 1.4 is based on a more precise study on 5-dimensional toroidal singularities with the help of computer programs and by applying the same lines of Jiang's proof in [Jia19] . More precisely, [Jia19] shows that any non-canonical singularity is associated with an extremely non-canonical singularity, and any three-dimensional extremely non-canonical singularity is associated with a cyclic quotient singularity of dimension 5 with minimal log discrepancy less than 2. [Jia19] only uses the fact that the minimal log discrepancies of 5-dimensional cyclic quotient singularities do not have 2 as an accumulation point from below. However, as the associated 5-dimensional cyclic quotient singularities possess other properties, we may characterize their minimal log discrepancies more precisely.
We have the following result: Theorem 1.6. Let (x ∈ X) := 1 r (a 1 , a 2 , a 3 , a 4 , a 5 ) be a 5-dimensional cyclic quotient singularity satisfying the following:
• 0 < a i ≤ r for any 1 ≤ i ≤ 5,
• gcd(a 1 , r) = gcd(a 2 , r) = gcd(a 3 , r) = 1, • gcd(a 4 , r) = gcd(a 5 , r),
• one of the following holds:
-r | a 1 + a 2 + a 5 , or -r | 2a 1 + a 5 , or -r | 2a 4 + a 5 and gcd(a 4 , r) = gcd(a 5 , r) ≤ 2. Then possibly reordering a 1 , a 2 , a 3 , a 4 , a 5 , (x ∈ X) ∈ { 1 19 (3, 4, 5, 7, 18), 1 17 (2, 3, 5, 7, 16), 1 14 (3, 5, 13, 2, 4)}.
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Prerequisites
Definition 2.1. For any integer q ≥ 2, we define Γ q := {n ∈ N + | q ∤ n}.
Definition 2.2. Let m, r > 0 be two integers, a 1 , . . . , a m , a ′ 1 , . . . , a ′ m and e, e ′ integers, and x 1 , . . . , x m , x ′ 1 , . . . , x ′ m ∈ R real numbers. We write
and -e ≡ e ′ (mod r). The next lemma is based on basic toric geometry. We refer the readers to [Amb06] for a proof.
The next lemma is elementary so we omit the proof.
Definition 2.5 (Set of special cyclic quotient singularities). We define several sets for technical purposes. For every integer r > 0, we let • A r (1) be the set of all the 5-dimensional cyclic quotient singularities (x ∈ X) of the form 1 r (a 1 , a 2 , a 3 , a 4 , a 5 ), such that -r, a 1 , a 2 , a 3 , a 4 , a 5 are positive integers, -a i < r for every 1 ≤ i ≤ 5, -(x ∈ X) is of order r, and -mld(x, X) < 2, • A r (2) the set of (x ∈ X) = 1 r (a 1 , a 2 , a 3 , a 4 , a 5 ) in A r (1), such that -gcd(a 1 , r) = gcd(a 2 , r) = gcd(a 3 , r) = 1, and -gcd(a 4 , r) = gcd(a 5 , r),
, such that one of the following holds:
and gcd(a 4 , r) ≤ 2, and • A r (5) the set of isolated cyclic quotient singularities (x ∈ X) in A r (1) (which is clear that A r (5) ⊂ A r (2)). For every integer 1 ≤ i ≤ 5 and real number ǫ > 0, we let
such that mld(x, X) > 2 − ǫ, and
) if they both belong to A(1). Definition 2.6. Let q, c > 0 be two integers and x = (x 1 , x 2 , x 3 , x 4 , x 5 ) ∈ (0, 1) 5 a rational point.
• The associated function of x is the function f :
• If the denominators of x 4 and x 5 both equal to q, we say that
is called the associated denominator of (x ∈ X), and we say that condition C(n) (resp. condition D(n, c)) holds for (x ∈ X) if condition C(n) (resp. condition D(n, c)) holds for the associated point of (x ∈ X). 
Proof of Lemma 2.8. For any integer 1 ≤ i ≤ 5, we define x i := a i r . By Lemma 2.3, for any integer 1 ≤ n ≤ r − 1, Under the assumptions of (5.c), since r · mld(x, X) = 2r − 5 i=1 a i ∈ N + and gcd(r·mld(x, X), r) = gcd( 5 i=1 a i , r), r is the minimal positive denominator of mld(x, X). By (5.b), nǫ = 2n − n · mld(x, X) ∈ N + , thus r | n.
Theorems for calculation
In this section we list out some of our theorems we have proved by computer algorithm. We write these theorems into forms that may be applied directly. For corresponding algorithm statements and the proof of these theorems, we refer the readers to the appendices. Theorem 3.2. For every (x ∈ X) ∈Ā(2) such that q(x ∈ X) ≥ 19, D(n, 1) does not hold for some 2 ≤ n ≤ 18.
• there exists an integer 13 ≤ k ≤ 18, such that -D(n, 1) holds for every 2 ≤ n ≤ k − 1, and -D(n, 2) holds for every k + 2 ≤ n ≤ max{2k − 6, 25} and for n = k, then k = 16 and D(31, 4) holds.
Theorem 3.4. For every (x ∈ X) ∈Ā(2) such that 3 ≤ q := q(x ∈ X) ≤ 32, D(n, 1) does not hold for some n ∈ Γ q ∩ [2, 28].
Theorem 3.5. For every (x ∈ X) ∈Ā(2), if
• 3 ≤ q := q(x ∈ X) ≤ 32, and
, then one of the following holds:
(1) C(n) holds for some 2 ≤ n ≤ 45. Theorem 3.6. For any (x ∈ X) = 1 r (a 1 , a 2 , a 3 , a 4 , a 5 ) ∈Ā r (2) such that r ≥ 13, a 4 = 1, and a 5 = r − 1, D(n, 1) does not hold for some 2 ≤ n ≤ 12.
We prove the following theorem by hand, as algorithm is more complicated. The proof is also in the appendices.
Theorem 3.7. For every (x ∈ X) ∈ A(4) such that q(x ∈ X) = 2 and mld(x, X) > 2 − 1 4 , D(n, 1) does not hold for every n ∈ {3, 5, 7, 9}.
Proof of the main Theorems
Proof of Theorem 1.6. By assumptions, a i < r for every i. Thus (x ∈ X) ∈ A(4, 1 13 ). If r ≤ 46, the theorem follows from Theorem 3.1. Thus we may assume that r ≥ 47 in the rest of the proof.
Let ǫ := 2 − mld(x, X) and q := q(x ∈ X). Then ǫ < 1 13 and q ≥ 2. Thus by Lemma 2.8(3), D(n, 1) holds for every n ∈ Γ q ∩ [2, 13]. By Theorem 3.7, q ≥ 3.
Since r · mld(x, X) ∈ N + , rǫ ∈ N + . If rǫ = 1, by Lemma 2.8(3), D(n, 1) holds for every 2 ≤ n ≤ 46 such that n ∈ Γ q , which contradicts to Theorem 3.2 and Theorem 3.4. Therefore, we may assume that rǫ ≥ 2. By Lemma 2.8(3), we may define k := min{n ≥ 2|D(n, 2) holds}.
Since ǫ < 1 13 and either k − 1 ∈ Γ q or k − 2 ∈ Γ q , by applying Lemma 2.8, (A) for every n ∈ Γ q ∩ [2, k − 1], D(n, 1) holds, (B) for every n ∈ Γ q , if k + 3 ≤ n ≤ max{25, 2k − 8}, then D(n, 2) holds, (C) C(n) does not hold for every 2 ≤ n ≤ 45, (D) D(31, 4) does not hold for every 2 ≤ n ≤ 38, and (E) D(31, 3) and D(35, 2) do not hold together.
There are four cases of (k, q) ∈ N + . Case 1 k > 18 and q > 32. In this case (A) contradicts to Theorem 3.2. Case 2 13 ≤ k ≤ 18 and q > 32. In this case, k − 1 ∈ Γ q , thus for every n ∈ Γ q , if k + 2 ≤ n ≤ max{25, 2k − 6}, then D(n, 2) holds. In this case (C) and (D) contradict to Theorem 3.3. Case 3 k > 28 and 3 ≤ q ≤ 32. In this case (A) contradicts to Theorem 3.4. Case 4 13 ≤ k ≤ 28 and 3 ≤ q ≤ 32. In this case, by (C),(D),(E) and Theorem 3.5, D(28, 3) holds, k = 17, and q(x ∈ X) = 3. Thus D(16, 1) holds. By Lemma 2.8(4.b), D(28, 2) holds, a contradiction.
Proof. According to Lemma 2.3, there exists an integer 1 ≤ n ≤ r − 1, such that mld(x, X) =
. We only need to show that mld(x, X) = mld(x ′ , X ′ ), which follows from
Proof of Theorem 1.7. By Lemma 4.1, we may assume that (x ∈ X) ∈ A(5) ⊂Ā(2). By Lemma 2.8(3), D(n, 1) holds for every 2 ≤ n ≤ 18, which contradicts to Theorem 3.2.
Definition 4.2. We let B r be the set of all the 5-dimensional cyclic quotient singularities of the form (x ∈ X) = 1 r (a 1 , a 2 , a 3 , a 4 , −e) satisfying the following:
• gcd(a 1 , r) = gcd(a 2 , r) = gcd(a 3 , r) = gcd( 4 i=1 a i − e, r) = 1, • gcd(a 4 , r) = gcd(e, r),
r , and (1) r = 14, k 0 = 13, ({a 1 , a 2 , a 3 , a 4 }, e) ≡ ({1, 9, 11, 10}, 2)(mod r).
(2) r = 14, k 0 = 13, ({a 1 , a 2 , a 3 , a 4 }, e) ≡ ({9, 1, 11, 12}, 4)(mod r). 
Proof. Let k 0 := k 0 (x ∈ X). By Lemma 4.3, one of the cases (1)-(6) of Lemma 4.3 holds. If we are in case (1) (resp. (2),(3),(4),(5),(6)) of Lemma 4.3, we do the following and finish the proof:
Step 1 After possibly perturbing (a 1 , a 2 , a 3 , a 4 ), we may suppose that (a 1 , a 2 , a 3 , a 4 ) ≡ (1, 9, 11, 10) (resp. (9, 1, 11, 12), (1, 10, 12, 14), (1, 10, 12, 15), (1, 12, 14, 15), (1, 12, 15, 16)) (mod r).
Step 2 We let j := 8 (resp. 4, 9, 6, 4, 4) and α j := 1 14 (8, 2, 10, 4) (resp. Step 4 After enumerating all the possibilities of (c 1 , c 2 , c 3 , c 4 ), we find that 4 i=1 c i a i ≡ e(mod r), which contradicts to our assumptions.
The next lemma can be calculated by hand, but it indeed follows from Theorem 3.6.
Lemma 4.5. Let (x ∈ X) be a 3-dimensional isolated cyclic quotient singularity such that mld(x, X) < 1, then mld(x, X) ≤ 12 13 . Proof. We may assume that (x ∈ X) = 1 r (a 1 , a 2 , a 3 ) for some integers 0 < a 1 , a 2 , a 3 < r, such that mld(x, X) = , we may assume that there exist integers a 1 , a 2 , a 3 , a 4 , e, r > 0 and a function f = f (x, y, z, t), such that (x ∈ X) is a hyperquotient singularity of the form (x ∈ X) = (y ∈ Y := {f = 0} ∈ A 4 )/µ r satisfying the following.
• (y ∈ Y ) is an isolated cDV singularity, • (y ∈ Y ) is a canonical 1-cover of (x ∈ X),
• there exists exactly 1 prime divisor E over (x ∈ X), such that a(E, X) ≤ 1, and • µ r is the cyclic group of order r acting on (y ∈ Y ) in the following way: 
Appendix A. Proof of theorems in Section 3
In this appendix we state the theorems we get by computer programs, each corresponding to one theorem of Section 3. As most of our algorithms are similar to the algorithm implementing Theorem A.2, we will explain this algorithm, and refer the readers to Appendix B for all the precise algorithms. Finally, we prove all the theorems in Section 3 at the end of this appendix.
Theorem A.1. Find all integers 14 ≤ r ≤ 46 and 0 < a 1 ≤ a 2 ≤ a 3 < r and 0 < a 4 ≤ a 5 < r such that
• a 1 + a 2 + a 3 + a 4 + a 5 = 2r − 1 or 2r − 2 or 2r − 3,
• gcd(a 1 , r) = gcd(a 2 , r) = gcd(a 3 , r) = 1, • gcd(a 4 , r) = gcd(a 5 , r), and • for every integer 1 ≤ n ≤ r − 1, Theorem A.5. Find all integers 13 ≤ k ≤ 28, 3 ≤ q ≤ 32, real numbers 0 < x 1 ≤ x 2 ≤ x 3 < 1 and integers 0 < b ≤ c < q, such that
Then one of the following cases holds:
(1) (k, q, b, c) = (13, 3, 1, 2), ). Theorem A.6. Find all real numbers 0 < x 1 ≤ x 2 ≤ x 3 < 1 such that 3 i=1 ⌊nx i ⌋ = n − 2 holds for every 2 ≤ n ≤ 12. Then we have no solution. Explanation on algorithm of Theorem A.2. For every integer k ≥ 2, we let V k be the solution space (
Then V k is always a disjoint union of multiples of intervals. We find V k by induction on k. When k = 2, the solution space is
Suppose that we have Notice that for any x ∈ [a i k,j,0 , a i k,j,1 ), for every integer 2 ≤ n ≤ k, ⌊nx⌋ is a constant. Thus
• either ⌊(k + 1)x⌋ is a constant for every x ∈ [a i k,j,0 , a i k,j,1 ). In this case we let
). Then there are at most 32 possibilities (indeed it is much smaller practically) of
, where δ j ∈ {0, 1} for every j, such that 5 j=1 ⌊(k+1)x j ⌋ is a constant along each set. We pick out those sets satisfying our requirements, denote V k+1 to be the union of all of them, and continue the induction on k.
Proof of Theorem
i=1 a i = 2r − 1, 2r − 2 or 2r − 3. Possibly reordering a 1 , a 2 , a 3 and a 4 , a 5 , we may assume that 0 < a 1 ≤ a 2 ≤ a 3 ≤ r and 0 < a 4 ≤ a 5 ≤ r. Thus Theorem A.1 implies Theorem 3.1.
Proof of Theorem 3.2. Since q := q(x ∈ X) ≥ 19, n ∈ Γ q for every 2 ≤ i ≤ 18. Thus Theorem A.2 implies Theorem 3.2.
Proof of Theorem 3.3. Since q := q(x ∈ X) ≥ 33, we have n ∈ Γ q for every 2 ≤ n ≤ 32, thus Theorem 3.3 follows from Theorem A.3 by noticing that for every x = (x 1 , x 2 , x 3 , x 4 , x 5 ) as in the result of Theorem A.3, D(31, 4) holds.
Proof of Theorem 3.4. Possibly reordering the coordinates of the associated point of (x ∈ X), the theorem follows from 3.4.
Proof of Theorem 3.5. Let x = (x 1 , x 2 , x 3 , b q , c q ) be the associated point of (x ∈ X). By Theorem A.5, possibly reodering x 1 , x 2 , x 3 , (k, q, b, c, x 1 , x 2 , x 3 ) satisfies one the cases (1)-(10) of Theorem A.5. The proof follows from the following:
• In Case (1)(2), or in Case(3) and x 2 ∈ ( 9 28 , 9 26 ), C(27) holds.
• In Case (3) and x 2 ∈ ( • In Case (4)(5), C(33) holds.
• In Case (6), C(45) holds • In Case (7), k = 16, q = 3, and D(31, 3) holds.
Proof of Theorem 3.6. We have q := q(x ∈ X) = r ≥ 13. Thus n ∈ Γ q for every 2 ≤ i ≤ 12. Since a 4 = 1 and a 5 = r − 1, for any integer 0 < n < r, ⌊ if gcd(a 1 , r) = gcd(a 2 , r) = gcd(a 3 , r) = 1 and gcd(a 4 , r) = gcd(a 5 , r) and ( Input: for (t 1 , t 2 , t 3 ) ∈ {0, 1} 3 do
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if y 1 1 (t l ) ≤ y 2 0 (t l+1 ) and y 2 1 (t l ) ≤ y 3 0 (t l+1 ) and ( (n ≤ k − 1 and 
