Introduction
The purpose of this paper is to revisit the Panko-Halverson [1996] taxonomy of spreadsheet errors and suggest revisions. There are several reasons for doing so.
First, the taxonomy has been widely used. Therefore, it should have scrutiny. Second, the taxonomy has not widely available in its original form [Panko & Halverson, 1996] . Consequently, most users refer to secondary sources. Consequently, they often equate the taxonomy with the simplified extracts used in particular experiments or field studies. Third, perhaps as a consequence, most users use only a fraction of the taxonomy. In particular, they tend not to use the taxonomy's life-cycle dimension. Fourth, the taxonomy has been tested against spreadsheets in experiments and spreadsheets in operational use. It is time to review how it has fared in these tests. Fifth, the taxonomy was based on the types of spreadsheet errors that were known to the authors in the mid-1990s. Subsequent experience has shown that the taxonomy needs to be extended for situations beyond those original experiences. Sixth, the omission category in the taxonomy has proven to be too narrow.
Although this paper will focus on the Panko-Halverson taxonomy, this does not mean that that it is the only possible error taxonomy or even the best error taxonomy.
Taxonomies
Taxonomies have long been used in science. Senders and Moray [1991] , writing about human error, wrote that:
… a taxonomy is a fundamental requirement for the foundation of empirical science. If we want a deep understanding of the nature, origins, and causes of human error, it is necessary to have an unambiguous classification scheme for describing the phenomenon we are studying. [Senders and Moray, 1991, p. 82.] For our purposes, we will define a taxonomy as the division of a large number of entities into a number of related categories whose differences are useful for a particular purpose.
The first emphasis is the ordering of many entities into categories. Ideally, the categories will be comprehensive, encompassing all entities. In addition, the categories ideally should be mutually exclusive, without overlap. In mathematical terms, there should be a one-to-one correspondence between entities and categories.
The second emphasis is usefulness for a particular purpose [Senders and Moray, 1991] . There is no such thing as "best" error taxonomy for spreadsheets [Grossman and Özlük, 2003] or any other type of human cognitive activity. Researchers and professionals with different focuses may need different things from error taxonomies. For instance, designers need error taxonomies that distinguish between
In addition, several taxonomies are needed because each taxonomy will illuminate some aspects of the phenomenon while blinding the researcher or practitioner to other aspects. This occurs because theories in general illuminate tend to some things while ignoring others. For example, Graham Allison and Philip Zelikow [1999] analyzed the Cuban missile crisis from the viewpoint of several different theories about decision making. They showed how each theory was shockingly oblivious to certain types of evidence.
Phenomenological versus Theory-Based Taxonomies
Senders and Moray [1991] distinguished between different levels of taxonomy. The most superficial level consists of phenomenological taxonomies that are based on simple descriptions of error manifestations. For instance, typing errors at this level would be described by such things as key transpositions and other visible manifestation of errors. At the level of phenomenological errors, there is no explanation for why different errors occur, but taxonomies at this level may spur research into why specific types of errors occur.
Although one would prefer deeper taxonomies, phenomenological taxonomies can be very useful. Most obviously, they can focus subsequent research. In the human error field, if a particular certain type of error proves to be particularly frequent, then it may merit stronger attention. Conversely, if a type of error that was considered to be important actually turns out to be infrequent, then shifting resources to the study of other errors may be important.
Deeper taxonomies are informed by theory. This is especially valuable if theory predicts manifestations of results. In error research, for instance, theory may suggest different error occurrence rates for different types of errors, different detection rates, or different mechanisms for amelioration. Unfortunately, there is no complete theory for human error, so creating full deep taxonomies for spreadsheet errors is not possible.
Nearly all spreadsheet error research uses the post hoc analysis of spreadsheets that have already been developed. As a consequence, all of the error evidence is phenomenological. This would suggest that we should only be able to have phenomenological taxonomies. However, the human mind wants explanations. For better or worse, nearly all published taxonomies of error and spreadsheet error try to explain observed post hoc errors in terms of underlying theories, both formal and informal. While this may be fundamentally undesirable, it is also undesirable to use taxonomies that describe errors but give no clues as to why different types of errors occur or how they can be redressed.
Reliability in Classification
Taxonomies, like any other research methodology can be judged on a number of methodological criteria. Every taxonomy should face the entire battery of tests required to assess its internal and external validity.
We will only mention one of these methodological issues, reliability. Reliability means that if different people use the taxonomy to classify the same events or items, they will classify individual items in the same way. A taxonomy that cannot be applied reliably by different people is a failed taxonomy.
The simplest way to test reliability is to conduct an inter-rater reliability study. In these studies, two (or preferably more) people conduct a classification, and their consistency is compared statistically. There are several statistical tests available for testing inter-rater reliability. In general, an inter-rater reliability of 90% or higher is the goal, although an inter-rater reliability of 70% may make a study publishable as an exploratory study. 
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In error analysis, using multiple raters has another benefit. It can allow us to estimate statistically how many errors remain undiscovered in the spreadsheet. However, this only works if a reliable error taxonomy is used because different types of errors have different detection rates. In general, ignoring error types will give an underestimate for the number of errors remaining, but even doing an estimate for number of error remaining based on all errors can be eye-opening for anyone who believes that they have found most or all errors in a spreadsheet.
General Human Error Taxonomies
There have been many taxonomies of human errors. We cannot cover them all. However, we will cover a few that appear to be of particular importance for building a taxonomy of spreadsheet errors.
What is an Error?
Senders and Moray [1991] defined an error as an action that is "not intended by the actor; not desired by a set of rules or an external observer; or that led the task or system outside its accepted limits" Senders and Moray (1991) , p. 25.
Note that there needs to be an external standard for determining whether a result is an error. This can be general consensus that something is an error, or there can be a definitive test of whether a requirement has been satisfied or not. Not all errors have good external standards. This is particularly true for qualitative errors that violate good practice but do not, in the case of spreadsheets, generate an incorrect numerical answer.
Along with Senders and Moray [1991] , we distinguish between errors and accidents. Accidents typically involve a series of errors and may even occur when no error has been made.
In programming, there is a distinction between faults and errors. A fault is a problem in the program. An error is a human action that leads to the fault. Most spreadsheet error taxonomies require the posthoc analysis of spreadsheet models. For consistency, we could refer to problems found in post-hoc analysis as faults. However, outside of programming, this is not common terminology. We will use the term "error" as something that is incorrect in a spreadsheet model rather than as a human action that causes the problem.
Mistakes versus Slips and Lapses
In his book, Human Error, Reason [1990] presented the taxonomy of human error types based on prior work by Reason and Mycielska [1982] and Norman [1981 Norman [ , 1984 . This taxonomy, which is shown in Figure 1 , begins with a basic distinction between planning and implementation. If the plan is wrong, this is a mistake, regardless of how good the implementation is. However, if the plan is correct but the implementation is wrong, this is a slip or lapse. The distinction between slips and lapses was proposed by Norman [1984] . A slip is an error during a sensory-motor action, such as typing the wrong number or pointing to the wrong cell. In contrast, a lapse occurs within the person's head. Typically, a lapse is a failure in memory, and this failure is often caused by overloading the limited human memory capacity.
This taxonomy has possible implications for automated spreadsheet analysis, which only works on final spreadsheet artifacts. It is likely that errors involving planning and storage that occur "off the spreadsheet" will leave few if any artifacts in the spreadsheet for automated analysis tools to find. 
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Even slips during execution may or may not leave artifacts for automated spreadsheet analysis programs to find.
For human error hunters, too, the three types of errors suggest that looking only at the spreadsheet is likely to miss many or even most errors. It is important to examine requirements, designs, and algorithms to understand if they have been executed properly in the spreadsheet.
Rasmussen and Jensen
Rasmussen and Jenson [1974] observed highly experienced electricians doing troubleshooting. They used protocol analysis in order to understand why errors occurred. This provided data below the phenomenological errors.
They observed that the troubleshooters used different strategies to solving different types of problems. Figure 2 shows these three strategies. Much of the time, the troubleshooters were simply applying sensory-motor skills, such as using a voltmeter. When this was not sufficient, they applied one of many rules they had learned over time. A typical rule might be, "First, check if the device is plugged in and turned on." While this rule is obvious, many rules are quite subtle and are developed only after years of practice. When no existing rules were applicable, the troubleshooters had to use their general knowledge about the specific devices being studied and about electronics in general.
This taxonomy is useful in expanding our understanding of the mental processes that come into play when people work and, therefore, how they make errors. Mistakes, in other words, can occur when doing rule-based thinking or knowledge-based thinking. Errors during rule-based and knowledgebased activities may be very different and may require different error reduction strategies.
Although the Rasmussen and Jensen typology is attractive, applying it tends to run into two significant problems. First, subjects must be experienced. Unless the subject is experienced, he or she is not likely to have developed many rules. In addition, if subjects are comparative novices, they may not yet have developed the understanding of the knowledge domain sufficient to allow them to do knowledge-based work. Due to these problems, any researcher who wishes to use the Rasmussen typology needs to use suitable subjects.
The second problem is that the Rasmussen and Jensen study observed work as it was being done. (It was a form of protocol analysis.) To use this taxonomy post hoc, based on observed errors in a completed spreadsheet, would require a great deal of justification, if such justification was possible at all. How is it possible, for example, to tell whether an activity was rule-based or knowledge-based when an error was concerned, simply on the basis of artifacts?
Allwood
To build his taxonomy, Allwood [1984] , did a protocol analysis with students solving mathematical problems. This is somewhat more specific than the other human error taxonomies we have seen because it only deals with mathematical errors. Of course, many spreadsheet errors are likely to be mathematical errors. Figure 3 shows that Allwood's students made 327 errors as they worked. Six out of ten errors were execution errors, which involved something like doing a calculation incorrectly. The subjects spontaneously caught 83% of these errors as they worked. Consequently, execution errors accounted for only 29% of final errors. 
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Errors that involved mathematical thinking, namely solution method errors and higher-level math errors, only accounted for a quarter of all errors made, but their relatively low error detection rates-48% and 25%, respectively, resulted in their accounting for 40% of all errors.
Skip errors involved subjects skipping a step in a solution process. These errors were comparatively rate, accounting for only 9% of all errors. However, none were detected spontaneously, so they resulted in 29% of all final errors.
Allwood [1984] showed that different types of errors in this taxonomy had radically different occurrence rates and detection rates. That certainly is attractive in error taxonomies. In addition, of course, spreadsheets generally perform mathematical computations. It may be possible to build on the Allwood framework to spreadsheet error taxonomies. Panko and Halverson [1996] did exactly that.
Flowers and Hayes
Another limited but intriguing error taxonomy comes from Flower and Hayes Hayes and Flower, 1980] , who studied the process of writing.
In another protocol analysis, Gould [1980] noted that writers spend 40% to 70% of their time thinking instead of actually writing. He found that they were reviewing what they had just written (similar to Allwood's [2004] standard check during in mathematics) and planning where they would go next. Gentner [1988] also noted that people spend time pausing when they are doing typing.
Flower and Hayes looked in depth at the non-writing time in the writing process. They found that their subjects had to work at several levels of abstraction simultaneously. They had to select specific words while generating sentences, and sentence production had to fit into the author's plan for the paragraph, for larger units of the document, and for the document as a whole. Planning had to be done at all levels of abstraction, and it had to be done simultaneously. Each level of abstraction created constraints that had to be obeyed when considering other levels. In spreadsheet development, the same mental load is generated. Whenever a developer types a formula, he or she has to be cognizant of the algorithm for the formula, the algorithm for a larger section of the spreadsheet, and for the spreadsheet as a whole.
Jambon
The final human error taxonomy we will mention was created by Jambon [1998] . In contrast to other taxonomies we have seen, the Jambon technology focuses on testing and remediation after development rather than during development. Jambon noted that testing and remediation is a fairly complex process involving two stages:
Error diagnosis consists of error detection, followed by error explanation. At the end of this stage, the tester knows that a problem exists and what it is. Error recovery consists of the actions needed to fix an error. Jambon [1998] divided error recovery into planning an execution.
In addition to noting the complexity of testing and remediation, Jambon [1998] noted that there are two different approaches during error explanation. The first is forward error correction, which consists of doing things to get the correct results. The other consists of backward error detection, which consists of working from the error back to its cause. 
Perspective on Human Error Taxonomies
The research that has been done to date on human error taxonomies suggests that human error is a complex process. The Norman-Reason taxonomy of mistakes, lapses, and slips appears to be very widely accepted and is backed by both theory and experimental data. However, each error taxonomy that we have seen (and many more) provides important insights into human error issues.
Spreadsheet Error Taxonomies
So far, we have been looking at general human error taxonomies. Building on this, we will now look specifically at spreadsheet error taxonomies.
Galletta
When Galletta et al. [1993] conducted an experiment in which MBA students and accountants working on their accreditation examined spreadsheets looking for errors, they divided errors into two types. First, there were domain errors that occurred when a formula required knowledge of accounting. Second, there were device errors, which occurred when the error involved using the computer and the spreadsheet program-typing errors and pointing errors.
Panko and Halverson
For their research on errors in spreadsheet development and inspection, Panko and Halverson [1996] created a taxonomy of spreadsheet research risks as a three dimensional cube. The three sides of this cube were research issue, life cycle stage, and methodology (experiment, survey, etc.) for addressing the research issues. 
Research Issues
Research issues included structural concerns (poor structure), actual errors, user work practices, assumptions, and spreadsheet model characteristics (size, percentage of cells that are formulas or data, complexity of formulas, one-time versus many-time use, number of people who use the spreadsheet, purpose, and so forth), and control policies.
Measuring Error Rates
Under "actual errors," the taxonomy noted several ways to quantify errors and noted that each has advantages and disadvantages. The metrics listed were:
Percentage of models containing errors Number of errors per model Distribution of errors by magnitude Cell error rate One measure is the size of the error as a percentage of the correct bottom-line value. Another is whether a decision would have been different had the error not been made. We suspect that quite a few errors are either too small to be important or still give answers that lead to the correct decisions." Many field audits have found that significant errors (such as errors that are material in financial statements or that can affect a decision) are very widespread but that "show stopper" errors only occur in about 5% of all spreadsheets. 
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In terms of the cell error rate, which is the percentage of cells that contain an error, Panko and Halverson were taking a cue from software development research, which has long measured the faults per thousand lines of noncomment source code (faults/KLOC). Within limits, the rate of faults/KLOC is reasonably the same across programs. This allows software developers to get a rough count of the number of errors they can expect to find when inspecting a module of code with known length.
In their taxonomy, Panko and Halverson did not discuss how to count errors. In the research in which this taxonomy was created, Halverson [1997, 2001] argued that errors should be counted in the cells in which they occurred. Even if this error is repeated in copied cells or makes dependent cells incorrect, it should only be counted as a single cell. The most common qualitative error is putting a number into a formula instead of a cell reference. It does not cause errors then, but it makes errors more likely later, say when assumptions have to be changed in what-if analysis. In fact, Teo and Tan [1997] did find later that students who did jamming (hardcoding numbers in formulas) did make more errors in subsequent what-if analyses. Reason [1990] calls such errors latent errors because they cause no errors at the time they are made but increase the likelihood of an error occurring later. Pryor [2003] gives an excellent list of qualitative errors.
Basic Error Types
Following Allwood [1984] broadly, Panko and Halverson divided quantitative errors into three basic types: mechanical, logic, and omission errors. They have the following definitions for these error types:
Mechanical errors are typing errors, pointing errors, and other simple slips. Mechanical errors can be frequent, but they have a high chance of being caught by the person making the error. Logic errors are incorrect formulas due to choosing the wrong Algorithm or creating the wrong formula to implement the algorithm. Omissions are things left out of the model that should be there. They often result from a misinterpretation of the situation. Human factors research has shown that omission errors are especially dangerous because they have low error rates.
Logic errors occurred frequently, and Panko and Halverson used two different ways to distinguish between them. First, Lorge and Solomon [1955] had talked about errors that are obvious when pointed out to the person who made the error. Lorge and Solomon called these Eureka errors. In their first study, Panko and Halverson observed students as they worked. They found that for certain errors, even if one of the team members warned about the error, he or she would often be ignored. The researchers called these Cassandra errors, after the Homeric character who was cursed to warn of disasters but never be believed. As Lorge and Solomon noted, groups are very good at reducing Eureka errors. Panko and Halverson showed that groups were very poor at reducing Cassandra errors.
Panko and Halverson also distinguished between pure logic errors and domain logic errors. Domain logic errors stemmed from the builder's misunderstanding of the knowledge domain for the spreadsheet, such as accounting. In contrast, pure logic errors resulted in the incorrect use of mathematics or logic in general. Panko created the Wall task, which was simple and free of domain knowledge requirements, in order to avoid the complications of requirements for domain knowledge. Panko and Sprague [1998] conducted an experiment using the Wall task. Subjects still made logic errors, indicating that errors in spreadsheets were not simply due to poor domain knowledge. 
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Using the Taxonomy Panko and Halverson's first study using the taxonomy was a development experiment in which subjects developed a spreadsheet working alone, in groups of two, or in groups of four . The authors conducted an inter-rater reliability test on the taxonomy's definition of quantitative errors (errors that changed a final value), the tripartite distinction between mechanical, logical, and omission errors, and the distinctions between Eureka and Cassandra errors. The subjects made the same 209 quantitative errors according to both researchers, for a 100% reliability rate. Within these quantitative errors, the researchers initially disagreed on the classification of a single error that occurred in three spreadsheets. This represented 99.6% reliability. The point of disagreement was a mistake made by three subjects who all added expenses to revenues to get income, instead of subtracting expenses. One researcher classified this as a logic error, the other as a mechanical error. After a discussion the authors agreed to call it a mechanical error. Teo and Tan [1997] reported no problems when they used the taxonomy in a duplicate of the Panko and Sprague [1998] Wall task. Panko [1999] later conducted an inspection study, using a modification of the Galletta et al. [1997] inspection task. This time, Panko tested the distinction between omission errors and other types of errors (mechanical and logical). The data showed that omission errors were indeed detected much less frequently than other types of errors.
Hicks [1995] used the Panko [1999] inspection method and the Panko and Halverson [1996] error taxonomy to inspect a large capital budgeting spreadsheet about to be operational in a multi-billion dollar company. They used three inspectors working apart and then together to compare their results. (Unfortunately, they did not report the amount of time spent and the number of cells in the spreadsheet, contrary to the Halverson [1996, 1997] methodology. They reported that the taxonomy worked well for them, although they did not report inter-rater reliability.
Errors by Life Cycle
The third dimension in the spreadsheet risks cubes was life cycle stage. Based on the prior spreadsheet literature, they divided the spreadsheet life cycle (not just the spreadsheet development life cycle) into 5 stages:
Requirements and Design Cell Entry The Draft Stage (before testing) Debugging Operation Panko and Halverson [1996] suggested that the error rate varies strongly across this life cycle. For early stages, they note that experiments indicate that when people enter formulas in cells, the error rate is about 10%, but that most of these errors are caught (Olson and Olson, 1990) . Consequently, when people finish development (this is called the draft stage), the error rate is half of that or less. Third, when subjects inspect spreadsheets to look for errors, they find a majority of them, further reducing the error rate.
Problems with the Panko and Halverson Taxonomy
Although the Panko and Halverson taxonomy has been fairly well validated by experiments, some limitations have become obvious over time. First, although the taxonomy has both a error type dimension and a spreadsheet life cycle perspective, this was not fleshed out until later. For instance, Panko and Halverson focused on development and inspection. They did not look at the types of errors that occur during initial analysis and requirements. More concretely, probably because they did not study ongoing use they were not aware until later of overwriting errors, in which a user overwrites a formula with a numerical value. 
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Second, they focused on omission errors because these were the subject of earlier human error research. However, given the work of Flower and Hayes, omission errors are only one type of error that is likely to occur as people with limited memory resources must cope with simultaneous needs to enter a formula, keeping the full algorithm in mind, and keeping the flow of the entire spreadsheet in mind. Third, the taxonomy did not recognize the important distinction between sensorymotor slips and memory lapses. Particularly in the wall task [Panko and Sprague, 1998 ], dividing mechanical errors into slips and lapses would change the picture considerably.
Rajalingham
Shortly after the Panko and Halverson [1996] taxonomy, Rajalingham, et al. [2000] created more complex taxonomy of spreadsheet errors. This taxonomy is shown in Figure 8 . This taxonomy also begins with the distinction between qualitative and quantitative errors. It then gets into the distinction between accidental errors and reasoning errors. This is similar to the Panko and Halverson [1996] mechanical versus logical distinction, but its terminology (accidental versus reasoning) may be better connotatively.
An important addition in this taxonomy is the distinction between developer and end-user errors. Panko and Halverson [1996] only focused on developer errors. They did not consider the types of errors that end users would make after development. Most obviously, they failed to consider data entry errors, which can be very important. These errors can include inputting incorrect data or even overwriting a number with a formula. Rajalingham, et al. [2000] also considers errors that users make in interpreting the results of spreadsheets. If a spreadsheet gives the correct result but this correct result is misinterpreted, say because of poor output labeling, this is just as bad as a development error.
Later, Rajalingham [2005] revisited the taxonomy. He actually came up with two follow-up taxonomies. Figure 9 shows his "bushy" taxonomy. He gave it this name because it often branches into three or more alternatives. Rajalingham argued that this approach made it difficult to decide where to place and error, and it also tended to require an error to be placed in two or more end nodes. Rajalingham, in the same paper, also presented his "binary" taxonomy. He argued that having to make a binary choice at each step made classification easier and more predictable. 
Howe and Simkin
In a code inspection experiment, Howe and Simkin [2006] created a new taxonomy of error. Figure  11 shows this taxonomy. Obviously, this taxonomy is very different from earlier taxonomy. Its clerical and non-material errors are such things as spelling errors in labels, incorrect dates, and so forth. Most previous studies ignored such errors.
There is an especially important addition in the rules violations category. These are basically parts of the model that violate requirements. Omission errors do this, but so do many other types of errors.
Giving evidence for the usefulness of the taxonomy, subjects had different detection rates for different types of errors. In another code inspection study, Bishop and McDaid [2007] used the Howe and Simkin [2006] taxonomy. They also found differences in error detection rates, and they found that experienced spreadsheet developers from industry had a higher detection rate than students for rules violations and formula errors. However, the Bishop and McDaid subjects had a far lower detection 
Powell, Lawson, and Baker
For their series of projects involving the creation, testing, and use of a code inspection (auditing) methodology, Powell, Lawson, and Baker [2007] developed another taxonomy of errors. Figure 12 illustrates this taxonomy Figure 12 : Powell, Lawson, and Baker Taxonomy Note that this taxonomy's use of omission errors is very different from the use of omission errors in Panko and Halverson [1996] . In the Panko and Halverson, something in the requirements is left out of the spreadsheet. This is not likely to be detectable by looking at the spreadsheet. In contrast, in the Powell, Lawson, and Baker [2007] taxonomy, it means pointing to a blank cell.
Hard coding is described as a qualitative error in the Panko and Halverson [1996] and the Rajalingham [2005] bushy taxonomy. In the Powell, Lawson, and Baker [2007] taxonomy, hard coding is usually not a quantitative error but sometimes is, "if it is sufficiently dangerous" (Page 60).
The spreadsheets studied to develop this taxonomy were operational spreadsheets in use for some time. However, there is no category for overwriting a formula with a constant. Nor is there any indication that this has happened.
Madahar, Cleary, and Ball
In the EuSpRIG conference during which Powell, Lawson, and Baker [2007] presented their taxonomy, Madahar, Cleary, and Ball [2007] also presented their taxonomy. In contrast to other taxonomies, this was a taxonomy of spreadsheets rather than of error in the spreadsheet. Writers have long argued that different types of spreadsheets need greater or lesser degrees of control (e.g., Schultheis and Sumner, 1994) . Madahar, Cleary, and Ball [2007] considered three models for describing the different types of spreadsheets they found in the one department of a university. They described Model 3 as their best model. This model had three dimensions. Dependency means how fundamentally the organization depends on the spreadsheet. Values can be operational, tactical, or strategic. Magnitude is the severity of consequences for potential errors. Time/Urgency refers to deadlines that have to be met using the spreadsheet.
Revising the Panko and Halverson Taxonomy
Although the Panko and Halverson [1996] taxonomy has worked relatively well, it is more than a decade old and is showing its age. In particular, it has two obvious problems.
First, it was developed for a specific purpose-to classify quantitative errors in spreadsheet development and inspection that reflects human differences in commission rate and detection rate. However, because it was limited in its approach, it did not consider errors that occur in other stages of the spreadsheet systems life cycle. In addition, because it was developed in an effort to prove that quantitative errors are in fact common and difficult to detect, it paid little attention to qualitative errors which are arguably more important. Second, even the taxonomy's view of quantitative errors was too limited. One specific problem is that its definition of mechanical errors included slips but not lapses. This is a Flower and Hayes [1980] , the taxonomy was too focused at the cell level. However, errors can also occur if the developer loses focus on the broader flow of the spreadsheet. Figure 14 shows our revised taxonomy of violations and errors. It has many components 
Violations and Errors

Violations versus Errors
In software testing, Beizer's [1990] advice to hold developers blameless is widely followed. This reflects the realization that nobody is immune to error and that using testing to assign blame is counterproductive.
However, in the study of automobile accidents, researchers have long used a distinction between errors and violations. Violations are acts that break the law, such as speeding or driving while under the influence. While errors are inevitable and are not considered blameful, violations are considered blameful, even if they do not lead to accidents.
This distinction between errors and violations may be useful in spreadsheet development. In spreadsheet development, violations would normally consist of not complying with the organization's policies for spreadsheet development. Of course, this assumes that the organization is mature enough to have policies. In cases where the company is subject to external compliance regulations, then a violation would exist if a spreadsheet created a violation of the external compliance regulation.
Qualitative versus Quantitative Errors
This taxonomy continues to the distinction between qualitative and quantitative errors. Quantitative errors, quite simply, are incorrect formulas and data cells that cause subsequent dependent cells to have the wrong values. If an error does not cause a subsequent value to be wrong, then the error is not a quantitative error. It is a qualitative error. Nor is the issue seriousness of the error. Qualitative errors can be extremely serious.
Mistakes, Slips, and Lapses
Given the widespread use of the Reason and Norman distinction between mistakes, slips, and lapses, the taxonomy should be revised to reflect this set of categories.
For mistakes, it is important to realize that mistakes in formulas can come from many sources, including domain misunderstandings, logic failures, mathematical errors, and errors in using the software (usually by misusing built-in functions).
The impact of dividing the Panko and Halverson mechanical error category into slips and lapses is shown in Figure 15 . In a corpus of spreadsheets described by Panko [2000] , 82 subjects each developed a spreadsheet to provide a decision maker with a pro-forma income statement. In the corpus, 28% of the errors were logic errors, 21% were omission errors, and 41% were mechanical errors. The high percentage of mechanical errors was good news for error detection, because some mechanical errors such as pointing errors leave discoverable artifacts on the spreadsheet. However, the figure shows that when a classification based on slips and lapses is used, slips only account for 19% of the total errors, while 22% of the errors were lapses. Many of the lapses, by the way, occurred in reading requirements for unit costs for two years for labor and materials. This series of numbers seemed to create frequent overloads on the memory capacities of the developers. Flower and Hayes [1980] noted that developers constantly must take into account multiple levels of context. Figure 14 notes that the same is true in spreadsheet development. When someone works at the cell level, they also need to keep in mind what is happening at the algorithm level (most algorithms require a group of formula and data cells), at the module level, and at the level of the spreadsheet as a whole.
The developer also needs to take into account the entire business system in which the spreadsheet will be used. This includes management, organization, procedures, hardware, sources of data, and other matters.
Life Cycle Stages and Roles
Spreadsheets generally go through a system life cycle that begins with the analysis of the current situation and needs and ends when the spreadsheet is terminated or replaced. Figure 16 shows the main stages in the system life cycle. The first part of this life cycle is the system development life cycle, which includes initial analysis, the specification of requirements, the development of modules, the development of the full spreadsheet (by combining modules), and implementation. However, most of a spreadsheet's life is spent in operational use, and maintenance also has to be done occasionally. Finally, the spreadsheet is replaced or simply terminated.
The original Panko and Halverson [1996] taxonomy noted that the number of errors typically varies over a spreadsheet's life cycle. During development, many errors will exist. However, testing, inspection and use experience tend to reduce the number of errors during development. By the time a spreadsheet is released for use, good practice should substantially decrease the number of residual errors. During operational use, however, errors may increase if people if people input incorrect data or overwrite formulas with numbers.
More importantly, as Figure 16 attempt to illustrate, different types of errors will occur at different stages of the systems life cycle. Panko and Halverson [1996] only focused on development and testing. Consequently, they only considered the errors that occur during that stage of the spreadsheet life cycle.
Although the main violation and error categories are likely to occur over the entire life cycle, their specific manifestations will be very different at each stage. One of the main jobs of spreadsheet researchers must be to enumerate the kinds of errors that can and do exist at each stage.
Arguably the most important stage to understand is operational use. Many specific errors, such as entering the wrong number for a variable or incorrectly importing data, occur primarily during operational use. Violations also must be anticipated, such as violations of privacy or the use of spreadsheets to commit fraud. Figure 17 shows another aspect of life cycle thinking. This is the fact that there are several possible organization roles involved. We need to think about violations and errors for each of these roles during each stage of the life cycle. Although these roles may be combined in many cases, it may still make sense to think in terms of logical roles to envision errors. 
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To some extent, these ideas have been broadly accepted. In any case, people who still reject that experimental evidence regarding them are not likely to have their opinions changed by further quantitative research.
It is now time to shift our focus toward identifying the large number of different types of errors that are possible in different life cycle stages and by people with different roles to play. For this, we do not need tight taxonomies as much as we did previously. Although experiments and other quantitative research must have well-formed and tight logical taxonomies, as we move from proof or danger to providing guidance to corporations, we will need more expansive taxonomies that suggest issues rather than tight taxonomies to confirm issues. 
Hard-Coding
One or more numbers appear in formulas, and the practice is sufficiently dangerous.
Copy/Paste A formula is wrong do to an incorrect cut and paste.
Data Input An incorrect data input is used.
Omission
A formula is wrong because one of its input cells is blank. 
