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Resumen: En este capítulo se presentará cómo calcular los diferentes índices de 
correlación a través del programa SPSS, definiendo la correlación como la aso-
ciación o relación entre dos variables en términos de direccionalidad e intensidad, 
siendo los índices de correlación más utilizados los siguientes: Pearson, Spearman, 
Kendall. Así mismo se aplicará el procedimiento de correlaciones parciales, el cual 
nos permitirá observar la relación lineal existente entre dos variables controlando el 
posible efecto de una o más variables extrañas.
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1. INTRODUCCIÓN
En este capítulo se muestra como determinar el grado de asociación de 
dos variables (correlación simple) a través de las diferentes técnicas de co-
rrelación. Entre estas técnicas Xu et al (2012) consideran que el coeficiente 
de correlación de Pearson, el de Spearman y tau de Kendall son los más 
extensamente usados.
Cuando se desea evaluar el grado de asociación o independencia de dos 
variables puede recurrirse tanto a técnicas de regresión como a técnicas de 
correlación. Con base en esto, se debe diferenciarlas ya que el análisis de 
regresión, se utiliza para establecer las relaciones entre dos variables, mien-
tras que en el análisis de la correlación se busca identificar la intensidad o 
fortaleza de esa relación. El primer paso para determinar la relación de dos 
variables es necesario recurrir al diagrama de dispersión, esta representa-
ción gráfica es fundamental ya que existen relaciones no lineales entre las 
variables.
Adicionalmente para poder analizar la relación lineal entre dos variables 
utilizaremos los diferentes tipos de coeficientes de correlación, tomando en 
cuenta las principales características de cada tipo de variables. Con respecto 
a la hora de interpretar en forma adecuada la relación de esas variables, se 
debe considerar dentro de los aspectos más importantes, su magnitud, el 
signo y su nivel de significancia.
Sobre esta base, la correlación entre dos variables que involucra sólo una 
variable independiente se establece como una relación simple, mientras que 
la correlación múltiple toma en consideración varias variables independien-
tes. En cuanto a la relación de dos variables, donde se integra una variable 
para ser controlada se le conoce como correlación parcial.
2. DIAGRAMAS DE DISPERSIÓN
La representación gráfica en la que una de las variables se encuentra en 
el eje de las abscisas (X) y la otra en el eje de las ordenadas (Y) se denomina 
diagrama de dispersión, la cual nos permite tener una idea del tipo de rela-
ción que existe entre esas variables.
En las siguientes figuras podemos observar a primera vista las diferentes 
formas de relación de variables. Cada punto de la gráfica tiende a situarse 
en una recta diagonal cuando tenemos una relación, y cuando no tiene una 
dirección clara, se establece que no hay relación. Sin embargo al utilizar el 
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diagrama de dispersión como una forma de evaluar la relación de variables, 
no es tan confiable ya que no siempre la relación es perfecta.
Relación positiva Relación Negativa Relación Baja o Nula
 
   
     
Relación positiva  Relación Baja o Nula Relación Negativa 
La relación lineal positiva entre dos variables X y Y significa que las dos 
variables crecen de forma parecida. Una relación lineal negativa significa 
que los valores de ambas varían al revés. Cuando la posición de los puntos 
en el plano es aleatoria, la correlación es nula.
Para obtener el diagrama de dispersión en el programa SPSS como se 
muestra en la Figura 1 se obtiene de la siguiente forma: Seleccionar la op-
ción de Gráficos, posteriormente Cuadro de diálogos antiguos, y finalmente 
Dispersión y Puntos, donde elegimos las dos variables cuantitativas, una el 
eje X y otra en el eje Y, así aparecerá la pantalla con el gráfico solicitado. Si 
seleccionaron la opción de dispersión simple se podrá observar la relacion 
de variables en forma individual como se muestran anteriormente.
Figura 1
Pasos para obtener el diagrama de Dispersión en SPSS
 
 
  
 
 
 
  
 
424 Oswaldo Leyva Cordero - María de los Ángeles Flores Hernández
En caso de elegir la gráfica de dispersión matricial seleccionamos la op-
ción de Gráficos, Cuadro de diálogos antiguos, Dispersión y Puntos, donde 
se podrá obtener la relación de pares de variables como se observa en la 
Figura 2. Ésta se utiliza cuando se necesite representar más variables, ana-
lizándola por pares.
Figura 2
Resultado de la relación de variables utilizando el diagrama de 
dispersión matricial
 
Para determinar la correlación de variables bivariadas (para el estudio 
de la relación de dos variables), se muestran tres tipos de coeficientes de 
correlación: Pearson, Tau-b de Kendall y Spearman, por defecto en el pro-
grama SPSS se encuentra seleccionada la opción de Pearson. Asimismo se 
contempla el contraste o la prueba de significación bilateral o unilateral, la 
cual es necesaria para contrastar la hipótesis nula.
Antes de calcular el coeficiente de correlación, se debe inspeccionar los 
datos para detectar los valores atípicos que puedan repercutir en los resul-
tados. El ejemplo de la Figura 3, muestra el siguiente paso y de acuerdo a 
las características de los datos, es que se selecciona el tipo de correlación.
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Figura 3
Coeficientes de correlación en SPSS
 
 
  Posteriormente se selecciona el botón de Opciones, que nos permite ob-
tener los Estadísticos descriptivos, como Media y desviaciones típicas, así 
como definir el tratamiento de los valores perdidos como se muestra en la 
Figura 4.
Figura 4
Selección de estadísticos descriptivos básicos de las correlaciones 
bivariadas
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3. TIPOS DE COEFICIENTE DE CORRELACIÓN
a. Pearson (ᵣ): usado con datos cuantitativos.
b. Spearman rho (ρ): usado con datos ordinales.
c. Kendall’s tau (τ): usado con datos ordinales.
d. Coeficiente Phi (Φ): usado con datos nominales.
3.1. Coeficiente de correlación de Pearson
La correlación de Pearson es un método paramétrico, que asume una dis-
tribución normal de los datos y una asociación lineal entre las variables X 
y Y. Para Kreinovich (2013) el coeficiente de correlación de Pearson provee 
una descripción global de la relación entre variables aleatorias. En algunas 
situaciones prácticas, hay una fuerte correlación para algunos de los valores 
X y/o Y y una débil correlación para otros valores X y/o Y.
Xu et al (2012) analiza a la correlación, interpretándola como la fuerza 
de la relación estadística entre dos variables aleatorias, la correlación debe 
ser larga y positiva si hay una alta probabilidad que los valores grandes de 
una variable ocurran en la conjunción larga de los valores del otro; y debe-
ría ser larga y negativa si la dirección es invertida. Mientras que para Fujita 
et al (2009), la correlación del producto del momento Pearson, es una me-
dida extensamente usada de correlación. La correlación de Pearson indica 
el grado de asociación lineal entre dos variables aleatorias.
Por ejemplo un coeficiente de -1 a 1 indica una correlación perfecta, 
independientemente si son paramétricos (cuando los datos se ajustan a una 
distribución normal) o no. Cuando el valor se acerca a 1 significa que se 
encuentra altamente relacionados y cuando es en sentido contrario, se esta-
blece que es baja su relación, por lo tanto cuando la r (coeficiente de corre-
lación) es cero e indica una relación nula.
Por tal motivo se establece en la siguiente tabla, el grado de asociación 
de variables dependiendo del resultado de su coeficiente:
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Tabla 1
Grado de Asociación de variables
Coeficiente Interpretación
r=1 Correlación perfecta
Mayor que 0.80 Muy fuerte
Entre 0.60 y 0.80 Fuerte
Entre 0.40 y 0.60 Moderado
Entre 0.20 y 0.40 Baja
Entre 0 y 0.20 Muy baja
r=0 Nula
Se muestra a continuación algunos resultados y su posible interpreta-
ción:
r = -0.10, por lo tanto se establece una relación muy baja.
r = -.85 o .85, su relación se puede interpretar como fuerte.
Por otra parte la correlación no depende de la dirección, ya sea positiva 
o negativa, es decir un resultado positivo indica una asociación directa o 
positiva entre variables, mientras que un resultado negativo indica una aso-
ciación inversa o negativa entre las variables.
Si analizamos el coeficiente de correlación r de Pearson, el cual considera 
la media y la varianza, observamos algunas de las siguientes características 
en su aplicación:
• Las variables pueden ser intercambiadas en el orden de la relación.
• Las variables se deben distribuir normalmente.
• Las variables a relacionar no deben formar parte de la otra variable.
• La interpretación inadecuada al tratar de demostrar causalidad.
• Al analizar solamente el coeficiente de correlación como indicador de 
la relación de variables, no podríamos conocer cuál es la causa y el 
efecto.
• En el caso de que una de las variables sea ordinal, necesitarán ser 
utilizadas pruebas no paramétricas.
Por otra parte Xu et al (2012) explica que el coeficiente de correlación de 
Pearson no podría ser aplicable en las siguientes ocasiones:
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1. Los datos son incompletos, es decir sólo la información ordinal está 
disponible.
2. Los datos subyacentes son completos y sigue una distribución biva-
riada normal, pero son atenuados por alguna no linealidad monótona 
en las características.
3. Los datos son completos y la mayoría sigue una distribución bivaria-
da normal, pero existen una fracción diminuta de valores atípicos.
Bajo esas circunstancias, será más conveniente emplear los coeficientes 
no paramétricos.
En el caso de que se requiriera correlacionar dos variables dicotómicas se 
utiliza el coeficiente phi, el cual tiene por objetivo determinar si existe una 
relación lineal entre dos variables a nivel nominal y que esta relación no sea 
debida al azar; es decir, que la relación sea estadísticamente significativa, sin 
embargo se puede utilizar como equivalente el coeficiente de correlación de 
Pearson.
Para Ulrich y Wirtz (2004) la naturaleza de la dicotomía juega un rol 
importante en la elección del apropiado coeficiente de correlación. El tér-
mino dicotomía generalmente aplica a la división de los miembros de una 
muestra o población en dos grupos. De tal forma que se establece que una 
dicotomía simple es basada en un atributo dicotómico, como ejemplo géne-
ro. Cada miembro en una muestra o población es asignado a uno de los dos 
grupos de acuerdo a si él o ella posee un atributo específico. En contraste 
una dicotomía artificial es creada siempre que los valores de una variable 
cuantitativa son grabados solamente a ser más grande o menos que una 
atajo de valor específico.
3.1.1. Cálculo del coeficiente de correlación de Pearson
Para el cálculo del coeficiente de correlación de Pearson en SPSS, selec-
cionamos la opción Analizar, Correlaciones bivariadas, en el cual se eligen 
las variables a estudiar, y se debe introducir al menos dos variables, poste-
riormente seleccionamos la opción de Coeficientes de correlación Pearson 
como se muestra en la Figura 5, donde en otro recuadro aparece por defecto 
la opción de prueba de significación bilateral, esta opción se utiliza en el ca-
so de contrastes de hipótesis, la cual se debe acompañar con el coeficiente de 
correlación y la prueba de significación para determinar si las dos variables 
se encuentran relacionadas de forma estadísticamente significativas. Donde 
el resultado de la correlación se muestra con un asterisco si la correlación 
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es significativa al nivel de 0.05 y con dos asteriscos si la correlación es sig-
nificativa al nivel de 0.01.
Figura 5
Cálculo del coeficiente de correlación de Pearson en SPSS
 
En el siguiente ejemplo se requiere determinar el grado de asociación 
considerando las siguientes variables, es muy importante identificar cada 
una de ellas, para interpretarlas correctamente.
Interés: Es el interés que posee un sujeto o grupo sobre los asuntos polí-
ticos (Brussino, S., Rabbia, H, y Sorribas, P., 2009).
Conocimiento político: Se refiere al conocimiento que tienen los ciuda-
danos sobre temas de política, partidos políticos y actores, que a su vez 
tienen efecto en la participación política.
Participación política: Son las actividades como por ejemplo, participa-
ción en partidos políticos, votar, ir a manifestaciones, apoyar a candidatos 
en procesos electorales, hablar sobre política y leer sobre política, ya sea 
convencional o no convencional (Merino, 2001).
A continuación se analiza el grado de asociación entre interés, confianza 
en la política y participación política como se muestra en la Tabla 2.
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Tabla 2
Análisis de correlación de Pearson
Interés Confianza Participación
Interés
Correlación de Pearson 1 .272** .289**
Sig. (bilateral) .000 .000
N 358 358 358
Confianza
Correlación de Pearson .272** 1 .086
Sig. (bilateral) .000 .104
N 358 358 358
**. La correlación es significativa al nivel 0,01 (bilateral).
En la tabla anterior se utiliza el análisis de correlación bivariada (de 
Pearson) para determinar el grado de asociación entre las diferentes varia-
bles de estudio. Las correlaciones realizadas apuntan tendencias acerca de 
las posibles asociaciones entre las variables del estudio, además se puede 
observar que el interés hacia la política se relaciona estadísticamente en 
mayor medida con la participación política representada de la siguiente 
forma (r =.289, p <.01). De la misma forma se puede interpretar que el in-
terés se relaciona con la confianza (r =.272, p <.01), sin embargo la variable 
confianza no está correlacionada linealmente con la participación política, 
donde al realizar el contraste de hipótesis se concluye que no se rechaza la 
hipótesis nula debido a que p >.05, esto significa que la relación de variables 
es muy cercana a cero.
Se concluye en este análisis, que el grado de interés aparentemente puede 
generar una mayor participación política, no obstante para poder afirmarlo 
tendríamos que utilizar la regresión lineal.
3.2. Coeficiente de correlación de Spearman
Para Fujita et al (2009) el intervalo de coeficiente de correlación de 
Spearman es una medida de asociación no paramétrica y es aplicable cuan-
do la variable es ordinal. Esto puede evaluar la relación no lineal entre dos 
variables sin hacer suposiciones sobre su distribución de probabilidad.
A diferencia del coeficiente de correlación de Pearson, el intervalo de 
correlación de Spearman no requiere suposición de normalidad y tampoco 
se necesita que las variables sean medidas en intervalos de escala, además 
es menos influenciable por la presencia de datos sesgados. Los valores del 
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coeficiente van de -1 a 1. Cuando el valor se acerca a 1 se puede decir que 
la relación entre variables es directa, en caso de que el valor se acerque a 
-1 indica que ambas variables se asocian inversamente. Si el coeficiente de 
correlación se acerca a 0 la relación de variables no se presenta.
3.2.1. Cálculo del coeficiente de correlación de Spearman
Cuando las variables a contrastar incumplen con el criterio de distribu-
ción normal, utilizaremos el cálculo del coeficiente de correlación de Spear-
man, la forma de calcularlo es seleccionando la opción Analizar, Correla-
ciones bivariadas, y seleccionamos la opción de Spearman como se muestra 
en la Figura 6.
Figura 6
Cálculo del coeficiente de correlación de Spearman en SPSS
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Tabla 3
Análisis de correlación de Spearman
INGRESOS EDAD
Rho de 
Spearman
INGRESOS 
(Rangos)
Coeficiente de correlación 1.000 .084
Sig. (bilateral) . .112
N 358 356
EDAD Coeficiente de correlación .084 1.000
Sig. (bilateral) .112 .
N 356 356
En la tabla anterior se utiliza el análisis de correlación bivariada (de 
Spearman) para determinar el grado de asociación entre las diferentes va-
riables no paramétricas del estudio. Con los resultados anteriores pode-
mos interpretar que la variable edad no se relaciona con la variable ingreso 
(rangos de ingreso), debido a que el coeficiente de correlación Spearman 
es de 0.084, el cual tiene un valor asociado de p >.05, por lo tanto no es 
significativo.
3.3. Coeficiente de correlación Tau-b de Kendall
Este coeficiente de correlación es una medida no paramétrica de asocia-
ción para variables ordinales y muestras pequeñas, el signo del coeficiente 
indica la dirección de la relación, los valores posibles van de -1 a 1, de 
tal modo que los mayores valores absolutos indican relaciones más fuertes 
(Genest y Nelešhová, 2009). Como el índice de correlación de Spearman y 
el Tau-b de Kendall son medidas libres de margen de dependencia, no hay 
perdida de generalidad, asumiendo que los pares aleatorios bajo considera-
ción tienen márgenes uniformes en la unidad del intervalo.
3.3.1. Cálculo del coeficiente de correlación de Tau-b de Kendall
Para el cálculo del coeficiente de correlación de Taub-b de Kendall en 
SPSS seleccionamos la opción Analizar, Correlaciones bivariadas, en el cual 
se eligen las variables que vamos a estudiar, y seleccionamos la opción de 
coeficientes de correlación de Tau-b de Kendall como se muestra en la Fi-
gura 7.
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Figura 7
Cálculo del coeficiente de correlación de Tau-b de Kendall en SPSS
 
En la siguiente tabla se utiliza el análisis de correlación bivariada (de 
Tau-b de Kendall) para determinar el grado de asociación entre las diferen-
tes variables no paramétricas del estudio.
Tabla 4
Análisis de correlación de Spearman
INGRESOS EDAD
Tau_b de 
Kendall
INGRESOS Coeficiente de correlación 1.000 .177
Sig. (bilateral) .097
N 67 67
EDAD Coeficiente de correlación .177 1.000
Sig. (bilateral) .097
N 67 67
Con los resultados anteriores podemos interpretar que la variable edad 
no se relaciona con la de ingreso, debido a que el coeficiente de correlación 
Tau_b de Kendall de 0.177, tiene un valor asociado de p >.05, por lo tanto 
no es significativo.
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4. CORRELACIONES PARCIALES
Las correlaciones parciales nos permiten observar la relación lineal exis-
tente entre dos variables controlando el efecto que pueda tener de una o 
más variables extrañas. Por ejemplo se puede utilizar cuando queremos 
neutralizar los efectos de las variables de control del estudio (Namakfo-
roosh, 2005). Por otra parte la correlación parcial también se utiliza cuando 
contamos con las denominadas correlaciones espurias, donde se observan 
relaciones entre variables que parecen indicar que unas afectan otras, sin 
embargo su presencia puede ser debido a que su variabilidad va relacionada 
debido al efecto de terceras variables.
La correlación parcial de primer orden es una estimación de la correla-
ción entre dos variables después de controlar una variable. La correlación 
parcial de segundo orden es una estimación de la correlación entre dos va-
riables después de controlar una segunda variable, y esto se repite con cada 
variable que se requiera controlar. El nivel de medición de las variables es el 
mismo que se utiliza en las correlaciones simples.
Para el cálculo de correlación parciales en SPSS seleccionamos la opción 
Analizar, Correlaciones parciales, en el cual se eligen las variables que va-
mos a estudiar cómo se muestra en la Figura 8. Al igual que el procedimien-
to de correlaciones bivariadas también es posible el contraste de hipótesis 
bilateral y unilateral.
Figura 8
Cálculo de correlaciones parciales en SPSS
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En la siguiente tabla se utiliza el análisis de correlaciones parciales para 
determinar el grado de asociación entre las diferentes variables, controlan-
do la variable sexo, como se muestra en la Tabla 5.
Tabla 5
Análisis de correlaciones parciales
Variables de control Interés Confianza Participación
Sexo Interés Correlación 1.000 .257** .269**
Significación (bilateral) .000 .000
gl 0 353 353
Confianza Correlación .257** 1.000 .071
Significación (bilateral) .000 . .184
gl 353 0 353
Participación Correlación .269 .071 1.000
Significación (bilateral) .000 .184
gl 353 353 0
**. La correlación es significativa al nivel 0,01 (bilateral).
Con los resultados anteriores podemos interpretar que la variable interés 
se relaciona con la confianza y la participación, debido a que el coeficiente 
de correlación es de 0.257 y 0.269 respectivamente, además tiene un valor 
asociado de p <.05, por lo tanto es significativo, contrario a la relación de 
confianza y participación. En este ejercicio se plantea la correlación de va-
riables parciales cuando una variable se controla simultáneamente, en este 
caso se controla la variable sexo.
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