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Abstract—Image defogging is a technique used extensively for
enhancing visual quality of images in bad weather condition.
Even though defogging algorithms have been well studied, de-
fogging performance is degraded by demosaicking artifacts and
sensor noise amplification in distant scenes. In order to improve
visual quality of restored images, we propose a novel approach
to perform defogging and demosaicking simultaneously. We
conclude that better defogging performance with fewer artifacts
can be achieved when a defogging algorithm is combined with
a demosaicking algorithm simultaneously. We also demonstrate
that the proposed joint algorithm has the benefit of suppressing
noise amplification in distant scene. In addition, we validate
our theoretical analysis and observations for both synthesized
datasets with ground truth fog-free images and natural scene
datasets captured in a raw format.
Index Terms—Defogging/dehazing, demosaicking, image sensor
noise, digital camera processing pipeline, image restoration
I. INTRODUCTION
THE scene radiance captured in bad weather conditions,such as fog and haze, is attenuated as the light travels
towards the camera because of atmospheric scattering [1],
[2]. When combined with the environment light, the acquired
image appears faint—image contrast, color saturation, and vis-
ibility progressively worsen with the increased scene distance.
As these degradations negatively impact feature extraction, it
is often necessary to improve the image quality before the
captured images are usable in computer vision applications
such as surveillance, security, traffic monitoring, and driver
assistance.
Defogging or dehazing refers to a post-capture technique to
restore the contrast of images captured under such conditions
by reversing the effects of atmospheric scattering. Besides
the challenges of estimating the scene depth (needed for
parameterizing the severity of the fog), it is well known that
the defogging process is prone to noise amplification [3]. The
fact that defogging can also amplify artifacts caused by various
stages of the digital camera processing pipeline has received
very limited attention in the literature, however. Schechner [3]
proposed a method to recover images while suppressing noise
that is dependent on distance. Tarel [4] proposed a way to
smooth the restored images to reduce the compression artifacts
that become visible after defogging. Gibson et al. [5] showed
that fewer artifacts and better coding efficiency are achieved
when a defogging algorithm is applied before compression.
There are other ways in which the digital camera processing
pipeline interacts with defogging in a nontrivial manner.
Specifically, raw data captured by an image sensor are intrinsi-
cally unrecognizable to the human eye. The digital camera pro-
cessing pipeline refers to a set of image processing algorithms
aimed at transforming the captured raw sensor data into images
faithfully representing the scene that the photographer saw. A
typical pipeline is comprised of defective sensor pixel removal,
demosaicking (also known as color filter array interpolation),
color correction, gamma correction, noise suppression, and
data formatting (see Figure 1). Any imperfections or artifacts
introduced by these tasks can potentially be amplified by the
subsequent defogging process.
In this paper, we focus on the influence of demosaicking
artifacts and noise on defogging. Our analysis in Section
II of the three way interaction between image denoising,
demosaicking, and defogging suggests that the problem is
prevalent, regardless of which order in which these operations
are performed. To this end, we propose an alternative digital
camera processing pipeline framework based on combining
demosaicking, denoising, and defogging. In Section III, we
first develop a patch-based defogging algorithm that leverages
total least squares (TLS) regression to improve the robustness
of defogging process to noise when fog is severe. We then
extend this method to perform defogging and demosaicking
processes simultaneously. The joint optimization of defogging
and demosaicking has the advantage that demosaicking filter
coefficients are tuned to minimize post-defogging residual
error. As a side note, combining defogging and demosaicking
also implies that these steps take place prior to gamma
correction. We contrast this to the post-processing approach
to defogging, where due to the gamma correction step in the
digital camera processing pipeline, the pixel values no longer
scale linearly to the scene radiance. This contributes to an ad-
ditional source of uncertainty in the defogging problem since
fog is a physical phenomenon best described in terms of light
intensity [3], [4], [6]. This fact also points to the challenges
of assessing the defogging performance in simulation using
images in canonical formats such as sRGB, where the pixel
values do not directly correspond to any radiometric values.
Therefore, we validate our proposed method using real raw
image sensor data of actual foggy scenes (Section IV).
The rest of the paper is organized as follows. In Section II
we provide background on existing defogging approaches. A
detailed analysis of the influence of digital camera processing
pipeline on defogging is also presented. Next, an alternative
digital camera processing pipeline framework is introduced
in Section III and the proposed joint defogging and demo-
saicking algorithm is presented. Then, experimental results are
presented in Section IV. Finally, we conclude with a summary
of key observations in Section V.
II. BACKGROUND
A. Defogging
Atmospheric scattering is caused by small particles such as
water droplets suspended in air that diffuse the light propa-
gating through it, away from the camera. In a homogeneous
2medium, the spectral scene radiance attenuates exponentially
with respect to the path length d and the attenuation coefficient
β for a specific wavelength λ. As described in the Beer-
Lambert-Bouguer law [2], the spectral transmittance t (the
fraction of radiation actually transmitted without scattering)
at the pixel location (i, j) is
t (i, j, λ) = e−β(i,j,λ)d(i,j). (1)
In this paper, we approximate the scattering coefficient
β (i, j, λ) = β to be known, spatially invariant, and constant
with respect to wavelengths λ [1]—i.e. t(i, j, λ) = t(i, j) is
a function dependent on the distance d(i, j) only. The same
suspended particles also scatter airlight (or environment light
such as sun and sky) a portion of which is reflected towards the
camera. The blending of the attenuated scene radiance and the
airlight is described by the Koschmieders law as follows [1],
[2], [7]:
y (i, j) = t (i, j)x (i, j) + (1− t (i, j)) la, (2)
where x : Z2 → R3 is the scatter-free scene radiance, y :
Z
2 → R3 is the observed light, and la = limd→∞ y ∈ R3 is
airlight observed as a path radiance at infinite scene distance.
We conclude that the contribution from the airlight increases
with the path length d(i, j) while the scene radiance attenuates,
causing a distant object to appear lighter and faint.
Since (2) is reversible if transmission and airlight are known,
fog-free image x(i, j) is recoverable from y(i, j) as follows:
x (i, j) =
y (i, j)− la
max (t (i, j) , ǫ)
+ la , (3)
where ǫ is a small constant for numerical stability. In practice,
defogging is complicated by the fact that transmission t(i, j)
and airlight la in (2) are unknown.
Various methods to learn these parameters based on physical
models have been proposed. Narasimhan [7], [8] extracted
depth edges from the images acquired in different atmospheric
scattering conditions. Atmospheric transmission can be esti-
mated from airlight measured in different degrees of polariza-
tion [3], [9–11]. These multi-image methods are sensitive to
weather conditions, camera positions, and camera parameters.
In applications such as in navigation where the camera is not
stationary, multiple image acquisition is less feasible and even
impractical.
Alternatively, parameters of (2) may be inferred from a
single observation by exploiting physical scene structures [7],
[8], [12]. Cozman [13] developed a technique to extract
depth ratio between two points located on the same object
in a single image. Oakley enhanced degraded contrast by
using environmental parameters and temporal information with
known scene geometry in [12]. Kopf et al. also used known
3D geometrical models to estimate more accurate transmission
along with foggy images [14]. In vehicle navigation, a method
in [15] estimated the scene structure from predicting the
vanishing point of a road. Improved defogging performance
by leveraging depth cues in stereo imaging is reported in [16]
and [17].
Among the statistical approaches to a single-image defog-
ging, He et al. [18] estimated atmospheric scattering using
statistics of fog-free outdoor images, denoted as the dark
channel prior (DCP). Fattal [19] recovered albedo and scene
structure by assuming that they are statistically independent.
Similarly, a technique in [20] factorized foggy images into
two statistically independent latent layers of scene albedo and
depth in a factorial MRF, which was solved with the help of
the expectation-maximization (EM) algorithm. Caraffal [16]
extended the MRF model from a single image defogging to a
stereo image pair. Tan [21] optimized a recovered scene by
maximizing local contrast and by smoothing airlight using
a Gaussian Markov random field (GMRF). More recently,
Wang [22] combined the multiscale depth fusion with the
Laplacian-MRF to recover the depth map.
There have been additional efforts to enforce spatial con-
sistency in the estimated transmission maps. Tarel [4] and
Gibson [23] leveraged edge-preserving filters to determine the
depth and fog density transitions in a scene. A variational
method was used in [3] to regularize spatially varying trans-
mission.
B. Image Sensor
Noise is present in all images captured by image sensors.
Two most common sources of noise in image sensors are fixed
pattern noise and random noise. Fixed pattern noise stems from
variabilities in pixel sensors or analog-to-digital converters,
and can be reduced to an extent by improving manufacturing
tolerance. This type of hardware noise is “repeatable”—
meaning its impact can also be reduced significantly by proper
calibration; hence, fixed pattern noise is not one of our primary
concerns in our work. On the other hand, random noise refers
to the non-repeatable noise that cannot be eliminated solely
by hardware improvements [24]. Shot noise stemming from
the stochasticity of the photon arrival process is noticeable in
poorly illuminated scenes. This is also a concern for foggy
images where the signal is attenuated significantly.
The noise in the sensor observation s(i, j) at location (i, j)
is classically modeled as a combination of Poisson distribution
parameterized by the signal intensity y(i, j) and the readout
noise n(i, j), as follows [24]:
s(i, j) = p(i, j) + n(i, j)
p(i, j) ∼ P(y(i, j)), (4)
where the variance of the photon count p(i, j) scales linearly
with the intensity of the foggy image y(i, j); the additive
readout noise n(i, j) is often modeled as additive constant-rate
Poisson or additive white Gaussian with signal-independent
noise variance σ2. The overall noise variance of s(i, j) is
var(s(i, j)) = y(i, j) + σ2
= t(i, j)x(i, j) + (1− t(i, j))la + σ2, (5)
where we have abused the notation to mean
var(s(i, j)) =

var(s1(i, j))var(s2(i, j))
var(s3(i, j))

 . (6)
3Fig. 1. An example of digital camera processing pipeline. The pipeline shows how the raw foggy data proceeds from the formation to the viewer. The
composition and order of components differ from camera manufacturers.
In the presence of heavy fog (i.e. large β) or at long scene
distance (i.e. large d(i, j)), the noise is dominated by the
airlight la and the readout noise:
lim
t→0
var(s(i, j)) = la + σ
2. (7)
Replacing y(i, j) with its noisy version in (4), defogging
procedure in (3) suffers from noise amplification:
var
(
s(i, j)− la
t(i, j)
+ la
)
=
var(s(i, j))
max (t(i, j), ǫ)
2 , (8)
which quickly approaches la+σ
2
t(i,j)2 as t(i, j)→ 0. We conclude
that defogged images are dominated by signal independent
additive noise that is amplified drastically with the scene
distance; even a negligible measurement uncertainty can sig-
nificantly degrade the restored images [3]. As such, assuming
that distance is sufficiently large and invoking normal approxi-
mation, we make the following simplifying approximation for
the remainder of this paper:
s(i, j) ∼ N (y(i, j), diag(la + σ2)), (9)
where diag is an operation to form a square diagonal matrix
with the elements of a vector on the main diagonal.
As a side note, we point out that the techniques for learning
noise parameters from a single image typically fail with foggy
images. Specifically, fog degrades image contrast, making it
difficult to identify homogeneous patches within an image
where the noise variance estimates are most reliable. With
the increased likelihood of misclassifying the inhomogeneous
regions of the images as homogeneous, the estimated noise
variance is typically larger than the actual noise power.
The inflated noise variance consequently oversmoothes the
scene when applying denoising methods to foggy images (see
Fig. 4).
C. Demosaicking
In a conventional camera, image sensor is equipped with
color filter array (CFA)—a spatial multiplexing of red, green,
and blue filters over the array of pixel sensors. Given a color
image x(i, j), the sensor captures CFA sampled values g :
Z
2 → R, as follows:
g(i, j) = φ(i, j)Tx(i, j), (10)
where φ : Z2 → {0, 1}3 is a sampling lattice (e.g. φ(i, j) =
[1 0 0]
T denotes a red sample at pixel location (i, j)). Under
the influence of a dense fog, a CFA-sampled sensor data of a
foggy image instead takes the form:
h(i, j) = φ(i, j)Ts(i, j)
= φ(i, j)T [t(i, j)x+ (1− t(i, j)) la + n(i, j)]
= t(i, j)g(i, j) + (1− t(i, j)) la + n(i, j),
(11)
where n(i, j) ∼ N (0, diag(la) + σ2), la = φ(i, j)T la is
a constant for a properly white-balanced image (i.e. la =
[la, la, la]
T ), and n(i, j) = φ(i, j)Tn(i, j).
The demosaicking process interpolates the CFA image in
(10) and reconstructs the color image. Typically, the goal is
to design an operator ψ{·} to recover the signal x(i, j) from
the observation g : Z2 → R:
x̂(i, j) = ψ{g}(i, j). (12)
Under the influence of a dense fog, however, we have instead
ŷ(i, j) =ψ{h}(i, j)
=ψ{t · g + (1− t) la + n}(i, j)
≈ψ{t · g + n}(i, j) + (1− t(i, j)) la, (13)
where the approximation in (13) holds if t(i, j) is spatially
slowly varying—most demosaicking methods are invariant to
offset by a constant k (i.e. ψ{g + k} ≈ ψ{g} + k) because
the edge magnitudes are not influenced. On the other hand,
the demosaicking error in y˜(i, j) = ψ{t · g + n}(i, j) − t ·
x(i, j) stems from the fact that edge magnitudes are attenuated
by t ∈ [0, 1]. This increases the risks of misclassifying the
inhomogeneous regions of the image as homogeneous regions
and consequently yielding a demosaicked image ψ{t · g}(i, j)
that is considerably smoother than x(i, j), or increasing the
risks of the image details falling below the noise floor.
Assuming that the demosaicked image ŷ(i, j) is propagated
through the defogging process in (3), then the interpolation
errors are exacerbated by the subsequent defogging process,
as shown below:
ŷ (i, j)− la
max (t (i, j) , ǫ)
+ la
≈ t · x(i, j) + y˜(i, j) + (1− t(i, j)) la − la
max (t (i, j) , ǫ)
+ la
= x(i, j) +
y˜(i, j)
max (t (i, j) , ǫ)
, (14)
because t(i, j) ∈ [0, 1]. In addition, the defogging process is
complicated by the fact that the transmission is unknown. We
4conclude that demosaicking error y˜(i, j) alters the recovered
scene radiance that negatively impacts the estimation of trans-
mission and airlight. See Fig. 4.
III. PROPOSED ALGORITHM
The aforementioned analysis suggests that demosaicking
artifacts y˜(i, j) and sensor noise n(i, j) are amplified by the
defogging algorithm. We therefore propose an alternative digi-
tal camera processing pipeline that jointly solves the defogging
and demosaicking problems. The proposed method is designed
to minimize the post-defogging demosaicking artifacts and
sensor noise. We address the problem in Section III-A and
formulate it using the total least squares method in III-B.
Section III-C solves the joint problem and Section III-D
develops the implementation details of the algorithm.
A. Problem Statement
Given a noisy, Bayer CFA sampled data h(i, j) [25] of a
foggy image s(i, j) as described by (2), (4), and (11), the
goal of joint defogging and demosaicking is to compute the
estimate x̂(i, j) of the latent fog-free color image x(i, j). The
physical parameters such as transmission t(i, j) and airlight
la in (2) are also unknown a priori.
We leverage a demosaicking method in [26] that takes ad-
vantage of the scale-invariant pixel correlation structure within
an image patch [27], [28] and cross color correlation [29], [30].
Specifically, we estimate the fog-free kth color component of
the desired color image x(i, j) = [x1(i, j), x2(i, j), x3(i, j)]T
as a linear combination of pixels in h:
x̂k(i, j) =
∑
m,n
w(m,n)(h(i +m, j + n)− β(m,n)) + γ(i, j),
(15)
where w, β, γ are the parameters of the estimator. For clarity,
we let k = 1 (i.e. we are estimating xk(i, j) that is a red
sample) in the subsequent presentation—the results obtained
here generalizes to the estimation of green and blue pixels.
Recalling the fact that the spatially highpass components of
red, green, and blue color images are highly correlated [29],
[30], the contribution of green and blue color pixels in h to the
estimation of a red pixel xk(i, j) should be limited to spatially
highpass components [29], [30]. One way to accomplish this is
to ensure that the weights w corresponding to green and blue
color pixels should add up to zero so that spatially lowpass
components are attenuated. To this end, we rewrite w as
w(m,n) =
L∑
ℓ=1
αℓcℓ(m,n), (16)
where {c1(m,n), . . . , cL(m,n)} is a set of predetermined
basis vectors whose green and blue pixel weights sum to
zero, and the parameters of the “constrained” estimator are
now αℓ, β, γ. Note that (15) is well-suited for the joint
demosaicking and defogging problem involving incomplete
color information of CFA pattern and unknown variables in
fog-free images. When h(i, j) is a red sample, (15) represents
a noise-suppressed image defogging method; when h(i, j) is
a green or blue sample, (15) is a demosaicking method that
estimates the missing fog-free red sample.
The constraints in (16) also give rise to the following
substitution:
x̂k(i, j) ≈
∑
m,n
w(m,n)(sk(i +m, j + n)− β′(m,n)) + γ(i, j),
(17)
that is, the estimation of fog-free red pixel value x̂k(i, j) from
a complete foggy red image sk : Z2 → R. Though this is
justified because the spatially highpass component of green
and blue pixels can be substituted by the highpass of red,
(17) is not implementable in practice because not all of sk is
observed. Nevertheless, we draw on the autoregressive prin-
cipals to learn αℓ that yield weights w(i, j) and the estimate
x̂k(i, j) which best approximate the desiderata xk(i, j) [27].
Specifically, let (i′, j′) be a pixel location near (i, j) such that
sk(i
′, j′) = h(i′, j′) (i.e. red pixel (i′, j′) closest to (i, j)).
Then
x̂′k(i
′, j′)
=
∑
m,n
w(m,n)(sk(i
′ + 2m, j′ + 2n)− β′(m,n)) + γ(i′, j′),
(18)
where x̂′k(i′, j′) is another estimate of xk(i′, j′), and we used
the fact that sk(i′+2m, j′+2n) = h(i′+2m, j′+2n) (recall
that in Bayer pattern, downsampling by 2 in horizontal and
vertical directions results in a single color image). Hence our
overall goal is to learn optimal parameters using (18) and apply
these parameters to the constrained estimator of (15) and (16).
B. Problem Formulation
We formulate the problem of learning optimal weights
α = [α1, . . . , αL]
T ∈ RL in (18) in terms of image patches.
Specifically, rewriting (18),
x̂′ = (s0 − β′)TCα+ γ (19)
is an optimal estimate of xk(i′, j′), where β, s0 ∈ RN are
vectorized versions of
√
N ×√N image patches taken from
β(m,n) and the downsampled image sk(i′ + 2m, j′ + 2n) =
h(i′+2m, j′+2n) near (i, j); γ ∈ R is γ(0, 0); and the column
vectors of C ∈ RN×L are the predetermined basis vectors in
(16). In this work, we optimize α in a total least squares (TLS)
sense [26], [31], [32] since TLS tolerates uncertainties in both
an estimand x and an observation s0.
Define the matrices X def= [x1, · · · ,xM ] ∈ RN×M and
S
def
= [s1, · · · , sM ] ∈ RN×M as concatenations of M vector-
ized
√
N × √N patches from the fog-free x and foggy s
images, respectively. When these image patches {s1, . . . , sM}
are similar to the patch of interest s0, we expect the relation-
ship in (19) to hold:
xc
T ≈ (S − β′1)TCα+ γ1T , (20)
where 1 = [1, . . . , 1] ∈ R1×M , and xc ∈ R1×M denotes
the center pixels of the image patches in {x1, · · · ,xM}
(see Fig. 2). When M ≫ N , this system is algebraically
overdetermined and it has no exact solution in general. Solving
5Fig. 2. The set of image patches collected from an image.
for α in a TLS sense, we minimize the error r ∈ R1×M in
estimating xc and error E ∈ RM×N in the measurement S
simultaneously in the following manner:
(
Ê, r̂, β̂
′
, γ̂
)
= argmin
E,r,β′,γ
∥∥∥∥A [ET , rT ]
[
C 0
0 1
]
B
∥∥∥∥
2
F
subject to xc − γ1+ r ∈ R (S − β′1+E) ,
(21)
where the symbol R denotes the rowspace in RM and
‖ · ‖F denotes the Frobenius matrix norm. Here, A =
diag(a1, . . . , aM ) ∈ RM×M and B = diag(b1, . . . , bL+1) ∈
R
(L+1)×(L+1) are predetermined weighting matrices. The
triplet (α̂, β̂′, γ̂) satisfying
xc
T + r̂T = (S − β̂′1+ Ê)T ·C · α̂+ γ̂1T (22)
is known as the TLS solution. Once computed, (α̂, β̂′, γ̂) can
be used in (19) to yield a TLS-optimal estimation.
C. TLS Solution
The solution to (21) is well-known when fog-free image x
is directly accessible [31]. Define matrix P and its singular
decomposition as
P
def
=A
[
(S − β′1)T , (xc − γ1)T ] [C 0
0 1
]
B
=UΛV T , (23)
where
β′ =
1
M
M∑
m=1
sm, γ =
1
M
M∑
m=1
xcm. (24)
Then the TLS solution is given by:
α =
−1
bL+1vL+1,L+1


b1v1,L+1
.
.
.
bLvL,L+1

 , (25)
where vL+1 is the right singular vector corresponding to the
smallest singular value.
The TLS solution in (25) is impractical since the fog-free
image x is unobservable. The technique employed by the
image denoising method in [32] and later adopted by the joint
demosaicking and denoising method in [26] is to introduce an
auxiliary matrix Q ∈ R(N+1)×(N+1):
Q = P TP
=
(
UTΛV
)T (
UTΛV
)
= VTΛ2V .
(26)
In other words, the right singular vector of P can be inter-
preted as the eigenvectors of Q. The advantage of working
with Q over P is that Q can be estimated accurately. Substi-
tuting (23) into (26), Q may be rewritten as
Q = BT
[
CT 0
0 1
] [
ΣS ΣSxc
Σ
T
Sxc Σxc
] [
C 0
0 1
]
B , (27)
where the covariance matrices are defined by
ΣS
def
=(S − β′1)A2(S − β′1)T ,
ΣSxc
def
=(S − β′1)A2(xc − γ1)T ,
Σxc
def
=(xc − γ1)A2(xc − γ1), (28)
and A2 = ATA.
Though ΣS can be computed directly from the observed
data, ΣSxc and Σxc must be obtained by indirect means.
Invoking law of large numbers, we have the following relation:
ΣX = E
[
(X − β′1)A2(X − β′1)T ]
= E
[
diag(t)−1(S − β′1)A2(S − β′1)T diag(t)−1
− diag(la + σ2)
]
,
ΣSX = diag(t)ΣX .
(29)
Taking the rows and columns corresponding to xc from X
yields ΣSxc and Σxc .
Following the steps to solve the problem of (21), the
estimate of x̂′ is obtained with (15) and (25). The overall
method is summarized in Algorithm 1.
Algorithm 1 Joint defogging and demosaicking algorithm
1: Input: h
2: Output: x̂′
3: for each pixel do
4: Define S from a subsampled image h.
5: Compute ΣS by (28).
6: Estimate ΣSxc and Σxc using (29).
7: Compose Q using (26).
8: Compute V from eigen decomposition of Q.
9: Solve for α in (25).
10: Compute x̂′ in (15).
11: end for
D. Implementation
1) Weighting Matrices: The weighting matrix A controls
perturbations of pixels in a patch and the matrix B controls
variations of a set of patches. Although the patches in a
set of sm are chosen to have similar depth values, scene
radiance may be dissimilar in a same depth layer. In order
6(a) (b)
Fig. 3. Measuring dark channels and minimum values among RGB channels
in the shaded regions. (a) Region of measuring dark channels in (31). (b)
Region of measuring dark channels in (33).
to measure the similarity of scene radiance between s0 and
sm, the weighting matrix A is defined as
am = exp
(
− (sc0 − scm)2 /κ
)
, (30)
where am is the m-th diagonal component of A. The
subscript c indicates the center values of patches and κ is
a constant. In the real sensor data experiments, we choose
b1 = · · · = bL+1 = 1.
2) Transmission Estimation: In a fog-free patch, some color
components are dark [18], known as dark channel prior :
min
x(m,n)∈Ω(i,j)
(
min
k∈{1,2,3}
xk(m,n)
)
→ 0, (31)
where Ω(i, j) is a sample region centered at a pixel location
(i, j). Then transmission can be approximately estimated by
taking the local minimum in a patch using (2):
t(i, j) = 1− ρ
(
min
y(m,n)∈Ω(i,j)
(
min
k∈{1,2,3}
yk(m,n)
la
))
, (32)
where the weighting coefficient ρ controls the natural appear-
ance of defogged images. Since not all color components are
observable in practice, transmission in CFA sampled images
are measured as followings (See Fig. 3):
t(i, j) = 1− ρ
(
min
h(m,n)∈Ω(i,j)
h(m,n)
la
)
. (33)
The prior distributions generated in RGB images and CFA
sampled images are compared. The generated distributions
demonstrate that the dark channel assumption is also valid
in CFA images and transmission can be efficiently estimated
in the newly defined region. In experiments throughout this
paper, the window size is set to cover relatively large regions
from 21 × 21 to 31 × 31 [4], [23], [33]; The weighting
coefficient ρ is set to 0.95, typically used in conventional
methods; Transmission is refined by dark pixel map to avoid
halo effects in depth discontinuous regions [34].
In order for our model to be effective, the set of patches sk
are selected such that the features in s0 are well preserved. The
patches having similar transmission values are collected in the
spatial vicinity of s0. The similarity of transmission between
patches is measured using the metric of Euclidean norm. Since
pixels in collected patches may be located in different objects
than that of a center pixel, we propose to prune outliers if the
estimated values are unbounded [26].
(a) (b)
Fig. 5. An example of statistics changes of foggy images and demosaicked
foggy images. (a) Changes on statistics of Dark channels in DCP method. (b)
Changes on atmospheric veiling in Tarel’s method.
IV. EXPERIMENTAL RESULTS
We validate our model in Section III and the analysis and
observations in Section II on synthesized foggy images and
raw image sensor data of real foggy scene.
A. Simulation Study
To verify theoretical analysis in Section II, we created a
test for noisy foggy images with synthesized depth, arbitrarily
chosen scattering coefficients, and different noise levels. We
first generated the foggy image y(i, j) based on the model
in (2), where the scattering coefficients were in the range
of 0.004(m−1) to 0.078(m−1) depending on the amount of
fog [2]. The noise model in (4) was used to generate s(i, j),
the noisy version of y(i, j). Here, σ in (29) was set to a very
small value (i.e. la+σ2 ≈ la). Finally, we synthesized a Bayer
CFA-sampled data of foggy and noisy image using the model
in (11).
The reconstruction of fog-free images by the proposed joint
demosaicking and defogging method was implemented by tak-
ing 5×5 patches from a 25×25 neighborhood. The patch size
was chosen as typical demosaicking filter size that generally
gives the best performance among linear filters [32], [35]. At-
mospheric light la was estimated from the most haze-opaque
regions using dark channels [18]. For comparison, we applied
well-known demosaicking (alternative projection (AP) [29],
[36]) and defogging (dark channel prior (DCP) [18] and Tarel’s
visibility restoration [4]) methods to the same input images.
The simulation results as shown in Fig. 4 validate our
theoretical analysis which implies that the influence of noise
is greatly amplified in distance scenes of the restored images.
In the examples, noise clearly affects the restored images
although it is not noticeable in the input images. Taking into
account noise amplification in distant scenes, shutter speed
should increase in order to prevent brightest pixels from satu-
rating as fog becomes denser; a faster shutter produces more
noise in the output image of a sensor. The examples in Fig. 8
clearly show that a typical image processing pipeline may fail
at distant scene. In addition, denoising process degrades visual
quality of the restored images.
Similar to sensor noise amplification by the defogging pro-
cess, demosaicking artifacts are magnified and clearly visible
after applying a defogging algorithm. Moreover, defogging
performance varies with the change of spatial statistics of
the demosaicked foggy images. The small change of physical
characteristics of foggy images by demosaicking (see Fig. 5)
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Fig. 4. Examples of defogged images in a typical image processing pipeline with different level of shot noise variance and the readout noise, σ = 0.01. (a)
Synthesized foggy and noisy images. (b) Input images demosaicked foggy and noisy images by AP [29], [36]. (c) Defogged images by DCP method [18].
(d) Output images denoised by block-matching and 3D filtering (BM3D) [37] and defogged by DCP method. (e) Defogged images by Tarel’s method [4]. (f)
Output images denoised by block-matching and 3D filtering (BM3D) [37] and defogged by Tarel’s method. (g) Defogged images by the proposed method.
In this simulation, bL+1 was set to 0.5 allowing larger perturbations between collected patches so that the choice of an optimal α is less influenced by their
dissimilarities.
can result in large differences in estimating transmission, and
this eventually increases uncertainty in the estimated radiance.
These synergistic effects of defogging and demosaicking imply
that processing them jointly is more effective than treating
them separately.
B. Real Sensor Results
We repeated the experiment by directly processing raw
sensor data capturing a real foggy scene. We captured the
foggy scenes using PointGrey Grasshopper3 in raw mode. The
acquired raw data were processed following a typical digital
camera processing pipeline in Fig. 1. The equalization/white
balance was implemented using gray world [38]. The gamma
correction was modest (γ = 1.25).
Working in the raw sensor domain ensures that the fog
model in (2) and the noise model in (4) hold, since sensor data
are approximately linear with respect to light. Demosaicking
is also designed to work in pre-gamma correction domain. To
the best of our knowledge, this is the first study of combin-
ing defogging and demosaicking algorithms. Therefore, the
proposed joint algorithm was compared against the state-of-
the-art defogging algorithms for the acquired raw sensor data.
Among these are: DCP method [18], Tarel’s method [4], and
Wiener filter approach [23]. To implement a typical pipeline,
the acquired raw sensor data were reconstructed by follow-
ing demosaicking algorithms: adaptive homogeneity-directed
demosaicking (AHD) [30], directional linear minimum mean
square-error estimation (DLMMSE) [39], posterior directional
filtering (PDF) [40], AP [29], [36], and LSLCD [41]. Then,
the comparing defogging algorithms were applied to the de-
mosaicked images. For both the results of the typical pipeline
and the proposed algorithm, gamma correction was applied
after recovering foggy images for display. The blind contrast
measurements [44] were used to show quantitative evaluation
as well as perceptual qualitative comparison. The metric e
represents the restored visible edges that were invisible in
foggy images. The value of r¯ is the ratio of the gradients
norms before and after restoration at visible edges. The visible
edges were selected by a 5% contrast threshold in daytime
fog. It is important to note that further color adjustment or
tone reproduction algorithms were not applied to the defogged
images in order to thoroughly study defogging performance
without any secondary effects. The visual quality of the
resulting images can be further adjusted to the human eye
if other image enhancement algorithms are applied.
The examples of output images of demosaicking and de-
fogging are shown in Fig. 6 and Fig. 9. Even though the
blind contrast measurement scores are higher in the output
images of Tarel’s method or Wiener filter approach, they are
extremely oversaturated and their scene colors are unnaturally
distorted. This implies that those methods stretch local con-
trast and produce spurious edges. Though the blind contrast
measurements show improvement on gradients, a higher value
does not guarantee better perceptual quality [45]. The most
noticeable demosaicking artifact occurs on the gray roof of
the red box in Fig. 6. The cropped regions of the results
are displayed in Fig. 7. Zippering artifacts become apparent
after applying defogging algorithms and more visible in the
output images restored by Tarel’s and Wiener filter methods.
The examples clearly demonstrate that demosaicking artifacts
become worse when treating defogging and demosaicking
separately than combining them. The second test image in
Fig. 6 is a difficult task for the proposed algorithm, as a
bright object and a dark object are overlayed in a small region
around the trail. The effectiveness of the proposed algorithm
depends on the similarity of collected patches; thus, patches
should be carefully selected considering both scene structure
and radiance for such regions.
The examples in Fig. 8 and Fig. 9 obviously show that
the proposed algorithm suppresses noise amplification effec-
tively without degrading defogging performance. Indeed, noise
effects are clearly visible in distant scenes and denser fog
condition as analyzed in Section II-B. The proposed TLS
approach shows the benefits in the environments with noise
since it estimates missing values with the aid of neighbor
information [26]. We also compared our results to the de-
noised output images by the state-of-the-art denoising al-
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Fig. 6. Examples of joint defogging and demosaicking. The values of below images represent the blind contrast measurement scores (e, r¯). (a) White-balanced
input images (Demosaicked by LSLCD method). (b) Defogged images by DCP method. (c) Defogged images by Tarel’s method. (d) Defogged images by
Wiener filter method. (e) Defogged images by the proposed TLS method.
AHD [30] DLMMSE [39] PDF [40] AP [29], [36] LSLCD [41] Proposed
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(c)
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Fig. 7. Visual comparison of various defogging, demosaicking, and denoising algorithms in the region of interest (red box) in Fig. 6. The output image of the
proposed method is shown on the right side. (a) Demosaicked foggy images. (b) Defogged (DCP) images. (c) Defogged (Tarel’s) images. (d) Defogged (Wiener
filter) images. (e) Denoised (NLM [42]) and defogged (DCP) images. (f) Denoised (BM3D [37]) and defogged (DCP) images. (g) Denoised (EPLL [43]) and
defogged (DCP) images.
gorithms: non-local mean (NLM) [42], block-matching and
3D filtering (BM3D) [37], and expected patch log likeli-
hood (EPLL) [43]. The denoised output images were processed
by the order of a typical pipeline–demosaicking, denoising,
and defogging. The examples in Fig. 8 and Fig. 10 show
that the proposed method solves demosaicking, denoising, and
defogging problems in a step with minimal post-defogging
artifacts. The regions of interest in Fig. 8 after applying the
denoising algorithms are displayed in Fig. 7. These examples
imply that denoising is not able to alleviate demosaicking arti-
facts and may produce additional uncertainty in the subsequent
defogging process.
V. CONCLUSION
It is necessary to improve the perceptual quality of images
acquired in bad weather conditions before using them in many
computer vision applications. Defogging technique is one of
image enhancement methods commonly applied as a post-
processing in a digital camera processing pipeline. Since the
performance of defogging algorithm is strongly dependent on
the artifacts generated by demosaicking and the physical na-
ture of acquisition noise, we have investigated on how defog-
ging algorithms interact in a digital camera processing pipeline
in this paper. These analysis and observations demonstrate
that demosaicking artifacts are exacerbated by the subsequent
defogging process and the artifacts are unremovable by denois-
ing process. The proposed joint defogging and demosaicking
algorithm proved that solving the defogging and demosaicking
problems jointly is more effective than treating them separately
and more advantageous for suppressing noise. Lastly, we have
presented subjective and objective experimental results on the
real-world dataset acquired in a raw format.
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(c)
(0.42, 1.98) (0.62, 2.33) (0.41, 3.26)
(d)
(0.43, 1.93) (0.76, 2.33) (0.47, 3.29)
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NLM: (0.85, 2.52)
BM3D: (0.67, 2.21)
EPLL: (0.57, 2.04)
Fig. 8. Comparison of joint defogging and demosaicking with different demosaicking and denoising algorithms. The values of below images represent the
blind contrast measurement scores e and r¯. All foggy images are demosaicked by LSLCD method. The foggy images in the a-th and e-th rows are demosaicked
without applying denoising. The scores of the proposed method are measured using the foggy images in the b-th row to the d-th row. (a) Defogged images
without denoising. (b) Denoised (NLM) and defogged images. (c) Denoised (BM3D) and defogged images. (d) Denoised (EPLL) and defogged images. (e)
Defogged image by the proposed method.
(a) (b) (c) (d) (e)
Fig. 9. Examples of joint defogging and demosaicking in different foggy conditions. The images in the middle row are the results of the regions of interests.
The images on the left side of each column are cropped from top images and the right images are from the bottom images. We increased exposure of the
zoomed images. (a) White-balanced input images demosaicked by DLMMSE method. (b) Defogged images by DCP method. (c) Defogged images by Tarel’s
method. (d) Defogged images by Wiener filter method. (e) Defogged image by proposed TLS method.
REFERENCES
[1] W. E. K. Middleton, Ed., Vision Through the Atmosphere. Ottawa:
University of Toronto Press., 1952.
[2] E. J. McCartne, Ed., Optics of the Atmosphere: Scattering by Molecules
and Particles. New York: John Wiley & Sons Inc., 1976.
[3] Y. Y. Schechner and Y. Averbuch, “Regularized image recovery in
scattering media,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 29, no. 9,
pp. 1655–1660, Sep. 2007.
[4] J.-P. Tarel and N. Hautie`re, “Fast visibility restoration from a single color
or gray level image,” in Proc. IEEE Int. Conf. Comput. Vis. (ICCV), Sep.
2009, pp. 2201–2208.
[5] K. B. Gibson, D. T. Vo, and T. Q. Nguyen, “An investigation of dehazing
effects on image and video coding,” IEEE Trans. Image Process., vol. 21,
no. 2, pp. 662–673, Feb. 2011.
[6] Y. Lee and T. Q. Nguyen, “Analysis of color rendering transformation
effects on dehazing performance,” in Proc. IEEE Int. SoC Design Conf.
(ISOCC), submitted for publication.
[7] S. Nayar and S. Narasimhan, “Vision in bad weather,” in Proc. IEEE
Int. Conf. Comput. Vis. (ICCV), Sep. 1999, pp. 820–827.
[8] S. G. Narasimhan and S. K. Nayar, “Contrast restoration of weather
degraded images,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 25,
no. 6, pp. 713–724, Jun. 2003.
[9] Y. Y. Schechner, S. G. Narasimhan, and S. K. Nayar, “Instant dehazing
of images using polarization,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit. (CVPR), Dec. 2001, pp. I–325–I–332.
[10] S. Shwartz, E. Namer, and Y. Schechner, “Blind haze separation,” in
Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2006,
pp. 1984–1991.
[11] S. Fang, X. Xia, H. Xing, and C. Chen., “Image dehazing using
polarization effects of objects and airlight,” Opt. Express, vol. 22, no. 16,
10
(a)
(b)
(c)
Foggy DCP Tarel’s Wiener filter Proposed method
Fig. 10. Comparisons of joint defogging and demosaicking with denoised outputs in different foggy conditions. The comparing results were processed by the
processing order of a typical pipeline–demosaicking, denoising, and defogging. The input foggy images are demosaicked by DLMMSE method. (a) Denoised
output images by NLM. (b) Denoised output images by BM3D. (c) Denoised output images by EPLL.
pp. 19 523–19 537, Aug. 2014.
[12] J. P. Oakley and B. L. Satherley, “Improving image quality in poor
visibility conditions using a physical model for contrast degradation,”
IEEE Trans. Image Process., vol. 7, no. 2, pp. 167–179, Aug. 2002.
[13] F. Cozman and E. Krotkov, “Depth from scattering,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit. (CVPR), Jun. 1997, pp. 801–806.
[14] J. Kopf, B. Neubert, B. Chen, M. Cohen, D. CohenOr, O. Deussen,
M. Uyttendaele, and D. Lischinski, “Deep photo model-based photo-
graph enhancement and viewing,” in Proc. ACM SIGGRAPH ASIA’08,
vol. 27, no. 5, Jul. 2008, pp. 116:1–116:10.
[15] N. Hautie`re, J.-P. Tarel, and D. Aubert, “Towards fog-free in-vehicle vi-
sion systems through contrast restoration,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit. (CVPR), Jun. 2007, pp. 1–8.
[16] L. Caraffa and J.-P. Tarel, “Stereo reconstruction and contrast restoration
in daytime fog,” in Asian Conf. on Comput. Vis. (ACCV), Nov. 2012,
pp. 13–25.
[17] Y. Lee, K. B. Gibson, Z. Lee, and T. Q. Nguyen, “Stereo image
defogging,” in Proc. IEEE Int. Conf. Image Process. (ICIP), Oct. 2014,
pp. 5427–5431.
[18] K. He, J. Sun, and X. Tang, “Single image haze removal using dark
channel prior,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.
(CVPR), Jun. 2009, pp. 1956–1963.
[19] R. Fattal, “Single image dehazing,” in Proc. ACM SIGGRAPH’08,
vol. 27, no. 3, Jul. 2008, pp. 72:1–72:9.
[20] L. Kratz and K. Nishino, “Factorizing scene albedo and depth from a
single foggy image,” in Proc. IEEE Int. Conf. Comput. Vis. (ICCV), Sep.
2009, pp. 1701–1708.
[21] R. T. Tan, “Visibility in bad weather from a single image,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2008, pp. 1–8.
[22] Y. Wang and C. Fan, “Single image defogging by multiscale depth
fusion,” IEEE Trans. Image Process., vol. 23, no. 11, pp. 4826–4837,
Nov. 2014.
[23] K. B. Gibson and T. Q. Nguyen, “Fast single image fog removal using
the adaptive wiener filter,” in Proc. IEEE Int. Conf. Image Process.
(ICIP), Sep. 2013, pp. 714–718.
[24] X. Jin, Z. Xu, and K. Hirakawa, “Noise parameter estimation for poisson
corrupted images using variance stabilization transforms,” IEEE Trans.
Image Process., vol. 23, no. 3, pp. 1329–1339, Mar. 2014.
[25] B. E. Bayer, “Color imaging array,” U.S. Patent 3 971 065 A, Jul. 20,
1976.
[26] K. Hirakawa and T. W. Parks, “Joint demosaicing and denoising,” IEEE
Trans. Image Process., vol. 15, no. 8, pp. 2146 – 2157, Aug. 2006.
[27] D. L. Ruderman and W. Bialek, “Statistics of natural images: Scaling
in the woods,” Neural Info. Process. Sys., pp. 551–558, 1993.
[28] D. Khashabi, S. Nowozin, J. Jancsary, and A. W. Fitzgibbon, “Joint
11
demosaicing and denoising via learned nonparametric random fields,”
IEEE Trans. Image Process., vol. 23, no. 12, pp. 4968–4981, Dec. 2014.
[29] B. K. Gunturk, Y. Altunbasak, and R. M. Mersereau, “Color plane
interpolation using alternating projections,” IEEE Trans. Image Process.,
vol. 11, no. 9, pp. 997–1013, Sep. 2002.
[30] K. Hirakawa and T. W. Parks, “Adaptive homogeneity-directed demo-
saicing algorithm,” IEEE Trans. Image Process., vol. 14, no. 3, pp. 360–
369, Mar. 2005.
[31] G. H. Golub and C. F. V. Loan, Eds., Matrix Computations. Baltimore,
MD: Johns Hopkins Univ. Press, 1983.
[32] K. Hirakawa and T. W. Parks, “Image denoising using total least
squares,” IEEE Trans. Image Process., vol. 15, no. 9, pp. 2730 – 2742,
Sep. 2006.
[33] A. K. Jain, Ed., Fundamentals of Digital Image Processing. Upper
Saddle River, NJ: Prentice Hall, 1988.
[34] K. He, J. Sun, and X. Tang, “Guided image filtering,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 35, no. 6, pp. 1397–1409, Jun. 2013.
[35] H. S. Malvar, L.-W. He, and R. Cutler, “High-quality linear interpolation
for demosaicing of bayer-patterned color images,” in Proc. IEEE Int.
Conf. Acoust., Speech, Signal Process. (ICASSP), May 2004, pp. iii–
485–488.
[36] Y. M. Lu, M. Karzand, and M. Vetterli, “Demosaicking by alternating
projections: Theory and fast one-step implementation,” IEEE Trans.
Image Process., vol. 19, no. 8, pp. 2085–2098, Aug. 2010.
[37] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “Image denoising by
sparse 3-d transform-domain collaborative filtering,” IEEE Trans. Image
Process., vol. 16, no. 8, pp. 2080–2095, Aug. 2007.
[38] E. H. Land, “Recent advances in retinex theory and some implications
for cortical computations: color vision and the natural image,” Proc.
Natl. Acad. Sci. USA, vol. 80, no. 16, pp. 5163–5169, Aug. 1983.
[39] D. Zhang and X. Wu, “Color demosaicking via directional linear
minimum mean square-error estimation,” IEEE Trans. Image Process.,
vol. 14, no. 12, pp. 2167–2178, Dec. 2005.
[40] D. Menon, S. Andriani, and G. Calvagno, “Demosaicing with directional
filtering and a posteriori decision,” IEEE Trans. Image Process., vol. 16,
no. 1, pp. 132–141, Jan. 2007.
[41] B. Leung, G. Jeon, and E. Dubois, “Least-squares lumachroma demulti-
plexing algorithm for bayer demosaicking,” IEEE Trans. Image Process.,
vol. 20, no. 7, pp. 1885–1894, Jul. 2011.
[42] A. Buades, B. Coll, and J.-M. Morel, “A non-local algorithm for image
denoising,” IEEE Trans. Image Process., vol. 2, pp. 60–65, Jun. 2005.
[43] D. Zoran and Y. Weiss, “From learning models of natural image patches
to whole image restoration,” in Proc. IEEE Int. Conf. Comput. Vis.
(ICCV), Nov. 2011, pp. 479–486.
[44] N. Hautie`re, J.-P. Tarel, D. Aubert, and E. Dumon, “Blind contrast
enhancement assessment by gradient ratioing at visible edges,” Image
Analysis & Stereology Journal, vol. 27, no. 2, pp. 87–95, Jun. 2008.
[45] C. O. Ancuti and C. Ancuti, “Single image dehazing by multi-scale
fusion,” IEEE Trans. Image Process., vol. 22, no. 8, pp. 3271–3282,
Aug. 2013.
