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NEWTON-OKOUNKOV POLYTOPES OF SCHUBERT VARIETIES
ARISING FROM CLUSTER STRUCTURES
NAOKI FUJITA AND HIRONORI OYA
Abstract. The theory of Newton-Okounkov bodies is a generalization of that of Newton
polytopes for toric varieties, and it gives a systematic method of constructing toric degener-
ations of projective varieties. In this paper, we study Newton-Okounkov bodies of Schubert
varieties from the theory of cluster algebras. We construct Newton-Okounkov bodies using
specific valuations which generalize extended g-vectors in cluster theory, and discuss how
these bodies are related to string polytopes and Nakashima-Zelevinsky polytopes.
Contents
1. Introduction 1
2. Newton-Okounkov bodies 4
3. Cluster algebras and valuations 11
4. Relation with GHKK’s toric degenerations 15
5. Cluster structures on unipotent cells 19
6. Relation with representation-theoretic polytopes 21
7. Symmetric case 35
8. Generators of cluster cones 41
Appendix A. Investigation of specific mutation sequences 44
Appendix B. Double Bruhat cells and unipotent cells 50
References 52
1. Introduction
A Newton-Okounkov body ∆(X,L, v) is a convex body constructed from a polarized variety
(X,L) with a higher rank valuation v on the function field C(X), which was introduced by
Okounkov [61, 62, 63], and afterward developed independently by Kaveh-Khovanskii [44] and
by Lazarsfeld-Mustata [52]. It generalizes the notion of Newton polytopes for toric varieties
to arbitrary projective varieties. A remarkable fact is that the theory of Newton-Okounkov
bodies gives a systematic method of constructing toric degenerations (see [1, Theorem 1]). In
the case of flag varieties and Schubert varieties, their Newton-Okounkov bodies realize the
following representation-theoretic polytopes:
(i) Berenstein-Littelmann-Zelevinsky’s string polytopes [43],
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(ii) Nakashima-Zelevinsky polytopes [19],
(iii) Feigin-Fourier-Littelmann-Vinberg polytopes [11, 50].
The set of lattice points in each polytope of (i)–(iii) parametrizes a specific basis of an ir-
reducible highest weight representation of a semisimple Lie algebra. In particular, string
polytopes and Nakashima-Zelevinsky polytopes give polyhedral parametrizations of crystal
bases (see [5, 54, 59, 60]). One motivating problem is to relate these polytopes using the
framework of cluster algebras. Following Gross-Hacking-Keel-Kontsevich [28], the theory of
cluster algebras also can be used to obtain toric degenerations of projective varieties. Cluster
algebras were introduced by Fomin-Zelevinsky [15, 16, 17] to develop a combinatorial ap-
proach to total positivity and to the dual canonical basis. Fock-Goncharov [13] introduced a
cluster ensemble (A,X ) which gives a more geometric point of view to the theory of cluster
algebras. In the paper [28], the notion of positive polytopes was introduced, which induces
toric degenerations of compactified A-cluster varieties. In this paper, we study relations be-
tween these two constructions of toric degenerations: Newton-Okounkov bodies and cluster
algebras. In addition, we relate string polytopes with Nakashima-Zelevinsky polytopes by
tropicalized cluster mutations.
To be more precise, let
U (S) =
⋂
s
C[A±1j;s | j ∈ J ]
be an upper cluster algebra of geometric type, where s = (A = (Aj;s)j∈J , ε) runs over a set
of Fomin-Zelevinsky seeds which are all mutation equivalent and stable under the mutations.
Assuming that X is birational to the corresponding cluster variety A, we have the following
identification for each s:
C(X) ' C(Aj;s | j ∈ J).
We consider the case that the exchange matrix ε is of full rank for all s. Fix a total order
≤ε on ZJ refining the opposite order opε of Qin’s dominance order ε [65]; this ≤ε induces
a total order on the set of Laurent monomials in Aj;s, j ∈ J . We define a valuation
vs : C(X) \ {0} → ZJ
to be the associated lowest term valuation (see Example 2.3). By definition, this valuation vs
generalizes the extended g-vectors of cluster monomials and of the theta function basis. This
observation implies that under Gross-Hacking-Keel-Kontsevich’s toric degenerations [28] of
compactified A-cluster varieties, the Newton polytopes of the toric varieties can be realized
as Newton-Okounkov bodies (see Sect. 4 for more details). Such valuation generalizing the
extended g-vectors was also studied by Kaveh-Manon [47, Sect. 7] in a different context. In
the present paper, our valuation comes from A-cluster structures, but we can also use X -
cluster structures to obtain valuations. Such valuation was previously introduced by Rietsch-
Williams [67] for Grassmannians. We consider the Newton-Okounkov body ∆(X,L, vs) when
X is a Schubert variety.
To state our main results explicitly, let G be a simply-connected semisimple algebraic group
over C, B a Borel subgroup of G, W the Weyl group, and P+ the set of dominant integral
weights. We denote by X(w) ⊂ G/B the Schubert variety corresponding to w ∈ W , and
by Lλ the globally generated line bundle on X(w) associated with λ ∈ P+. Let U−w ⊂ G be
the unipotent cell associated with w ∈W , which is naturally regarded as an open subvariety
of X(w). Berenstein-Fomin-Zelevinsky [3] gave an upper cluster algebra structure on the
coordinate ring C[U−w ]. Then U−w is birational to the corresponding A-cluster variety, and
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we have C(X(w)) = C(U−w ) = C(A), which gives a valuation vs on C(X(w)) for each seed
s. Let R(w) be the set of reduced words for w ∈ W . Then there exists a specific class
{si = (Di, εi) | i ∈ R(w)} of seeds for C[U−w ] whose cluster Di is given by generalized minors.
Let ∆i(λ) (resp., ∆˜i(λ)) be the string polytope (resp., the Nakashima-Zelevinsky polytope)
associated with i ∈ R(w) and λ ∈ P+. We consider a lexicographic order ≺ on Z`(w) (see
Definition 2.10 for its precise definition), where `(w) is the length of w. We first relate the
Newton-Okounkov bodies arising from cluster structures with the string polytopes.
Theorem 1 (see Proposition 6.4 and Corollary 6.6). Let w ∈W , λ ∈ P+, and i ∈ R(w).
(1) The lexicographic order ≺ refines the opposite dominance order op
εi
.
(2) The Newton-Okounkov body ∆(X(w),Lλ, vsi) associated with ≺ is unimodularly equiv-
alent to the string polytope ∆i(λ).
Analogous relations between string polytopes and cluster algebras were previously given
by Magee [58] and Bossinger-Fourier [6] in type A, and by Genz-Koshevoy-Schumann [24] in
simply-laced case.
Next, we relate the Newton-Okounkov bodies arising from cluster structures with the
Nakashima-Zelevinsky polytopes. Desired relations are revealed when we take a seed smuti =
(Dmuti , ε
i,mut) obtained from si through an appropriate mutation sequence
−→µi∨ (see Sect. 6.2
for the precise definition). We should note that the idea of our choice of seeds comes from the
Chamber Ansatz formulas, established by Berenstein-Fomin-Zelevinsky [2] and Berenstein-
Zelevinsky [4] (see Theorem 6.16).
Theorem 2 (see Theorem 6.24 and Corollary 6.25). Let w ∈ W , λ ∈ P+, and i ∈ R(w).
There exists a total order refining the opposite dominance order op
εi,mut
such that the corre-
sponding Newton-Okounkov body ∆(X(w),Lλ, vsmuti ) is unimodularly equivalent to the Nakashima-
Zelevinsky polytope ∆˜i(λ).
Let A∨ denote the Fock-Goncharov dual [13] of A. By tropicalizing the cluster mutations
µk for A∨, we obtain the tropicalized cluster mutations µTk . Using Kang-Kashiwara-Kim-Oh’s
monoidal categorification [34] of the unipotent quantum coordinate ring, Kashiwara-Kim [40]
developed the theory of extended g-vectors of the upper global basis when the Cartan matrix
is symmetric. As an application of their results, we obtain the following.
Theorem 3 (Theorem 7.1). If the Cartan matrix of G is symmetric, then the following hold
for all w ∈W , λ ∈ P+, and s.
(1) The Newton-Okounkov body ∆(X(w),Lλ, vs) is independent of the choice of a refine-
ment of the opposite dominance order opε .
(2) The Newton-Okounkov body ∆(X(w),Lλ, vs) is a rational convex polytope.
(3) If s′ = µk(s), then
∆(X(w),Lλ, vs′) = µTk (∆(X(w),Lλ, vs)).
(4) If Lλ is very ample, then there exists a flat degeneration of X(w) to the normal toric
variety corresponding to the rational convex polytope ∆(X(w),Lλ, vs).
Corollary 4 (Corollary 7.9). If the Cartan matrix of G is symmetric, then for w ∈W and λ ∈
P+, the string polytopes ∆i(λ) and the Nakashima-Zelevinsky polytopes ∆˜i(λ) associated with
i ∈ R(w) are all related by tropicalized cluster mutations up to unimodular transformations.
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For simplicity, we deal with only simply-connected semisimple algebraic groups G in this
paper, but Theorems 1 and 2 (resp., Theorem 3) can be extended to symmetrizable (resp.,
symmetric) Kac-Moody groups G without much difficulty.
Finally, we mention some related works. Kanakubo-Nakashima [32, 33] gave relations
between cluster algebras and crystal bases, especially focusing on cluster variables and cluster
tori. Denoting the longest element in W by w0, the fact that ∆i(λ), i ∈ R(w0), are all related
by tropicalized cluster mutations was previously proved by Genz-Koshevoy-Schumann [24].
Casbi [7] also studied relations between monoidal categorifications and Newton-Okounkov
bodies, using monomial valuations for cluster variables (see [7, Remark 4.5]). Note that our
approach in this paper is quite different from theirs.
This paper is organized as follows. In Sect. 2, we recall the definition of Newton-Okounkov
bodies, and review results of [20]. In Sect. 3, we recall some basic facts on cluster algebras,
and define our main valuations. In Sect. 4, we review Gross-Hacking-Keel-Kontsevich’s toric
degenerations, and relate them with Newton-Okounkov bodies. Sect. 4 is independent of the
rest of this paper; hence readers who are mainly interested in the results concerning Newton-
Okounkov bodies of Schubert varieties may skip this section. Sect. 5 is devoted to recalling
Berenstein-Fomin-Zelevinsky’s cluster structure on unipotent cells. In Sect. 6, we realize
string polytopes and Nakashima-Zelevinsky polytopes as Newton-Okounkov bodies arising
from cluster structures. In Sect. 7, we restrict ourselves to the case that the Cartan matrix is
symmetric, and prove Theorem 3 and Corollary 4 above. Sect. 8 is devoted to studying ray
generators of cluster cones in some specific cases.
Acknowledgments. The authors are grateful to Lara Bossinger, Elie Casbi, Tsukasa Ishibashi,
Yoshiyuki Kimura, Bea Schumann, and Xin Fang for helpful comments and fruitful discus-
sions.
2. Newton-Okounkov bodies
2.1. Basic definitions and properties. First of all, we review the definition of Newton-
Okounkov bodies, following [29, 43, 44, 45]. Let R be a C-algebra without nonzero zero-
divisors, and fix a total order C on Zm, m ∈ Z>0, respecting the addition.
Definition 2.1. A map v : R \ {0} → Zm is called a valuation on R if the following holds:
for every σ, τ ∈ R \ {0} and c ∈ C× := C \ {0},
(i) v(σ · τ) = v(σ) + v(τ),
(ii) v(c · σ) = v(σ),
(iii) v(σ + τ)Dmin{v(σ), v(τ)} unless σ + τ = 0.
We need to fix a total order on Zm whenever we consider a valuation. The following is a
fundamental property of valuations.
Proposition 2.2 (see, for instance, [43, Proposition 1.8 (2)]). Let v be a valuation on R,
σ1, . . . , σs ∈ R \ {0}, and V := Cσ1 + · · ·+Cσs. Assume that v(σ1), . . . , v(σs) are all distinct.
Then for c1, . . . , cs ∈ C such that σ := c1σ1 + · · ·+ csσs 6= 0, the following equality holds:
v(σ) = min{v(σt) | 1 ≤ t ≤ s, ct 6= 0}.
In particular, it follows that
v(V \ {0}) = {v(σ1), . . . , v(σs)}.
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For a ∈ Zm and a valuation v on R with values in Zm, we set
Ra := {σ ∈ R \ {0} | v(σ)D a} ∪ {0};
this is a C-subspace of R. Then the leaf above a ∈ Zm is defined to be the quotient space
R[a] := Ra/
⋃
aCbRb. A valuation v is said to have 1-dimensional leaves if dimC(R[a]) =
0 or 1 for all a ∈ Zm.
Example 2.3. LetC be a total order on Zm, m ∈ Z>0, respecting the addition, and C(t1, . . . , tm)
the field of rational functions in m variables. The total order C on Zm induces a total order
(denoted by the same symbol C) on the set of Laurent monomials in t1, . . . , tm as follows:
ta11 · · · tamm C ta
′
1
1 · · · ta
′
m
m if and only if (a1, . . . , am)C (a′1, . . . , a′m).
Let us define a map vlowC : C(t1, . . . , tm) \ {0} → Zm as follows:
• vlowC (f) := (a1, . . . , am) for
f = cta11 · · · tamm + (higher terms) ∈ C[t1, . . . , tm] \ {0},
where c ∈ C×, and the summand “(higher terms)” stands for a linear combination of
monomials bigger than ta11 · · · tamm with respect to C.
• vlowC (f/g) := vlowC (f)− vlowC (g) for f, g ∈ C[t1, . . . , tm] \ {0}.
It is obvious that this map vlowC is a well-defined valuation with 1-dimensional leaves with
respect to the total order C. We call vlowC the lowest term valuation with respect to C.
Definition 2.4 (see [43, Sect. 1.2] and [45, Definition 1.10]). Let X be an irreducible normal
projective variety over C of complex dimension m, and L a line bundle on X generated by
global sections. Take a valuation v : C(X) \ {0} → Zm with 1-dimensional leaves, and fix a
nonzero section τ ∈ H0(X,L). We define a subset S(X,L, v, τ) ⊂ Z>0 × Zm by
S(X,L, v, τ) :=
⋃
k∈Z>0
{(k, v(σ/τk)) | σ ∈ H0(X,L⊗k) \ {0}},
and denote by C(X,L, v, τ) ⊂ R≥0×Rm the smallest real closed cone containing S(X,L, v, τ).
Let us define a subset ∆(X,L, v, τ) ⊂ Rm by
∆(X,L, v, τ) := {a ∈ Rm | (1,a) ∈ C(X,L, v, τ)};
this is called the Newton-Okounkov body of X associated with (L, v, τ). If the set ∆(X,L, v, τ)
is a polytope, i.e., the convex hull of a finite number of points, then we call it a Newton-
Okounkov polytope.
It follows by the definition of valuations that S(X,L, v, τ) is a semigroup. Hence we see
that C(X,L, v, τ) is a closed convex cone, and that ∆(X,L, v, τ) is a convex set. Moreover,
we deduce by [45, Theorem 2.30] that ∆(X,L, v, τ) is a convex body, i.e., a compact convex
set. If L is very ample, then it follows from [45, Corollary 3.2] that the real dimension of
∆(X,L, v, τ) equals m; this is not necessarily the case if L is not very ample. If the semigroup
S(X,L, v, τ) is finitely generated, then ∆(X,L, v, τ) is a rational convex polytope, i.e., the
convex hull of a finite number of rational points.
Remark 2.5. If we take another section τ ′ ∈ H0(X,L) \ {0}, then S(X,L, v, τ ′) is the shift of
S(X,L, v, τ) by kv(τ/τ ′) in {k} × Zm for k ∈ Z>0, that is,
S(X,L, v, τ ′) ∩ ({k} × Zm) = S(X,L, v, τ) ∩ ({k} × Zm) + (0, kv(τ/τ ′)).
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Hence we obtain that ∆(X,L, v, τ ′) = ∆(X,L, v, τ) + v(τ/τ ′). Thus, the Newton-Okounkov
body ∆(X,L, v, τ) does not essentially depend on the choice of τ ∈ H0(X,L) \ {0}; hence it
is also denoted simply by ∆(X,L, v).
Remark 2.6. If L is a very ample line bundle on X, then it gives a closed embedding X ↪→
P(H0(X,L)∗). We denote by R = ⊕k∈Z≥0 Rk the corresponding homogeneous coordinate
ring. Newton-Okounkov bodies are sometimes defined by using Rk instead of H
0(X,L⊗k)
(see, for instance, [29]). However, since X is normal, we deduce by [30, Ch. II Ex. 5.14] that
Rk = H
0(X,L⊗k) for all k  0. In addition, since S(X,L, v, τ) is a semigroup, the cone
C(X,L, v, τ) coincides with the smallest real closed cone containing⋃
k>k′
{(k, v(σ/τk)) | σ ∈ H0(X,L⊗k) \ {0}}
for each k′ ∈ Z≥0. Thus, Rk and H0(X,L⊗k) are interchangeable in the definition of Newton-
Okounkov bodies.
We say that X admits a flat degeneration to a variety X0 if there exists a flat morphism
pi : X→ Spec(C[z])
of schemes such that the scheme-theoretic fiber pi−1(z) (resp., pi−1(0)) over a closed point
z ∈ C× (resp., the origin 0 ∈ C) is isomorphic to X (resp., X0). If X0 is a toric variety, then
this degeneration is called a toric degeneration.
Theorem 2.7 (see [1, Theorem 1] and [29, Corollary 3.14]). Assume that L is very ample,
and that the semigroup S(X,L, v, τ) is finitely generated; hence ∆(X,L, v, τ) is a rational
convex polytope. Then there exists a flat degeneration of X to a (not necessarily normal)
toric variety
X0 := Proj(C[S(X,L, v, τ)]),
where the Z>0-grading of S(X,L, v, τ) induces a Z≥0-grading of C[S(X,L, v, τ)]; note that
the normalization of X0 is the normal toric variety corresponding to the Newton-Okounkov
polytope ∆(X,L, v, τ).
2.2. Newton-Okounkov bodies of Schubert varieties. In this subsection, we fix our
notation concerning Lie theory, and review results of [20].
Let G be a connected, simply-connected semisimple algebraic group over C, and g its Lie
algebra. Choose a Borel subgroup B ⊂ G and a maximal torus H ⊂ B. Then the full flag
variety is defined to be a quotient spaceG/B, which is a nonsingular projective variety. Denote
by h ⊂ g the Lie algebra of H, by h∗ := HomC(h,C) its dual space, and by 〈·, ·〉 : h∗ × h→ C
the canonical pairing.
Let P ⊂ h∗ be the weight lattice for g, P+ ⊂ P the set of dominant integral weights,
{αi | i ∈ I} ⊂ P the set of simple roots, {hi | i ∈ I} ⊂ h the set of simple coroots,
ci,j := 〈αj , hi〉 the Cartan integer for i, j ∈ I, and ei, fi, hi ∈ g, i ∈ I, the Chevalley generators.
Denote by NG(H) the normalizer of H in G, and by W := NG(H)/H the Weyl group of g.
For i ∈ I, the simple reflection associated with i ∈ I is denoted by si. For w ∈ W , let us
denote by `(w) the length of w with respect to {si | i ∈ I}, and set
R(w) := {(i1, . . . , i`(w)) ∈ I`(w) | si1 . . . si`(w) = w}.
An element of R(w) is called a reduced word for w ∈W .
NEWTON-OKOUNKOV POLYTOPES ARISING FROM CLUSTER STRUCTURES 7
For i ∈ I, there exist one-parameter subgroups xi, yi : C→ G of G such that
hxi(t)h
−1 = xi(hαit), dxi : C
∼−→ Cei,
hyi(t)h
−1 = yi((hαi)−1t), dyi : C
∼−→ Cfi
for h ∈ H and t ∈ C. Here hαi ∈ C is determined by Ad(h)ei = hαiei through the adjoint
action Ad of G on g, and dxi and dyi are the derivations of xi and yi, respectively. In
this paper, we normalize them so that dxi(1) = ei and dyi(1) = fi. Then there exists a
homomorphism ϕi : SL2(C)→ G such that(
1 t
0 1
)
7→ xi(t),
(
1 0
t 1
)
7→ yi(t).
For i ∈ I, set
si := ϕi
((
0 −1
1 0
))
.
Moreover, for (i1, . . . , im) ∈ R(w), set
w := si1 · · · sim ∈ NG(H).
Then the element w does not depend on the choice of a reduced word (i1, . . . , im) for w, and
w is a lift for w ∈W = NG(H)/H.
Definition 2.8 (see, for instance, [31, Sect. II.13.3] and [51, Definition 7.1.13]). Denote by
X(w) for w ∈W the Zariski closure of Bw˜B/B in G/B, where w˜ ∈ NG(H) denotes a lift for
w. The closed subvariety X(w) of G/B is called the Schubert variety corresponding to w.
The Schubert variety X(w) is a normal projective variety of complex dimension `(w) (see,
for instance, [31, Sects. II.13.3, II.14.15]). If w is the longest element w0 in W , then the
Schubert variety X(w0) coincides with the full flag variety G/B.
For λ ∈ P+, we define a line bundle Lλ on G/B by
Lλ := (G× C)/B,
where B acts on G× C from the right as follows:
(g, c) · b := (gb, λ(b)c)
for g ∈ G, c ∈ C, and b ∈ B. By restricting this bundle, we obtain a line bundle on X(w),
which we denote by the same symbol Lλ.
Proposition 2.9 (see, for instance, [31, Sects. II.4.4, II.8.5]). For λ ∈ P+, the following hold.
(1) The line bundle Lλ on G/B is generated by global sections.
(2) The line bundle Lλ on G/B is very ample if and only if λ is a regular dominant
integral weight, that is, 〈λ, hi〉 ∈ Z>0 for all i ∈ I.
By Proposition 2.9, the line bundle Lλ on X(w) is generated by global sections for all
w ∈W and λ ∈ P+; in addition, it is very ample if λ is regular.
For λ ∈ P+, let V (λ) be the (rational) irreducible G-module over C with highest weight λ.
We fix a highest weight vector vλ of V (λ). Set
vwλ := wvλ
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for w ∈ W . The Demazure module Vw(λ) corresponding to w ∈ W is defined to be the
B-submodule of V (λ) given by
Vw(λ) :=
∑
b∈B
Cbvwλ.
From the Borel-Weil type theorem (see, for instance, [51, Corollary 8.1.26]), we know that
the space H0(G/B,Lλ) (resp., H0(X(w),Lλ)) of global sections is a G-module (resp., a B-
module) which is isomorphic to the dual module V (λ)∗ := HomC(V (λ),C) (resp., Vw(λ)∗ :=
HomC(Vw(λ),C)). Here the natural right actions of a group on the dual spaces of modules
are transformed into the left actions by the inverse map of the group. We fix a lowest weight
vector τλ ∈ H0(G/B,Lλ). By restricting this section, we obtain a section in H0(X(w),Lλ),
which we denote by the same symbol τλ.
Let B− ⊂ G denote the opposite Borel subgroup, and U− the unipotent radical of B− with
Lie algebra u−. We regard U− as an affine open subvariety of G/B by the following open
embedding:
U− ↪→ G/B, u 7→ u mod B.
Then the intersection U− ∩ X(w) is thought of as an affine open subvariety of X(w); in
particular, we have C(X(w)) = C(U− ∩X(w)). For i = (i1, . . . , im) ∈ R(w), we see by [31,
Ch. II.13] that the morphism
Cm → U− ∩X(w), (t1, . . . , tm) 7→ yi1(t1) · · · yim(tm) mod B,
is birational. Hence the function field C(X(w)) = C(U− ∩X(w)) is identified with the field
C(t1, . . . , tm) of rational functions in t1, . . . , tm.
Definition 2.10. Consider two lexicographic orders < and ≺ on Zm, defined as follows:
(a1, . . . , am) < (a
′
1, . . . , a
′
m) (resp., (a1, . . . , am) ≺ (a′1, . . . , a′m))
if and only if there exists 1 ≤ k ≤ m such that
a1 = a
′
1, . . . , ak−1 = a
′
k−1, ak < a
′
k (resp., am = a
′
m, . . . , ak+1 = a
′
k+1, ak < a
′
k).
Then we define valuations vlowi and v˜
low
i on C(X(w)) to be vlow< and vlow≺ on C(t1, . . . , tm),
respectively (see Example 2.3).
Remark 2.11. The definition of v˜lowi is slightly different from the one in [20, Sect. 2] because
the order of coordinates of its values is reversed.
Remark 2.12 (see [20, Sect. 2]). The valuation vlowi coincides with the one given by counting
the orders of zeros or poles along a specific sequence of Schubert varieties. A similar result
also holds for the valuation v˜lowi after reversing the order of coordinates of its values.
Let ∆i(λ) (resp., ∆˜i(λ)) denote the string polytope (resp., the Nakashima-Zelevinsky poly-
tope) associated with i ∈ R(w) and λ ∈ P+. We do not recall the original definitions of these
polytopes since they are not needed in the present paper, but we note that these polytopes
are defined from a representation-theoretic structure, called the Kashiwara crystal basis, for
V (λ). See [54, Sect. 1], [19, Definition 2.15], [20, Definition 3.24], and [18, Definition 3.9] for
their precise definitions.
Remark 2.13. The definition of Nakashima-Zelevinsky polytopes ∆˜i(λ) in [18, Definition 3.9]
is slightly different from the one in [20, Definition 3.24 (2)] because the order of coordinates
is reversed. In the present paper, we use the definition in [18, Definition 3.9].
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The authors [20] proved that ∆(X(w),Lλ, vlowi , τλ) and ∆(X(w),Lλ, v˜lowi , τλ) coincide with
the representation-theoretic polytopes mentioned above as follows.
Theorem 2.14 (see [20, Propositions 3.28, 3.29 and Corollaries 5.3, 5.4]). Let w ∈ W ,
λ ∈ P+, and i ∈ R(w).
(1) The Newton-Okounkov bodies ∆(X(w),Lλ, vlowi , τλ) and ∆(X(w),Lλ, v˜lowi , τλ) are both
rational convex polytopes.
(2) The Newton-Okounkov polytope ∆(X(w),Lλ, vlowi , τλ) coincides with the Nakashima-
Zelevinsky polytope ∆˜i(λ).
(3) The Newton-Okounkov polytope ∆(X(w),Lλ, v˜lowi , τλ) coincides with the string poly-
tope ∆i(λ).
Remark 2.15. Such relation between Newton-Okounkov bodies and string polytopes (resp.,
Nakashima-Zelevinsky polytopes) was previously given by Kaveh [43] (resp., by the first
named author and Naito [19]) using a different kind of valuation.
Example 2.16. Let G = SL3(C) (of type A2), I = {1, 2}, λ = α1 + α2 ∈ P+, and i =
(1, 2, 1) ∈ R(w0). By standard monomial theory (see, for instance, [69, Sect. 2]), the C-
subspace {σ/τλ | σ ∈ H0(G/B,Lλ)} of C(G/B) = C(t1, t2, t3) is spanned by
{1, t1 + t3, t2, t1t2, t2t3, t1t2(t1 + t3), t22t3, t1t22t3}.
Now we obtain the following list.
valuation 1 t1 + t3 t2 t1t2
vlowi (0, 0, 0) (0, 0, 1) (0, 1, 0) (1, 1, 0)
v˜lowi (0, 0, 0) (1, 0, 0) (0, 1, 0) (1, 1, 0)
valuation t2t3 t1t2(t1 + t3) t
2
2t3 t1t
2
2t3
vlowi (0, 1, 1) (1, 1, 1) (0, 2, 1) (1, 2, 1)
v˜lowi (0, 1, 1) (2, 1, 0) (0, 2, 1) (1, 2, 1)
The Newton-Okounkov bodies ∆(G/B,Lλ, vlowi , τλ) and ∆(G/B,Lλ, v˜lowi , τλ) coincide with
the convex hulls of the corresponding eight points in the list above, respectively; see Figures
2.1, 2.2.
a1
a2
a3
Figure 2.1. The Newton-Okounkov body ∆(G/B,Lλ, vlowi , τλ).
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a1
a2
a3
Figure 2.2. The Newton-Okounkov body ∆(G/B,Lλ, v˜lowi , τλ).
We know the following property of the semigroups and the closed convex cones; here we
use Gordan’s lemma (see, for instance, [8, Proposition 1.2.17]).
Theorem 2.17 (see the argument given before [20, Corollary 5.6]). Let w ∈W , λ ∈ P+, and
i ∈ R(w).
(1) The real closed cones C(X(w),Lλ, vlowi , τλ) and C(X(w),Lλ, v˜lowi , τλ) are both rational
convex polyhedral cones.
(2) The equalities
S(X(w),Lλ, vlowi , τλ) = C(X(w),Lλ, vlowi , τλ) ∩ (Z>0 × Zm) and
S(X(w),Lλ, v˜lowi , τλ) = C(X(w),Lλ, v˜lowi , τλ) ∩ (Z>0 × Zm)
hold. In particular, the semigroups S(X(w),Lλ, vlowi , τλ) and S(X(w),Lλ, v˜lowi , τλ) are
both finitely generated and saturated.
For i ∈ R(w), we define Ci ⊂ Rm and C˜i ⊂ Rm by
Ci :=
⋃
λ∈P+
∆(X(w),Lλ, vlowi , τλ),
C˜i :=
⋃
λ∈P+
∆(X(w),Lλ, v˜lowi , τλ),
respectively.
Proposition 2.18 (see [20, Corollaries 3.20 and 5.5]). Let w ∈ W , and i ∈ R(w). Then the
following equalities hold:
Ci ∩ Zm = vlowi (C[U− ∩X(w)] \ {0}), and
C˜i ∩ Zm = v˜lowi (C[U− ∩X(w)] \ {0}).
Write aop := (am, . . . , a1) for an element a = (a1, . . . , am) ∈ Rm, and V op := {aop | a ∈ V }
for a subset V ⊂ Rm. By Theorem 2.14 and [60, Sect. 2.4], we obtain the following relation
with string cones (see [54, Sect. 1] and [5, Sect. 3.2] for more details on string cones).
Corollary 2.19. Let i = (i1, . . . , im) ∈ R(w), and define iop ∈ R(w−1) by iop := (im, . . . , i1).
(1) The set C˜i coincides with the string cone associated with i.
(2) The set Copi coincides with the string cone associated with i
op.
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(3) The equality C˜iop = C
op
i holds.
3. Cluster algebras and valuations
We first recall the definitions of A-cluster varieties and (upper) cluster algebras of geometric
type, following [3, 13, 17, 27]. For a Z-lattice L of finite rank, we set LR := L⊗ZR, and define
an algebraic torus TL by
TL := L⊗Z C× = Spec(C[HomZ(L,Z)]).
We fix the following data Γ, called fixed data:
• a Z-lattice N of finite rank with a skew-symmetric bilinear form
{·, ·} : N ×N → Q,
• a saturated sublattice Nuf ⊂ N , called an unfrozen sublattice,
• a finite set J with |J | = rankN and a subset Juf ⊂ J with |Juf | = rankNuf ,
• positive integers dj , j ∈ J , with greatest common divisor 1,
• a sublattice N◦ ⊂ N of finite index such that
{Nuf , N◦} ⊂ Z, {N,Nuf ∩N◦} ⊂ Z,
• M := HomZ(N,Z), M◦ := HomZ(N◦,Z).
Then a seed ŝ = (ej)j∈J for Γ is a Z-basis of N such that (ej)j∈Juf is a Z-basis of Nuf , and
(djej)j∈J is a Z-basis of N◦. Given a seed ŝ = (ej)j∈J , we obtain the following:
• ε̂ = (εi,j)i,j∈J ∈ MatJ×J(Q) given by εi,j := {ei, ej}dj for i, j ∈ J ,
• the dual basis (e∗j )j∈J for M ,
• a Z-basis (fj)j∈J of M◦ defined by fj := d−1j e∗j for j ∈ J .
Note that εi,j ∈ Z unless i, j ∈ Jfr := J \ Juf . We set
Aŝ := TN◦ = Spec(C[M◦]),
and define Aj ;̂s, j ∈ J , to be the coordinates on Aŝ corresponding to the basis elements
fj ∈ M◦, j ∈ J . Let us write [a]+ := max{a, 0} for a ∈ R. We define the mutation µk(ŝ) in
direction k ∈ Juf to be another Z-basis ŝ′ = (e′j)j∈J of N , where
e′j :=
{
ej + [εj,k]+ek (j 6= k),
−ek (j = k).
Then µk(ŝ) = ŝ
′ is also a seed for Γ. Note that µkµk(ŝ) 6= ŝ in general. By the mutation µk,
the matrix ε̂ = (εi,j)i,j∈J changes as follows: if we denote the matrix for ŝ′ by ε̂′ = (ε′i,j)i,j∈J ,
then
ε′i,j =
{
−εi,j if i = k or j = k,
εi,j + sgn(εk,j)[εi,kεk,j ]+ otherwise.
(3.1)
We define a birational map µk : Aŝ 99K Aµk(ŝ), called the birational mutation, as follows:
A′i :=

∏
j∈J A
[εk,j ]+
j +
∏
j∈J A
[−εk,j ]+
j
Ak
if i = k,
Ai otherwise
(3.2)
for i ∈ J , where we denote Aj ;̂s (resp., µ∗kAj;µk(ŝ)) by Aj (resp., by A′j) for j ∈ J .
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Let T̂ be the oriented rooted tree such that each vertex has |Juf | outgoing edges labeled
by Juf so that the |Juf | outgoing edges emanating from each vertex receive different labels.
Denote by t0 the root of T̂. We fix a seed ŝt0 for Γ. For each t ∈ T̂, there exists a unique
simple path starting at t0 and ending at t, which is of the form t0
k1−→ t1 k2−→ · · · k`−→ t` = t.
Then we define a seed ŝt for Γ by
ŝt := µt0,t(ŝt0), where µt0,t := µk` · · ·µk2µk1 , (3.3)
which gives an assignment {ŝt}t∈T̂ of a seed ŝt for Γ to each vertex t ∈ T̂. For t ∈ T̂, denote
the torus Aŝt by At. Then we obtain a scheme
A =
⋃
t∈T̂
At =
⋃
t∈T̂
Spec(C[A±1j ;̂st | j ∈ J ])
by gluing tori At = Spec(C[A±1j ;̂st | j ∈ J ]) via the birational mutation µk defined above (see
[27, Proposition 2.4] for careful treatment of gluing). This scheme A is called an A-cluster
variety.
Let C(At0) = C(Aj ;̂st0 | j ∈ J) be the function field of At0 . For t ∈ T̂ and j ∈ J , write
Aj;t := µ
∗
t0,t(Aj ;̂st) ∈ C(At0),
where we use the notation in (3.3).
Definition 3.1 (see [3, Definitions 1.6 and 1.11]). We set
up(A) :=
⋂
t∈T̂
C[A±1j;t | j ∈ J ] ⊂ C(At0).
This is called an upper cluster algebra of geometric type, which is isomorphic to the ring of
regular functions on A through the restriction of the domain of functions. The (ordinary)
cluster algebra ord(A) of geometric type is defined to be the C-subalgebra of C(At0) generated
by {Aj;t | t ∈ T̂, j ∈ Juf} ∪ {A±1j;t | t ∈ T̂, j ∈ Jfr}. Note that Aj;t = Aj;t′ for all t, t′ ∈ T̂ if
j ∈ Jfr.
Theorem 3.2 ([27, Theorem 3.14]). The canonical map A → Spec(up(A)) is an open im-
mersion. In particular, A is separated.
In this paper, we mainly deal with the algebras ord(A) and up(A). Indeed, we can de-
fine these algebras without using the whole of the fixed data and seeds, following Fomin-
Zelevinsky’s approach [15, 17]. Since this approach is more convenient in some cases, we also
recall it briefly.
Let F := C(zj | j ∈ J) be the field of rational functions in |J | variables. Then a Fomin-
Zelevinsky seed (FZ-seed for short) s = (A, ε) of F is a pair of
• a J-tuple A = (Aj)j∈J of elements of F , and
• ε = (εi,j)i∈Juf ,j∈J ∈ MatJuf×J(Z)
such that
(i) A forms a free generating set of F , and
(ii) the Juf × Juf -submatrix ε◦ of ε is skew-symmetrizable, that is, there exists (di)i∈Juf ∈
ZJuf>0 such that εi,jdi = −εj,idj for all i, j ∈ Juf .
The matrix ε is called the exchange matrix of s, and the submatrix ε◦ is called the principal
part of ε.
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Remark 3.3. Our exchange matrix ε is transposed to the one in [17, Sect. 2].
Let s = (A, ε) = ((Aj)j∈J , (εi,j)i∈Juf ,j∈J) be an FZ-seed of F . For k ∈ Juf , the mutation
µk(s) = (µk(A), µk(ε)) in direction k is defined by the formulas (3.1) and (3.2), where we
write µk(A) = (A
′
j)j∈J and µk(ε) = (ε
′
i,j)i∈Juf ,j∈J . Then µk(s) is again an FZ-seed of F . This
time we have µkµk(s) = s. Two FZ-seeds s and s
′ are said to be mutation equivalent if there
exists a sequence (k1, k2, . . . , k`) in Juf such that
µk` · · ·µk2µk1(s) = s′.
In this case, we write s ∼ s′, which gives an equivalence relation.
Let T be the |Juf |-regular (neither oriented nor rooted) tree whose edges are labeled by
Juf so that the |Juf |-edges emanating from each vertex receive different labels. If t, t′ ∈ T are
joined by an edge labeled by k ∈ Juf , then we write t k—t′. A cluster pattern S = {st}t∈T =
{(At, εt)}t∈T is an assignment of an FZ-seed st = (At, εt) of F to each vertex t ∈ T such that
µk(st) = st′ whenever t
k
—t′. For a cluster pattern S = {st = (At, εt)}t∈T, write
At = (Aj;t)j∈J , εt = (ε
(t)
i,j )i∈Juf ,j∈J .
We define the (ordinary) cluster algebra A (S) of geometric type to be the C-subalgebra of
F generated by V := {Aj;t | t ∈ T, j ∈ J} and {A−1j;t | t ∈ T, j ∈ Jfr}. The elements of V are
called cluster variables. They are divided into two parts: Vuf := {Aj;t | t ∈ T, j ∈ Juf} and
Vfr := {Aj;t | t ∈ T, j ∈ Jfr}. The elements of Vuf (resp., Vfr) are called unfrozen variables
(resp., frozen variables). For j ∈ Jfr, the frozen variable Aj;t is independent of the choice of
t ∈ T, which is also denoted by Aj . For each t ∈ T, a set {Aj;t | j ∈ J} of cluster variables
is called the cluster at t (the frozen variables are included in the clusters in this paper). A
cluster monomial is a monomial in cluster variables all of which belong to the same cluster
{Aj;t | j ∈ J}. Moreover, we set
U (S) :=
⋂
t∈T
C[A±1j;t | j ∈ J ],
which is called the upper cluster algebra of geometric type. We sometimes write A (S) (resp.,
U (S)) as A (st0) or A (At0 , εt0) (resp., U (st0) or U (At0 , εt0)) for some t0 ∈ T since a cluster
pattern S = {st}t∈T is determined by the FZ-seed st0 = (At0 , εt0). We usually fix t0 ∈ T, and
construct a cluster pattern S = {st}t∈T from an FZ-seed st0 . In this case, st0 is called the
initial FZ-seed.
Theorem 3.4 ([15, Theorem 3.1]). Let S be a cluster pattern. Then it follows that
A (S) ⊂ C[A±1j;t | j ∈ J ]
for all t ∈ T; this property is called the Laurent phenomenon. In particular, A (S) is included
in the upper cluster algebra U (S).
Let {ŝt}t∈T̂ be the family of seeds for Γ defined above. Then it induces a cluster pattern
S = {st′}t′∈T in the following way. Fix t′0 ∈ T. There uniquely exists a surjective map
Π: {vertices of T̂} {vertices of T} such that, for t ∈ T̂ with t0 k1−→ t1 k2−→ · · · k`−→ t` = t,
Π(t) = t′, where t′0
k1
—t′1
k2
— · · · k`—t′` = t′.
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Set F = C(At0). For t′ ∈ T, we set
st′ = ((µ
∗
t0,t(Aj ;̂st))j∈J , εt),
where t ∈ Π−1(t′) and εt is a Juf×J-submatrix of the skew-symmetrizable matrix ε̂t associated
with ŝt. Then st′ is a well-defined FZ-seed of F , and S = {st′}t′∈T is a cluster pattern. We
have A (S) = ord(A) and U (S) = up(A).
Definition 3.5 ([65, Definition 3.1.1]). Let s = (A, ε) be an FZ-seed of F , and assume that
the exchange matrix ε is of full rank. For a,a′ ∈ ZJ , we write
a ε a′ if and only if a = a′ + vε for some v ∈ ZJuf≥0 ,
where we regard elements of ZJ (resp., ZJuf≥0 ) as 1×J (resp., 1×Juf) matrices. This ε defines
a partial order on ZJ , called the dominance order associated with ε.
For i ∈ Juf , we set
X̂i;t :=
∏
j∈J
A
ε
(t)
i,j
j;t ;
see [17, Sect. 3]. For t
k
—t′ and j ∈ Juf , we have
µk(X̂j;t) := X̂j;t′ =
X̂j;tX̂ [ε
(t)
j,k]+
k;t (1 + X̂k;t)
−ε(t)j,k (j 6= k),
X̂−1j;t (j = k);
(3.4)
see [17, Proposition 3.9]. Note that only the principal part of the exchange matrix appears
in the relation (3.4). In the rest of this section, we assume that
(†) the exchange matrix εt0 is of full rank for some t0 ∈ T,
which implies that εt is of full rank for all t ∈ T; see [3, Lemma 3.2]. We introduce the notion
of weakly pointed elements, which is a slight modification of pointedness introduced by Qin
[65].
Definition 3.6 (see [17, 65, 70]). Let S = {st = (At, εt)}t∈T be a cluster pattern, and fix
t ∈ T. An element f ∈ C[A±1j;t | j ∈ J ] is said to be weakly pointed at (gj)j∈J ∈ ZJ for t if we
can write
f =
∏
j∈J
A
gj
j;t

 ∑
a=(aj)j∈ZJuf≥0
ca
∏
j∈Juf
X̂
aj
j;t

for some {ca ∈ C | a ∈ ZJuf≥0} such that c0 6= 0. In this case, we set gt(f) := (gj)j∈J ∈ ZJ ,
which is called the extended g-vector of f (see [17, Sect. 6] and [70, Definition 3.7]). If c0 = 1
in addition, then f is said to be pointed ; see [65, Definition 3.1.4].
One significant class of pointed elements is given by cluster monomials.
Theorem 3.7 (see [17, Corollary 6.3], [10, Theorem 1.7], and [28]). All cluster variables and
hence monomials are pointed for all t ∈ T.
Now we define our main valuations in this paper.
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Definition 3.8. Let S = {st = (At, εt)}t∈T be a cluster pattern, and opεt the opposite order
of εt . We fix a total order <t on ZJ which refines opεt . It induces a total order (denoted
by the same symbol <t) on the set of Laurent monomials in Aj;t, j ∈ J , by identifying
(aj)j∈J ∈ ZJ with
∏
j∈J A
aj
j;t. Let vst (or simply vt) denote the corresponding lowest term
valuation vlow<t on F = C(Aj;t | j ∈ J).
The following is an immediate consequence of the definitions.
Proposition 3.9. Let S = {(At, εt)}t∈T be a cluster pattern. If f ∈ C[A±1j;t | j ∈ J ] is weakly
pointed for t ∈ T, then the equality vt(f) = gt(f) holds for an arbitrary refinement of opεt .
Hence we obtain the following by Theorem 3.7.
Corollary 3.10. If f is a cluster monomial, then the equality vt(f) = gt(f) holds for all
t ∈ T and all refinements of opεt .
4. Relation with GHKK’s toric degenerations
Gross-Hacking-Keel-Kontsevich [28] gave a systematic method of constructing toric degen-
erations of compactified A-cluster varieties. In this section, we relate this construction with
Newton-Okounkov bodies by using the valuations defined in Definition 3.8. This section is
independent of the rest of this paper. In particular, readers who are mainly interested in
the results concerning Newton-Okounkov bodies of Schubert varieties may skip it. The main
theorem in this section is Theorem 4.3.
4.1. Cluster varieties and tropicalizations. In this subsection, we review some basic facts
on cluster varieties and their tropicalizations, following [13, 27, 28]. We take a family {ŝt}t∈T̂
of seeds for Γ as in Sect. 3, and let
A =
⋃
t∈T̂
At =
⋃
t∈T̂
Spec(C[A±1j ;̂st | j ∈ J ])
be the corresponding A-cluster variety.
Following [13], the Fock-Goncharov dual A∨ of A is defined to be the Langlands dual of
the X -cluster variety. More precisely,
A∨ =
⋃
t∈T̂
A∨t =
⋃
t∈T̂
Spec(C[X±1j;t | j ∈ J ])
is given by gluing tori A∨t = Spec(C[X±1j;t | j ∈ J ]) via the following birational mutations: for
t
k−→ t′,
µk : A∨t 99K A∨t′ , (Xj;t)j∈J 7→ (X ′j;t)j∈J ,
where
X ′j;t :=
Xj;tX [−ε
(t)
k,j ]+
k;t (1 +Xk;t)
ε
(t)
k,j (j 6= k),
X−1j;t (j = k)
for j ∈ J if we denote the matrix ε̂ for ŝt by ε̂ = (ε(t)i,j )i,j∈J (cf. (3.4)). For each t ∈ T̂, the
torus A∨t is regarded as the dual torus TM◦ = Spec(C[N◦]) of At, where the coordinate Xj;t
of A∨t corresponds to djej ∈ N◦ for the seed ŝt. Since A∨ is a positive space, that is, obtained
by gluing algebraic tori via subtraction-free birational maps, we obtain the set A∨(RT ) of
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RT -valued points, where RT is a semifield (R; max,+). More precisely, the set A∨(RT ) is
defined by gluing
A∨t (RT ) = TM◦(RT ) = (M◦)R = RJ
via the following tropicalized cluster mutations: for t
k−→ t′,
µTk : A∨t (RT )→ A∨t′(RT ), (gj)j∈J 7→ (g′j)j∈J ,
where
g′j =
{
gj + [−ε(t)k,j ]+gk + ε(t)k,j [gk]+ (j 6= k),
−gj (j = k)
(4.1)
for j ∈ J . Since µTk : A∨t (RT ) → A∨t′(RT ) is bijective, the set A∨(RT ) is identified with
A∨t (RT ) = RJ for each t ∈ T̂. If we change t, then we obtain a different identification
of A∨(RT ) with the Euclidean space RJ . For q ∈ A∨(RT ) and t ∈ T̂, denote by qt the
corresponding element in A∨t (RT ), and set
Ξt := {qt | q ∈ Ξ} ⊂ A∨t (RT )
for a subset Ξ ⊂ A∨(RT ). Similarly, the set A∨(ZT ) of ZT -valued points of A∨ is defined,
which is naturally regarded as a subset of A∨(RT ), where ZT is a semifield (Z; max,+). Let
Aprin =
⋃
t∈T̂
Aprin,t
be the A-cluster variety with principal coefficients; see [27, Construction 2.11] for the defini-
tion. In particular, the torus Aprin,t is given by Aprin,t = TN◦⊕M = Spec(C[M◦ ⊕N ]). Since
the canonical projections
pi : Aprin,t = TN◦⊕M  TM
for t ∈ T̂ are compatible with birational mutations, we obtain a canonical map
pi : Aprin → TM ,
which induces a C[N ]-algebra structure on up(Aprin). For z ∈ TM , we set Az := pi−1(z). Then
we have Ae = A for the identity element e ∈ TM ; see an argument given before [27, Definition
2.12]. By [28, Proposition B.2 (4)], the canonical projection M◦ ⊕ N  M◦ induces a map
ρ : A∨prin → A∨. Then the tropicalization
ρT : A∨prin(RT )→ A∨(RT )
is given by the canonical projection (M◦⊕N)R  (M◦)R under the identificationsA∨prin(RT ) '
A∨prin,t(RT ) and A∨(RT ) ' A∨t (RT ) for each t ∈ T̂.
4.2. GHKK’s toric degenerations and Newton-Okounkov bodies. In this subsection,
we assume the following conditions:
(i) A has large cluster complex in the sense of [28, Definition 8.23];
(ii) the equivalent conditions of [28, Lemma B.7] hold.
Since A has large cluster complex, [28, Proposition 8.25] implies the full Fock-Goncharov
conjecture for Aprin (see [28, Definition 0.6]). In particular, it follows that
up(Aprin) =
∑
q∈A∨prin(ZT )
Cϑq,
NEWTON-OKOUNKOV POLYTOPES ARISING FROM CLUSTER STRUCTURES 17
where {ϑq | q ∈ A∨prin(ZT )} is the theta function basis. Since the translation action of N on
A∨prin,t(ZT ) = M◦ ⊕N for t ∈ T̂ is compatible with tropicalized cluster mutations, we obtain
a canonical action of N on A∨prin(ZT ). This is compatible with the C[N ]-algebra structure
on up(Aprin) through the theta function basis. Similarly, we obtain a canonical action of
NR on A∨prin(RT ). Since the equivalent conditions of [28, Lemma B.7] hold, the submatrix
εt = (εi,j)i∈Juf ,j∈J of the matrix ε̂ for ŝt is of full rank for some t ∈ T̂, which implies that it
is of full rank for all t ∈ T̂. In addition, the map pi : Aprin → TM is isomorphic to the trivial
bundle A × TM → TM by [28, Lemma B.7]. Thus, we obtain Az ' A for all z ∈ TM . By
[28, Proposition 8.25], this implies the full Fock-Goncharov conjecture for A. In particular,
we have
up(A) =
∑
q∈A∨(ZT )
Cϑq,
where {ϑq | q ∈ A∨(ZT )} is the theta function basis. Note that we have
up(A) = up(Aprin)⊗C[N ] C,
where C[N ] → C is given by e ∈ TM . Then the equality ϑρT (q) = ϑq ⊗ 1 holds for all
q ∈ A∨prin(ZT ); see [28, Definition-Lemma 7.14]. As we have seen after Theorem 3.4, the
family {ŝt}t∈T̂ of seeds for Γ induces a cluster pattern. Hence we can define the pointedness,
the extended g-vector gt, and the valuation vt for t ∈ T̂ by applying Definitions 3.6 and 3.8 to
sΠ(t) = ((Aj;t := µ
∗
t0,t(Aj ;̂st))j∈J , εt). By the construction of the theta function basis in [28],
each basis element ϑq ∈ up(A) ⊂ C[A±1j;t | j ∈ J ] is pointed for all t ∈ T̂, and we have
gt(ϑq) = qt
for all q ∈ A∨(ZT ) and t ∈ T̂ (see [28] and [66, Sect. 2.5]). For a closed subset Ξ ⊂ A∨prin(RT )
and d ∈ Z≥0, set
C(Ξ) := {(r, p) | r ∈ R≥0, p ∈ rΞ} ⊂ R≥0 ×A∨prin(RT ),
dΞ(Z) := {q ∈ A∨prin(ZT ) | (d, q) ∈ C(Ξ)},
and define S˜Ξ ⊂ up(Aprin)[x] by
S˜Ξ :=
⊕
d∈Z≥0
⊕
q∈dΞ(Z)
Cϑqxd,
where x is an indeterminate; see [28, Sect. 8.1 and Theorem 8.19].
We now explain GHKK’s construction of toric degenerations, following [28, Sect. 8]. Let
Ξ ⊂ A∨prin(RT ) be a rationally-defined positive convex polytope in the sense of [28, Sect. 8],
and assume that Ξ is full-dimensional and bounded. If we set
Ξ := ρT (Ξ) ⊂ A∨(RT ),
then Ξt is a |J |-dimensional rational convex polytope for all t ∈ T̂. We fix t ∈ T̂, and write
ŝt = (ej)j∈J . Set
N⊕t :=
∑
j∈J
Z≥0ej , N⊕t,R :=
∑
j∈J
R≥0ej ,
and let
pi
(t)
N : A∨prin(RT ) ' A∨prin,t(RT ) = (M◦ ⊕N)R  NR
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denote the second projection. If we write
Ξ˜ := Ξ +NR, Ξ
+ := Ξ˜ ∩ (pi(t)N )−1(N⊕t,R),
then the sets S˜
Ξ˜
and S˜Ξ+ are both finitely generated C-subalgebras of up(Aprin)[x]; see an
argument given after [28, Lemma 8.29]. Now the inclusion of C[N⊕t ] = C[N
⊕
t ]ϑ0 in the
degree 0 part of S˜Ξ+ induces a flat morphism pit : X := Proj(S˜Ξ+) → Spec(C[N⊕t ]) = CJ .
Similarly, the inclusion of C[N ] = C[N ]ϑ0 in the degree 0 part of S˜Ξ˜ induces a flat morphism
X′ := Proj(S˜
Ξ˜
)→ Spec(C[N ]) = TM . This is the restriction of pit : X→ CJ as follows:
X′

  // X
pit

TM
  // CJ .
For z ∈ CJ , let Xz := pi−1t (z). The generic fiber of pit gives a compactification of A as follows.
Theorem 4.1 (see [28, Theorem 8.32]). For z ∈ TM , the fiber Xz is a normal projective
variety containing Az ' A as an open subscheme.
This framework gives a systematic method of constructing toric degenerations.
Theorem 4.2 ([28, Theorem 8.30]). The central fiber X0 is the normal toric variety corre-
sponding to the rational convex polytope Ξt.
We realize the rational convex polytope Ξt as a Newton-Okounkov body.
Theorem 4.3. For each t ∈ T̂, the Newton-Okounkov body ∆(Xe,L, vt, x) coincides with
the rational convex polytope Ξt, where L is the restriction of OX(1) on X = Proj(S˜Ξ+) to
Xe. In particular, ∆(Xe,L, vt, x) is independent of the choice of a refinement of the opposite
dominance order opεt .
Proof. We set
S˜e := S˜Ξ˜ ⊗C[N ] C,
where C[N ] → C is given by e ∈ TM . Then it follows that Xe = Proj(S˜e). For d ∈ Z≥0,
denote the degree d part of S˜e by (S˜e)d. Then the definition of S˜Ξ˜ implies that (S˜e)0 = C. In
addition, since ϑρT (q) = ϑq ⊗ 1 for all q ∈ A∨prin(ZT ), we see that
S˜e =
⊕
d∈Z≥0
⊕
q∈dΞ∩A∨(ZT )
Cϑqxd.
Since S˜
Ξ˜
is finitely generated, the C-algebra S˜e is also finitely generated. Hence, for sufficiently
divisible L ∈ Z>0, the C-subalgebra
S˜(L)e :=
⊕
k∈Z≥0
(S˜e)kL
is generated by (S˜e)L, and we have
(Xe,L⊗L) ' (Proj(S˜(L)e ),O(1)).
By the definition of Newton-Okounkov bodies, it follows that
∆(Xe,L⊗L, vt, xL) = L∆(Xe,L, vt, x).
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Hence it suffices to prove that
LΞt = ∆(Xe,L⊗L, vt, xL). (4.2)
Since S˜
(L)
e is the homogeneous coordinate ring of (Xe,L⊗L) ' (Proj(S˜(L)e ),O(1)), it follows
by Remark 2.6 that C(Xe,L⊗L, vt, xL) coincides with the smallest real closed cone containing⋃
k∈Z>0
{(k, vt(σ/xkL)) | σ ∈ (S˜e)kL \ {0}}. (4.3)
Since vt(ϑq) = gt(ϑq) = qt for all k ∈ Z>0 and q ∈ kLΞ ∩ A∨(ZT ) by Proposition 3.9, we see
that
{vt(σ/xkL) | σ ∈ (S˜e)kL \ {0}} = (kLΞt) ∩ ZJ .
Hence the set in (4.3) equals ⋃
k∈Z>0
{k} × ((kLΞt) ∩ ZJ).
This implies (4.2), which proves the theorem. 
5. Cluster structures on unipotent cells
In the rest of this paper, we study the Newton-Okounkov bodies of Schubert varieties
associated with the valuation defined in Definition 3.8. We use an (upper) cluster algebra
structure on the coordinate ring of a unipotent cell U−w , which is an affine open subvariety of
a Schubert variety X(w) (in particular, C(U−w ) ' C(X(w))). In this section, we review the
cluster structure on the coordinate ring of U−w , verified in [3, 21, 9]. See also Appendix B for
its relation with that of the double Bruhat cell Gw,e.
5.1. Unipotent cells. For w ∈W , we set
U−w := U
− ∩Bw˜B,
where w˜ ∈ NG(H) is a lift for w ∈ W = NG(H)/H. The space U−w is called the unipotent
cell associated with w. Note that it does not depend on the choice of a lift w˜ for w, and the
open embedding U− ↪→ G/B induces an open embedding U−w ↪→ X(w). In the following, we
define specific regular functions on U−w .
Proposition 5.1. For λ ∈ P+, there exists a unique non-degenerate symmetric C-bilinear
form (·, ·)λ on V (λ) such that
(vλ, vλ)λ = 1, (gv, v
′)λ = (v, gT v′)λ
for g ∈ G and v, v′ ∈ V (λ); here the correspondence g 7→ gT is an anti-involution of the
algebraic group G given by xi(t)
T = yi(t) and h
T = h for i ∈ I, t ∈ C, and h ∈ H.
For v ∈ V (λ), define v∨ ∈ V (λ)∗ by v∨(v′) := (v, v′)λ for v′ ∈ V (λ). For w ∈ W , we set
fwλ := v
∨
wλ ∈ V (λ)∗; note that fwλ(vwλ) = (vwλ, vwλ)λ = 1. For f ∈ V (λ)∗ and v ∈ V (λ),
define a function Cf,v ∈ C[G] by
Cf,v(g) := 〈f, gv〉
for g ∈ G. A function on G of this form is called a matrix coefficient. For u, u′ ∈W , we write
∆uλ,u′λ := Cfuλ,vu′λ ,
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which is called a generalized minor. For f ∈ V (λ)∗, v ∈ V (λ), and u, u′ ∈ W , we define
Df,v, Duλ,u′λ ∈ C[U−w ] by
Df,v := Cf,v|U−w , Duλ,u′λ := ∆uλ,u′λ|U−w ,
respectively. The domains of these functions depend on w ∈ W , but we omit it from the
notations because there is no afraid of confusion. The function Duλ,u′λ is called a unipotent
minor.
5.2. Cluster structures on unipotent cells. Berenstein-Fomin-Zelevinsky [3] proved that
the coordinate ring of the double Bruhat cell Gw,e := B− ∩Bw˜B has a structure of an upper
cluster algebra. This double Bruhat cell Gw,e is closely related to the unipotent cell U−w , and
their result induces an upper cluster algebra structure on C[U−w ]. The precise demonstration
of this implication is given in Appendix B.
Notation 5.2. Fix w ∈W and i = (i1, . . . , im) ∈ R(w). For 1 ≤ k ≤ m and i ∈ I, we write
w≤k := si1 · · · sik , w≤0 := e,
k+ := min({m+ 1} ∪ {k + 1 ≤ j ≤ m | ij = ik}),
k− := max({0} ∪ {1 ≤ j ≤ k − 1 | ij = ik}),
k−(i) := max({0} ∪ {1 ≤ j ≤ k − 1 | ij = i}).
For w ∈W , fix i = (i1, . . . , im) ∈ R(w). We set
J := {1, . . . ,m}, Jfr = {j ∈ J | j+ = m+ 1}, and Juf := J \ Jfr.
Define a Juf × J-integer matrix εi = (εs,t)s∈Juf ,t∈J by
εs,t :=

−1 if s = t+,
−cit,is if t < s < t+ < s+,
1 if s+ = t,
cit,is if s < t < s
+ < t+,
0 otherwise.
Recall that ci,j = 〈αj , hi〉. For s ∈ J , we set
D(s, i) := Dw≤s$is ,$is ,
where $i ∈ P+ denotes the fundamental weight corresponding to i ∈ I. Let us consider the
upper cluster algebra U (st0) whose initial FZ-seed is given as st0 = ((As;t0)s∈J , εi).
Theorem 5.3 ([3, Theorem 2.10] and [72, Theorem 4.16] (see also Theorem B.4)). There
exists a C-algebra isomorphism
U (st0)
∼−→ C[U−w ] given by As;t0 7→ D(s, i) for s ∈ J.
Through the isomorphism in Theorem 5.3, we obtain an FZ-seed of C(U−w ) given by
si := (Di := (D(s, i))s∈J , εi).
Theorem 5.4 ([12, Theorem 3.5]). For w ∈ W , the cluster pattern associated with si does
not depend on the choice of i ∈ R(w). Namely, all si, i ∈ R(w), are mutually mutation
equivalent.
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When g is of simply-laced, the entries of εi are 0 or ±1. Hence εi is described as the quiver
whose vertex set is J and whose arrow set is given by
{s→ t | εs,t = −1 or εt,s = 1}.
Note that there are no arrows between the vertices in Jfr.
Example 5.5. We denote by w0 the longest element of the Weyl group W .
When G = SL4(C) and i = (2, 1, 2, 3, 2, 1) ∈ R(w0), the initial FZ-seed si = (Di, εi) is
given as follows:
Dw0$3,$3
Ds2$2,$2 Ds2s1s2$2,$2 Dw0$2,$2
Ds2s1$1,$1 Dw0$1,$1
''
oo
77
oo 22
oo
When G = SL5(C) and i = (1, 2, 1, 3, 2, 1, 4, 3, 2, 1) ∈ R(w0), the initial FZ-seed si =
(Di, ε
i) is described as follows:
Dw0$4,$4
Ds1s2s1s3$3,$3 Dw0$3,$3
Ds1s2$2,$2 Ds1s2s1s3s2$2,$2 Dw0$2,$2
Ds1$1,$1 Ds1s2s1$1,$1 Ds1s2s1s3s2s1$1,$1 Dw0$1,$1
77
77
''
77
77
''
77
''
77
oo
oo oo
oo oo oo
6. Relation with representation-theoretic polytopes
Recall from Sect. 2.2 the birational morphism
Cm → U− ∩X(w), (t1, . . . , tm) 7→ yi1(t1) · · · yim(tm) mod B
for w ∈ W and i = (i1, . . . , im) ∈ R(w). Then the image of (C×)m under this morphism is
contained in the unipotent cell U−w . Hence we obtain the following birational morphism:
yi : (C×)m → U−w , (t1, . . . , tm) 7→ yi1(t1) · · · yim(tm) mod B,
which is indeed injective. It gives an embedding y∗i : C[U−w ] ↪→ C[t±11 , . . . , t±1m ], which induces
an isomorphism y∗i : C(U−w )
∼−→ C(t1, . . . , tm). Hence we can regard the valuations vlowi and
v˜lowi on C(X(w)) defined in Definition 2.10 as the ones on C(U−w ). Note that we have reviewed
an upper cluster algebra structure on C[U−w ] in Sect. 5, which induces a valuation on C(U−w )
as in Definition 3.8.
In this section, we clarify relations between these two kinds of valuations, and deduce some
properties of Newton-Okounkov bodies associated with the valuations arising from the cluster
structure.
Notation 6.1. Throughout this section, we fix w ∈W and its reduced word i = (i1, . . . , im) ∈
R(w) (unless otherwise specified as in examples). We consider the cluster structure on C[U−w ]
given in Theorem 5.3. In particular, we fix the index set for the FZ-seed si as J = {1, . . . ,m},
and sometimes identify ZJ with Zm in an obvious way.
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6.1. Relation with string polytopes. In this subsection, we relate the valuation v˜lowi with
vsi associated with some specific refinement of opεi (see Definitions 3.5 and 3.8).
Lemma 6.2 ([4, Lemma 6.4]). Let u ∈ W , j = (j1, . . . , jl) ∈ R(u), and λ ∈ P+. Then the
following equality holds:
y∗j(Duλ,λ) = t
b1
1 t
b2
2 · · · tbll , (6.1)
where bk := 〈hjk , sjk+1 · · · sjlλ〉 for 1 ≤ k ≤ l.
Proposition 6.3. For s ∈ J , the following equality holds:
v˜lowi (D(s, i)) = (d
(s)
1 , d
(s)
2 , . . . , d
(s)
m ), where d
(s)
k :=
{
〈hik , sik+1 · · · sis$is〉 if k ≤ s,
0 if k > s.
Proof. Let ι : C[t1, . . . , ts] ↪→ C[t1, . . . , tm] denote the inclusion homomorphism, and consider
the evaluation homomorphism ev0 : C[t1, . . . , tm]→ C[t1, . . . , ts] given by
tk 7→
{
tk if k ≤ s,
0 if k > s.
Since we have y∗i (D(s, i)) ∈ C[t1, . . . , tm], we can consider ev0(y∗i (D(s, i))). By the definition
of v˜lowi , we have
v˜lowi (ι(ev0(y
∗
i (D(s, i))))) = v˜
low
i (y
∗
i (D(s, i)))
if ev0(y
∗
i (D(s, i))) 6= 0. It follows from Lemma 6.2 and from the definition of yi that
td11 t
d2
2 · · · tdss = ι(y∗(i1,...,is)(D(s, i))) = ι(ev0(y∗i (D(s, i)))),
where dk := 〈hik , sik+1 · · · sis$is〉 for 1 ≤ k ≤ s. Hence we have
v˜lowi (y
∗
i (D(s, i))) = (d1, . . . , ds, 0, . . . , 0),
which completes the proof of the proposition. 
Proposition 6.4. The total order ≺ on Zm = ZJ defined in Definition 2.10 refines the partial
order op
εi
.
Proof. It suffices to show that
(0, 0, . . . , 0) ≺ (εs,1, εs,2, . . . , εs,m) (6.2)
for all s ∈ Juf . Fix an arbitrary s ∈ Juf . By the definition of εi, we see that
{t ∈ J | εs,t 6= 0} = {s+} ∪ {t | s < t < s+ < t+ or t < s < t+ < s+ or t+ = s}.
Hence it follows that max{t ∈ J | εs,t 6= 0} = s+. Moreover, we have εs,s+ = 1. From these,
we conclude (6.2). This implies the proposition. 
The upper cluster algebra structure on C[U−w ] gives an identification
C(X(w)) ' C(U−w ) ' C(D(1, i), . . . , D(m, i)).
The lexicographic order ≺ on Zm defines a total order i on the set of Laurent monomials
in D(1, i), . . . , D(m, i) by identifying (a1, . . . , am) ∈ Zm with D(1, i)a1 · · ·D(m, i)am . By
Proposition 6.4, we can use it to define a valuation vsi in Definition 3.8. Using the notation
in Proposition 6.3, we define a J × J-matrix Mi by Mi := (d(s)t )s,t∈J , where s is a row index,
and t is a column index.
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Theorem 6.5. Consider the valuation vsi on C(X(w)) defined above. Then the equality
v˜lowi (f) = vsi(f)Mi
holds in ZJ for f ∈ C(X(w)) \ {0}. Here elements of ZJ are regarded as 1× J-matrices.
Proof. It suffices to show that
v˜lowi (f) = vsi(f)Mi
for a nonzero polynomial f =
∑
a=(a1,...,am)∈Zm≥0 caD(1, i)
a1 · · ·D(m, i)am ∈ C[D(1, i), . . . , D(m, i)],
where ca ∈ C. By Proposition 6.3, we have
v˜lowi (D(1, i)
a1 · · ·D(m, i)am) =
m∑
s=1
asv˜
low
i (D(s, i))
=
m∑
s=1
as(0, . . . ,
s∨
1, . . . , 0)Mi
=
m∑
s=1
asvsi(D(s, i))Mi
= vsi(D(1, i)
a1 · · ·D(m, i)am)Mi
for all a = (a1, . . . , am) ∈ Zm≥0. Since Mi is lower unitriangular as an m × m-matrix, this
implies that
v˜lowi (f) = vsi(f)Mi,
which proves the theorem. 
Combining Theorems 2.14, 2.17, and 6.5 with the lower-unitriangularity of Mi, we obtain
the following.
Corollary 6.6. Let λ ∈ P+.
(1) The equalities
S(X(w),Lλ, v˜lowi , τλ) = {(k,aMi) | (k,a) ∈ S(X(w),Lλ, vsi , τλ)},
C(X(w),Lλ, v˜lowi , τλ) = {(k,aMi) | (k,a) ∈ C(X(w),Lλ, vsi , τλ)}, and
∆(X(w),Lλ, v˜lowi , τλ) = ∆(X(w),Lλ, vsi , τλ)Mi
hold. In particular, the Newton-Okounkov body ∆(X(w),Lλ, vsi , τλ) is a rational con-
vex polytope which is unimodularly equivalent to the string polytope ∆i(λ).
(2) The real closed cone C(X(w),Lλ, vsi , τλ) is a rational convex polyhedral cone.
(3) The equality
S(X(w),Lλ, vsi , τλ) = C(X(w),Lλ, vsi , τλ) ∩ (Z>0 × Zm)
holds. In particular, the semigroup S(X(w),Lλ, vsi , τλ) is finitely generated and sat-
urated.
Let s be an FZ-seed of C(U−w ) = C(X(w)) which is mutation equivalent to si. Then it
gives a valuation vs on C(X(w)) as in Definition 3.8. We denote by Cs ⊂ RJ the smallest
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real closed cone containing vs(C[U− ∩ X(w)] \ {0}); this is called the cluster cone of X(w)
associated with s. Note that we have
C[U− ∩X(w)] =
⋃
λ∈P+
{σ/τλ | σ ∈ H0(X(w),Lλ)};
see, for instance, [20, Corollary 3.20 (1)]. Hence the set vs(C[U− ∩X(w)] \ {0}) equals⋃
λ∈P+
{vs(σ/τλ) | σ ∈ H0(X(w),Lλ) \ {0}},
which implies by the definition of Newton-Okounkov bodies that the cluster cone Cs coincides
with the smallest real closed cone containing⋃
λ∈P+
∆(X(w),Lλ, vs, τλ).
By Corollary 2.19 and Theorem 6.5, we obtain the following.
Corollary 6.7. The following hold.
(1) The following equality holds:
Csi =
⋃
λ∈P+
∆(X(w),Lλ, vsi , τλ).
(2) The equality
C˜i = CsiMi
holds. In particular, the cluster cone Csi is unimodularly equivalent to the string cone
associated with i.
6.2. Relation with Nakashima-Zelevinsky polytopes. In this subsection, we relate the
valuation vlowi with the one arising from the cluster structure. To do that, we need to find a
nice FZ-seed smuti by applying iterated mutations to si. For this purpose, we first summarize
results on specific mutation sequences in Sect. 6.2.1 without proofs. Since the proofs of these
statements are technical and might be known to experts, we give them in Appendix A. Indeed,
our first mutation sequence←−µi was essentially introduced in [21, Sect. 13.1]. However, in [21],
the Cartan matrix of g is assumed to be symmetric, and the explicit formula of the exchange
matrix (in particular, the arrows among the frozen and unfrozen variables) after the mutation
sequence is not given. Hence we provide the corresponding statements in symmetrizable case;
their proofs are given in Appendix A.
6.2.1. Specific mutation sequences. We define an injective map ξi : J → I × Z>0 by
ξi(s) := (is, k[s]), where k[s] := |{1 ≤ t ≤ s | it = is}|.
Let pr1 : I × Z>0 → I denote the first projection. For i ∈ pr1(Im(ξi)), we set
Im(ξi) ∩ pr−11 (i) =: {(i, 1), (i, 2), . . . , (i,mi)}.
Note that
ξi(Jfr) = {(i,mi) | i ∈ pr1(Im ξi)}.
We consider a mutation sequence ←−µi defined as follows:
←−µi :=←−µi[m] ◦ · · · ◦ ←−µi[2] ◦←−µi[1],
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where
←−µi[s] :=
{
µ(is,mis−k[s]) ◦ · · · ◦ µ(is,2) ◦ µ(is,1) if s 6∈ Jfr,
id if s ∈ Jfr.
We investigate this mutation sequence by using quivers. For a Juf × J-matrix (εs,t)s∈Juf ,t∈J
whose Juf ×Juf -submatrix is skew-symmetrizable, we define a quiver Γ by the following rules:
(I) the vertex set is J ;
(II) write an arrow s→ t if εs,t < 0 or εt,s > 0 for s, t ∈ J (note that there exists no arrow
between any two elements of Jfr).
We denote by Γi the quiver associated with ε
i.
Example 6.8. Let w0 denote the longest element of the Weyl group W .
When g = sl4(C) (of type A3) and i = (1, 2, 1, 3, 2, 1) ∈ R(w0), the corresponding quiver
Γi is given by the following:
3 >
2 >
1 >
4
2 5
1 3 6
77
77
''
77oo
oo oo
If we take i = (2, 1, 2, 3, 2, 1) ∈ R(w0) instead, then the corresponding quiver Γi is described
as the following:
3 >
2 >
1 >
4
2
51 3
6
oo oo
oo##
33
;;
When g = so5(C) (of type B2) and i = (1, 2, 1, 2) ∈ R(w0), the corresponding quiver Γi is
given by the following:
2 >
1 > 1
2
3
4;;
##oo
oo
An arrow s → t in the quiver Γi is said to be horizontal if the first components of ξi(s)
and ξi(t) are the same. Otherwise, it is said to be inclined. From Γi, we can recover ε
i =
(εs,t)s∈Juf ,t∈J by the following rule:
εs,t =

−1 if there exists a horizontal arrow s→ t,
cit,is if there exists an inclined arrow s→ t,
1 if there exists a horizontal arrow t→ s,
−cit,is if there exists an inclined arrow t→ s,
0 otherwise.
(6.3)
We set iop := (im, . . . , i1) ∈ R(w−1). Then we obtain a bijection Ri : J → J given by
Ri := (ξiop)
−1 ◦ ξi. Note that Ri(Juf) = Juf and Ri(Jfr) = Jfr. The following theorem
describes the exchange matrix of the FZ-seed ←−µi(si). Its proof is given in Appendix A.
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Theorem 6.9. The Juf × J-matrix ←−µi(εi) = (εs,t)s∈Juf ,t∈J is given by
εs,t =

1 if s = t+,
−1 if s+ = t,
cit,is if Ri(t) < Ri(s) < Ri(t
+) < Ri(s
+),
−cit,is if Ri(s) < Ri(t) < Ri(s+) < Ri(t+),
0 otherwise.
(6.4)
Remark 6.10. The quiver associated with ←−µi(εi) is the same as the quiver obtained from Γiop
by reversing directions of all arrows.
Example 6.11. For the examples in Example 6.8, we obtain the following.
• The case of g = sl4(C) and i = (1, 2, 1, 3, 2, 1) ∈ R(w0): we have ←−µi = µ1µ2µ3µ1, and
the quiver associated with ←−µi(εi) is given by
3 >
2 >
1 > 1
2
3
4
5
6// //
gg
ww ww
//ww
• The case of g = sl4(C) and i = (2, 1, 2, 3, 2, 1) ∈ R(w0): we have ←−µi = µ1µ2µ3µ1, and
the quiver associated with ←−µi(εi) is given by
3 >
2 >
1 >
1
2
3
4
5
6
// //
{{
kk
//
ss
• The case of g = so5(C) and i = (1, 2, 1, 2) ∈ R(w0): we have ←−µi = µ2µ1, and the
quiver associated with ←−µi(εi) is given by
2 >
1 > 1
2
3
4;;
//
//
ss
Next we describe the explicit form of ←−µi(Di). Its proof is again postponed to Appendix A.
Theorem 6.12. The equality ←−µi(Di) = (D∨(s, i))s∈J holds, where
D∨(s, i) :=
{
Dw$is ,w≤s∨$is with s
∨ := ξ−1i (is,mis − k[s]) if k[s] < mis ,
Dw$is ,$is if k[s] = mis .
Remark 6.13. By Theorems 6.9 and 6.12, there exists an isomorphism of C-algebras C[U−
w−1 ]→
C[U−w ] compatible with the cluster structures given by
D(s, iop) 7→ D∨(s, i)
for s ∈ {1, . . . , `(w−1)(= m)}. Indeed, it coincides with the map induced from the map [14,
(2.56) and Lemma 2.25] (see [21, Proposition 8.5] and [49, Corollary 2.22] for the relation
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between unipotent cells and unipotent subgroups). Moreover, the quantum lift of this iso-
morphism becomes an anti-isomorphism which is studied in [53, 48]. See [48, Theorem 3.22].
By [48, Theorem 3.8], it preserves the dual canonical basis.
6.2.2. Seeds adapted to Nakashima-Zelevinsky polytopes. As a prerequisite, we recall an au-
tomorphism η∗w on C[U−w ], called the Berenstein-Fomin-Zelevinsky twist automorphism.
Theorem 6.14 ([2, Lemma 1.3] and [4, Theorem 1.2] (cf. [49, Proposition 2.23])). There
exists a C-algebra automorphism η∗w : C[U−w ]→ C[U−w ] given by
Dv∨,vλ 7→
Dfwλ,v
Dwλ,λ
for λ ∈ P+ and v ∈ V (λ).
Remark 6.15. The automorphism η∗w is induced from a regular automorphism ηw : U−w → U−w
given by
u 7→ [uTw]−,
where uT is the transpose of u in G, and [uTw]− is the U−-component of uTw ∈ U−B.
Recall the isomorphism y∗i : C(U−w )
∼−→ C(t1, . . . , tm) explained in the beginning of Sect. 6.
The Berenstein-Fomin-Zelevinsky twist automorphism η∗w is used for describing the variables
ts, s ∈ J , in terms of unipotent minors. The formula for ts in the following theorem is called
the Chamber Ansatz formula.
Theorem 6.16 ([2, Theorems 1.4, 2.7.1] and [4, Theorems 1.4, 4.3] (cf. [64, Sect. 1.3])). For
s ∈ J , the equality
ts = y
∗
i
( ∏
t<s<t+(η
∗
w)
−1(D(t, i))−cit,is
(η∗w)−1(D(s−, i))(η∗w)−1(D(s, i))
)
holds, where D(0, i) := 1. Moreover, these formulas are equivalent to the equalities
(y∗i ◦ (η∗w)−1)(D(s, i)) = t−d
(s)
1
1 · · · t−d
(s)
s
s
for s ∈ J , where d(s)k := 〈hik , sik+1 . . . sis$is〉 for 1 ≤ k ≤ s.
Since η∗w : C[U−w ] → C[U−w ] is a C-algebra automorphism, it induces a C-algebra automor-
phism η∗w : C(U−w ) → C(U−w ). Hence, for each FZ-seed s = (A = (Aj)j∈J , ε) of C(U−w ), we
obtain a new FZ-seed
(η∗w)
−1(s) := ({(η∗w)−1(Aj)}j∈J , ε)
of C(U−w ). Moreover, if s satisfies U (s) = C[U−w ], then U ((η∗w)−1(s)) = C[U−w ]. Note that we
have
(η∗w)
−1(µs(s)) = µs((η∗w)
−1(s)) for all s ∈ Juf . (6.5)
For i ∈ R(w), we set
smodi := (η
∗
w)
−1(←−µi(si)).
Proposition 6.17. Write
smodi = ((D
mod(s, i))s∈J , εi,mod = (ε′s,t)s∈Juf ,t∈J).
Then the following equalities hold (here s∨ := 0 if k[s] = mis):
Dmod(s, i) =
Dw≤s∨$is ,$is
Dw$is ,$is
,
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and
ε′s,t =

1 if s = t+,
−1 if s+ = t,
cit,is if Ri(t) < Ri(s) < Ri(t
+) < Ri(s
+),
−cit,is if Ri(s) < Ri(t) < Ri(s+) < Ri(t+),
0 otherwise;
recall the notation in Theorems 6.9 and 6.12.
Proof. By Theorem 6.12, the cluster variable of ←−µi(si) at s ∈ J is D∨(s, i) = Dw$is ,w≤s∨$is .
Hence we have
Dmod(s, i) = (η∗w)
−1(Dw$is ,w≤s∨$is ) = (η
∗
w)
−1
(
Dw$is ,w≤s∨$is
Dw$is ,$is
Dw$is ,$is
)
=
Dw≤s∨$is ,$is
Dw$is ,$is
.
The explicit form of ε′s,t immediately follows from Theorem 6.9. 
Write εi = (εs,t)s∈Juf ,t∈J and ε
i,mod = (ε′s,t)s∈Juf ,t∈J . Set
X̂s;i :=
∏
t∈J
D(t, i)εs,t , X̂mods;i :=
∏
t∈J
Dmod(t, i)ε
′
s,t (6.6)
for s ∈ Juf .
Theorem 6.18. X̂mods∨;i = X̂s;i for all s ∈ Juf .
Proof. If we regard the index set J for si as ξi(J) via ξi, then the FZ-seed
si = ((D(s, i))s∈ξi(J), (εs,t)s∈ξi(Juf),t∈ξi(J))
is described as follows (here ξ−1i ((i,mi + 1)) := m+ 1 for all i ∈ I):
ε(i,k),(j,`) =

−1 if i = j and k = `+ 1,
1 if i = j and k + 1 = `,
−cj,i if ξ−1i (j, `) < ξ−1i (i, k) < ξ−1i (j, `+ 1) < ξ−1i (i, k + 1),
cj,i if ξ
−1
i (i, k) < ξ
−1
i (j, `) < ξ
−1
i (i, k + 1) < ξ
−1
i (j, `+ 1),
0 otherwise,
and
D((i, k), i) = Dw≤s$i,$i ,where s = ξ
−1
i (i, k).
If we regard the index set J for smodi as ξi(J) via ξi, then the FZ-seed
smodi = ((D
mod(s, i))s∈ξi(J), (ε
′
s,t)s∈ξi(Juf),t∈ξi(J))
is described as follows (here ξ−1iop((i,mi + 1)) := m+ 1, and ξ
−1
i ((i, 0)) := 0 for all i ∈ I):
ε′(i,k),(j,`) =

1 if i = j and k = `+ 1,
−1 if i = j and k + 1 = `,
cj,i if ξ
−1
iop(j, `) < ξ
−1
iop(i, k) < ξ
−1
iop(j, `+ 1) < ξ
−1
iop(i, k + 1),
−cj,i if ξ−1iop(i, k) < ξ−1iop(j, `) < ξ−1iop(i, k + 1) < ξ−1iop(j, `+ 1),
0 otherwise,
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and
Dmod((i, k), i) =
Dw≤s$i,$i
Dw$i,$i
with s = ξ−1i (i,mi − k),
where we note that ξi(J) = ξiop(J). For (i, k), (j, `) ∈ ξi(Juf) = ξiop(Juf), the condition
ξ−1iop(j, `) < ξ
−1
iop(i, k) < ξ
−1
iop(j, `+ 1) < ξ
−1
iop(i, k + 1)
is equivalent to
ξ−1i (i,mi − k) < ξ−1i (j,mj − `) < ξ−1i (i,mi − k + 1) < ξ−1i (j,mj − `+ 1).
Moreover, for (i, k) ∈ ξi(Juf) = ξiop(Juf) and (j,mj) ∈ ξi(Jfr) = ξiop(Jfr), the condition
ξ−1iop(i, k) < ξ
−1
iop(j,mj) < ξ
−1
iop(i, k + 1)
is equivalent to
ξ−1i (i,mi − k) < ξ−1i (j, 1) < ξ−1i (i,mi − k + 1).
Hence if we consider a bijection ξ∨ : ξi(J)→ ξi(J) given by
(i, k) 7→
{
(i,mi − k) if k < mi,
(i,mi) if k = mi,
then we can describe ε′s,t as follows:
ε′ξ∨(i,k),ξ∨(j,`) =

1 if i = j and k + 1 = ` < mj ,
−1 if i = j and k = `+ 1,
−1 if i = j, k = 1, and ` = mj ,
−cj,i if ξ−1i (j, `) < ξ−1i (i, k) < ξ−1i (j, `+ 1) < ξ−1i (i, k + 1),
−cj,i if ξ−1i (i, k) < ξ−1i (j, 1) < ξ−1i (i, k + 1) and ` = mj ,
cj,i if ξ
−1
i (i, k) < ξ
−1
i (j, `) < ξ
−1
i (i, k + 1) < ξ
−1
i (j, `+ 1) and ` < mj ,
0 otherwise
(6.7)
=

ε(i,k),(j,`) if (j, `) ∈ ξi(Juf),
−1 if i = j, k = 1, and ` = mj ,
−cj,i if ξ−1i (i, k) < ξ−1i (j, 1) < ξ−1i (i, k + 1) and ` = mj ,
0 otherwise.
(6.8)
(6.9)
Moreover, it follows that
Dmod(ξ∨(i, k), i) =

Dw≤s$i,$i
Dw$i,$i
with s = ξ−1i (i, k) if k < mi,
1
Dw$i,$i
if k = mi.
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Hence, for (i, k) ∈ ξi(Juf), we have
X̂modξ∨(i,k);i =
∏
(j,`)∈ξi(J)
Dmod(ξ∨(j, `), i)ε
′
ξ∨(i,k),ξ∨(j,`)
=
 ∏
(j,`)∈ξi(Juf)
Dmod(ξ∨(j, `), i)ε(i,k),(j,`)

·
 ∏
j∈I;
ξ−1i (i,k)<ξ
−1
i (j,1)<ξ
−1
i (i,k+1)
Dmod(ξ∨(j,mj), i)−cj,i
Dmod(ξ∨(i,mi), i)−δk,1
=
 ∏
(j,`)∈ξi(Juf)
(
D((j, `), i)
Dw$j ,$j
)ε(i,k),(j,`)
 ∏
j∈I;
ξ−1i (i,k)<ξ
−1
i (j,1)<ξ
−1
i (i,k+1)
D
cj,i
w$j ,$j
Dδk,1w$i,$i .
Here the explicit formula of ε(i,k),(j,`) implies that
∏
(j,`)∈ξi(Juf)
D
−ε(i,k),(j,`)
w$j ,$j = D
−δk,1+δk,mi−1
w$i,$i
 ∏
j∈I;
ξ−1i (i,k)<ξ
−1
i (j,1)<ξ
−1
i (i,k+1)<ξ
−1
i (j,mj)
D
−cj,i
w$j ,$j

·
 ∏
j∈I;
ξ−1i (j,1)<ξ
−1
i (i,k)<ξ
−1
i (j,mj)<ξ
−1
i (i,k+1)
D
cj,i
w$j ,$j
 .
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Hence, for (i, k) ∈ ξi(Juf), we deduce that
X̂modξ∨(i,k);i
=
 ∏
(j,`)∈ξi(Juf)
D((j, `), i)ε(i,k),(j,`)

 ∏
j∈I;
ξ−1i (i,k)<ξ
−1
i (j,1)<ξ
−1
i (j,mj)<ξ
−1
i (i,k+1)
D
cj,i
w$j ,$j

·
 ∏
j∈I;
ξ−1i (j,1)<ξ
−1
i (i,k)<ξ
−1
i (j,mj)<ξ
−1
i (i,k+1)
D
cj,i
w$j ,$j
Dδk,mi−1w$i,$i
=
 ∏
(j,`)∈ξi(Juf)
D((j, `), i)ε(i,k),(j,`)

 ∏
j∈I;
ξ−1i (i,k)<ξ
−1
i (j,mj)<ξ
−1
i (i,k+1)
D
cj,i
w$j ,$j
Dδk,mi−1w$i,$i
= X̂(i,k);i.
Since s∨ = (ξ−1i ◦ ξ∨ ◦ ξi)(s) for s ∈ Juf , we obtain the desired result. 
Corollary 6.19. Let (s1, . . . , sk) be a sequence of elements of Juf . Then the following equality
holds:
µs∨k · · ·µs∨1 (X̂
mod
s∨;i ) = µsk · · ·µs1(X̂s;i).
Proof. In the proof of Theorem 6.18, we have proved that
ε′s∨,t∨ = εs,t
for all s, t ∈ Juf . Combining it with Theorem 6.18 and (3.4), we deduce the desired assertion.

Corollary 6.20. Let σ = (s1, . . . , sk) be a sequence of elements of Juf , and write
µsk · · ·µs1(Di) = (Ds;σ)s∈J , µs∨k · · ·µs∨1 (D
mod
i ) = (D
mod
s;σ )s∈J ,
where Di and D
mod
i are the clusters of si and s
mod
i , respectively. Then D
mod
s∨;σ/Ds;σ is equal
to a Laurent monomial in Dw$i,$i , i ∈ I, for all s ∈ Juf .
Remark 6.21. Note that we have
Ds;σ = Dw$is ,$is and D
mod
s;σ =
1
Dw$is ,$is
for all s ∈ Jfr.
Proof of Corollary 6.20. We prove our statement by induction on k. When k = 0, it follows
from Proposition 6.17. Next suppose that the proposition holds for σ′ = (s1, . . . , sk−1). By
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(3.2), we have
Ds;σ =

∏
t∈J D
[−ε(k−1)sk,t ]+
t;σ′
Dsk;σ′
(1 + X̂sk;σ′) if s = sk,
Ds;σ′ if s 6= sk,
Dmods;σ =

∏
t∈J(D
mod
t;σ′ )
[−ε(k−1),mod
s∨
k
,t
]+
Dmod
s∨k ;σ′
(1 + X̂mods∨k ;σ′
) if s = s∨k ,
Dmods;σ′ if s 6= s∨k ,
where we set µsk−1 · · ·µs1(εi) = (ε(k−1)s,t )s∈Juf ,t∈J , µs∨k−1 · · ·µs∨1 (εi,mod) = (ε
(k−1),mod
s,t )s∈Juf ,t∈J ,
µsk−1 · · ·µs1(X̂sk;i) = X̂sk;σ′ , and µs∨k−1 · · ·µs∨1 (X̂mods∨k ;i ) = X̂
mod
s∨k ;σ′
.
Hence, by Corollary 6.19, Remark 6.21, the equalities ε′s∨,t∨ = εs,t for s, t ∈ Juf , and our
induction hypothesis, we deduce the corollary. 
By (6.5) and the definition of smodi , we have
−→µi(smodi ) = (η∗w)−1(si),
where −→µi := (←−µi)−1 (the mutation sequence obtained from ←−µi by reversing the order of the
composition). Set
X̂mod,muts;i :=
−→µi(X̂mods;i )
for s ∈ Juf .
Theorem 6.22. Recall the isomorphism y∗i : C(U−w )
∼−→ C(t1, . . . , tm) explained in the begin-
ning of Sect. 6. Then it holds that
y∗i (X̂
mod,mut
s;i ) = tst
−1
s+
for all s ∈ Juf .
Proof. By Theorems 5.3 and 6.16, we have
tst
−1
s+
= (y∗i ◦ (η∗w)−1)
(∏
t<s<t+ D(t, i)
−cit,is
D(s−, i)D(s, i)
· D(s, i)D(s
+, i)∏
t<s+<t+ D(t, i)
−cit,is
)
= (y∗i ◦ (η∗w)−1)
∏
t<s<s+<t+
D(t, i)−cit,is
∏
t<s<t+<s+
D(t, i)−cit,is
D(s−, i)D(s, i)
· D(s, i)D(s
+, i)∏
s<t<s+<t+
D(t, i)−cit,is
∏
t<s<s+<t+
D(t, i)−cit,is

= (y∗i ◦ (η∗w)−1)
(∏
t<s<t+<s+ D(t, i)
−cit,is
D(s−, i)
· D(s
+, i)∏
s<t<s+<t+ D(t, i)
−cit,is
)
= y∗i (X̂
mod,mut
s;i ).

Let −→µi∨ be a mutation sequence obtained from −→µi by replacing each µs with µs∨ . Set
smuti :=
−→µi∨(si),
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and write
Dmuti = (D
mut(s, i))s∈J := −→µi∨(Di),
εi,mut = (εmuts,t )s∈Juf ,t∈J :=
−→µi∨(εi),
X̂muts;i :=
∏
t∈J
Dmut(t, i)ε
mut
s,t for s ∈ Juf .
Then, by Corollary 6.19, we have
X̂muts;i = X̂
mod,mut
s∨;i
for s ∈ Juf .
Example 6.23. For the examples in Example 6.8, we obtain the following.
• The case of g = sl4(C) and i = (1, 2, 1, 3, 2, 1) ∈ R(w0): we have −→µi∨ = µ3µ1µ2µ3,
and the quiver associated with εi,mut is given by
3 >
2 >
1 > 1
2
3
4
5
6
gg 77
// 22wwrr

• The case of g = sl4(C) and i′ = (2, 1, 2, 3, 2, 1) ∈ R(w0): we have −→µi∨ = µ3µ1µ2µ3,
and the quiver associated with εi,mut is given by
3 >
2 >
1 >
1
2
3
4
5
6
//ss
;;
{{
oo
//
• The case of g = so5(C) and i = (1, 2, 1, 2) ∈ R(w0): we have −→µi∨ = µ1µ2, and the
quiver associated with εi,mut is given by
2 >
1 > 1
2
3
4;; //cc
The following is the main result of this subsection.
Theorem 6.24. Let w ∈ W , and i ∈ R(w). Then there exist a refinement of the partial
order op
εi,mut
(Definitions 3.5 and 3.8) and a unimodular J × J-matrix Ni such that the
corresponding valuation vsmuti
on C(X(w)) associated with smuti (Definition 3.8) satisfies
vlowi (f) = vsmuti
(f)Ni
in ZJ for all f ∈ C(X(w)) \ {0}. Here we consider elements of ZJ as 1× J-matrices.
Proof. By Corollary 6.20 and Remark 6.21, we have
Dmut(s, i) =
{
(η∗w)−1(D(s∨, i))
∏
i∈I D
f
(s)
i
w$i,$i if s ∈ Juf ,
Dw$is ,$is if s ∈ Jfr
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for some f
(s)
i ∈ Z (i ∈ I, s ∈ J). Hence, by Theorem 6.16, if we set
n
(s)
k :=
{
−d(s∨)k +
∑
i∈I f
(s)
i 〈hik , sik+1 · · · sim$i〉 if s ∈ Juf ,
d
(s)
k if s ∈ Jfr
for k ∈ J , then we have
y∗i (D
mut(s, i)) = t
n
(s)
1
1 · · · tn
(s)
m
m
for all s ∈ J . Moreover, by Theorem 6.16 again, there exist n˜(s)t ∈ Z, s, t ∈ J , such that
ts = y
∗
i (D
mut(1, i))n˜
(s)
1 · · · y∗i (Dmut(m, i))n˜
(s)
m
for all s ∈ J . Thus, if we set Ni := (n(s)t )s,t∈J (we consider s as a row index and t as a column
index), then Ni is a unimodular J × J-matrix. Indeed, for N˜i := (n˜(s)t )s,t∈J (we consider s as
a row index and t as a column index), we have N−1i = N˜i. We consider the total order <N˜i
on ZJ defined by
a <
N˜i
a′ if and only if a′ − a = vN˜i for some v ∈ ZJ = Zm such that v > (0, . . . , 0),
where we recall the lexicographic order < from Definition 2.10. Then we claim that the total
order <
N˜i
on Zm refines the partial order op
εi,mut
. Indeed, it suffices to show that
(0, . . . , 0) <
N˜i
(εmuts,1 , . . . , ε
mut
s,m )
for all s ∈ Juf . This is equivalent to the condition that
(0, . . . , 0) < (εmuts,1 , . . . , ε
mut
s,m )Ni = v
low
i (X̂
mut
s;i )
for all s ∈ Juf . By Theorem 6.22, we have
vlowi (X̂
mut
s;i ) = (0, . . . , 0,
s∨∨
1 , 0, . . . , 0,
(s∨)+∨−1 , 0, . . . , 0),
which proves our claim. Thus, by using <
N˜i
, we define the valuation vsmuti
on C(X(w)). Then,
by definition,
vsmuti
(Dmut(1, i)a1 · · ·Dmut(m, i)am) ≤
N˜i
vsmuti
(Dmut(1, i)a
′
1 · · ·Dmut(m, i)a′m)
if and only if
vlowi (D
mut(1, i)a1 · · ·Dmut(m, i)am) ≤ vlowi (Dmut(1, i)a
′
1 · · ·Dmut(m, i)a′m).
Moreover, it follows that
vlowi (D
mut(1, i)a1 · · ·Dmut(m, i)am) = vsmuti (D
mut(1, i)a1 · · ·Dmut(m, i)am)Ni
for all (a1, . . . , am) ∈ Zm. Hence we have
vlowi (f) = vsmuti
(f)Ni
for all f ∈ C(X(w)) \ {0}. 
Combining Theorems 2.14, 2.17, and 6.24 with the unimodularity of Ni, we obtain the
following.
Corollary 6.25. Let λ ∈ P+. Define vsmuti and Ni as in Theorem 6.24.
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(1) The equalities
S(X(w),Lλ, vlowi , τλ) = {(k,aNi) | (k,a) ∈ S(X(w),Lλ, vsmuti , τλ)},
C(X(w),Lλ, vlowi , τλ) = {(k,aNi) | (k,a) ∈ C(X(w),Lλ, vsmuti , τλ)}, and
∆(X(w),Lλ, vlowi , τλ) = ∆(X(w),Lλ, vsmuti , τλ)Ni
hold. In particular, the Newton-Okounkov body ∆(X(w),Lλ, vsmuti , τλ) is a rational
convex polytope which is unimodularly equivalent to the Nakashima-Zelevinsky polytope
∆˜i(λ).
(2) The real closed cone C(X(w),Lλ, vsmuti , τλ) is a rational convex polyhedral cone.
(3) The equality
S(X(w),Lλ, vsmuti , τλ) = C(X(w),Lλ, vsmuti , τλ) ∩ (Z>0 × Z
m)
holds. In particular, the semigroup S(X(w),Lλ, vsmuti , τλ) is finitely generated and
saturated.
Moreover, by Corollary 2.19 and Theorem 6.24, we obtain the following.
Corollary 6.26. Define vsmuti
and Ni as in Theorem 6.24.
(1) The following equality holds:
Csmuti
=
⋃
λ∈P+
∆(X(w),Lλ, vsmuti , τλ).
(2) The equality
Ci = Csmuti
Ni
holds. In particular, the cluster cone Csmuti
is unimodularly equivalent to the string
cone associated with iop.
7. Symmetric case
In this section, we assume that the Cartan matrix C(g) of g is symmetric. Consider the
upper cluster algebra structure on C[U−w ] in Sect. 5, and let S = {st = (At, εt)}t∈T be the
corresponding cluster pattern. Then each t ∈ T gives a valuation vt = vst on C(X(w)) =
C(U−w ) as in Definition 3.8. Our aim in this section is to prove the following.
Theorem 7.1. If C(g) is symmetric, then the following hold for all w ∈ W , λ ∈ P+, and
t ∈ T.
(1) The Newton-Okounkov body ∆(X(w),Lλ, vt, τλ) is independent of the choice of a re-
finement of the opposite dominance order opεt .
(2) The Newton-Okounkov body ∆(X(w),Lλ, vt, τλ) is a rational convex polytope.
(3) If t
k
—t′, then
∆(X(w),Lλ, vt′ , τλ) = µTk (∆(X(w),Lλ, vt, τλ)),
where µTk is the tropicalized cluster mutation for A∨ given in (4.1).
(4) If Lλ is very ample, then there exists a flat degeneration of X(w) to the normal toric
variety corresponding to the rational convex polytope ∆(X(w),Lλ, vt, τλ).
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Remark 7.2. By Theorem 7.1 (3), the family {∆(X(w),Lλ, vt, τλ)}t∈T of Newton-Okounkov
bodies can be viewed as a well-defined subset ∆(X(w),Lλ, vS , τλ) of A∨(RT ). Note that
A∨(RT ) is defined from an FZ-seed as in Sect. 4.1.
In the proof of Theorem 7.1, we use a specific C-basis of C[U−w ], called the dual canonical
basis/the upper global basis in the sense of Lusztig [55, 56, 57] and Kashiwara [35, 36, 37].
Recently, by using the monoidal categorification [34] of the unipotent quantum coordinate
ring Aq(n(w)), Kashiwara-Kim [40] verified the pointedness of the dual canonical basis. Here
we briefly summarize the notation and properties of the dual canonical basis.
For w ∈W , we regard the intersection U−∩X(w) as a closed subvariety of U−, and denote
by
piw : C[U−] C[U− ∩X(w)]
the restriction map. Lusztig [55, 56, 57] and Kashiwara [35, 36, 37] constructed a specific
C-basis Bup ⊂ C[U−] of C[U−] via the quantized enveloping algebra Uq(g) associated with g.
This is called (the specialization at q = 1 of) the dual canonical basis/the upper global basis
of C[U−].
Theorem 7.3 ([38, Propositions 3.2.3 and 3.2.5] (see also [20, Corollary 3.20])). For w ∈W ,
there exists a subset Bup[w] ⊂ Bup having the following properties (1), (2), and (3).
(1) The set {piw(b) | b ∈ Bup[w]} forms a C-basis of C[U− ∩X(w)].
(2) The equality piw(b) = 0 holds for all b ∈ Bup \Bup[w].
(3) For λ ∈ P+, there exists a subset Bup[w, λ] ⊂ Bup[w] such that
{σ/τλ | σ ∈ H0(X(w),Lλ)} =
∑
b∈Bup[w,λ]
Cpiw(b).
Remark 7.4. Theorem 7.3 holds even when C(g) is symmetrizable. Moreover, Theorem 7.3
is verified in the quantum setting in [38]. We rephrase the results of [38] specializing q to 1
here.
Since U−w is an open subvariety of U− ∩X(w), given by Dw$i,$i 6= 0 for i ∈ I, we have
C[U− ∩X(w)][D−1w$i,$i | i ∈ I] ' C[U−w ].
For b ∈ Bup[w], write bw := piw(b). Through the isomorphism above, the set
Bupw := {bw ·
∏
i∈I
D−aiw$i,$i | b ∈ Bup[w], (ai)i∈I ∈ ZI≥0}
forms a C-basis of C[U−w ], which is called (the specialization at q = 1 of) the dual canonical
basis/upper global basis of C[U−w ] (see [49, Proposition 4.5 and Definition 4.6]).
Kashiwara-Kim-Oh-Park [41] constructed a graded monoidal abelian category C˜w for w ∈
W from the graded module category of a quiver Hecke algebra whose Grothendieck ring K(C˜w)
specializes to C[U−w ] by tensoring with C over Z[q±1]. Here the Z[q±1]-algebra structure on
C is given by q 7→ 1, and that on K(C˜w) comes from the grading shift functor. Then the
set of the classes of self-dual simple objects in C˜w induces a C-basis of C[U−w ]. Moreover, the
construction of C˜w [41, Sect. 5.1] and the categorification result of Bup [71, 68] imply that this
basis coincides with Bupw when C(g) is symmetric (see also [49, Proposition 4.5 and Theorem
4.13]). Here note that results of Varagnolo-Vasserot [71] and Rouquier [68] are available only
when C(g) is symmetric.
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Kashiwara-Kim [40] developed the theory of extended g-vectors of the upper global basis
by using Kang-Kashiwara-Kim-Oh’s monoidal categorification [34] of the quantum cluster
algebra structure on the unipotent quantum coordinate ring, which is valid only when C(g) is
symmetric. Indeed, since the opposite dominance order opεt in Definition 3.8 is the same as the
order S in [40, Sect. 3.3] by [40, Proposition 3.3], the extended g-vector gt in Definition 3.6
corresponds to gLS defined in [40, Definition 3.8] by [40, Lemma 3.6]. Hence, rephrasing the
results of [40] by specializing q to 1, we can state the following.
Theorem 7.5 (see [40, Lemma 3.6, Theorem 3.16, and Corollary 3.17]). Assume that C(g)
is symmetric. For all w ∈W and t ∈ T, the following hold.
(1) All elements in Bupw are pointed for t. In particular, the extended g-vectors gt(b),
b ∈ Bupw , are defined.
(2) The map Bupw → ZJ given by b 7→ gt(b) is bijective.
(3) If t
k
—t′ and gt(b) = (gj)j∈J for b ∈ Bupw , then gt′(b) = (g′j)j∈J , where
g′j :=
{
gj + [−ε(t)k,j ]+gk + ε(t)k,j [gk]+ (j 6= k),
−gj (j = k)
for j ∈ J . In other words, the equality gt′(b) = µTk (gt(b)) holds for all b ∈ Bupw .
Remark 7.6. In the quantum setting, the upper global basis gives a common triangular basis
of Z[q±
1
2 ] ⊗Z[q±1] K(C˜w) in the sense of [65, Definition 6.1.3]; see [40, Proposition 3.19 and
Remark 3.20].
Proof of Theorem 7.1. By Proposition 3.9 and Theorem 7.5 (1), we have vt(b) = gt(b) for all
t ∈ T and b ∈ Bupw . Hence we deduce by Proposition 2.2 and Theorem 7.5 (2) that
vt((
∑
b∈S
Cb) \ {0}) = {gt(b) | b ∈ S} (7.1)
for an arbitrary subset S ⊂ Bupw . Since L⊗kλ = Lkλ and τkλ ∈ C×τkλ in H0(X(w),Lkλ) for all
k ∈ Z>0, it follows that
S(X(w),Lλ, vt, τλ) =
⋃
k∈Z>0
{(k, vt(σ/τkλ)) | σ ∈ H0(X(w),Lkλ) \ {0}}.
In addition, by Theorem 7.3 (3), we have
{σ/τkλ | σ ∈ H0(X(w),Lkλ)} =
∑
b∈Bup[w,kλ]
Cbw.
Hence it follows by (7.1) that
S(X(w),Lλ, vt, τλ) =
⋃
k∈Z>0
{(k, gt(bw) | b ∈ Bup[w, kλ]}, (7.2)
which implies part (1) of the theorem.
By (7.2) and Theorem 7.5 (3), we deduce that
S(X(w),Lλ, vt′ , τλ) = µ˜Tk (S(X(w),Lλ, vt, τλ)) (7.3)
for t
k
—t′, where µ˜Tk : R× RJ → R× RJ is defined by
µ˜Tk (k,a) := (k, µ
T
k (a)) (7.4)
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for (k,a) ∈ R× RJ . Since µTk and hence µ˜Tk are piecewise-linear, we see by (7.3) that
C(X(w),Lλ, vt′ , τλ) = µ˜Tk (C(X(w),Lλ, vt, τλ)). (7.5)
This proves part (3) of the theorem.
For i ∈ R(w), Corollary 6.6 (2) implies that C(X(w),Lλ, vsi , τλ) is a rational convex
polyhedral cone. Hence we see by (7.5) that C(X(w),Lλ, vt, τλ) is given by a finite number
of piecewise-linear inequalities for all t ∈ T, which implies that C(X(w),Lλ, vt, τλ) is a finite
union of rational convex polyhedral cones. However, since C(X(w),Lλ, vt, τλ) is convex, this
is a rational convex polyhedral cone, which implies part (2) of the theorem.
Now part (4) of the theorem is a straightforward consequence of Theorem 2.7 as follows.
Since we have
S(X(w),Lλ, vsi , τλ) = C(X(w),Lλ, vsi , τλ) ∩ (Z>0 × ZJ)
by Corollary 6.6 (3), we deduce by (7.3) and (7.5) that
S(X(w),Lλ, vt, τλ) = C(X(w),Lλ, vt, τλ) ∩ (Z>0 × ZJ)
for all t ∈ T. Since C(X(w),Lλ, vt, τλ) is a rational convex polyhedral cone as we have
proved above, the semigroup S(X(w),Lλ, vt, τλ) is finitely generated and saturated by Gor-
dan’s lemma (see, for instance, [8, Proposition 1.2.17]). This implies by [8, Theorem 1.3.5] that
Proj(C[S(X(w),Lλ, vt, τλ)]) is normal; hence if Lλ is very ample, then Proj(C[S(X(w),Lλ, vt, τλ)])
is identical to the normal toric variety corresponding to the |J |-dimensional rational convex
polytope ∆(X(w),Lλ, vt, τλ). Thus, we obtain part (4) by Theorem 2.7. 
The following is also proved in the proof of Theorem 7.1.
Corollary 7.7. If C(g) is symmetric, then the following hold for all w ∈ W , λ ∈ P+, and
t ∈ T.
(1) The semigroup S(X(w),Lλ, vt, τλ) and the real closed cone C(X(w),Lλ, vt, τλ) are
both independent of the choice of a refinement of the opposite dominance order opεt .
(2) The real closed cone C(X(w),Lλ, vt, τλ) is a rational convex polyhedral cone.
(3) The equality
S(X(w),Lλ, vt, τλ) = C(X(w),Lλ, vt, τλ) ∩ (Z>0 × ZJ)
holds. In particular, the semigroup S(X(w),Lλ, vt, τλ) is finitely generated and satu-
rated.
(4) If t
k
—t′, then the equalities
S(X(w),Lλ, vt′ , τλ) = µ˜Tk (S(X(w),Lλ, vt, τλ)), and
C(X(w),Lλ, vt′ , τλ) = µ˜Tk (C(X(w),Lλ, vt, τλ))
hold, where µ˜Tk is the map defined in (7.4).
The following is easily seen by Corollary 6.7 and by the proof of Theorem 7.1.
Corollary 7.8. If C(g) is symmetric, then the following hold for all w ∈W and t ∈ T.
(1) The cluster cone Cst is independent of the choice of a refinement of the opposite
dominance order opεt .
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(2) The cluster cone Cst is a rational convex polyhedral cone, and the following equalities
hold:
Cst =
⋃
λ∈P+
∆(X(w),Lλ, vst , τλ),
Cst ∩ ZJ = {gt(bw) | b ∈ Bup[w]}.
(3) If t
k
—t′, then the following equality holds:
Cst′ = µ
T
k (Cst).
By combining Corollaries 6.6 and 6.25 with Theorem 7.1, we obtain the following.
Corollary 7.9. If C(g) is symmetric, then for w ∈ W and λ ∈ P+, the string polytopes
∆i(λ) and the Nakashima-Zelevinsky polytopes ∆˜i(λ) associated with i ∈ R(w) are all related
by tropicalized cluster mutations up to unimodular transformations.
Corollary 7.10. If C(g) is symmetric, then the tropicalization (−→µi∨)T of the mutation se-
quence −→µi∨ gives a bijective piecewise-linear map from the string polytope ∆(X(w),Lλ, vsi , τλ)
onto the Nakashima-Zelevinsky polytope ∆(X(w),Lλ, vsmuti , τλ).
Example 7.11. Let G = SL3(C), λ ∈ P+, and consider the upper cluster algebra structure
on C[U−w0 ]. Since X(w0) = G/B, we obtain the Newton-Okounkov body ∆(G/B,Lλ, vt, τλ)
for each t ∈ T. In this case, there are only two FZ-seeds: si and si′ , where i, i′ ∈ R(w0) are
defined by i := (1, 2, 1) and i′ := (2, 1, 2). The quivers corresponding to εi and εi′ are both
given as follows:
2
1 3.
77
oo
Then we have si′ = µ1(si). We deduce by Theorem 2.14 (3) and [54, Sect. 1] that the
Newton-Okounkov body ∆(G/B,Lλ, v˜lowi , τλ) (resp., ∆(G/B,Lλ, v˜lowi′ , τλ)) coincides with the
following polytope:
{(a1, a2, a3) ∈ R3≥0 | a3 ≤ λ1, a3 ≤ a2 ≤ a3 + λ2, a1 ≤ a2 − 2a3 + λ1}
(resp., {(a1, a2, a3) ∈ R3≥0 | a3 ≤ λ2, a3 ≤ a2 ≤ a3 + λ1, a1 ≤ a2 − 2a3 + λ2}),
where λi := 〈λ, hi〉 for i = 1, 2. Since we have
Mi = Mi′ =
1 0 01 1 0
0 1 1
 ,
it follows by Corollary 6.6 (1) that ∆(G/B,Lλ, vsi , τλ) (resp., ∆(G/B,Lλ, vsi′ , τλ)) coincides
with the following polytope:
{(g1, g2, g3) ∈ R3 | 0 ≤ g3 ≤ λ1, 0 ≤ g2 ≤ λ2, −g2 ≤ g1 ≤ −g3 + λ1}
(resp., {(g1, g2, g3) ∈ R3 | 0 ≤ g3 ≤ λ2, 0 ≤ g2 ≤ λ1, −g2 ≤ g1 ≤ −g3 + λ2}).
We define an R-linear automorphism ω : R3 ∼−→ R3 by ω(a1, a2, a3) := (a1, a3, a2). Then the
composite map ω ◦ µT1 : R3 → R3 is given by
ω ◦ µT1 (g1, g2, g3) := (−g1, g3 + [g1]+, g2 − [−g1]+),
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which gives a bijective piecewise-linear map from ∆(G/B,Lλ, vsi , τλ) onto ∆(G/B,Lλ, vsi′ , τλ).
In addition, we see that −→µi∨ = −→µi′∨ = µ1, and hence that
smuti = si′ , s
mut
i′ = si.
If λ = $1 + $2 ∈ P+, then we have λ1 = λ2 = 1. Hence the Newton-Okounkov bodies
∆(G/B,Lλ, vsi , τλ) and ∆(G/B,Lλ, vsi′ , τλ) both coincide with the following polytope:
{(g1, g2, g3) ∈ R3 | 0 ≤ g3 ≤ 1, 0 ≤ g2 ≤ 1, −g2 ≤ g1 ≤ −g3 + 1};
see Figure 7.1. In this case, ω ◦ µT1 gives a bijective piecewise-linear map from this polytope
to itself.
g1
g2
g3
Figure 7.1. The Newton-Okounkov body ∆(G/B,Lλ, vsi , τλ) = ∆(G/B,Lλ, vsi′ , τλ).
Example 7.12. Let G = SL4(C), λ ∈ P+, and i = (1, 2, 1, 3, 2, 1) ∈ R(w0). Then the quiver
associated with εi is given in Example 6.8. By Theorem 2.14 (3) and [54, Sect. 1], the
Newton-Okounkov body ∆(G/B,Lλ, v˜lowi , τλ) coincides with the set of (a1, a2, . . . , a6) ∈ R6≥0
satisfying the following inequalities:
a6 ≤ λ1, a6 ≤ a5 ≤ a6 + λ2, a5 ≤ a4 ≤ a5 + λ3, a3 ≤ a5 − 2a6 + λ1,
a3 ≤ a2 ≤ a3 + a4 − 2a5 + a6 + λ2, a1 ≤ a2 − 2a3 + a5 − 2a6 + λ1,
where λi := 〈λ, hi〉 for i = 1, 2, 3. Since we have
Mi =

1 0 0 0 0 0
1 1 0 0 0 0
0 1 1 0 0 0
1 1 0 1 0 0
0 1 1 1 1 0
0 0 0 1 1 1
 ,
it follows by Corollary 6.6 (1) that ∆(G/B,Lλ, vsi , τλ) coincides with the set of (g1, g2, . . . , g6) ∈
R6 satisfying the following inequalities:
0 ≤ g6 ≤ λ1, 0 ≤ g5 ≤ λ2, 0 ≤ g4 ≤ λ3, −g5 ≤ g3 ≤ −g6 + λ1,
− g4 ≤ g2 ≤ −g5 + λ2, −g2 − g4 ≤ g1 ≤ −g3 − g6 + λ1.
In addition, by Theorem 2.14 (2) and [59, Theorem 6.1] (see also [18, Example 3.12]), we
see that ∆(G/B,Lλ, vlowi , τλ) coincides with the set of (a1, a2, . . . , a6) ∈ R6≥0 satisfying the
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following inequalities:
a6 ≤ λ1, a5 ≤ a6 + λ2, a4 ≤ a5 + λ3, a3 ≤ min{a5, λ2},
a2 ≤ min{a4, a3 + λ3}, a1 ≤ min{a2, λ3}.
By computing −→µi∨(Di) = µ3µ1µ2µ3(Di), we deduce that
Ni =

0 1 0 1 1 0
0 0 0 1 0 0
0 0 0 1 1 0
1 1 0 1 0 0
0 1 1 1 1 0
0 0 0 1 1 1
 .
This implies by Corollary 6.25 (1) that ∆(G/B,Lλ, vsmuti , τλ) coincides with the set of (g1, g2, . . . , g6) ∈
R6 satisfying the following inequalities:
0 ≤ g6 ≤ λ1, 0 ≤ g5 ≤ λ2, 0 ≤ g4 ≤ λ3, −g5 ≤ g1 ≤ −g4 + λ3,
− g1 − g6 ≤ g3 ≤ −g1 − g5 + λ2, −g3 − g6 ≤ g2 ≤ −g4 + λ3.
By Corollary 7.10, the tropicalization (−→µi∨)T gives a bijective piecewise-linear map from
∆(G/B,Lλ, vsi , τλ) onto ∆(G/B,Lλ, vsmuti , τλ). The tropicalization (
−→µi∨)T is given by
(−→µi∨)T (g) = (−g1 + [−g3]+ − [−g′3]+,−g2 − [g3]+ + [g′3]+,−g′3,
g4 − [−g2 − [g3]+]+ − [−g′3]+, g5 − [−g3]+ + [g′3]+, g6 + [g3]+ + [g1 − [−g3]+]+)
for g = (g1, g2, . . . , g6) ∈ R6, where g′3 := −g3 + [g2 + [g3]+]+ − [−g1 + [−g3]+]+.
8. Generators of cluster cones
In this section, we address the following question: which elements of C[U−w ] do give genera-
tors of the cluster cone Cst? In some specific cases, we compute the minimal generators of the
cluster cone, which are given as extended g-vectors of specific cluster variables. Let C ⊂ Rm
be a rational strongly convex polyhedral cone. Since C is strongly convex, a 1-dimensional
face σ of C is a ray, i.e., a half line. Then, since C is rational, the ray σ can be written as
σ = R≥0uσ
for some primitive element uσ ∈ Zm. We call uσ a ray generator of C. Denoting by R(C)
the set of ray generators of C, we have
C =
∑
u∈R(C)
R≥0u.
NEWTON-OKOUNKOV POLYTOPES ARISING FROM CLUSTER STRUCTURES 42
Assume that G is simple and of classical type. We identify the set I of vertices of the Dynkin
diagram with {1, 2, . . . , n} as follows:
An
1 2 n− 1 n
,
Bn
1 2
ks
n− 1 n
,
Cn
1 2
+3
n− 1 n
,
Dn
3 n− 1 n1
2
.
We define i ∈ R(w0) as follows.
• If G is of type An, then
i := (1, 2, 1, 3, 2, 1, . . . , n, n− 1, . . . , 1) ∈ I n(n+1)2 .
• If G is of type Bn or Cn, then
i := (1, 2, 1, 2︸ ︷︷ ︸
3
, 3, 2, 1, 2, 3︸ ︷︷ ︸
5
, . . . , n, n− 1, . . . , 1, . . . , n− 1, n︸ ︷︷ ︸
2n−1
) ∈ In2 .
• If G is of type Dn, then
i = (1, 2, 3, 1, 2, 3︸ ︷︷ ︸
4
, 4, 3, 1, 2, 3, 4︸ ︷︷ ︸
6
, . . . , n, n− 1, . . . , 3, 1, 2, 3, . . . , n− 1, n︸ ︷︷ ︸
2n−2
) ∈ In(n−1).
Recall from Corollary 2.19 that C˜i coincides with the string cone associated with i. Littelmann
[54, Theorems 5.1, 6.1, 7.1] gave a system of explicit linear inequalities defining the string
cone C˜i for the reduced word i above. By this description, we obtain the following.
• If G is of type An, then
R(C˜i) = {(0, . . . , 0︸ ︷︷ ︸
i(i−1)
2
, 1, . . . , 1︸ ︷︷ ︸
j
, 0, . . . , 0) ∈ Rn(n+1)2 | 1 ≤ i ≤ n, 1 ≤ j ≤ i}.
• If G is of type Bn, then
R(C˜i) = {(0, . . . , 0︸ ︷︷ ︸
(i−1)2
, 1, . . . , 1︸ ︷︷ ︸
j
, 0, . . . , 0) ∈ Rn2 | 2 ≤ i ≤ n, 1 ≤ j ≤ i− 1}
∪ {(0, . . . , 0︸ ︷︷ ︸
(i−1)2
, 1, . . . , 1︸ ︷︷ ︸
i−1
, 2, 1, . . . , 1︸ ︷︷ ︸
j
, 0, . . . , 0) ∈ Rn2 | 2 ≤ i ≤ n, 0 ≤ j ≤ i− 1}
∪ {(1, 0, 0, . . . , 0) ∈ Rn2}.
• If G is of type Cn, then
R(C˜i) = {(0, . . . , 0︸ ︷︷ ︸
(i−1)2
, 1, . . . , 1︸ ︷︷ ︸
j
, 0, . . . , 0) ∈ Rn2 | 1 ≤ i ≤ n, 1 ≤ j ≤ 2i− 1}.
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• If G is of type Dn, then
R(C˜i) = {(0, . . . , 0︸ ︷︷ ︸
i(i−1)
, 1, . . . , 1︸ ︷︷ ︸
j
, 0, . . . , 0) ∈ Rn(n−1) | 2 ≤ i ≤ n− 1, 1 ≤ j ≤ 2i}
∪ {(0, . . . , 0︸ ︷︷ ︸
i(i−1)
, 1, . . . , 1︸ ︷︷ ︸
i−1
, 0, 1, 0, . . . , 0) ∈ Rn(n−1) | 2 ≤ i ≤ n− 1}
∪ {(1, 0, 0, . . . , 0), (0, 1, 0, . . . , 0) ∈ Rn(n−1)}.
For 1 ≤ k ≤ n, let gk ⊂ g denote the Lie subalgebra generated by {ei, fi, hi | 1 ≤ i ≤ k},
W (k) the Weyl group of gk, and w
(k)
0 ∈ W (k) the longest element. We define a set D of
unipotent minors by
D :=
⋃
1≤k≤n
{D
w
(k)
0 $k,w$k
| w ∈W (k), w$k 6= w(k)0 $k}.
Then we obtain the following lemma by Remark A.8.
Lemma 8.1. All elements of D are cluster variables of C[U−w0 ].
Proposition 8.2. Let G and i be as above, and use the lexicographic order ≺ in Defini-
tion 2.10 to construct the valuation vsi and the cluster cone Csi. Then the equality
R(Csi) = vsi(D)
holds. In particular, all elements of R(Csi) are extended g-vectors of cluster variables.
Proof. It suffices to prove the first assertion since the second assertion follows from the first
one by Corollary 3.10 and Lemma 8.1. By Theorem 6.5 and Corollary 6.7, it is enough to
show that
R(C˜i) = v˜lowi (D). (8.1)
We write i = (i1, . . . , im). For 1 ≤ k ≤ n and w ∈ W (k), the definitions of Dw(k)0 $k,w$k and
y∗i : C[U−w0 ] ↪→ C[t±11 , . . . , t±1m ] imply that
y∗i (Dw(k)0 $k,w$k
) = 〈f
w
(k)
0 $k
, yi1(t1)yi2(t2) · · · yim(tm)vw$k〉.
Hence (8.1) follows by the graphs of the crystal bases for the fundamental representations
V ($i), i ∈ I, given by Kashiwara-Nakashima [42]; see [39] for a survey on crystal bases. This
proves the proposition. 
Proposition 8.3. Let G and i be as above. Then the cluster cone Csi does not depend on
the choice of a refinement of the opposite dominance order op
εi
.
Remark 8.4. If G is of type An or Dn, this proposition has proved in Corollary 7.8.
Proof of Proposition 8.3. We prove the assertion only in the case of type Bn; proofs for the
other cases are similar. Recall from Proposition 2.18 that
v˜lowi (C[U−] \ {0}) = C˜i ∩ Zn
2
.
If we set
D˜ := D ∪ {Dsksk−1···s1$1,$1 | 2 ≤ k ≤ n},
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then, in a way similar to the proof of Proposition 8.2, we deduce that
v˜lowi (D˜) = R(C˜i) ∪ {(0, . . . , 0︸ ︷︷ ︸
(i−1)2
, 1, . . . , 1︸ ︷︷ ︸
i
, 0, . . . , 0) ∈ Rn2 | 2 ≤ i ≤ n}.
Hence the set D˜ forms a Khovanskii basis for (C[U−], v˜lowi ), that is, the semigroup v˜lowi (C[U−]\
{0}) is generated by the set v˜lowi (D˜); see [46] for more details on Khovanskii bases. We consider
the adjoint action of H on U− given by h · u := huh−1 for h ∈ H and u ∈ U−, which induces
an H-representation on C[U−]. Then its weight space decomposition is as follows:
C[U−] =
⊕
β∈Q+
C[U−]β.
In addition, by the definition of y∗i , the set y
∗
i (C[U−]β) is contained in the C-subspace of
C[t±11 , . . . , t
±1
n2
] spanned by
{ta11 · · · t
an2
n2
| a1αi1 + · · ·+ an2αin2 = β}
for β ∈ Q+, where we write i = (i1, . . . , in2). This implies that the weight space C[U−]β is
finite-dimensional over C for all β ∈ Q+. In addition, we have
v˜lowi (C[U−]β \ {0}) ∩ v˜lowi (C[U−]β′ \ {0}) = ∅
for all β, β′ ∈ Q+ such that β 6= β′. Since the elements of D˜ are all weight vectors, we know
that the subduction algorithm ([46, Algorithm 2.11]) terminates for all f ∈ C[U−] \ {0}.
Hence an arbitrary element of C[U−] can be described as a polynomial in D˜ such that the
values of v˜lowi on the monomials appearing in this polynomial are all distinct. This implies
that there exists a C-basis B of C[U−] consisting of monomials in D˜ with distinct values for
the valuation v˜lowi . Since D˜ consists of cluster variables, the elements of B are all pointed
by Theorem 3.7. In addition, the values vsi(b), b ∈ B, are all distinct by Theorem 6.5. This
proves the proposition by Proposition 2.2. 
Remark 8.5. Let w ∈ W , and i ∈ R(w). By the proof of Proposition 8.3, if there exists a
Khovanskii basis for (C[U−∩X(w)], v˜lowi ) consisting of cluster monomials which are all weight
vectors, then the cluster cone Csi is independent of the choice of a refinement of the opposite
dominance order op
εi
.
Appendix A. Investigation of specific mutation sequences
In this appendix, we give proofs of Theorems 6.9 and 6.12. We adopt Notation 6.1 in this
appendix, and recall the notation in Sect. 6.2.1.
First it is convenient to introduce a skew-symmetrizable matrix εi,ex = (εs,t)s,t∈J obtained
from Γi by the rule (6.3). Note that εs,t = 0 for s, t ∈ Jfr, and εi is the Juf × J-submatrix of
εi,ex. We can consider the mutations of εi,ex by (3.1), and if we apply a mutation sequence
µsk · · ·µs1 such that s1, . . . , sk ∈ Juf , then the Juf × J-submatrix of µsk · · ·µs1(εi,ex) is equal
to µsk · · ·µs1(εi). Hence, in the following, we study mutations of εi,ex (in directions s ∈ Juf).
Assume that we have a skew-symmetrizable J × J-matrix ε which is recovered from the
quiver of the following form by the rule (6.3):
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i >
j′ >
j′′>
s−
t′
s s+
(t′)+
s(2) · · ·s(k−1) s(k) s(k+1)
· · · · · ·(t′)(l′) (t′)(l′+1)
t′′ (t′′)+· · · (t′′)(l′′)
· · ·
· · ·
· · · · · ·
· · ·
· · ·
j′′′> t′′′ (t′′′)+ · · ·(t′′′)(l′′′)· · · · · ·
j > · · · t t+ t(2) · · · t(l) t(l+1) · · ·oo oo ooCC
((
99
\\

oo
DD

||
//
;;
oo oo
oo
,, oo
oo44
oo
oo

??
%%
Here r(k) (r ∈ J, k ∈ Z>0) is defined as
r(1) := r+, r(k) := (r(k−1))+ for k ∈ Z>1;
note that we consider r+ with respect to i.
Applying the mutation µs to ε in direction s, we obtain a skew-symmetrizable J×J-matrix
which is recovered from the following quiver by the rule (6.3):
i >
j′ >
j′′>
s−
t′
s s+
(t′)+
s(2) · · ·s(k−1) s(k) s(k+1)
· · · · · ·(t′)(l′) (t′)(l′+1)
t′′ (t′′)+· · · (t′′)(l′′)
· · ·
· · ·
· · · · · ·
· · ·
· · ·
j′′′> t′′′ (t′′′)+ · · ·(t′′′)(l′′′)· · · · · ·
j > · · · t t+ t(2) · · · t(l) t(l+1) · · ·oo oo oo
 ((
99
TT
oo

oo {{ // oo
oo
,, oo
oo44
oo
oo
__
''
SS
ZZ
%%
66
Then s+ in this mutated quiver is in the same situation as s of the original quiver. Indeed,
• the line j for new s+ corresponds to the line j or j′′′ for previous s,
• the line j′ for new s+ corresponds to the line j or j′′′ for previous s,
• the line j′′ for new s+ corresponds to the line j′ or j′′ for previous s,
• the line j′′′ for new s+ corresponds to the line j′ or j′′ for previous s.
Moreover, even if
• s− does not exist (that is, ξi(s) = (i, 1)), or
• there exist arrows among the lines j, j′, j′′, and j′′′, or
• there are more (or no) lines of the same form as the lines j, j′, j′′, or j′′′,
it does not make our situation more complicated (we only need an obvious modification).
Hence we can calculate ←−µi[1](εi,ex) by iterated application of the above argument. More
precisely, we obtain the following.
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Proposition A.1. Let w ∈ W , and i ∈ R(w). Assume that mi1 > 1 (that is, ←−µi[1] 6= id).
Then the J × J-matrix ←−µi[1](εi,ex) = (ε′s,t)s,t∈J is given by
ε′s,t =

−1 if is = i1 and s = t+ 6∈ Jfr,
1 if is = i1 and s = t
+ ∈ Jfr,
cit,is if is = i1 and s
+ < t < s(2) < t+,
−cit,is if is = i1 and t < s+ < t+ ≤ s(2),
1 if it = i1 and s
+ = t 6∈ Jfr,
−1 if it = i1 and s+ = t ∈ Jfr,
cit,is if it = i1 and s < t
+ < s+ ≤ t(2),
−cit,is if it = i1 and t+ < s < t(2) < s+,
cit,is if is = i1 and t < s < t
+ = s+ 6∈ J,
−cit,is if it = i1 and s < t < s+ = t+ 6∈ J,
εs,t if is 6= i1 and it 6= i1,
0 otherwise.
(A.1)
Example A.2. For the examples in Example 6.8, the quivers associated with ←−µi[1](εi,ex) are
given as follows.
• The case of g = sl4(C) and i = (1, 2, 1, 3, 2, 1) ∈ R(w0):
3 >
2 >
1 > 1
2
3
4
5
6oo //
22
ww
gg
ww
oo
77
• The case of g = sl4(C) and i = (2, 1, 2, 3, 2, 1) ∈ R(w0):
3 >
2 >
1 >
1
2
3
4
5
6
oo //;;
oo
33
{{
cc
• The case of g = so5(C) and i = (1, 2, 1, 2) ∈ R(w0):
2 >
1 > 1
2
3
4
{{ //
oo
For i = (i1, . . . , im) ∈ R(w), set iop := (im, . . . , i1) ∈ R(w−1). Then we have a bijection
Ri : J → J given by Ri := (ξiop)−1 ◦ ξi. Note that Ri(Juf) = Juf and Ri(Jfr) = Jfr.
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Theorem A.3. Let w ∈ W , and i ∈ R(w). Then the J × J-matrix ←−µi(εi,ex) = (εs,t)s,t∈J is
given by
εs,t =

1 if s = t+,
−1 if s+ = t,
cit,is if Ri(t) < Ri(s) < Ri(t
+) < Ri(s
+),
−cit,is if Ri(s) < Ri(t) < Ri(s+) < Ri(t+),
cit,is if s = ξ
−1
iop(is,mis) > ξ
−1
iop(it,mit) = t and ξ
−1
iop(is, 1) < ξ
−1
iop(it, 1),
−cit,is if t = ξ−1iop(it,mit) > ξ−1iop(is,mis) = s and ξ−1iop(it, 1) < ξ−1iop(is, 1),
0 otherwise.
(A.2)
Note that Theorem 6.9 is an immediate consequence of Theorem A.3.
Remark A.4. The quiver associated with ←−µi(εi,ex) is the same as the one obtained from Γiop
by reversing directions of all arrows and adding arrows s→ t for s, t such that
s = ξ−1iop(is,mis) > ξ
−1
iop(it,mit) = t and ξ
−1
iop(is, 1) < ξ
−1
iop(it, 1).
Note that, for i, j ∈ I, the condition
ξ−1iop(i,mi) > ξ
−1
iop(j,mj) and ξ
−1
iop(i, 1) < ξ
−1
iop(j, 1)
is equivalent to
ξ−1i (i,mi) > ξ
−1
i (j,mj) and ξ
−1
i (i, 1) < ξ
−1
i (j, 1).
Example A.5. For the examples in Example 6.8, we obtain the following.
• The case of g = sl4(C) and i = (1, 2, 1, 3, 2, 1) ∈ R(w0): we have ←−µi = µ1µ2µ3µ1, and
the quiver associated with ←−µi(εi,ex) is given by
3 >
2 >
1 > 1
2
3
4
5
6// //
gg
ww ww
gg//
ww
gg
• The case of g = sl4(C) and i = (2, 1, 2, 3, 2, 1) ∈ R(w0): we have ←−µi = µ1µ2µ3µ1, and
the quiver associated with ←−µi(εi,ex) is given by
3 >
2 >
1 >
1
2
3
4
5
6
// //
{{
kk
//
ss
cc
• The case of g = so5(C) and i = (1, 2, 1, 2) ∈ R(w0): we have ←−µi = µ2µ1, and the
quiver associated with ←−µi(εi,ex) is given by
2 >
1 > 1
2
3
4;;
//
//
ss
Proof of Theorem A.3. We prove the theorem by induction on the length m of w. When
m = 1, there is nothing to prove.
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Suppose that m > 1. Set i2≤ := (i2, . . . , im). If mi1 = 1, then
←−µi[1] = id, and 1 is
not connected with other vertices by arrows. Moreover, we have Ri2≤(s) = Ri(s + 1) and
s+,2≤ + 1 = (s + 1)+ for all s ∈ J \ {m}, where, to avoid confusion, we write s+,2≤ for s+
with respect to i2≤. Hence we obtain the desired result since the theorem holds for si1w by
our induction hypothesis.
Assume that mi1 > 1. Consider the quiver Γ
(1)
i associated with
←−µi[1](εi,ex). By Proposi-
tion A.1, if we
(i) remove the vertex s ∈ J such that ξi(s) = (i1,mi1) and the arrows attached to s,
(ii) remove the arrows among (i1,mi1 − 1) and (i,mi), i ∈ I \ {i1},
(iii) move each vertex s of Juf such that is = i1 to the place of s
+,
then Γ
(1)
i becomes the quiver Γi2≤ associated with ε
i2≤,ex. After these procedure, the calcula-
tion of ←−µi[m] ◦ · · · ◦ ←−µi[2] is nothing but that of ←−−µi2≤(εi2≤,ex). Moreover, in the processes (i),
(ii), (iii), we do not remove the arrows connected with the vertices where mutations are per-
formed in←−µi[m]◦ · · · ◦←−µi[2]. Hence, to calculate←−µi(εi,ex), we may first consider←−−µi2≤(εi2≤,ex),
and next recall the arrows which are removed by (i) and (ii) via identification above. By our
induction hypothesis and Remark A.4, the quiver associated with ←−−µi2≤(εi2≤,ex) is obtained
from Γ(i2≤)op by reversing directions of all arrows and adding arrows s→ t for s, t such that
s = ξ−1(i2≤)op(is,m
′
is) > ξ
−1
(i2≤)op
(it,m
′
it) = t and ξ
−1
(i2≤)op
(is, 1) < ξ
−1
(i2≤)op
(it, 1),
where
m′i :=
{
mi1 − 1 if i = i1,
mi otherwise.
Moreover, in the processes (i) and (ii), we remove the arrows s→ t such that
• s = ξ−1i (i1,mi1 − 1) and t = ξ−1i (i1,mi1),
• s = ξ−1i (i1,mi1) > ξ−1i (it,mit) = t (note that we also have ξ−1i (i1, 1) = 1 < ξ−1i (it, 1)),
• ξ−1i (i1,mi1) > ξ−1i (is,mis) = s and t = ξ−1i (i1,mi1 − 1).
Since ξ(i2≤)op = ξiop |J\{m}, ξ−1iop(i1,mi1) = m, and Γ(i2≤)op is a subquiver of Γiop , we obtain
the desired result. 
Next we calculate the explicit form of ←−µi(Di). Indeed, the exchange relations appearing
in ←−µi correspond to the following well-known determinantal identities as pointed out in [21];
recall Notation 5.2 for the notation.
Proposition A.6 (A system of determinantal identities [14, Theorem 1.17]). Let i = (i1, . . . , im) ∈
R(w). For s, t ∈ J ∪ {0}, set
Di(s, t) :=

Dw≤s$is ,w≤t$is if s ∈ J,
0 if s = 0 and t ∈ J,
1 if s = t = 0.
Then, for s, t ∈ J with is = it and s > t, the following equality holds:
Di(s
−, t−)Di(s, t) = Di(s, t−)Di(s−, t) +
∏
j∈I\{is}
Di(s
−(j), t−(j))−cj,is . (A.3)
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Remark A.7. We should note the following property of the system of identities (A.3). Let
i = (i1, . . . , im) ∈ R(w), and 1 ≤ k ≤ m. Write ik≤ := (ik, . . . , im) = (i′1, . . . , i′m−k+1). For
s ∈ {1, . . . ,m− k+ 1}, the numbers s− and s−(j) (j ∈ I) associated with ik≤ are denoted by
s−,k and s−,k(j), respectively. Then, by Proposition A.6, we have
Dik≤(s
−,k, t−,k)Dik≤(s, t) = Dik≤(s, t
−,k)Dik≤(s
−,k, t) +
∏
j∈I\{i′s}
Dik≤(s
−,k(j), t−,k(j))−cj,i′s
for s, t ∈ {1, . . . ,m − k + 1} with i′s = i′t and s > t. Then the equality still holds if we
substitute
• Di(s−,k + k − 1, t−,k + k − 1) for Dik≤(s−,k, t−,k),
• Di(s+ k − 1, t+ k − 1) for Dik≤(s, t),
• Di(s+ k − 1, t−,k + k − 1) for Dik≤(s, t−,k),
• Di(s−,k + k − 1, t+ k − 1) for Dik≤(s−,k, t),
• Di(s−,k(j) + k − 1, t−,k(j) + k − 1) for Dik≤(s−,k(j), t−,k(j)) (j ∈ I \ {i′s}).
Proof of Theorem 6.12. In the mutation sequence ←−µi, the mutation µs appears (mis − k[s])
times for s ∈ J . Hence it suffices to show that by each mutation µs in ←−µi, the cluster
variable at s changes from an element of the form Di(t1, t2) to Di(t
+
1 , t
+
2 ); recall the notation
in Proposition A.6. Here we set t+2 := ξ
−1
i (it1 , 1) if t2 = 0. First we consider the mutation
sequence ←−µi[1]. If mi1 = 1, then ←−µi[1] = id. If mi1 > 1, then the observation before
Proposition A.1 shows that the desired statement holds for ←−µi[1] because each exchange
relation is of the form (A.3). More precisely, the exchange relation for the mutation µξ−1i (i1,k)
in ←−µi[1] corresponds to the equality (A.3) for s = ξ−1i (i1, k + 1) and t = 1.
Let i2≤ := (i2, . . . , im) = (i′1, . . . , i′m−1). Comparing the FZ-seed si2≤ (whose index set is
{1, . . . ,m− 1}) with ←−µi[1](si), we observe the following:
(∗) applying the modification (i)–(iii) in the proof of Theorem A.3 to←−µi[1](si), we obtain
the FZ-seed which can be obtained by substituting Di(s+1, 1) for the cluster variable
Di2≤(s, 0) of si2≤ at s ∈ {1, . . . ,m− 1}.
Hence Remark A.7 and the observation of←−µi[1] imply that the exchange relations appearing in
the process←−µi[2] from←−µi[1](si) are the equalities of the form (A.3). In particular, the cluster
variable at s changes from an element of the form Di(t1, t2) to Di(t
+
1 , t
+
2 ) in this process.
Iterating this argument, we can calculate←−µi[m]◦ · · · ◦←−µi[1](si) inductively, and we know that
the cluster variable at s changes from an element of the form Di(t1, t2) to Di(t
+
1 , t
+
2 ) at each
mutation. 
Remark A.8. By Theorem 5.4 and the proof of Theorem 6.12,
Dw1$i,w2$i such that

`(w) > `(w1) > `(w2),
`(w1si) < `(w1),
`(w) = `(w1) + `(w
−1
1 w) and `(w1) = `(w2) + `(w
−1
2 w1)
is a cluster variable of C[U−w ] with respect to the cluster structure whose initial FZ-seed
is si (i ∈ R(w)). Indeed, for (j1, . . . , jm2) ∈ R(w2), (jm2+1, . . . , jm1) ∈ R(w−12 w1), and
(jm1+1, . . . , jm) ∈ R(w−11 w), let j := (j1, . . . , jm2 , jm2+1, . . . , jm1 , jm1+1, . . . , jm) ∈ R(w).
Then
Dw1$i,w2$i = Dj(m1,m2).
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Remark A.9. The proofs of Theorems 6.9 and 6.12 work also in the quantum settings by using
[23, Proposition 5.5] (see also [48, Proposition 3.24 and Remark 3.25]).
Appendix B. Double Bruhat cells and unipotent cells
In this appendix, we see a direct relation between the cluster structure on the coordinate
ring of U−w and that of the double Bruhat cell Gw,e := B− ∩Bw˜B, where w˜ ∈ NG(H) is a lift
for w. Indeed, Berenstein-Fomin-Zelevinsky [3] and Williams [72] proved that C[Gw,e] (more
generally, C[Gw,w′ ] for w,w′ ∈W ) has a structure of an upper cluster algebra. Actually, their
upper cluster algebra structure induces an upper cluster algebra structure of C[U−w ], but as
far as the authors know, this procedure is not explicitly explained in the literature. Hence we
demonstrate it in this appendix. We adopt an algebraic proof, and as a byproduct we show
that C[U−w ] also has an (ordinary) cluster algebra structure.
Remark B.1. Geiss-Leclerc-Schro¨er [21] verified the cluster algebra structure on C[U−w ] with-
out going through Gw,e under the assumption that G is a symmetric Kac-Moody group. De-
monet [9] extended Geiss-Leclerc-Schro¨er’s method to the case of symmetrizable Kac-Moody
groups for specific w. Goodearl-Yakimov [25] showed the quantum cluster algebra structure
on the quantum analogue of C[U−w ] for an arbitrary symmetrizable Kac-Moody group G and
w ∈W . They also announced the classical version of their results in [26, Sect. 1.2].
Let w ∈W , and write
D˜f,v := Cf,v|Gw,e , D˜uλ,u′λ := ∆uλ,u′λ|Gw,e , eµ := ∆µ,µ|H
for λ ∈ P+, f ∈ V (λ)∗, v ∈ V (λ), u, u′ ∈ W , and µ ∈ P . It is easy to see that the
multiplication map gives an isomorphism
U−w ×H ∼−→ Gw,e
of varieties. Hence we have an isomorphism C[Gw,e] ∼−→ C[U−w ] ⊗C C[H] of C-algebras given
by
D˜f,v 7→ Df,v ⊗ eµ
for f ∈ V (λ)∗, λ ∈ P+, and a weight vector v ∈ V (λ) of weight µ ∈ P . In particular, there
exists a C-algebra isomorphism
C[Gw,e]/(D˜$i,$i − 1 | i ∈ I) ∼−→ C[U−w ], (B.1)
where (D˜$i,$i − 1 | i ∈ I) is the ideal of C[Gw,e] generated by {D˜$i,$i − 1 | i ∈ I}.
Let us see the upper cluster algebra structure on Gw,e. Fix i = (i1, . . . , im) ∈ R(w). We
set I := {i | i ∈ I}, and write
i
+
:= min({m+ 1} ∪ {1 ≤ j ≤ m | ij = i})
for i ∈ I. Let ii := i, and consider that i < j for all 1 ≤ j ≤ m. We set
J˜ := I ∪ {1, . . . ,m} and J˜fr := I ∪ {j ∈ J | j+ = m+ 1}.
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Define a Juf × J˜-integer matrix ε˜i = (ε˜s,t)s∈Juf ,t∈J˜ by
ε˜s,t :=

−1 if s = t+,
−cit,is if t < s < t+ < s+,
1 if s+ = t,
cit,is if s < t < s
+ < t+,
0 otherwise.
For s ∈ J˜ , we set
D˜(s, i) :=
{
D˜w≤s$is ,$is if s ∈ {1, . . . ,m},
D˜$is ,$is if s ∈ I.
Let us consider the upper cluster algebra U (s˜t0) whose initial FZ-seed is given as s˜t0 = (A˜t0 =
(A˜s;t0)s∈J˜ , ε˜
i).
Theorem B.2 ([3, Theorem 2.10] and [72, Theorem 4.16]). There exists a C-algebra isomor-
phism
U (s˜t0)
∼−→ C[Gw,e] given by A˜s;t0 7→ D˜(s, i) for s ∈ J˜ .
Example B.3. Recall the quiver description of the exchange matrix appearing in Example 5.5.
When G = SL5(C) and i = (1, 2, 1, 3, 2, 1, 4, 3, 2, 1), the initial FZ-seed (A˜t0 , ε˜i) is described
as follows:
D˜$4,$4
D˜$3,$3
D˜$2,$2
D˜$1,$1
D˜w0$4,$4
D˜s1s2s1s3$3,$3 D˜w0$3,$3
D˜s1s2$2,$2 D˜s1s2s1s3s2$2,$2 D˜w0$2,$2
D˜s1$1,$1 D˜s1s2s1$1,$1 D˜s1s2s1s3s2s1$1,$1 D˜w0$1,$1
oo
oo
oo
oo
''
''
''
77
77
''
77
77
''
77
''
77
oo
oo oo
oo oo oo
Our main statement in this appendix is that Theorem B.2 implies the following theorem.
Theorem B.4. There is a C-algebra isomorphism U (At0 , εi)
∼−→ C[U−w ] given by
As;t0 7→ D(s, i)
for s ∈ J . Moreover, U (At0 , εi) = A (At0 , εi).
Proof. The fraction field Fw of the coordinate ring C[U−w ] is isomorphic to the field of rational
functions in |J |-variables, and {D(s, i) | s ∈ J} forms a free generating set of Fw (cf. Theo-
rem 6.16). Hence the upper cluster algebra U (At0 , ε
i) can be realized as a C-subalgebra of
Fw in such a manner that the initial FZ-seed is given as
(At0 := (D(s, i) | s ∈ J), εi).
Moreover, we consider U (A˜t0 , ε˜
i) as a C-subalgebra of the fraction field of C[Gw,e] by Theo-
rem B.2. By (B.1), we have a C-algebra homomorphism
pi : C[Gw,e] C[U−w ] ↪→ Fw.
We shall prove that the image Impi of pi is contained in U (At0 , ε
i). It suffices to show that
pi(A˜s;t) =
{
As;t if s ∈ J,
1 if s ∈ I (B.2)
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for all t ∈ T and s ∈ J˜ . We show it by induction on the distance from t0 in T. When t = t0,
(B.2) is clear from the definition of the initial FZ-seed. Let t, t′ ∈ T and k ∈ Juf such that
t
k
—t′, and suppose that (B.2) holds at t. First it is clear from the definition of exchange
relations that
pi(A˜s;t′) = pi(A˜s;t) = As;t = As;t′
for s ∈ J˜ \ {k}, where we set As;t′ = As;t = 1 for s ∈ I. Next, by our induction hypothesis
and the definition of exchange relations again, we have
pi(A˜k;t)pi(A˜k;t′) = pi(A˜k;tA˜k;t′)
= pi
∏
s∈J˜
A˜
[ε
(t)
k,s]+
s;t +
∏
s∈J˜
A˜
[−ε(t)k,s]+
s;t

=
∏
s∈J
A
[ε
(t)
k,s]+
s;t +
∏
s∈J
A
[−ε(t)k,s]+
s;t
= Ak;tAk;t′ = pi(A˜k;t)Ak;t′ .
Hence we have pi(A˜k;t′) = Ak;t′ . Thus, we obtain (B.2), and C[U−w ] ' Impi ⊂ U (At0 , εi).
By (B.2) again, pi induces a surjective C-algebra homomorphism between the ordinary
cluster algebras
A (A˜t0 , ε˜
i) A (At0 , εi).
Here remark that A (A˜t0 , ε˜
i) ⊂ U (A˜t0 , ε˜i) and A (At0 , εi) ⊂ U (At0 , εi). Hence A (At0 , εi) is
contained in Impi ' C[U−w ]. By [21, Proposition 8.5] (or [49, Corollary 2.22]) and Remark A.8,
we conclude that the C-algebra generators of C[U−w ] can be obtained as cluster variables of
A (At0 , ε
i). These imply that A (At0 , ε
i) = C[U−w ]. Moreover, since C[U−w ] is isomorphic to
a certain localization of a polynomial ring by [21, Proposition 8.5] (or [49, Corollary 2.22]),
C[U−w ] is a unique factorization domain. Hence, by [22, Corollary 1.5], we obtain
C[U−w ] = A (At0 , εi) = U (At0 , εi).

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