Abstract: Constrained diffusions, with diffusion matrix scaled by small > 0, in a convex polyhedral cone G ⊂ R k , are considered. Under suitable stability assumptions small noise asymptotic properties of invariant measures and exit times from domains are studied. Let B ⊂ G be a bounded domain. Under conditions, an "exponential leveling" property that says that, as → 0, the moments of functionals of exit location from B, corresponding to distinct initial conditions, coalesce asymptotically at an exponential rate, is established. It is shown that, with appropriate conditions, difference of moments of a typical exit time functional with a sub-logarithmic growth, for distinct initial conditions in suitable compact subsets of B, is asymptotically bounded. Furthermore, as initial conditions approach 0 at rate 2 these moments are shown to asymptotically coalesce at an exponential rate.
Introduction
Diffusions in polyhedral domains arise commonly as approximate models for stochastic processing networks in heavy traffic ( [26] , [28] , [23] , [12] ). In this work we consider a family of such constrained diffusions with a small parameter (denoted as ) multiplying the diffusion coefficient. Goal of the work is the study of asymptotic properties of invariant measures and exit times from suitable domains, as → 0.
The classical reference for small noise asymptotics of diffusions in R k is the book [20] . The basic object of study in this fundamental body of work is a collection of diffusion processes {X } >0 , given as dX (t) = b(X (t))dt + σ(X (t))dW (t), X (0) = x, (
where W is a k dimensional standard Brownian motion and b, σ are suitable coefficients. The stochastic process X ≡ {X (t)} 0≤t≤T , for each T ≥ 0 can be regarded as a C T = C([0, T ] : R k ) (space of continuous functions from [0, T ] to R k with the uniform topology) valued random variable and under suitable conditions on b, σ one can show that, as → 0, X converges in probability to ξ which is the unique solution of the ordinary differential equation (ODE)
One of the basic results in the field says that for each T > 0, as → 0, X satisfies a large deviation principle (LDP) in C T , uniformly in the initial condition x in any compact set K, with an appropriate rate function I T : C T → [0, ∞]. This result is a starting point for the study of numerous asymptotic questions for such small noise diffusions. In particular, when the underlying diffusions have suitable stability properties, the above LDP plays a central role in the study of asymptotic properties of invariant measures and exit times from domains (see Chapter 4 of [20] ; see also [6] where asymptotic properties of invariant densities are studied). The asymptotics are governed by the "quasi-potential" function V which is determined from the collection of rate functions {I T : T > 0}.
Theory developed in [20] has been extended and refined in many different directions. One notable work is [14] which studies asymptotics of solutions of Dirichlet problems associated with diffusions given by (1.1). To signify the dependence on the initial condition, denote the solution of (1.1) by X x . Let B be a bounded domain in R k and K be an arbitrary compact subset of B. Under the assumption that all solutions of the ODE (1.2), with x = ξ(0) ∈ B, converge without leaving B, to a single linearly asymptotically stable critical point, the paper [14] shows that with suitable conditions on the coefficients, for all bounded measurable f sup x,y∈K |E (f (X x (τ x ))) − E f (X y (τ y )) | converges to 0 at an exponential rate. Here, τ x = inf{t : X x (t) ∈ B c }. This property, usually referred to as "exponential leveling", says that although the exit time of the process from the domain approaches ∞, as → 0, the moments of functionals of exit location, corresponding to distinct initial conditions, coalesce asymptotically, at an exponential rate. The key ingredient in the proof is the gradient estimate
where u is the solution of the Dirichlet problem on B associated with the diffusion (1.1) with boundary data f .
The goal of the current work is to develop the Freidlin-Wentzell small noise theory for a family of constrained diffusions in polyhedral cones. Let G ⊂ R k be convex polyhedral cone in R k with the vertex at origin given as the intersection of half spaces G i , i = 1, 2, ..., N . Let n i be the unit vector associated with G i via the relation
We will denote the set {x ∈ ∂G : x, n i = 0} by F i . With each face F i we associate a unit vector d i such that d i , n i > 0. This vector defines the direction of constraint associated with the face F i . Precise definition of a constrained diffusion is given in Section 2 (see (2.5)), but roughly speaking such a process evolves infinitesimally as a diffusion in R k and is instantaneously pushed back using the oblique reflection direction d i upon reaching the face F i . Formally, such a process, denoted once more as X x , can be represented as a solution of a stochastic integral equation of the form X x (t) = Γ x + Stability properties of constrained diffusions in polyhedral domains have been studied in [22] , [19] , [10] , [3] , [13] . Let
The paper [3] shows that under regularity of the Skorohod map, uniform non-degeneracy of σ and Lipschitz coefficients, if for some δ > 0 5) then the constrained diffusion X is positive recurrent and consequently admits a unique invariant probability measure µ . In Theorems 5.1 and 5.2 we study asymptotic properties of µ , as → 0. For the setting where the diffusion and drift coefficients are constant, analogous results are obtained in [18] .
We also consider asymptotic properties of exit times from a bounded domain B ⊂ G that contains the origin. One important feature in this analysis is that the stability condition (1.5), in general, does not ensure that the trajectories of the associated deterministic dynamical system
with initial condition in B will stay within the domain at all times. However, a weaker stability property holds, namely, one can find domains B 0 ⊂ B such that all trajectories of (1.6) starting in B 0 stay within B at all times. Theorem 3.1 and Corollaries 3.1, 3.2 give the basic asymptotic properties of exit times from suitable domains.
A significant part of this work is devoted to the proof of the exponential leveling property for constrained diffusions. Our main result is Theorem 3.2. We recall that the key ingredient in the proof of such a result for diffusions in R k is the gradient estimate (1.3) for solutions of the associated Dirichlet problem. For diffusions in domains with corners and with oblique reflection fields that change discontinuously, there are no regularity (eg. C 1 solutions) results known for the associated partial differential equations(PDE). Our proof of the exponential leveling property (Theorem 3.2(i)) is purely probabilistic and bypasses all PDE estimates. The main step in the proof is the construction of certain (uniform in ) Lyapunov functions which are then used to construct a coupling of the processes X x , X y with explicit uniform estimates on exponential moments of time to coupling (see Lemma 4.7). The key ingredient in this coupling construction is the minorization condition on transition densities of reflected diffusions (see Condition 3.1). Example in Section 3 gives one basic setting where such a minorization property holds. Obtaining general conditions under which this estimate on transition densities of reflected diffusions holds is a challenging open problem. The minorization property allows for the construction of a pseudo-atom, for each fixed > 0, using split chain ideas of Athreya-NeyNummelin ( [4, 25] ). Coupling based on pseudo-atom constructions have been used by many authors for the study of a broad range of stability and control problems ( [24] , [7] , [8] , [15] ), however the current paper appears to be the first to bring these powerful techniques to bear for the study of exit time asymptotics of small noise Markov processes.
As a second consequence of our coupling constructions we show in part (ii) of Theorem 3.2 that difference of moments of an exit time functional with a sub-logarithmic growth corresponding to distinct initial conditions in B 0 is asymptotically bounded. Note that for typical unbounded functionals the associated moments will approach ∞, as → 0 thus the result provides a rather non-trivial "leveling estimate". The third important consequence of our approach is given in Proposition 3.1(ii). This result says that as initial conditions approach 0 at rate 2 the corresponding moments of exit time functionals with sub-logarithmic growth asymptotically coalesce at an exponential rate. To the best of our knowledge, estimates analogous to Theorem 3.2(ii) and Proposition 3.1 (ii) are not known even for the setting of small noise diffusions (with suitable stability properties) in R k .
These estimates are interesting for one dimensional models as well. Let X be a one dimensional reflected Brownian motion, starting from x ∈ [0, 1), with drift b ∈ (−∞, 0) and variance σ 2 2 ∈ (0, ∞), given on some probability space (Ω, F, P x ). I.e., P x a.e.,
where B is a standard Brownian motion. Let τ = inf{t : X(t) = 1}. Let ψ : R + → R + be a measurable map and let ϕ (x) = E x ψ(τ ). Then Proposition 3.1 (ii) for this one dimensional setting says that if ψ has a sub-logarithmic growth then for some c, δ ∈ (0, ∞), as → 0,
If ψ(t) = t, t ≥ 0, then ϕ is the unique solution to the boundary value problem
. It is easily verified that if x = c 2 , for some c > 0, then |ϕ (x ) − ϕ (0)| → 0 at rate 2 , as → 0. In particular, the decay is not exponential. Furthermore, for x = y in [0, 1), |ϕ (x) − ϕ (y)| → ∞ as → 0 (compare with Theorem 3.2(ii)). For general ψ a similar ODE analysis is less tractable and thus the coupling techniques developed here give a powerful approach to the study of such asymptotic estimates.
The paper is organized as follows. In Section 2 we introduce the Skorohod map and give a precise formulation of a constrained diffusion process. We also present in this section (Theorem 2.1) the basic LDP on C([0, T ] : G) for small noise constrained diffusions. A useful alternative expression for the rate function (see (2.7)) is given and the quasi-potential that plays a key role in the asymptotic theory is introduced. Section 3 is devoted to the study of exit time asymptotics. One of the key steps in the proofs of our main results is the coupling property given in Theorem 3.3. This Theorem which is at the heart of our analysis is proved in Section 4. In Section 5 we study asymptotics of invariant measures. Finally Section 6 collects proofs of some results that are based on adaptations of classical arguments.
The following notation will be used. Closure, complement, boundary and interior of a subset B of a topological space S will be denoted byB, B c , ∂B and B o , respectively. We denote the ball {x ∈ R k : |x − x 0 | < r} by B r (x 0 ). Given a metric space (S, d), and subsets A, B of S, we will define dist(A, B) = inf x∈A,y∈B d(x, y). If A = {x} for some x ∈ S, we write dist(A, B) as dist(x, B). Denote by C([0, ∞) : S) (resp. C([0, T ] : S)) the space of continuous functions from [0, ∞) (resp. [0, T ]) to a metric space S. This space is endowed with the usual topology of uniform convergence on compacts. For η ∈ C([0, ∞) : R k ), and t > 0, define |η| t = sup n i=1 |η(t i+1 ) − η(t i )|, where sup is taken over all partitions 0 = t 1 < t 2 < · · · < t n+1 = t. Borel σ field on a metric space S will be denoted as B(S) and the space of all probability measures on S will be denoted by P(S). Infimum over an empty set, by convention, is taken to be ∞. We will denote by κ, κ 1 , κ 2 , · · · generic constants whose values may change from one proof to next.
Preliminaries
We begin with the definition of the Skorohod map. For x ∈ ∂G define
In(x) = {i ∈ {1, 2, ..., N } : x, n i = 0}.
, and there exists a Borel Measurable function γ : [0, ∞) → R N such that γ(t) ∈ d(φ(t)), for d|η|-a.e. t and η(t)
on which there is a unique solution to the Skorohod problem we define the Skorohod map (SM) Γ as Γ(ψ) . = φ if (φ, η) is the unique solution of the Skorohod problem posed by ψ. We will make the following assumption on the regularity of the Skorohod map defined by the data {(d i , n i ) : i = 1, 2, . . . , N }.
, and the SM is Lipschitz continuous in the following sense: There exists a constant K ∈ (0, ∞) such that for all
We refer the reader to [21] , [16] , [17] for sufficient conditions under which Condition 2.1 holds.
Now we introduce the small noise constrained diffusion process that will be considered in this work. Let (Ω, F, P) be a complete probability space on which is given a filtration {F t } t≥0 satisfying the usual hypothesis. Let (W (t), F t ) be a k-dimensional standard Wiener process on the above probability space. Let σ : G → R k×k , b : G → R k be mappings satisfying the following condition.
Given > 0, let X be the unique strong solution of the following stochastic integral equation:
Existence of strong solutions and pathwise uniqueness for (2.4) is a consequence of the Lipschitz property of the coefficients and of the Skorohod map. Furthermore, there is a filtered measurable space, which we denote again as (Ω, F, {F t }), on which is given a family of probability measures, {P x } x∈G , and continuous adapted stochastic processes Z, Y and W such that for all x ∈ G, under P x , {W (t), {F t } t≥0 }} is a d -dimensional standard Wiener process and (Z, W, Y ) satisfy P x a.s. the integral equation
where
is a strong Markov family (cf. [13] ). 
The following result is a consequence of the unique pathwise solvability of (2.4). A sketch is provided in Section 6. Theorem 2.1. Suppose that Conditions 2.1 and 2.2 hold. For every T > 0 and x ∈ G, the family ({Z(t)} 0≤t≤T , P x ) satisfies a large deviation principle(LDP), as → 0, in C([0, T ] : G) with rate function
Additionally, LDP holds uniformly over x ∈ K for every compact subset K ⊂ G.
The following non-degeneracy condition allows for a simpler representation of the rate function.
. From these observations it is easy to deduce the following alternative expression for
Next we introduce the "quasi-potential" function that plays a key role in this work. For
where for T > 0 and (φ,
It is easily checked that V is a continuous function, V (x) = 0 if and only if x = 0 and V (x) → ∞, as |x| → ∞.
The goal of this work is to study asymptotic properties of invariant measures of X and of exit times of X from suitable domains. Such properties rely on appropriate stability properties of the underlying zero-noise dynamical system. For constrained diffusions considered here, stability conditions that are natural for applications have been identified in [3, 10, 19, 22] . Recall the cone C and the set C(δ) from the introduction (see (1.5)). The following stability estimate was established in [3] (see Theorem 2.1 therein).
The above result motivates the next condition that will be used in this work.
Condition 2.4.
There exists a δ ∈ (0, ∞) such that for all x ∈ G, b(x) ∈ C(δ).
Conditions 2.1, 2.2, 2.3 and 2.4 will be assumed henceforth and thus explicit reference to these conditions in statements of results will be omitted.
Exit time estimates
In this section we study asymptotic properties of exit time of the process (Z, P x ), from a suitable domain B ⊂ G, as → 0. Throughout G will be endowed with the relative topology inherited from R k . Let B be a bounded open subset of G. Suppose that 0 ∈ B and ∂B = ∂B.
For x ∈ G we denote by ξ x ∈ AC([0, ∞) : G) the unique solution of the integral equation
Also, denote by S x = {ξ x (t), t ≥ 0}. For γ > 0, let B γ = {x ∈ B : dist(S x , ∂B) ≥ γ} and let
The following theorem follows on minor modifications of Theorems 4.4.1 and 4.4.2 of [20] . A sketch outlining the main differences in the proof is in Section 6.
and for every α > 0, lim
(ii) For every x ∈ B 0 lim inf
4)
As an immediate consequence of the theorem we have the following.
From Lemma 2.1 we see that if B = B λ = {x ∈ G : |x| ≤ λ} then B 0 ⊃ B λ/K . This observation yields the following corollary.
The following lemma is from [3] . For x ∈ G, denote by A(x) the class of all z ∈ AC([0, ∞) : G) such that z = Γ (x + · 0 v(s)ds) for some v satisfying t 0 |v(s)|ds < ∞ and v(t) ∈ C(δ) for all t ≥ 0, where δ > 0 is as in Condition 2.4. Let
Lemma 3.1. [3] There are positive constants γ 1 , γ 2 , γ 3 such that:
We now introduce one additional condition on the reflected diffusion model. Denote the probability density of the measure P x • Z(t) −1 by p (t, x, z). 
where λ is the Lebesgue measure on G.
When p is the transition density of a diffusion process in R k with b, σ satisfying Conditions 2.2, 2.3, the minorization property as specified in Condition 3.1 is seen to hold using classical Aronson estimates [2] (cf. [27] ). The following example gives one basic setting where the condition is satisfied for constrained diffusions. Obtaining general conditions on (G, D, b, σ) under which the above estimate holds is a challenging open problem.
, where P is a substochastic matrix with zeroes on the diagonal and spectral radius strictly less than 1. Finally suppose that the cone V = {x ∈ G : D x ≥ 0} has a nonempty interior. Then Condition 3.1 is satisfied as is shown in the proof below.
Clearly 2 B κ 1 /2 (z 0 ) ⊂ E and so for a suitable positive constant c 1 , λ(E ) ≥ c 1 2k .
Let, for given x ∈ G and t > 0, T (t, x, z) denote the probability density of the random vector x + b 0 t + W t , where W is a standard k dimensional Brownian motion. Then
The density p (t, x, z) of P x • Z(t) −1 can now be written as (see [5] and also equation (7.39) in [12] )
where ∇T (t, x, z) denotes the gradient in variable x and σ n = inf{t : Z(t) ∈ B c n }. Noting that ∇T (t, x, z) = 1 t 2 T (t, x, z)(z − x − bt) and ∞ 0 Z(r)dY (r) = 0, a.e., P x we have that
Next recall that Y is non-decreasing and since z ∈ E , (I − P )(z − b(t 1 2 − r)) ≥ 0 for all r ≤ t 1 2 . This shows that
Using (3.7) we now see that, for all x ∈ B M 2 and z ∈ E
We can now present the main result of this section. Recall that Conditions 2.1, 2.2 and 2.4 are assumed throughout this work. Denote by H the collection of all ψ : R + → R + satisfying sup t>0 |ψ(t)| (1+log 
(ii) For every ψ ∈ H lim sup
Rest of this section is devoted to the proof of Theorem 3.2. We begin with some preliminary lemmas.
Lemma 3.2. (i) There exist positive constants υ 1 , υ 2 , υ 3 and ε 2 such that for all t > 0 and ∈ (0, ε 2 ) sup
(ii) For each compact set K ⊂ B 0 , there exist positive constants υ 4 , υ 5 and ε 3 such that for all
Proof. Choose κ 1 small enough so thatB κ 1 ⊂ B. Using Lemma 2.1, fix 0 < υ 1 < κ 1 sufficiently small such that for every x ∈B υ 1 and z ∈ A(x), z(t) ∈ B κ 1 /2 for all t ≥ 0. Fix x ∈B υ 1 and defineξ x asξ
Note that, by Condition 2.4,ξ x ∈ A(x) and so
Thus using the Lipschitz property of the Skorohod map
for suitable κ 2 , κ 3 ∈ (0, ∞). Choose ε 2 small enough so that κ 2 e − κ 1 4K ≤ 1 for all < ε 2 . Part (i) now follows on setting υ 2 = κ 1 /4K and υ 3 = κ 3 . We now consider Part (ii). Fix x ∈ K. By definition of B 0 , for some κ 1 > 0 and all x ∈ K, dist(S x , ∂B) ≥ κ 1 , where S x is as defined below (3.1). Thus estimate (3.
The result follows.
The following lemma is proved along the lines of Theorem 4.1 of [3] .
There are positive constants L 0 , υ 6 , υ 7 and ε 4 such that for all ∈ (0, ε 4 ) and
where σ ( ) = inf{t :
Proof. For > 0 and > 0, let
where ν j = sup (n−1) ≤s≤ | s (n−1) σ(Z(u))dW (u)| and γ 1 , K are as in Lemma 3.1 and Condition 2.1 respectively. Next, for a suitable κ 1 > 0 we have, for each θ > 0,
. Choose L 0 large enough so that (log 8)(2L 0 ) −1 < υ 6 . Take θ = 4υ 6 / 2 and fix κ 2 such that sup x∈B T (x) ≤ κ 2 . Then the expression on the right side of (3.9), for all ≥ L 0 , is bounded by
Let t ∈ (0, ∞) be arbitrary and n 0 be such that t ∈ [n 0 , (n 0 + 1) ]. Then setting υ 7 = 4υ 6 κ 2 , we have for all ≥ L 0 ,
An important consequence of Lemmas 3.2 and 3.3 is the following. Proof. Fix x ∈ K and ≥ L 0 . Then for every t > 0,
Let ε 3 , υ 4 , υ 5 be as in Lemma 3.2 (ii) and let υ 6 , υ 7 , ε 4 be as in Lemma 3.3. Then for all ∈ (0, ε 3 ∧ ε 4 ) and t > 0
Fix t = 2υ 7 /υ 6 and choose ε 5 ∈ (0, ε 3 ∧ ε 4 ) sufficiently small so that
Then for all ∈ (0, ε 5 ),
2 . The result follows.
The main ingredient in the proof of Theorem 3.2 is the following coupling result which will be proved in Section 4. Theorem 3.3. Suppose that Condition 3.1 holds. There are finite positive constants δ 2 , ε 6 , c 2 and M ∈ (L 0 , ∞), such that for every ∈ (0, ε 6 ) and x , y ∈ B M 2 , the following holds. There is a filtered probability space (Ω , G , {G t } t≥0 ,P ) on which are given continuous adapted G × G valued processẐ = (Ẑ 1 ,Ẑ 2 ) and a stopping time such that:
Remark. Part (iii) of the above theorem in particular implies that for every bounded measurable map H : G × [0, ∞] → R.
where τ i = inf{t > 0 :Ẑ i (t) ∈ B c }, i = 1, 2. This observation will play a key role in the proof of Theorem 3.2.
The following proposition is a key step in the proof of Theorem 3.2. Part (ii) of the proposition is a result of independent interest. Proposition 3.1. Suppose Condition 3.1 holds. Let M ≥ L 0 be as in Theorem 3.3. Then (i) For every bounded measurable function f : G → R there exists δ 3 ∈ (0, ∞) such that as → 0, e
(ii) For every measurable function ψ : R + → R + that satisfies sup t>0 |ψ(t)| (1+log + (t)) q < ∞, for some 0 < q < 1, there exists δ 4 ∈ (0, ∞) such that, as → 0,
Proof. Let ∈ (0, ε 6 ), where ε 6 is as in Theorem 3.3. Fix x , y ∈ B M 2 and let (Ω , G , {G t } t≥0 ,P ), Z = (Ẑ 1 ,Ẑ 2 ) and be as in Theorem 3.3. Let f be as in the statement of the theorem. Then τ 1 )) ).
In view of the remark below Theorem 3.3
Choose 0 sufficiently small such that M 2 ≤ υ 1 for all ≤ 0 , where υ 1 is as in Lemma 3.2 (i). Then for all ∈ (0, 0 ∧ ε 2 ∧ ε 6 )
Next, from Theorem 3.3,P ( ≥ t) ≤ c 2 e −δ 2 t/ 2 . Since x , y ∈ B M 2 are arbitrary, we have
Combining the above estimates we now have
Part (i) of the proposition now follows on sending → 0. Now consider part (ii). An argument similar to above yields, for all ∈ (0, ε 6 ) and
where β i ( ) =Ê (I >τ 1 ∧τ 2 ψ(τ i )), i = 1, 2. Also, from Theorem 3.1(i) and Jensen's inequality, we can find 1 ∈ (0, ε 6 ) and κ 1 > 0 such that for all
Part (ii) of the proposition now follows on sending → 0 in the above display.
Proof of Theorem 3.2. Fix M > L 0 as in the statement of Theorem 3.3. We first consider part (i). Fix a compact set K ⊂ B 0 and a bounded measurable map f : G → R. For each > 0, fix x ∈ B M 2 . It suffices to show, for some δ 1 ∈ (0, ∞),
Write σ (M ) = σ , where σ (·) is as in Lemma 3.3. Note that
Thus
From Proposition 3.1, we can find 1 ∈ (0, ∞) such that for all ∈ (0, 1 )
Also from Lemma 3.4, we can find 2 ∈ (0, 1 ) such that for all ∈ (0, 2 )
Part (i) follows on combining the above two estimates.
We now consider part (ii). Fix ψ as in the statement of the theorem and let x ∈ K. Then, on the set σ ≤ τ ,
Also by an application of Theorem 3.1(i), Jensen's inequality and Lemma 3.4, we can find positive constants 0 and κ 1 such that for all ∈ (0, 0 ) and
The last expression approaches 0 as → 0. Finally since ψ ∈ H, we have for some m ≥ 1, positive constants κ 2 , κ 3 and sufficiently small
where the last inequality follows on using Lemma 3.3. The result follows.
Proof of Theorem 3.3
The main step in the proof of Theorem 3.3 is the construction, for each > 0, of a "pseudoatom",F (1). We begin with some preliminary lemmas.
Choose L, α ∈ (0, ∞) such that
Lemma 4.1. There exist m 1 ∈ (0, ∞), β ∈ (0, 1) such that for all > 0 and r ≥ 1,
Proof. From (3.6) we have, for all > 0 and x ∈ G,
For x ∈ (D 1 ) c , the right side above equals
Also for x ∈ D 1 , using (3.6) once more,
The result now follows on setting β = (1 − e −β 0 ) and
Choose a filtered probability space (Ω,F, {F t }) on which are given {F t } adapted k-dimensional processes Z i , Y i , W i , i = 1, 2 and collection of probability measures {P x,y } x,y∈G such that, for all x 1 , x 2 ∈ G, underP x 1 ,x 2 , W 1 , W 2 are independent {F t } -standard Brownian motions and for i = 1, 2, (2.5) holds with (x, Z, W, Y ) there replaced by (
Recall the parameter L 0 introduced in Lemma 3.3. Fix r 0 ∈ [1, ∞) such that
where M 0 (·) is as in Condition 3.1. Let
Lemma 4.2. For allx = (x 1 , x 2 ) ∈ H and > 0.
Proof. Suppose x 1 ∈ (F 1 ) c and x 2 ∈ (D 1 ) c . Then from the second display in Lemma 4.1 we have
. If x 1 ∈ (F 1 ) c and x 2 ∈ D 1 , then once again from Lemma 4.1
where the second inequality is a consequence of (4.2). This proves (4.3) for all x 1 ∈ (F 1 ) c and x 2 ∈ G. Similarly (4.3) is seen to hold whenever x 2 ∈ (F 1 ) c and x 1 ∈ G. Finally, ifx ∈F , we have from Lemma 4.1
The following lemma is now immediate from Condition 3.1.
Lemma 4.3. There are θ 0 ∈ (0, 1), m 3 , χ 1 ∈ (0, ∞), and for each ∈ (0, θ 0 ),
Define a transition probability kernelp :
LetF 0 = F 0 × F 0 and define Ψ ∈ P(H) as
. From Lemma 4.3 we have that
We now proceed with the construction of the pseudo-atom. For A ∈ B(H), let A * = A × {0, 1}, A(0) = A × {0} and A(1) = A × {1}. We will denote by B(H * ) the σ-field on H * generated by {A(0), A(1) : A ∈ B(H)}. For every µ ∈ P(H) we define a µ * ∈ P(H * ) as follows. For A ∈ B(H):
, with transition probability kernel q : H * × B(H * ) defined as follows. For z * ≡ (z, i) ∈ H * and E ∈ B(H * )
Let the probability law on ((H * ) ∞ , B(H * ) ⊗∞ ) of the sequence {X , * n } n∈N 0 with X , * 0 ≡ x * ∈ H * be denoted by Q , * x * . The corresponding expectation operator is denoted by E * x * . If X , * 0 has probability law µ * ∈ P(H * ), we will denote the probability law of {X , * n } n∈N 0 by Q , * µ * and the corresponding expectation operator by E * µ * . Forx ∈ H, define µx ∈ P(H * ) as:
Denote by x ≡ (x n ) n∈N 0 = (z n , i n ) n∈N 0 , where z n = (z 1 n , z 2 n ), the canonical sequence on ((H * ) ∞ , B(H * ) ⊗∞ ). Let G n = σ{x m : m ≤ n}. Denote the probability law induced by {Z(n∆ )} n∈N 0 on (H ∞ , B(H ⊗∞ ), underP x , by Q x . The following lemma is immediate from the above construction (see [24] ).
Define, for > 0, V :
, where (x 1 , x 2 , i) ∈ H * . It is easy to check from Lemma 4.2 that for allz ∈ H and ∈ (0, θ 0 )
Combining the above estimates we have the following lemma.
Lemma 4.5. For all z * ∈ H * and ∈ (0, θ 0 )
Lemma 4.6. There are m 5 , δ 4 ∈ (0, ∞) such that for all ∈ (0, θ 0 ), sup x * ∈F * E * x * (e δ 4¯ ) ≤ m 5 .
Proof: Fix x * ∈F * . Note that Q , * x * {x n ∈ H * \ (F ) c (1)} = 1 for all n ≥ 1. Thus from Lemma 4.5, for n ≥ 0,
where κ =
From (4.8), we have that on the set {1 < m ≤¯ },
Combining the above two displays we have
Since V ≥ 2, we have
Result follows on sending N → ∞.
Define a sequence of stopping times { n } as 0 = 0 and m = inf{n > m−1 :
From (4.5), (4.6) and (4.7) we get that forx ∈F and x * = (x, 0)
Iterating the inequalities in (4.10) we now have
This shows in particular that Q , *
x * ( * = ∞) = 0. Furthermore, for x * ∈ (F )(0)
Using (4.7) it is easy to check (cf. Lemma 1 and Proposition 4 of [15] )
Successive conditioning in (4.12) now yields
where the last equality is a consequence of (4.9). The result follows.
It can be easily checked that for x * , y * ∈F (1), Q , *
From this it follows that for allx ∈F and A ∈ B(G ⊗∞ ), Q , * µx a.e.
This property is the reason for referring to the setF (1) as a pseudo-atom.
We will now prove Theorem 3.3 with this choice of M and
L . Fix ∈ (0, ε 2 ) and x 1 , x 2 ∈ B M 2 . The main step in the proof is the construction, for each ∈ (0, ε 2 ), of a filtered probability space Σ = (Ω , G , (G t ) t≥0 ,P ) on which are given continuous adapted G valued processesẐ 1 ,Ẑ 2 and sequence of H * valued random variablesx
Once such a construction is completed, Theorem 3.3 will follow on setting =ˆ * ∆ , wherê * = inf{n ∈ N 0 :x n ∈F (1)}.
Construction of
To defineP we proceed as follows.
• Letμ = Q , * µx . Note thatμ ∈ P((H * ) ⊗∞ ).
From Lemma 4.4,μ 1 = Q x .
• Write H ⊗∞ = H × H · · · and recalling the definition ofp introduced above Lemma 4.3 we can disintegrateμ 1 aŝ 
• Define for n ≥ 1,η n ∈ P((U ) ⊗n × H) aŝ
By Kolmogorov's consistency theorem the sequence {η n } n∈N determines uniquely aη ∈ P((U ) ⊗∞ ) consistent with the sequence.
• Let U ⊂ (U ) ⊗∞ be the collection of all (f 1 , r 1 , f 2 , r 2 , · · · ) ∈ (U ) ⊗∞ with the property
Denote byẐ = (Ẑ 1 ,Ẑ 2 ) andx ≡ (x n ) n∈N 0 ≡ (ẑ 1 n ,ẑ 2 n ,î n ) n∈N 0 the canonical processes and sequences on (H * ) ⊗∞ × C × C:
By construction the desired properties (a), (b), (c) are satisfied. Moreover, the construction and (4.13) ensures that with =ˆ * ∆ , for all A ∈ B(C),
An application of Lemma 4.7 now completes the proof of Theorem 3.3.
Invariant Measure Asymptotics.
From Theorem 2.2 of [3] it follows that under the standing assumptions of this paper (i.e. Conditions 2.1, 2.2, 2.3 and 2.4), for each > 0, the Markov process (Z, {P x } x∈G ) has a unique invariant measure denoted as µ . The measure µ has a non vanishing density on G (cf. Lemma 5.7 of [13] ). In this section we study the asymptotic properties of µ as → 0. We begin with the following basic convergence result. Let δ 0 denote the Dirac probability measure concentrated at 0 ∈ R k .
Theorem 5.1. The collection {µ } ∈[0,1] is tight and µ converges weakly to δ 0 as → 0.
Proof. From Lemma 4.1 it follows that G exp{
Tightness of {µ } ∈[0,1] is immediate from this estimate. Let µ 0 be a weak limit point along a subsequence n → 0. Fix υ 0 ∈ (0, 1) and choose a compact set
Let s 0 = sup x∈Kυ 0 T (x). Note that for t ≥ s 0 , z(t) = 0 for all z ∈ A(x) and all x ∈ K υ 0 . Denote the measure induced by
It is easily checked that {Q , ∈ (0, 1]} is tight and so, along some subsequence, Q n converges weakly to some
whereZ is the canonical process on C([0, s 0 ] : G). Next note that
The first term on the right side above is zero while the second is bounded by υ 0 . Combining this observation with (5.1) we have µ 0 (G \ {0}) ≤ 2υ 0 . The result follows on sending υ 0 → 0.
The following is the analog of Theorem 4.3 of [20] . Since the assumptions of the cited theorem (see Assumption A on page 128 of [20] ) are somewhat different from those made in this work, we sketch a proof in Section 6. Let B be a bounded open set in G such that ∂B = ∂B.
6. Some Proofs.
Sketch of proof of Theorem 2.1. We will apply Theorem 5 of [11] (see also [9] ). For x ∈ G and u ∈ AC([0, T ] :
Let x ∈ G be such that x → x as → 0. Also, let {h } >0 be a collection of R k valued {F t } predictable processes such that, for some M ∈ (0, ∞), T 0 |h (s, ω)| 2 ds ≤ M , for all > 0 and ω ∈ F. For each > 0, h can be regarded as a H M valued random variable where
T 0 |e(s)| 2 ds ≤ M } endowed with the topology inherited from the weak topology on L 2 ([0, T ] : R k ). Suppose h converges in distribution (under P x ) to some H M valued random variable h. LetX solve, P x a.e.,
Using the Lipschitz property of the Skorohod map and of the coefficients b, σ, it is easy to verify thatX (under P x ) converges weakly to G 0 (x, u), where u(t) = Sketch of Theorem 3.1. We first consider (3.2) . Let x 0 ∈ arg min{V (x) : x ∈ ∂B}. For h > 0, let F h = {x ∈ B c : dist(x, B) ≥ h}. Using the fact that ∂B = ∂B it follows that for every θ > 0, there exists x θ ∈ B c and h > 0 such that |x θ − x 0 | < θ and x θ ∈ F h . Thus, for every γ > 0, by a straightforward pasting argument, one can find h, µ, T 2 > 0, and, for every
From the uniform LDP in Theorem 2.1, we can find 1 > 0 such that for all ∈ (0, 1 ),
Since B is bounded, using Lemma 2.1 we can find a T 1 ∈ (0, ∞) such that for all x ∈ B ∂B ξ x (t) ∈ B µ/2 , for all t ≥ T 1 . (6.1)
Let σ = min{t : Z(t) ∈ B µ }. Then from (6.1), the Lipschitz property of the SM and boundedness of the diffusion coefficient, it follows that lim →0 sup x∈B P x (σ ≥ T 1 ) = 0. Using the strong Markov property of (Z, {P x }), it now follows that, for some 2 ≤ 1 and for all < 2 , P x (τ < T 1 + T 2 ) ≥ P x (σ < T 1 ) exp(− −2 (V 0 + γ/2)) ≥ 1 2 exp(− −2 (V 0 + γ/2)).
Following [20] (argument on page 125) we now have that E x (τ ) ≤ 2(T 1 + T 2 ) exp{ −2 (V 0 + γ)}.
Sending → 0, (3.2) follows. Proof of (3.3) is immediate from (3.2) by an application of Markov's inequality (cf. Theorem 4.4.2 of [20] ). Now consider (3.4) . Following [20] define = ∂B µ/2 , 1 = ∂B µ and define stopping times θ 1 , β 1 , as β 1 = inf{t ≥ 0 : Z(t) ∈ 1 } and θ 1 = inf{t > β 1 : Z(t) ∈ or Z(t) ∈ B c }. Then for x ∈ B µ and T > 0, P x (Z(θ 1 ) ∈ B c ) ≤ max y∈ 1 P y (θ 1 = τ < T ) + P y (θ 1 = τ ≥ T ) .
Using Lemma 3.3, for some T > 0 and 1 > 0, P y (θ 1 ≥ T ) ≤ exp(− −2 V 0 ), for all < 1 and y ∈ 1 . (6.2)
Fix γ > 0. Recalling the definition of V 0 , there is a 0 < 2 ≤ 1 (see p. 126 [20] ) such that for all y ∈ B µ (with µ sufficiently small),
Following the argument on page 126 of [20] one then has that there is a κ > 0 such that for all x ∈B µ and < 2 , E x (τ ) ≥ κ exp( −2 (V 0 − γ)).
Sending → 0, (3.4) follows for x ∈ B µ . For a general x ∈ B 0 , using strong Markov property, Using this property in the above display and sending → 0, we have (3.4) for any x ∈ B 0 . The proof of (3.5) follows exactly as proof of Theorem 4.4.2 of [20] upon making use of (6.3) once again.
Sketch of Proof of Theorem 5.2. Suppose first that V 1 > 0. Then dist(0, B) = κ 1 ∈ (0, ∞). Let κ 2 ∈ (0, ∞) be such that dist(B κ 2 , B) > 0. Fix 0 < θ 1 < θ 2 < κ 2 . We will choose θ 1 , θ 2 suitably small later in the proof. For θ ∈ (0, ∞), let (θ) = ∂B θ . Define stopping times σ 0 , τ 1 as σ 0 = inf{t : Z(t) ∈ (θ 2 )} and τ 1 = inf{t ≥ σ 0 : Z(t) ∈ (θ 1 )}. Then for a suitable ∈ P( (θ 1 )), µ (B) = c From Lemma 3.3, we can find s 1 > 0, κ 3 ∈ (0, κ 2 ) and ε 1 ∈ (0, 1) such that whenever θ 1 , θ 2 ∈ (0, κ 3 ) and ∈ (0, ε 1 ) sup y∈ (θ 2 ) P y (τ 1 > s 1 ) ≤ exp(− −2 V 1 ).
Fix γ ∈ (0, 1). Then, one can find κ 5 ∈ (0, κ 4 ) and ε 2 ∈ (0, ε 1 ) such that for all ∈ (0, ε 2 ) and θ ∈ (0, κ 5 ) sup γ) ).
Fix such a choice of θ 1 , θ 2 . Using Theorem 3.1 (ii), we can find ε 3 ∈ (0, ε 2 ) and γ 0 > 0 such that for all ∈ (0, ε 3 ) inf x∈ (θ 1 )
2 log E x (τ 1 ) ≥ inf x∈ (θ 1 )
2 log E x (σ 0 ) ≥ 2 log(γ 0 ).
Using Lemma 3.3 we can find ε 4 ∈ (0, ε 3 ) and a 1 ∈ (0, ∞) such that for all ∈ (0, ε 3 ), sup x∈∂B E x (τ 1 ) ≤ a 1 . Combining these estimates we have 2 log µ (B) ≤ (log(2a 1 ) − log γ 0 ) 2 − V 1 + γ. Since γ > 0 is arbitrary, we obtain lim sup →0 2 log µ (B) ≤ −V 1 .
Now we prove the reverse inequality. Fix γ ∈ (0, 1). Choose β > 0 such that B β = {x ∈ B|dist(x, ∂B) > β} satisfies inf x∈B β V (x) < V 1 + γ/2. Then for some a 2 ∈ (0, ∞) Let σ β = inf{t : Z(t) ∈ B β }. Choose 0 < θ 1 < θ 2 < κ 2 , ε > 0, a 3 ∈ (0, ∞) such that for all ∈ (0, ε) inf x∈ (θ 1 ) P x (σ β < τ 1 ) ≥ exp{− −2 (V 1 + γ)}, and sup
log E x (τ 1 ) ≤ a 3 .
Combining the above estimates we have for all ∈ (0, ε), 2 log µ (B) ≥ −2γ − ((2 log 2) − log a 2 + a 3 ) 2 − V 1 .
Since γ ∈ (0, 1) is arbitrary, we have, lim inf →0 2 log µ (B) ≥ −V 1 . This proves the result when V 1 > 0.
Consider now the case V 1 = 0. In this case 0 ∈B. If 0 ∈ B, the result follows from Theorem 5.1. If 0 ∈ ∂B, from continuity of V we can find, for each h ∈ (0, 1), an open set B 1 ⊂ B such that 0 < inf x∈B 1 V (x) ≤ h. From the first part of the proof lim inf Since h ∈ (0, 1) is arbitrary, the result follows on sending h → 0.
