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Abstract
Speculative software parallelism has gained renewed interest recently as a mechanism to leverage multiple cores
on emerging architectures. Two major mechanisms have been used to implement speculation-based parallelism in
software, software transactional memory and speculative threads. We propose a third mechanism based on checkpoint
restart. With recent developments in checkpoint restart technology this has become an attractive alternative. The
approach has the potential advantage of the conceptual simplicity of transactional memory and ﬂexibility of specu-
lative threads. Since many checkpoint restart systems work with large distributed memory programs, this provides
an automatic way to perform distributed speculation over clusters. Additionally, since checkpoint restart systems are
primarily designed for fault tolerance, using the same system for speculation could provide fault tolerance within
speculative execution as well when it is embedded in large-scale applications where fault tolerance is desirable. In
this paper we use a series of micro-benchmarks to study the relative performance of a speculative system based on
the DMTCP checkpoint restart system and compare it against a thread level speculative system. We highlight the rel-
ative merits of each approach and draw some lessons that could be used to guide future developments in speculative
systems.
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1. Introduction
Speculation has been proposed as a mechanism to parallelize loops that cannot be parallelized statically due to
dependencies that are impossible to resolve accurately at compile time [1]. In recent years speculation has gained
heightened interest as a mechanism to leverage the multiple cores on current and emerging processors [2, 3, 4, 5, 6].
Strategies to implement speculation rely on sharing some process state between one or more speculative threads and
one or more veriﬁer threads. The results from the veriﬁer threads serve to guarantee the correctness of speculative
computation, which is veriﬁed when the inputs it was based on have been validated. At that point the speculative
thread could replace a veriﬁer or a veriﬁer could be fast-forwarded to catch up with the speculative thread. Several
variations on this approach are possible. For example, speculation could be nested, veriﬁcation could be implemented
using threads or shared memory blocks across processes, the speculation process could be started with on demand
thread / process creation or could use a pool of threads / processes, speculative and veriﬁer threads could be peers or
in a master / slave relationship, and so on.
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An alternative approach to implementing speculation in software is to use transactional memory [7]. This approach
provides a simpler programming model than thread-level speculation. However, software transactional memory con-
tinues to suﬀer in performance relative to thread level parallelism and is an active area of research.
We introduce a third approach to implementing software-based speculation, using checkpoint/restart (CR). CR is
a technique that ﬁnds wide application in fault tolerant computing [8]. To the best of our knowledge it has not been
applied to software-level speculative parallelization before. Even though CR has been known for several decades now,
the push toward exascale computing has resulted in increased research activity on fault tolerance recently as hardware
fault rates are expected to greatly increase with exascale machines. The result is a thrust toward eﬃcient implemen-
tation of fault tolerance libraries and even incorporating fault tolerance directly within MPI [9, 10]. With advances
in fault tolerance technology, and speciﬁcally CR, it has become possible to consider CR as a way to duplicate and
unroll processes dynamically for speculative parallelization. CR provides a semantically cleaner mechanism for spec-
ulation than approaches that require intervention by the kernel. More importantly, they provide a path to distributed
speculation over clusters, and using a hybrid model, have the potential to reach the performance aﬀorded by shared
memory speculative systems.
In this paper we use the CR library called DMTCP (DistributedMultiThreaded CheckPointing), from Northeastern
University [11] to implement a system, that we call FastForward, which allows speculative parallelization not only
within a single shared memory node, but across nodes in a distributed environment. Further, our implementation
lets us leverage the high speed interconnect networks, if available, for process migration and exchanging data for
the validation step. We present the design of our system and evaluate it by measuring the various overheads within
FastForward through a sequence of micro-benchmarks. We have also implemented a source-level C compiler to
simplify the task of specifying speculation in most common cases.
2. Design
FastForward has two main components, a simple application programming interface (API) that makes speculation
available within a standard C program, and a run time system. FastForward is designed to operate at the user level,
without requiring any kernel patches or modules, for maximum portability. This decision puts some constraints on
the possible implementation strategies. For example, it precludes an implementation based on modifying operating
system interrupt handlers.
2.1. The API / / sa fe code
/ / code where specu l a t i o n pos s i b l e ( code reg i on A)
/ / sa fe code
/ / code where specu l a t i o n pos s i b l e ( code reg i ons B)
⇓
F F i n i t ( ) ;
/ / sa fe code
i f ( FF fo rk ( ) == FF VERIFIER ) {
/ / sa fe ve r s i on o f the code reg i on A
} e l s e { / / FF SPECULATOR
/ / unsafe ve r s i on o f the code reg i on A
}
F F c r e a t e v a l i d a t i o n t h r e a d ( ) ;
/ / sa fe code
i f ( FF fo rk ( ) == FF VERIFIER ) {
/ / sa fe ve r s i on o f the code reg i on B
} e l s e { / / FF SPECULATOR
/ / unsafe ve r s i on o f the code reg i on B
}
F F c r e a t e v a l i d a t i o n t h r e a d ( ) ;
The ﬁrst step in optimizing a program using FastFor-
ward is to identify sections in the code that will use spec-
ulation. Each such code section is enclosed within a con-
ditional statement, as shown in Figure 1. Logically, the
process is forked and one of the two processes is marked a
veriﬁer and the other a speculator. Normally, the specula-
tor will ﬁnish earlier than the veriﬁer, which executes the
original safe version of the code. The speculator then cre-
ates a separate thread to validate the results against those
produced by the veriﬁer, and continues on. After the veri-
ﬁer ﬁnishes it also creates a validation thread that coordi-
nates with the validation thread created by the speculator.
Performing the validation in a separate thread ensures that
both the speculator and the veriﬁer can continue computa-
tions without waiting for the validation to ﬁnish, as long
as suﬃcient number of cores are available. As soon as
the validation ﬁnishes one of the speculator or the veriﬁer
processes will be terminated based on the outcome. If the
validation succeeds then the veriﬁer is terminated and the
speculator is now designated to be safe. Otherwise, the
speculator is terminated.
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The actual validation may be performed on either end, i.e., either on the thread created by the veriﬁer or the
speculator, based on a conﬁguration parameter passed to FF Fork. All the details of forking, validator thread creation,
and data transfer are hidden inside the API. Notice that in order to gain any real performance over the original code
there must be at least two regions of code that can be executed speculatively, or at least a speculative region followed
by a non-speculative (safe) region. This lets the latency of the veriﬁcation process be hidden by concurrently executing
the veriﬁer for ﬁrst speculative region with the second speculative region or the non-speculated region.
The validation is performed by comparing results of the region that is computed speculatively. A simple method
to automate the validation step is to compare only the set of live variables at the end of the speculated region. In our
current implementation this can be done either through our source-level compiler or through a callback function writ-
ten by the user, for complicated cases that compiler may not be able to handle. Using an explicit comparison callback
function aﬀords a high level of ﬂexibility in implementing the comparison operation. Thus, recursive pointer-based
data structures could be easily compared using the knowledge of the data structures. For example, if a dynamically
allocated data structure was created within the code region that is being speculated on then a simple byte comparison
for validation may be misleading since pointer addresses are unlikely to match across the veriﬁer and the speculator.
Similarly, the comparison operation could be made to tolerate small diﬀerences. If speculation involves changing the
order of ﬂoating point operations the results might vary within an acceptable margin of error. This requires algorith-
mic knowledge that a compiler is unlikely to have. In such cases a special callback function could be speciﬁed by the
user for particular data structures or variables.
2.2. The Runtime System
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(a) FastForward on a single node.
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(b) FastForward on multiple nodes.
Figure 2: Intra-node and inter-node implementations of FastForward. Validation threads
are not shown in the inter-node case for the sake of clarity. Also omitted are the compo-
nents of the checkpoint/restart library, DMTCP. In reality, the processes must be started
through the DMTCP proxies and a DMTCP coordinator must run on each node where
speculators could be launched.
Figure 2 shows the architecture of the
runtime system of FastForward. Two dif-
ferent strategies are used for intra-node
and inter-node implementations. When
speculating within a node new processes
are created using standard fork system
call with copy-on-write semantics, as
shown in Figure 2(a). The fork system
call turns out to have a low overhead.
For inter-node, or distributed spec-
ulation, we use the DMTCP library to
checkpoint the running process and then
transfer the checkpointed image to the
remote node to start the duplicate pro-
cess. In eﬀect, this implements a re-
mote fork. FastForward makes use of a
helper MPI application to implement the
distributed speculation, as Figure 2(b)
shows. The checkpoint data are trans-
ferred using NFS that operates over GigE
on our system1. The MPI helper process
listens on a pipe. As soon as it receives
an indication that the checkpoint data is
being written, it starts the process of con-
tacting the directory server and request-
ing for an available node. Thus, three ac-
tivities progress concurrently: (a) writing of the checkpoint; (b) execution of the next speculative region; and (c) pro-
tocol for requesting an available remote node for remote-fork. As soon as the checkpoint is ready, the MPI helper
sends a message to its peer on an available node to restart the process, thus ﬁnishing the remote-fork. The same
1DMTCP checkpoints to the ﬁlesystem, which is only sharable over GigE. In future, we plan to checkpoint to memory, thus bypassing NFS.
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MPI processes are also used to communicate data for validation once the speculative region ﬁnishes (not shown in
Figure 2(b)).
Using the MPI helper has two advantages. First, it lets FastForward use high speed interconnection networks
that might be available on a high-speed cluster and leverage MPI optimizations for data transfer. Second, it solves a
practical problem on batch allocated clusters by enabling controlled remote process creation through the MPI helper.
We have implemented both inter-node and intra-node versions of FastForward. We have also implemented intra-
node versions using sockets as well as shared memory transports for data communication for comparison. Section 5
experimentally compares the diﬀerent communication mechanisms that have been implemented.
2.3. Multi-level Speculation
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Figure 3: An example of multi-level speculation.
An important aspect of FastForward is its support of multi-level
speculation. We believe that the ability to continue speculating with-
out waiting for the last veriﬁcation results is critical in obtaining ef-
ﬁciency in speculative parallelism, as Section 4 explains. For this
purpose, FastForward implements a protocol to keep track of which
nodes (MPI ranks) are currently available for computing. It uses a
directory-based approach, where node 0 serves as the directory that
keeps track of the available nodes. Thus, FF fork contacts node 0 to
request an available node and transmits the checkpoint data directly
to the available node. Since the destination node expects checkpoint
data to arrive from the requester, this allows us to use MPI’s eﬃcient
two-way communication primitives.
Figure 3 illustrates the progression of the protocol with an ex-
ample. Node 1 speculates twice. For each speculation it forks oﬀ a
veriﬁer to check the results against its speculated region. To ﬁnd an
idle node, the speculator node contacts the directory server, which
responds with the number of the idle node. The directory service
also sends a message to the idle node informing it of the node that
will be sending it the checkpoint data. Notice that the creation of the
checkpoint and other bookkeeping can often be completely over-
lapped, thus minimizing the bookkeeping overheads. The protocol
is implemented by the helper process on each node that allows the
main computation to proceed concurrently. The helper process will
likely get scheduled on a separate core, if there is one available on
the node. With a slight modiﬁcation, the protocol can be adapted to
allow for multiple processes on each node, which would be useful
to exploit multiple cores on each node.
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Figure 4: The state tran-
sitions for a node.
A node can be in one of three states: idle, speculating, or verifying. Figure 4 shows
the state transition diagram. Additionally, the directory server maintains a record of which
nodes are available. We have omitted the states of the directory server for the sake of clarity.
A more sophisticated hierarchical directory service is possible to implement in order to
achieve greater scalability, which we leave for future work.
Note that at any point of time there is at most one node that is in speculating state.
All other nodes are in either verifying or idle states. We do not distinguish between non-
speculative computing and computing done for verifying speculative computation—a node
is in the verifying state in both cases. The exact node performing speculation can change
over the course of the application. The system does not allow more than a speciﬁed number
of concurrent veriﬁers. The “throttling” is implemented simply by delaying the acknowl-
edgement from the directory server until a node becomes available, eﬀectively delaying the
completion of FF fork.
The comparison of results could be performed either on the speculator or the veriﬁer. If
the speculation is expected to succeed in most cases then it would be more useful to perform
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the comparison on the veriﬁer. Similarly, if the speculation is expected to fail in a majority of cases then the result
comparison is better done on the speculator. However, the latter case is likely to be rare. Nevertheless, FastForward
lets the result comparison be done on either, through a tunable parameter.
3. Implementation Status
We have implemented FastForward in C++ using DMTCP and MPI. FastForward allows a tunable number of
concurrent veriﬁers, and lets the speculation migrate across nodes. FastForward currently implements a ﬂat directory
server. DMTPC checkpointing is invoked through the API, however the restart must happen using a command, via a
helper script. The MPI helpers implement the protocol to manage the runtime. Figure 5 shows the pseudocode for the
protocol.
int verifier = 0; // number of verifiers
RANK children[v]; // v = maximum number of verifiers
int num_children=0; // current number of children
PROC_KIND whoami; // enum {VERIFIER=0, SPECULATOR}
PROC_KIND comparator: // (it’s a constant)
RANK co_checker; // for result checking
function FF_fork ()
{
child_rank = create_checkpoint();
if (restarted_program) {
whoami == 1 - whoami; // switch roles in CHILD
co_checker = parent_rank(); // parent’s rank
do_computation();
check_results();
} else {
co_checker = child_rank; // child’s rank
children[num_children++] = child_rank;
do_computation();
check_results();
}
}
function do_computation ()
{
if (whoami == VERIFIER) {
do_verifier_computation();
} else {
do_speculative_computation();
}
}
function check_results ()
{
if (whoami == comparator) {
receive_verification_data_from (co_checker);
outcome = perform_comparison ();
send_outcome_to (co_checker);
} else { // whoami != comparator
send_verification_data_to (co_checker);
outcome = receive_outcome_from (co_checker);
}
if (outcome)
// the results are correct
if (whoami == VERIFIER) release_this_node_and_exit();
} else {
// the results are incorrect
if (whoami == SPECULATOR) {
kill_all_children();
release_this_node_and_exit();
}
}
}
function kill_all_children ()
{
for (i=0; i < num_children; i++)
send_kill_signal_to (children[i]);
num_children = 0;
}
Figure 5: Pseudocode for the FastForward protocol.
We have also implemented a preliminary source-level
compiler that combines live-variable analysis with infor-
mation ﬂow analysis to determine which variables need to
be veriﬁed at the end of a potentially speculative region.
The compiler also lets the speculative regions be speciﬁed
more cleanly using #pragma directives. In a large number
of cases—those that do not have indirect array references
or pointer-base aliasing—the compiler can automatically
generate code for comparing the outcome of speculator and
the veriﬁer. The compiler discards temporaries that might
be used within speculative or non-speculative versions of
the region, and compares only those values that would ac-
tually get used in later parts of the program. We also note
that the compiler does not automatically generate specu-
lative versions of code, which is outside the scope of this
paper.
4. Analysis
In order to estimate an upper bound on the amount of
performance improvement that we can expect on our sys-
tem suppose that there are k regions of code that can be
speculated upon for each non-speculative region. Suppose
that each region of code takes time T to ﬁnish, and each
speculative execution of that code is s times faster. Fur-
ther, suppose that speculation succeeds with a probability p
each time a speculative computation is performed. For one
non-speculative and k speculative regions, the total run-
ning time of the original code is T (k + 1). For speculation-
enabled computation, the running time is given by,
T + pk
T
s
+ (1 − p)kT
ignoring the overheads of remote process creation and re-
sult veriﬁcation. Thus, the maximum speedup, S , of the
system with speculation is given by:
S =
T (k + 1)
T + pk Ts + (1 − p)kT
=
k + 1
k + 1 + pk( 1s − 1)
(1)
Equation 1 can be used to make some key observations.
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1. If we let the probability of speculation succeeding be close to 1 then the speedup approaches k+1k/s+1 . If the ratio
k
s
is suﬃciently larger than 1 then the speedup can approach s. This implies that even when speculation is almost
always successful, to get close to the ideal speedup of s the application must have suﬃciently large number of
speculative regions for each non-speculative code region. This count is for dynamic instances of code regions.
Thus, a high ks ratio might be achievable in a case where speculation is performed inside a loop.
2. If we let the speculation speedup s get close to∞ then Equation 1 reduces to Amdahl’s Law, giving an upper limit
on the overall speedup of k+1(1−p)k+1 . With perfect speculation, the upper bound is k+1. This is a strict upper bound—
for an application that has k speculative regions per non-speculative region, it is impossible to get a speedup of
greater than k + 1.
3. The parameter k can be interpreted as the depth of speculation. In other words, the speculative computation may
proceed with further speculation, up to k times, without waiting for the veriﬁer corresponding to the previous
speculation to ﬁnish. The above equation shows that in order to get reasonable performance improvements in
practice, it is important that the system support deep speculation, i.e., large values of k. Clearly, the depth of
speculation depends on the application, however, the underlying system also needs to be ready to support what the
application demands.
4. Speculation incurs an eﬃciency cost. In order to support a speculation depth of k we need k+ 1 nodes as discussed
in Section 2. With k+1 nodes the parallel eﬃciency is 1/(k+1+ pk( 1s −1)). When speculation has high probability
of being correct (p≈ 1) the eﬃciency is close to 1/(1 + ks ). Unfortunately, if we wish a high k/s ratio to achieve a
speedup close to ideal, as discussed above, then we pay a price in lowered parallel eﬃciency that approaches s/k.
The above abstract analysis is applicable to any speculative system. The accuracy of speculation and the speedup
of speculative region over non-speculative region depend on the speciﬁc application and the algorithm employed to
achieve speculation. The critical parameter that depends on the speculation system, rather than the application, is
the depth of speculation it aﬀords. FastForward can support arbitrary depths of speculation. More importantly, it
makes deep speculation worthwhile by leveraging multiple nodes across a cluster. This enables an application to scale
beyond cores on a single node.
As we illustrate through a careful set of experiments in Section 5, by overlapping communication and computation,
FastForward is able to keep the overheads small. At the same time intra-node overheads are minimized by using a
thread-based mechanism with shared memory, whenever possible.
5. Experimental Evaluation
We conducted a series of experiments to measure the overheads of various communication mechanisms that Fast-
Forward uses and supports.
s p e c u l a t i v e ( ) ; / / s p e c u l a t i o n p o s s i b l e
s a f e c ompu t a t i o n ( ) ; / / no s p e c u l a t i o n
s p e c u l a t i v e ( ) ; / / s p e c u l a t i o n p o s s i b l e
s a f e c ompu t a t i o n ( ) ; / / no s p e c u l a t i o n
s p e c u l a t i v e ( ) ; / / s p e c u l a t i o n p o s s i b l e
Figure 6: Logical representation of the benchmark de-
signed to test the use case of relatively infrequent specu-
lation.
We wrote a benchmark, infreq-spec, which performs
CPU-intensive computation (we used matrix-multiply, but it
could have been anything else) in three phases. We assume that
these computationally intensive regions may be speculatively op-
timized, which was simulated by parallelizing the region. We ran
our tests on a 3 GHz Intel Core 2 Duo machine with a total of
8 cores and 8 GB RAM, running Gentoo Linux 2.6 kernel, with
gcc 4.3 compiler. Between any two speculative regions there is
a safe computation phase that is large enough to hide the latency
for validation. Thus, this example highlights the case where speculative regions are relatively infrequent such that
there is no waiting period for data validation. Figure 6 shows the structure of the benchmark. As long as there are
suﬃcient number of cores, or nodes, the overhead of data validation can be maximally hidden.
Figure 7 summarizes the results of running infreq-spec on increasing input sizes. Lines marked “original” show
the running time of the original code without any speculation. Lines marked “Spec (succ)” denote runs with specula-
tion enabled where speculation always succeeds. Finally, lines marked “Spec (fail)” are the cases when speculation is
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(a) Using shared-memory.
R
un
ni
ng
 ti
m
e 
(se
co
nd
s)
Input size (one dimension of square matrix)
 
 
0
10
20
30
40
50
60
70
80
400 600 800 1000 1200 1400
Original
Spec (succ)
Spec (fail)
(b) Using named pipes.
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(c) Using sockets.
Figure 7: Intra-node FastForward using diﬀerent communication channels.
Time (in seconds)
Type Total runtime FF fork Validation
Data transfer Comparison
Original 202.29 – – –
FF (intra-node, shared mem) 133.78 0.0024 – 0.0335
FF (inter-node, GigE) 144.35 2.4388 0.0488 0.0308
FF (inter-node, Inﬁniband) 144.48 2.5383 0.0391 0.0314
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Figure 8: Running time of the benchmark under diﬀerent versions of FastForward and the breakup of the running time.
enabled, but it always fails to produce correct results. Thus, these plots serve to bound the performance of our system
in the best and worst case scenarios for most favorable application scenarios.
Note that the price paid for the overheads can be ﬁne-tuned in two diﬀerent ways:
• If the speculation is expected to succeed in most cases then we can assume that the speculative execution is on the
critical path and oﬄoad validation on the veriﬁer core, or vice-versa.
• With the distributed speculation capability, result validation can be oﬄoaded onto a remote node, if it becomes a
bottleneck.
As expected, speculation that uses shared memory for the validation step runs with almost no speculative overhead
if the speculation fails. Otherwise, the running time remains practically unchanged. This clearly indicates that shared
memory should be used for validating results, whenever it is available.
Figure 8 tabulates the running time and its breakup across diﬀerent components for the infreq-spec benchmark
on diﬀerent versions of FastForward. “Data-transfer” time is the time to transfer the results for validation, “validation”
is the time to compare values, and “FF fork” is the total time it takes to do a FF fork. We used a high performance
cluster of dual-core Opteron processors connected by Inﬁniband as well GigE for this experiment. While there is a
signiﬁcant diﬀerence between speculating locally (on the same node) compared to remotely (another node), there is
still a substantial improvement over non-speculative version.
In these experiments the amount of time spent on transferring data was a relatively small fraction of the total
computation time. As a result, there is not much diﬀerence in the performance of distributed FastForward between
using GigE relative to using Inﬁniband for transferring the data to be compared. This shows that for computationally
intensive tasks, where the computation to communication ratio is high, any reasonable interconnection network can
deliver acceptable performance.
The main performance diﬀerence of distributed speculation from intra-node speculation arises from the overhead
of remote process creation, which is three orders of magnitude higher than a local fork. Clearly, even without con-
sidering the data transfer times for the validation step, local speculation should be preferred whenever possible. This
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points to the value of a hybrid model that uses shared memory-based speculation locally and resorts to CR-based
speculation only when necessary.
The tabular data is elaborated in the graph in Figure 8. Clearly, there is a gain in running the program with inter-
node speculation. Somewhat surprisingly the cost of failed speculation is relatively small. We attribute this to the fact
that separate threads were spawned for validating the data and there were extra cores available to run those threads
so that the validation process did not interfere with the main computation. This corroborates our design decision to
use separate threads for validation, especially for inter-node speculation. Thus, for infrequent speculation, especially,
when cores are available and the veriﬁer is on the critical path inter-node speculation provides a compelling option.
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Figure 9: Inter-node metrics for FastForward using DMTCP.
In order to estimate the behav-
ior of inter-node FastForward on
an application that might specu-
late frequently, we measured two
metrics, process creation time and
data transfer time. Figure 9 shows
these two values for increasing
process sizes and increasing data
sizes. Process creation time is
compared against the local fork
(labeled “Intra-node (shared mem-
ory)”). Not surprisingly, there is
multiple orders of magnitude dif-
ference as was also seen in the ta-
ble in Figure 8. As our later ex-
periments show, the bulk of remote
process creation time goes in creating the checkpoint.
Data transfer times demonstrate that Inﬁniband is signiﬁcantly faster than GigE, which justiﬁes the overhead of
using MPI helpers to aid rapid transfer of large amounts of data.
In order to test performance improvement trends, we devised a generic benchmark with the following tunable
parameters:
s = speedup of the speculation over non-speculative region
p = probability that the speculation produces correct results
d = amount of data that needs to be compared to verify the speculative results
c = size of the checkpoint
v = maximum number of concurrent veriﬁers
An important thing to note is that v, the number of parallel veriﬁers, determines the maximum depth of speculation
that the system aﬀords. FastForward has no inherent limits on v, although the number of available nodes on a cluster
would limit v in practice.
Section 4 provided theoretical upper limits on performance improvements under diﬀerent assumptions about some
of these parameters. In order to measure the performance trends we conducted a series of tests by changing one
parameter at a time. To isolate system overheads due to speculation the generic benchmark simulates the execution of
back-to-back speculative regions.
Figure 10 summarizes the results of these tests, which were conducted on a 128-node cluster of dual-core 1 GHz
AMD Opterons, running Linux 2.6, gcc 4.1.2, and OpenMPI 1.2.6 . These tests show that the checkpoint size has a
large impact on the overall performance, since it slows down the checkpointing as well as the data transfer process.
Direct-memory checkpointing and incremental checkpointing could ameliorate this problem. On the other hand,
increased probability of success has smaller than expected impact, especially for the initial portions. This could partly
be due to the fact that the comparison for all these experiments was always done on the veriﬁer. With low success
probability of speculation the veriﬁer becomes the bottleneck.
430  Devarshi Ghoshal et al. / Procedia Computer Science 4 (2011) 422–431
R
un
ni
ng
 ti
m
e 
(se
co
nd
s)
Speedup of speculative region
0
5
10
15
20
25
0 1 2 3 4 5 6 7 8
(a) Varying the speedup of speculative ver-
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(c) Varying the size of checkpoint data.
R
un
ni
ng
 ti
m
e 
(se
co
nd
s)
Size of verification data (MB)
0
10
20
30
40
50
60
70
80
2 4 6 8 10 12 14 16
(d) Varying the size of data to be compared
for veriﬁcation.
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Figure 10: Performance trends with diﬀerent parameters. The default values of the parameters are s = 2, p = 1, d = 3.8 MB, c = 3.8 MB, v = 1.
6. Related Work
Although the basic idea of FastTrack [5] is similar to FastForward, our implementation strategy diﬀers signiﬁ-
cantly. While FastTrack uses page-level checks and requires a kernel module, FastForward is a completely user-level
solution. Our approach does not depend on any proﬁling tool and provides a ﬂexible approach to validating results.
The throttling mechanism in FastTrack is a relatively orthogonal feature and could also be utilized in our FastForward
system.
The aggressive compiler optimization and parallelization model used in several thread-level speculation meth-
ods [3] create hot regions of frequently executed code using compiler support. A previous execution history is main-
tained to keep track of the results and regions of frequently executed code. This model requires support from hardware,
unlike FastForward. Another drawback of this model is that the hot speculative path is chosen based on execution
history, expanding the application memory footprint. Finally, the model focuses primarily on control dependencies.
The method implemented in [12] deﬁnes a main thread that uses “copy or discard” mechanism to handle results
which diﬀers from our “progress / rewind and discard” mechanism. Since, the speculative parallel code will always
be ahead of the non-speculative code, correct results would discard the safe version and move ahead with the unsafe
version, creating another version of the safe code, resulting in reduced validation overhead.
Software Behavior Oriented Parallelization (BOP) [13] approach is similar to our approach, in principle. However,
BOP incurs overheads of general protection and false-sharing. While our system might require an extra buﬀer copy
to transfer validate data, it does not suﬀer from false-sharing. The data-checking mechanism in BOP segregates the
program’s address space into disjoint groups implemented through a kernel-space mechanism. Our system is entirely
in user space.
Several other recent eﬀorts have been directed toward making speculation simpler by providing language-level
support [14], improving the performance of validation step [15], comparing diﬀerent approaches to thread-level spec-
ulation [16], or building speculative systems not described above [17, 18, 2, 3, 19, 4, 20, 6].
None of the speculative systems mentioned above provide cluster-based distributed speculation.
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7. Conclusion and Future Directions
In this paper we have presented and evaluated an implementation of the distributed speculation library system
based on the DMTCP checkpoint/restart library. To the best of our knowledge this is the ﬁrst time that a distributed
speculation system has been implemented with this approach. Recent advances in CR technology has made this an
attractive and feasible option. Our micro-benchmarks indicate that distributed speculation is not only feasible, but in
fact produces reasonable speedups, especially in a hybrid model where local (intra-node) speculation uses a simpler
more eﬃcient system and the inter-node speculation uses CR. In cases where speculation could be frequently incorrect
so that the veriﬁer might be on a critical path, CR-based distributed speculation oﬀers a compelling option since it can
operate with minimal overheads and work well with multi-threaded applications.
Possible future directions include: (a) leveraging recently developed techniques for rapid comparison of dynamic
data structures to compare recursive data structures [15]; (b) evaluating performance on multi-threaded programs;
(c) exploring the possibility of implementing recently proposed techniques, such as [14], using a CR method; and
(d) extending speculation support to large MPI programs.
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