Abstract. Under various conditions, we establish Schauder estimates for both divergence and non-divergence form second-order elliptic and parabolic equations involving Hölder semi-norms not with respect to all, but only with respect to some of the independent variables. A novelty of our results is that the coefficients are allowed to be merely measurable with respect to the other independent variables.
Introduction
The classical Schauder theory was established by J. Schauder about eighty years ago and since then plays an important role in the existence theory for linear and non-linear elliptic and parabolic equations. Roughly speaking, the Schauder theory for second-order elliptic equations in non-divergence (or divergence) form says that if all the coefficients and data are Hölder continuous in all variables, then the same holds for the second (or the first, respectively) derivatives of the solution. For second-order parabolic equations in non-divergence (or divergence) form, the Schauder theory reads that if the coefficients and data are Hölder continuous in both space and time variables, then the same holds for the second spatial derivatives and the first time derivative of the solution (or the solution itself and the first spatial derivatives, respectively). Such results were proved both in the interior of the domain and near the boundary with appropriate boundary conditions, as well as for higher-order equations and systems. See, for instance, [1] .
For higher-order elliptic equations with smooth coefficients, by using the potential theory as in [1] , P. Fife [10] established certain Schauder estimates involving Hölder semi-norms not with respect to all, but only with respect to some of the independent variables. It was also observed by B. Knerr [14] and G. Lieberman [24] that, for second-order parabolic equations in both divergence and non-divergence form, the regularity assumption on the coefficients and data with respect to the time variable can sometimes be dropped, which is also known as intermediate Schauder theory. The proofs in [14] are based on the maximum principle, while in [24] both the maximum principle and the Campanato's approach are used. See [26, 20] and references therein for other more recent results in this direction. These are some earlier work on what we shall hereafter refer to partial Schauder estimates, which is the subject of the current paper. Partial Schauder estimates have attracted many attentions due to their important applications, for instance, in problems arising from linearly elastic laminates and composite materials (cf. [3, 21, 22] ).
To be more precise, we first fix some related notation. Let x = (x 1 , . . . , x d ) be a point in R d , with d ≥ 2, and q be an integer such that 1 ≤ q < d. We distinguish the first q coordinates of x from the rest and write x = (x ′ , x ′′ ), where
. . , x q ) and x ′′ = (x q+1 , . . . , x d ).
Roughly speaking, x ′ indicates "good" coordinate variables while x ′′ represents "bad" coordinate variables. For a function u on a domain Ω ⊂ R d , naturally we define a partial Hölder semi-norm with respect to x ′ as
[u] x ′ ,δ; Ω := sup
Throughout this article, we assume 0 < δ < 1 unless explicitly otherwise stated. Let us mention some recent work on partial Schauder estimates in [5, 27, 9, 13] , which are closely related the current paper. In [5] , we considered both divergence and non-divergence form second-order scalar elliptic and parabolic equations. Among other results, we proved that if the coefficients are independent of x ′ and the data are Hölder continuous with respect to x ′ , then derivatives of solutions with respect to x ′ are Hölder continuous in x ′ . By using a different method, G. Tian and X.-J. Wang [27] proved similar results for non-divergence form elliptic equations with data Dini continuous in some variables. Under certain conditions, their results also extend to second-order fully nonlinear equations. We note that for non-divergence form equations, in both [5] and [27] the coefficients are assumed to be continuous in x, even though the estimates are independent of the moduli of continuity with respect to x. In [9] , the first named author studied second-order divergence form elliptic and parabolic systems as well as non-divergence scalar equations, with coefficients and data Hölder or Dini continuous in the time variable and all but one spatial variable, i.e., q = d − 1. In particular, it is proved that for non-divergence form equations if the coefficients and data are Dini continuous in z ′ := (t, x ′ ) and merely measurable in x d , then any solution u is C 1 in t, C 1,1 in x, and u t and D xx ′ u are continuous. Under the stronger condition that the coefficients and data are Hölder continuous in z ′ , u t and D xx ′ u are Hölder continuous in all variables. In a very recent paper [13] , Y. Jin, D. Li, and X.-J. Wang obtained the following results for non-divergence form elliptic equations: If the coefficients are independent of a direction ξ and the data is analytic in ξ, then any strong solution is analytic in ξ; if the leading coefficients are continuous, and the coefficients and data are analytic in a direction ξ, then any strong solution is analytic in ξ; if the leading coefficients are continuous, and the coefficients and data are Hölder continuous in ξ, then for any strong solution u, D xξ u is Hölder continuous.
The main objective of this paper is to study the regularity of solutions for both divergence and non-divergence form elliptic and parabolic equations when the coefficients are merely measurable in the "bad" directions, which are allowed to be more than one. We give a brief account of our main results as follows. In the elliptic case, we assume that data is Hölder continuous in x ′ and treat the following three classes of coefficients: 1. The coefficients are independent of x ′ and with no regularity assumption with respect to x ′′ . In the first case, we show that for any W ′ . This result improves the aforementioned results in [5, 27] by removing the continuity condition with respect to x (see Theorem 2.2). The main novelty of our paper lies in the second case, in which we prove that for any W As mentioned before, for non-divergence elliptic equations, an estimate similar to Theorem 2.12 was recently proved in [13] . Compared to [13] , our proof is completely different and we also obtain a sharper Hölder exponent.
The coefficients are Hölder continuous in
Our proofs are all based on the Campanato's approach, but with various techniques in the three different cases. They work equally well for both divergence and non-divergence elliptic and parabolic equations. Let us give a short descriptions of the proofs in the elliptic case. For Theorem 2.2, we mainly follow the outline of the argument in [5] , which in turn adopts an idea of decomposition by M. V. Safonov and the mollification method of N. Trudinger. In the proof, we emphasize how to use an approximation argument to remove the continuity condition and also how to localize the estimates by using an iteration argument. The main idea of the proof of Theorem 2.6 is to apply an L ε version of Campanato's characterization of Hölder continuous functions (cf. Lemma 6.14). To the best of our knowledge, such application is new, as the Campanato's approach is usually used in the L p setting for p ≥ 1 (mostly in the case p = 2 or p = ∞). The proof also relies on the KrylovSafonov estimate, the De Giorgi-Nash-Moser estimate, and an W 2 ε estimate due to F. Lin [23] . In the proof of Theorem 2.10, we exploit the reverse Hölder's inequality for elliptic systems and a recent result in [6] by the first named author and N. V. Krylov about the W 2 2+ε
estimates for non-divergence form elliptic equations with coefficients measurable in two directions. Finally, for Theorem 2.12 we appeal to some recent work in [17, 4, 8] 
estimates for elliptic equations with coefficients measurable in one direction, from which we obtain an interior C 1,α (or C α ) estimate for solutions to homogeneous equations. The organization of this paper is as follows. We state our main results for elliptic equations in Section 2. Section 3 is devoted to the proofs of these results. The main results for parabolic equations are stated in Section 4 and their proofs are given in Section 5, where we also use a special type of interpolation inequalities proved in the Appendix for parabolic Hölder semi-norms, which might be of independent interest.
Main Results for elliptic equations
We consider elliptic operators in non-divergence form
and in divergence form
where the coefficients a i j (x) are bounded measurable functions on R d satisfying the uniform ellipticity condition
for some constant ν ∈ (0, 1]. We assume the symmetry of the coefficients (i.e., a i j = a ji ) for the operators L in non-divergence form but for the operators L in divergence form, we instead assume that
where we used the usual multi-index notation andD
We also use the notation |u| 0;Ω = sup Ω |u|.
When Ω = R d , we will drop the reference to the domain and simply write
We denote C k x ′ (Ω) the set of all bounded measurable functions u on Ω whose derivativesD α u for α ∈ Z q + with |α| ≤ k are continuous and bounded in Ω. We denote by C k+δ x ′ (Ω) the set of all functions u ∈ C k x ′ (Ω) for which the partial Hölder semi-norm [u] x ′ ,k+δ;Ω is finite. We use the notation W k p (Ω), k = 1, 2, . . ., for the Sobolev spaces in Ω.
For p ∈ (1, ∞), we say that u ∈ W 2 p; loc
(Ω) is a strong solution of Lu = f in Ω if u satisfies the equation Lu = f a.e. in Ω. In the first theorem below, we assume that a i j are independent of x ′ and merely measurable in x ′′ .
Theorem 2.2. Assume that a
be a bounded strong solution of the equation
(B 1 ) be a bounded strong solution of the equation
(B 1 ) be bounded weak solution of the equation
where
Remark 2.5. Under the additional assumption that a i j are uniformly continuous with respect to x, results similar to Theorem 2.2 were proved before in [5] and [27] .
In 
Remark 2.9. For non-divergence elliptic equations, an estimate similar to (2.7) was obtained in [27] under the assumption that a i j are independent of x ′ and continuous in x ′′ .
Our next result is regarding the special case when q = d − 2. 
be a weak solution of the equation
and there is a constant N depending only on d, q, ν, p, δ, and ω a such that
(2.14)
Remark 2.15. By the interior L p estimates established in [17] and [4] , in Theorem 2.12 (i) we may assume that u ∈ W 2 q (B 1 ) for some small q > 1, and the term D 2 u L p (B 1 ) on the right-hand side of (2.13) can be replaced by the sum of a weaker norm of u and the L p norm of f . Similarly, in Theorem 2.12 (ii) we may assume that u ∈ W 1 q (B 1 ) for some small q > 1, and the term Du L p (B 1 ) on the right-hand side of (2.14) can be replaced by the sum of a weaker norm of u and the L p norm of f . Remark 2.16. For non-divergence elliptic equations, an estimate similar to (2.13) was recently shown in [13] by using a very different proof. It should be pointed out that in [13] it is assumed thatδ is strictly less than δ − d/p. Remark 2.17. We only consider operators without lower-order terms for the sake of simplicity of the presentation. In Section 3.5, we will illustrate how to extend our results to equations with lower-order terms.
3. The proofs: Elliptic estimates 3.1. Proof of Theorem 2.2. We prove the theorem in essence by following M. V. Safonov's idea of applying equivalent norms and representing solutions as sums of "small" and smooth functions. However, his argument as reproduced in the proof of [15, Theorem 3.4 .1] is not directly applicable in our case by several technical reasons and to get around this difficulty we also make use of the mollification method of Trudinger [28] .
For a function v defined on R d and ε > 0, we define a partial mollification of v with respect to the first q coordinates x ′ as
η(x i ) and η = η(t) is a smooth function on R with a compact support satisfying η = 1, tη dt = 0, and t 2 η dt = 0. We assume further that the support of η is chosen so small that ζ ∈ C ∞ c (B 1 ). Then, by virtue of Taylor's formula, it is not hard to prove the following lemma for partial mollifications (see, e.g., [15, Chapter 3] ).
For k = 0, 1, 2, . . ., denote byP k , which we shall refer to as the set of all kth-order partial polynomials in x ′ , the set of all functions
is a polynomial of x ′ ∈ R q of degree at most k for any x ′′ . We will also use the following notation for a partial Taylor's polynomial of order k with respect to
First we prove assertion (i) of the theorem and derive an a priori estimate for u
. By mollification, we can find a sequence of coefficients a n = [a i j n ], which are continuous, independent of x ′ , satisfy (2.1), and a n → a a.e. as n → ∞. Let L n be the corresponding operator with a n in place of a. Then we have
Let κ > 2 be a number to be chosen later. |w|.
In particular, with j = 3, we get
where the last inequality is due to (3.4).
On the other hand, it is clear that v := u −ũ κr − w satisfies
Therefore, by the ABP maximum principle and Lemma 3.2 (ii) we have
By Lemma 3.2 (i), we also get
Letting n → ∞, this together with the dominated convergence theorem implies
for any x 0 ∈ R d and r > 0. We take the supremum of the left-hand side (3.10) with respect to x 0 ∈ R d and r > 0, and then apply [15, Theorem 3.3 .1] to get
To finish the proof of (2.
by another use of the partial mollification method. As noted earlier in the proof, since a i j are independent of x ′ , we have Lũ
, by the argument above, we have a uniform estimate
0 andũ 1/n converges locally uniformly to u as n tends to infinity. We thus conclude that u ∈ C 2+δ x ′ (R d ) and (2.3) holds. This completes the proof of assertion (i).
Next we prove assertion (ii). In view of the proof above, without loss of generality we may assume that a i j are continuous in B 1 and u ∈ C 2+δ x ′ ; loc (B 1 ). For n = 1, 2, . . ., denote r n = 3/4 − 2 −n−1 and B (n) = B r n . Note that r n+1 − r n = 2 −n−2 and B (1) = B 1/2 . Now we fix a point x 0 ∈ B (n) . Let κ > 2 be a number to be fixed later. For any r ≤ 2 −n−3 /κ, we have B 2κr (x 0 ) ⊂ B (n+1) . It then follows from the proof of (3.10) in the previous step that
On the other hand, for any r ∈ (2 −n−3 /κ, 1/4), we have
Combining (3.11) and (3.12), and then applying [15, Theorem 3.3.1], we get
We choose a κ sufficiently large such that Nκ δ−1 ≤ 1/10. By multiplying both sides of (3.13) by 10 −n and then summing over n = 1, 2, . . ., we reach
Since u ∈ C 2+δ x ′ (B 3/4 ), the summations in (3.14) are finite. By absorbing the first term on the right-hand side of (3.14) to the left-hand side, we get (2.4).
Finally, we prove assertion (iii) by combining the proof of [5, Theorem 2.14] with that of assertion (ii). The theorem is proved.
3.2. Proof of Theorem 2.6. In order to prove the theorem, we need a slight generalization of the main result of [23] , which can be proved in the same way as in [23] by using dilations and standard approximation arguments. 
We take a point x 0 ∈ B 1/2 and r, R ∈ (0, 1/4) such that 0 < r < R/4. Clearly, u satisfies
solvability for elliptic equations with continuous coefficients, there is a unique solution
in B R (x 0 ) with the zero Dirichlet boundary condition. Thanks to Lemma 3.15, the triangle inequality, and Hölder's inequality, we have 17) where
By mollification with respect to x ′ , without loss of generality, we may assume that v is smooth with respect to x ′ . By differentiating (3.18) with respect to x ′ twice, we see thatv :
Clearly, the above equation still holds withṽ :=v − (v) B R (x 0 ) in place ofv, where we use the notation (v) B r (x 0 ) = B r (x 0 )v . By applying the Krylov-Safonov estimate, we get
By (3.17), (3.19) , and the triangle inequality, we obtain
Taking n → ∞ in (3.20) , by the dominated convergence theorem, we reach
The following lemma is a is variant of [11, Lemma 2.1, p. 86], the main distinction from which is that the monotonicity of φ is not assumed below.
Lemma 3.22. Let φ(t) be a nonnegative, bounded function on
for all 0 < ρ ≤ R ≤ R 0 , where A, α, β are nonnegative constants and β < α. Then there exists a constant ε 0 = ε 0 (A, α, β) such that if ε < ε 0 , for all 0 < ρ ≤ R 0 we have
Proof. Let ψ(t) = sup 0<s≤t φ(s). Then ψ is a nonnegative, nondecreasing function on (0, R 0 ]. For any τ ∈ (0, 1], we obtain from (3.23) that
Then by taking the supremum over τ ∈ (0, 1], we find ψ also satisfies the inequality (3.23). Therefore, by [11, Lemma 2.1, p. 86], for all 0 < ρ ≤ R 0 we have
where C = C(A, α, β).
Observe that
Therefore, by Lemma 3.22, we get from (3.21) that for all 0 < r < 1/16, we have
By Campanato's characterization of Hölder continuous functions (see Lemma 6.14), we obtain (2.7) from (3.24).
To remove the additional assumption
, we use a mollification argument. Taking the mollification of (3.16) with respect to x ′ and then differentiating with respect to x ′ twice, we get that for any θ ∈ (0, 1/4),
Thanks to the Krylov-Safonov estimate, D
Then by the proof above
θ n in place of u, f n , f , and g n , respectively, we get (3.24) with u replaced byũ θ on the left-hand side. Therefore, by Lemma 6.14,
where N is independent of θ. Since D
x ′ u a.e. as θ → 0 by the Lebesgue lemma, we obtain (2.7). This completes the proof of assertion (i).
The proof of assertion (ii) is similar. We provide the details for the completeness. Take a point x 0 ∈ B 1/2 and r, R ∈ (0, 1/4) such that 0 < r < R/4. Let w ∈ W 1 2 (B R (x 0 )) be the weak solution of the equation
in B R (x 0 ) with the zero Dirichlet boundary condition. By the W 1 2 estimate and Hölder's inequality, we have 25) where
By mollification with respect to x ′ , without loss of generality, we may assume that v is smooth with respect to x ′ . By differentiating (3.26) with respect to x ′ , we see thatv :
Clearly, the above equation is still satisfied byṽ :=v − (v) B R (x 0 ) in place ofv. Therefore, by applying the De Giorgi-Nash-Moser estimate, we get
where δ 0 = δ 0 (n, ν) > 0 is the Hölder exponent appearing in the De Giorgi-NashMoser estimate. By (3.25), (3.28) , and the triangle inequality, we obtain
. (3.29) By Lemma 3.22, we infer from (3.29) that, for all 0 < r < 1/16, we have Indeed, for 1 ≤ s < t ≤ 2 fixed, let η is a smooth function on R with a compact support in (−s, s) such that η ≡ 1 on (−t, t), η ′ ∞ ≤ 2/(s − t), and η ′′ ∞ ≤ 6/(s − t) 2 .
By [6, Theorem 2.8] applied to v = ζu, where ζ(
, followed by an interpolation inequality for the Sobolev spaces, we have
Then, by [11, Lemma 3.1, p. 161], we obtain
This inequality and interpolation inequalities for the Sobolev spaces, we get (3.32).
Since we assume a i j are independent of x ′ , by using the argument of finite-difference quotients, the same inequality also holds for D j x ′ u ( j = 1, 2, . . . ) in place of u. Then by successive application of (3.32) together with standard covering argument, we obtain 
On the other hand, by the Sobolev imbedding, there exists k ∈ N such that v(
.
This implies that for all x ′ ∈ I ′ 1 we have
This combined with (3.34) and (3.33) shows that (recall v = Du)
Next, again by the Sobolev imbedding theorem, we find a positive integer k such
By the Morrey-Sobolev inequality, for
) .
This together with (3.36) and (3.33) gives (recall v = Du)
By combining (3.35) and (3.37) and using a standard covering argument, we get assertion (i).
The proof for assertion (ii) is similar. Recall that there exist constants
Also, note that by the Sobolev imbedding theorem, we have
Therefore, by the Caccioppoli inequality, we get (by replacing p by 2d/(d − 2) and using Hölder's inequality if necessary)
Since we assume a i j are independent of x ′ , the same inequality also holds for D j x ′ u ( j = 1, 2, . . . ) in place of u. Then by successive application of the Caccioppoli inequality together with standard covering argument, we obtain
Then by using (3.38) instead of (3.33) and repeating the same argument (3.34)-(3.37) with u in place of v, we get assertion (ii). The lemma is proved.
We begin with the proof of assertion (i). We follow exactly the same line of the proof of Theorem 2.6 (i) up to (3.18). As before, by the mollification argument we may assume that
By Lemma 3.31 with a scaling, we find that
where we used the Krylov-Safonov estimate in the last inequality. Note that (3.39) is still satisfied withṽ
in place ofv. It should be noted that (ṽ) B R/4 (x 0 ) = 0. Therefore, by applying (3.40) and the Poincaré inequality, we get
Then by using (3.41) instead of (3.19) and proceed as in the proof of Theorem 2.6, we obtain, similar to (3.24), the inequality
from which (2.11) follows. This completes the proof of assertion (i).
We now turn to assertion (ii), the proof of which is slightly different from that of Theorem 2.6 (ii) in a way that we dispense with the De Giorgi-Nash-Moser estimate so that the proof carries over to the case of strongly elliptic systems. First, we follow exactly the same proof of Theorem 2.6 (ii) up to (3.27) . Recall that we assumed that x ′′ = (x d−1 , x d ) and observe that (3.27) is still satisfied bỹ v :=v − (v) B R (x 0 ) . Therefore, by Lemma 3.31 with a scaling (note that Lemma 3.31 (ii) holds for systems), we find thatṽ satisfies an estimate
Then, by utilizing the above instead of De Giorgi-Nash-Moser estimate, we repeat the rest of proof of Theorem 2.6 (ii) and we obtain (2.8). The theorem is proved. 
Proof of
Proof. The first assertion follows from the main result of [8] by a standard localization argument. The second assertion is a consequence of the first one, the Sobolev embedding theorem, and a bootstrap argument to successively improve the integrability.
Here is a counterpart of Lemma 3.43 for divergence form equations. 
where Now, we turn to the proof of the theorem. We begin with assertion (i). We take a point x 0 ∈ B 1/2 and r, R ∈ (0, 1/4) such that 0 < r < R/8. Let η ∈ C ∞ 0 (B 1 ) be a smooth cut-off function such that 0 ≤ η ≤ 1 in B 1 , η = 1 in B 1/2 , and η = 0 in B 1 \ B 2/3 . Definê
Observe thatâ i j are continuous with respect to (x 1 , . . . , x d−1 ) inB 2R/3 (x 0 ) and continuous (with respect to x) inB R (x 0 ) \ B 2R/3 (x 0 ). By Lemma 3.42, there is a unique solution w ∈ W 2 p (B R (x 0 )) of the equation
in B R (x 0 ) with the zero Dirichlet boundary data. It is crucial to observe that the modulus of continuity ofâ =â i j only improves under the affine transformation of B R (x 0 ) to B 1 as R < 1. Therefore, we have an estimate
By mollification with respect to x ′ , without loss of generality, we may assume thatv :
). By differentiating (3.46) with respect to x ′ , we see thatv satisfies
Clearly, the equation above still holds with
Take any γ ∈ (δ, 1). By applying Lemma 3.43 with a scaling (the modulus of continuity only improves!) and the Poincaré inequality, we get (cf. (3.41) above) 
. (3.48) By Lemma 3.22, we infer from (3.48) that, for all 0 < r < 1/32 we have
Therefore, we obtain (2.13) by Campanato's theorem. This completes the proof of assertion (i).
The proof of assertion (ii) is similar, and actually simpler. We give the details for the completeness. We take a point x 0 ∈ B 1/2 and r, R ∈ (0, 1/4) such that 0 < r < R/4. Let w ∈ W 1 2 (B R (x 0 )) be the weak solution of the equation
in B R (x 0 ) with the Dirichlet boundary condition w = 0 on ∂B R (x 0 ). By the classical L 2 estimate for divergence form equations and Hölder's inequality, we have
where N depends only on d, p, and ν. It is easily seen that v :
By mollification with respect to x ′ , without loss of generality, we may assume that
). By differentiating (3.50) with respect to x ′ , we see thatv satisfies
in place ofv. Take any γ ∈ (δ, 1). By applying Lemma 3.44 with a scaling (the modulus of continuity only improves!) and the Poincaré inequality, we get (cf.
(3.41) above)
Then, similar to (3.29), we get from (3.49) and (3.51) that
By Lemma 3.22 and (3.52), for all 0 < r < 1/16 we have
Therefore, by Campanato's theorem, we get (2.14). The theorem is proved.
Remarks on equations with lower-order terms.
In this subsection, we illustrate how to extend the results in Section 2 to operators with lower-order terms in non-divergence form
where the lower-order coefficients are bounded and measurable, which satisfies |b i |, |b i |, |c| ≤ K for some K ≥ 0. As in the classical Schauder theory, the idea is to move lower-order terms to the right-hand side. However, because we only have estimates of partial Hölder norms, the argument here is a bit more involved. In Theorem 2.6 (i), we may assume that b, c ∈ Cδ x ′ . Indeed, since 1 − d/p ≥ δ − d/p ≥δ, by the Sobolev imbedding theorem, we have Du, u ∈ Cδ(B 1 ). Therefore, we can move the lower-order terms to the right-hand side. Theorem 2.6 (ii) can be extended to the case whenb ∈ Cδ x ′ with an additional term g ∈ L p (B 1 ) on the right-hand side. By the Sobolev imbedding theorem, u ∈ Cδ(B 1 ). Thus,b i u can be absorbed to f , and b i Du + cu can be absorbed to g. The same extension can be carried out in Theorems 2.10 and 2.12.
Main results for parabolic equations
In this section, we consider parabolic operators in non-divergence form
where t ∈ R and x = (x ′ , x ′′ ) ∈ R d . Here, we assume the coefficients a i j (t, x) are bounded measurable functions on R d+1 and satisfy the uniform parabolicity condition
for some constant ν ∈ (0, 1]. As in the elliptic case we assume the symmetry of the coefficients for the non-divergence form operators P but for the operators P in divergence form, we instead assume that
, we define a partial Hölder semi-norm with respect to x ′ as
Similarly, we define the partial Hölder semi-norm with respect to t as We also denote H −1 p (Q) to be the space consisting of all functions u satisfying
It is easy to see that H −1 p (Q) is a Banach space. Naturally, for any u ∈ H −1 p (Q), we define the norm
be its parabolic boundary. The next theorem is a parabolic counterpart of Theorem 2.2.
Theorem 4.4. (i) Let u
(Q 1 ) be a bounded weak solution of the equation
Next we consider parabolic equations in non-divergence form (4.1) and in divergence form (4.2) with coefficients depending on all the variables. 
For (4.9), the conditionδ ∈ (0, δ 0 ) is not needed. 
) and there is a constant N depending on d, p, δ, ν, and ω a , such that
Remark 4.13. In Theorem 4.10, we may assume that a i j are uniformly continuous in x instead of (t, x 1 , . . . ,
p solvability of the equation, and as such this condition can be relaxed to the vanishing mean oscillation (VMO) condition or partially VMO condition; see, for instance, [17] and [8] .
5. The proofs: Parabolic estimates 5.1. Proof of Theorem 4.4. The proof is similar to that of Theorem 2.2 and only minor adjustments are needed. We begin with proving assertion (i). We consider first two cases (i.e., the cases when a are independent of either x ′ or t) simultaneously. The third case is a direct consequence of the first two by using an interpolation inequality in Lemma 6.1. Similar to (3.1), for a function v defined on R d+1 and ε > 0, we define a partial mollification of v with respect to x as
and a partial mollification with respect to t as
Similar to the proof of Theorem 2.2, we may assume u ∈ C 2+δ x ′ (resp. u ∈ C 1+δ/2 t ) and let a n = [a i j n ] be a sequence of coefficients that are continuous, independent of x ′ (resp. independent of t), satisfy (4.3), and a n → a a.e. as n → ∞. Let P n be the corresponding operator with a n in place of a. Then
Let κ > 2 be a number to be chosen later. Then, we have for any r > 0,
ε is a partial mollification with respect to x ′ (resp. with respect to t). Let Q r = Q r (z 0 ), where z 0 is a point in R d+1 , and let w (= w n ) ∈ W 2 d+1; loc (Q κr ) ∩ C 0 (Q κr ) be a unique solution of the problem (see [25, Theorem 7.17] )
By the ABP maximum principle and Lemma 3.2 (ii), we obtain
By the Krylov-Safonov theorem, w ∈ C
Since a i j n are independent of x ′ (resp. independent of t), for any integer
Notice that Taylor's formula yields (see [15, Theorem 8.6 .1])
Then we obtain from (5.3), (5.2), and (5.1)
resp. |w −T
On the other hand, v := u −ũ κr − w satisfies
Therefore, we have (similar to the derivation of (3.7))
where we set E = (a
, which tends to zero as n → ∞ by dominated convergence theorem. Also, similar to (3.8), we get
resp. |ũ κr −T
κr ). Then similar to (3.9), we have
Letting n → ∞, this implies
resp. r −2−δ inf
for any z 0 ∈ R d+1 and r > 0. We take the supremum of the above with respect to z 0 ∈ R d+1 and r > 0, and then apply [15, Theorem 3.3 .1] to get
To finish the proof of the first two cases, it suffices to choose a large κ such that Nκ δ−1 < 1/2. As mentioned above, the third case is a direct consequence of the first two by using an interpolation inequality in Lemma 6.1. This completes the proof of assertion (i).
Assertion (ii) then follows by combining the proof of assertion (i) with that of Theorem 2.2 (ii) (with cylinders in place of balls). Finally, assertion (iii) is obtained similarly by a minor modification of the proof above (cf. [5, Theorem 2.16] ). We leave the details to the interested reader. The theorem is proved. 
Proof for assertion (i).
Similar to the proof of Theorem 2.6, we may assume that D 2 x ′ u ∈ Cδ /2,δ (Q 1/2 ) (resp. u t ∈ Cδ /2,δ (Q 1/2 )). Moreover, we can find a sequence of continuous coefficients a n = [a i j n ], which are δ-Hölder continuous in x ′ (resp. δ/2-Hölder continuous in t) with [a n ] x ′ ,δ ≤ [a] x ′ ,δ (resp. [a n ] t,δ/2 ≤ [a] t,δ/2 ), satisfy (4.3), and a n → a a.e. as n → ∞. Let P n be the corresponding operator with a n in place of a. Then we have
We take a point z 0 ∈ Q 1/2 and r, R ∈ (0, 1/4) such that 0 < r < R/4. By the classical W
1,2 d+1
solvability for parabolic equations with continuous coefficients, there is a unique solution w ∈ W 1,2 d+1 (Q R (z 0 )) of the equation
in Q R (z 0 ) with zero Dirichlet boundary value on ∂ p Q R (z 0 ). Thanks to Lemma 5.4, we have (similar to the derivation of (3.17))
and, respectively,
Without loss of generality, we may assume that v is smooth with respect to x ′ (resp. with respect to t). By differentiating (5.5) with respect to x ′ twice (resp. with respect to t once), we see thatv :
Clearly, the above equation still holds withṽ :=v − (v) Q R (z 0 ) in place ofv. By applying the Krylov-Safonov estimate, we get
for some δ 0 = δ 0 (d, ν) > 0. Then, we get (similar to the derivation of (3.21))
. (5.7) By Lemma 3.22, for all 0 < r < 1/16, we get from (5.6) that (cf. (3.24))
and, respectively, from (5.7) that
where we used
Therefore, we obtain (4.6) and (4.7) from the above inequalities combined with Campanato's theorem. This completes the proof for assertion (i).
Proof for assertion (ii).
We first consider the case when a is δ-Hölder continuous in x ′ and f ∈ Cδ x ′ (Q 1 ). Take a point z 0 ∈ Q 1/2 and denote
Then we have
(Q R (z 0 )) be the weak solution of the equation
in Q R (z 0 ) with the zero Dirichlet boundary condition on ∂ p Q R (z 0 ). By using the energy inequality, we have, similar to (3.25) , that
Without loss of generality, we may assume that v is smooth with respect to x ′ . By differentiating (5.8) with respect to x ′ , we see thatv := D x ′ v satisfies
Clearly, the above equation is still satisfied byṽ :=v − (v) Q R (z 0 ) in place ofv. Therefore, by applying the De Giorgi-Nash-Moser estimate, we get
where δ 0 = δ 0 (n, ν) > 0 is the Hölder exponent appearing in the De Giorgi-NashMoser estimate. Then, we obtain (similar to the derivation of (3.29))
By Lemma 3.22, we infer from (5.9) that, for all 0 < r < 1/16, we have (cf. (3.30))
Then we get (4.8) from (5.10) by Campanato's theorem.
Next, we consider the case when a is δ/2-Hölder continuous in t and f ∈ Cδ t (Q 1 ). We use the idea in the proofs of Theorems 2.2 and 4.4. Let us momentarily assume that u ∈ C (1+δ)/2 t . Letũ ε be a partial mollification with respect to t. For n = 1, 2, . . ., denote r n = 3/4 − 2 −n−1 and Q (n) = Q r n . Now we fix a point z 0 ∈ Q (n) . Let κ > 2 be a number to be fixed later. For any r ≤ 2 −n−3 /κ, we have Q 2κr (z 0 ) ⊂ Q (n+1) . Denote
Let w ∈ H 1 2 (Q κr (z 0 )) be a weak solution of the problem P 0 w = 0 in Q κr (z 0 ),
By the weak maximum principle, similar to (5.1) we obtain
Then similar to (5.2) and (5.3), we have
We obtain from (5.12) and (5.11) that
Therefore, by the De Giorgi-Nash-Moser estimate, we have
Also, similar to (3.8), we get
Taking p =T
κr , we have
On the other hand, for any r ∈ (2 −n−3 /κ, 1/4), we have 
Using the equation, we further get
, which together with the parabolic Sobolev embedding theorem yields
To remove the smoothness condition that u ∈ C (1+δ)/2 t , we apply the mollification argument (with respect to t) as in the proof of Theorem 2.6 (i). Proof. Similar to Lemma 3.42, the lemma is a consequence of the a priori interior W 1,2 p estimates proved in [18, 8] for parabolic equations with coefficients measurable in one spatial direction together with the classical boundary W 1,2 p estimates for parabolic equations with continuous coefficients.
The following lemma is the parabolic analogy of Lemma 3.43, which is also a consequence of the main results in [8] . .
Therefore, we obtain (4.11) by Campanato's theorem. The theorem is proved.
Appendix
The proof of Theorem 4.4 uses the following special type of interpolation inequalities for parabolic Hölder semi-norms. For the sake of completeness and future references, we give a sketched proof. 
