Purpose -Pattern recognition systems often have to handle problem of large volume of training datasets including duplicate and similar training samples. This problem leads to large memory requirement for saving and processing data, and the time complexity for training algorithms. Reducing the volume of training part of a dataset -in order to increase the system speed, without any significant decrease in system accuracy -is the main goal in this study. Design/methodology/approach -A new technique for dataset size reduction -using a version of Modified Frequency Diagram approach -is presented. In order to reduce processing time, the proposed method compares the samples of a class to other samples in the same class, instead of comparing samples from different classes. It only removes patterns that are similar to the generated class template in each class. To achieve this aim, no feature extraction operation was carried out, in order to produce more precise assessment on the proposed data size reduction technique. Findings -The results from the experiments, and according to one of the biggest handwritten numeral standard OCR datasets, Hoda, show a 14.88% decrease in dataset volume without significant decrease in performance. Practical implicationsThe proposed technique is effective for size reduction for all pictorial databases such as OCR datasets. Originality/value -State-of-the-art algorithms currently used for dataset size reduction usually remove samples near to class's centers, or support vector samples between different classes. However, the samples near to a class center have valuable information about class characteristics, and they are necessary to build a system model. Also, support vectors are important samples to evaluate the system efficiency. Our proposed technique, unlike the other available methods, keeps both outlier samples, as well as the samples close to the class centers.
Introduction
Pattern Recognition (PR) is one of the most challenging branches in the artificial intelligence domain. In all PR systems, the quantity, quality, and diversity of training data in the learning process directly affect the final results. In this context, the size of the training dataset is a crucial factor, because the training phase is often a timeconsuming process for making the system model. The required computational time for classifying input data increases linearly (such as in k-NN) or nonlinearly (such as in SVMs) with the number of samples in the training dataset (Urmanov et al., 2007) . For example, time complexity for SVM -one of the state-of-the-art classifiers in PR systems -grows with the square of the number of samples in the training dataset (Zhang et al., 2004) . Hence, some of these classifiers cannot be used in online or offline applications with very large number of samples in the training phase.
Nowadays, dataset sizes have grown dramatically (Kuri-Morales and RogriguezErazo, 2009), and the Big-Data issue becomes an important consideration. Also, there is an increasing demand for employing various applications on limited-speed and limitedmemory devices such as mobile phones and mobile scanners (Sanaei et al., 2013) . Therefore, it would be very beneficial to be able to train a PR system with a smaller version of training datasets, without incurring significant loss in system efficiency. Reducing the volume of initial data is an important goal toward speeding up the training and testing processes. In this context, there is a pressing need to find efficient techniques for reducing the volume of data in order to decrease overall processing time, and memory requirements.
Two general approaches are used for dataset volume reduction -dimensionality reduction, and size reduction. In the dimensionality reduction techniques, the system will try to find and remove less important extracted features from feature vectors corresponding to dataset samples. These techniques are widely employed in such areas as image categorization (Benmokhtar et al., 2013) , heart sound signal feature reduction (Saracoglu, 2012) , large time series dataset reduction (Keogh, et al., 2000) , automatic image segmentation (Li et al., 2006) , and so on. Specific techniques of this category include: Principal Component Analysis (PCA), Singular Value Decomposition (SVD), and Random Projection (RP) (Van der Maaten et al., 2009) .
The general idea behind the dataset size reduction operation is that not all the samples in the training part of a dataset might be of any effective use for training the system. Therefore, if similar, duplicate, or less important samples are found, they can be removed from the training dataset, and thus, the dataset volume is reduced. K-means algorithm is one of the most well-known dataset size reduction methods (Ding et al., 2004) . Sometimes, both Dimensionality Reduction and Size Reduction techniques are used simultaneously, to reduce the volume of very large databases (Kuri-Morales and Rogriguez-Erazo, 2009 ).
Optical Character Recognition (OCR) is one of the widely studied and challenging fields in the PR domain. Some dataset volume reduction methods have been proposed for OCR applications, for example, the PCA technique has been used to compress the features space in the numeral part of the CEDAR database (Hyun Chul et al., 2002) , the MNIST database (Zhang et al., 2004) , printed South Indian scripts (Manjunath Aradhya et al., 2008) , and also the handwritten Tamil characters classes (Deepu et al., 2004) . It is estimated that more than one billion people worldwide use the Arabic, Farsi, and other similar alphabets as their native language. About 30% of the world population and around 30 world languages use this group of alphabet sets as a base script for writing, and this makes it the second most-used alphabet set for writing worldwide (Abdul Sattar et al., 2012) . Hence, the recognition of these alphabets has been the center of attention in recent years. However, no research efforts have been undertaken regarding dataset size reduction for the Arabic/Farsi datasets.
In this article, a new method, based on Modified Frequency Diagram (MFD) matching technique, is presented to reduce the number of samples in the training part of a numeral Arabic/Farsi dataset. Using the MFD technique, a template is first generated for each class in the pattern space. A new similarity measurement function is then used to compute a similarity value for each training sample of a dataset corresponding to that class template. After normalizing the computed similarity values, the training samples in a specific class are sorted in descending order based on the calculated similarity values. The sorted samples of each class are split into two separate groups. The first group includes the most similar sampling data to the class template, and the second group includes the rest of the samples of that class. We keep one sample of the first group and also all samples of the second group for each class in the final reduced dataset version.
The main difference between our proposed method and other available methods for dataset size reduction is that our method removes some patterns of a class which are similar to that class template, and it keeps the outlier and support vector samples, which may be important for evaluating system functionality and system performance. Also, the proposed method is completely different from the dimensionality reduction techniques such as PCA and SVD, because it is categorized as one of the dataset size reduction approaches, and not as one of the feature reduction techniques. However, it is possible to reduce the number of samples using the proposed method (at the same time keeping the support vector samples), and then reduce the number of features for the remaining samples. In other words, a small dataset is produced via both size reduction and dimension reduction techniques. The results from an OCR application database have been reported, but the salient point of the proposed approach is that it can be used for other pictorial datasets with appropriate adjustments.
This paper contributes to the corpus of knowledge on dataset size reduction methods by proposing a new method for dataset size reduction that at the same time, speed up system training and testing. It also introduces a new approach for connecting broken parts of an image together during the pre-processing operation.
This paper is organized as follows. Section 2 discusses the related works on the topic of dataset size reduction; Section 3 introduces the proposed dataset size reduction technique, the research method used, and the experimental procedures of our research; Section 4 presents the results obtained using our method on a standard dataset; Section 5 presents a comparison of the results and error analysis; and Section 6 concludes the paper.
Related works
Many researches have been conducted on finding methods of reducing dataset size in order to decrease the overall processing time in PR systems. Urmanov et al. (2007) first calculated an original decision boundary equation D for each class of patterns. They then calculated the Euclidian distance between each sample x in each class C and the original decision boundary equation D. Next, without using sample x in the same class C, they calculated a new decision boundary and the Euclidian distance with respect to this new decision boundary. If the pairs of old and new decision boundaries are very similar, sample x is considered worthless, and it is removed from the dataset. This approach, however, is very time-consuming. In addition, it is likely that when we analyze the decision boundary between class A and class B, a sample x of class A is considered as a non-important sample, and therefore, it is selected as a candidate for removal. On the other hand, in analyzing the decision boundary between class A and class C, this sample is considered as an important pattern and it should not be removed from class A. In these cases, it is difficult to decide whether to remove or maintain a sample. Zhongdong et al. (2004) attempted to reduce dataset volume by finding Support Vectors (SVs) samples using fuzzy entropy. They found the samples of each class near the boundary spaces, and then calculated the distance of the found samples of each class from other classes. Finally, they considered the nearest couple of samples from any two classes as the most important, while the other samples of each class were removed from the classes and dataset.
For each pair of samples from two different classes, Javed et al. (2007) plotted a sphere, such that those two samples are put on two sides of the sphere diameter. If none of the other samples inside these two classes are within the sphere volume, these samples are nearest to each other from these two classes. Therefore, these samples are the Support Vectors (SVs) samples and will be inserted into the final dataset. Boucheham (2012) introduced the method of recursive sequential Piecewise Linear Approximation (PLA) for dataset size reduction to speed up time series comparison. However, in the OCR domain, it is usually acceptable to consider printed characters as a time series, but for handwritten characters, the wide variation of styles rules out any possibility of considering handwritten template as time series, and therefore, the aforementioned method is not applicable for handwritten documents. Cervantes et al. (2008) first obtained a sketch from the distribution of available classes with a small number of training samples, and they then found existing support vectors in this limited dataset. Their proposed system is trained to find samples near the border between the classes, and then other important samples are found and added to the final dataset.
Using the subgroup discovery concept, Cano et al. (2008) found a subset of a big training dataset. Each selected sample in the initial sub-dataset had special characteristics (features) in comparison to other available samples. Finally, to reduce the data volume, they used a combination of stratification and instance selection algorithms in the pre-processing operation.
In summary, it is found that most of the algorithms mentioned can be divided into two general groups:
a) The first group of algorithms tries to delete SVs samples from available classes. These samples are usually the samples which are near to the classes' boundaries. It is usual for a PR system to justify or classify SVs samples, wrongly. However, one of the main criteria for evaluating system efficiency is the correct classification of these SVs and outlier samples. Hence, it is not a good strategy to delete these patterns from the datasets.
b) The second group of algorithms removes the samples near the classes' centers of the initial training dataset. The main drawback of this approach is that the samples near to a class center usually include highly valuable information about the characteristics of a class. Hence, deleting these important samples would have negative effects on the making of a system model in the training phase.
The new proposed method for dataset size reduction
The main idea used in this research is that in a large dataset, some of the training samples in a class might fully or nearly resemble each other, and therefore, they cannot produce different crucial information to the training part of a PR system. Hence, the system can keep only one of these similar samples, while the rest of the samples are removed from the dataset. Also, in the proposed method, the samples from different classes are not compared to samples of other classes. Instead, the samples of a class are compared to other samples in the same class to find almost similar samples to the class template. As a result, it can be considered to be a fast dataset size reduction technique. However, after this screening, other methods proposed in the literature can be applied to a few samples in each class, and dataset size can be reduced, considerably.
The proposed dataset size reduction algorithm includes five main parts. Figure 1 depicts the general structure of the proposed model. The mentioned operations are discussed in the following sub-sections.
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Pre-processing
The performance of a PR system depends very much upon the quality of the original data. In this context, we took into consideration that the proposed algorithm should be non-sensitive with respect to the scaling, rotation, and transformation of the patterns. Hence, some important pre-processing operations such as noise removal, dimension normalization, and slant correction using common powerful techniques, are first performed on the samples.
We applied a median filter with a 3×3 pixels window and also morphological opening and closing operators using dilation and erosion techniques for noise removal. The image size was normalized to 50 pixels and the image was located in the center of a 50×50 pixels bounding box. Also, the method proposed by Hanmandlu et al. (2003) was used to correct the slant angle of an image.
The focus of this research is on the Arabic/Farsi digits OCR datasets. The body in every Arabic/Farsi digit is constructed using only one component. Thus, after the preprocessing operations, if it is found that there are still connected pixels in the input image, the extra blocks are considered as noise or separate components of the initial image. To find and remove the rest of the noise, the pen width is estimated using three different methods, and the average of the values from the method, is considered to be the final pen width. To achieve this, we compute:
a) The mode of the image vertical projection; b) (The value of image density) / (The number of image skeleton pixels); c) {(The value of image density) / (The number of image outer profile pixels)} * 2.
The results from the experiments show that the average of these three values is a more accurate estimate of the pen width than each of the values, alone. After finding the pen width, all small components with a pixel density that is less than two times of the pen width can be considered to be noise, and be deleted from the input image. The threshold 2 was obtained experimentally. The rest of the connected components are considered as broken parts of the digit image.
In order to connect the broken image segments together, we used a new approach. By using connected component analysis, we named the biggest available part as the main part M of the image. The outer contour of the main part M was then extracted and the coordinates of its pixels were saved in array MAIN. Thereafter, for all of the remaining secondary components Si (which are smaller than the main part M), we found the outer contour, and saved the pixel coordinates of those outer contours in another array SEC. Then, we computed the Euclidean distance between all elements of array MAIN and all elements of array SEC. The smallest value of the computed distance indicates the shortest path between contour M and one of the secondary contours Sk. Finally, we drew a line with thickness equal to estimated pen width along the shortest path between M and Sk. As a result, the secondary part Sk is connected to the main part M. This process was repeated until there is no more secondary component. In each of the iterations, the new version of the main part M is used in the algorithm, because one secondary part is connected to the old version of the main part. Algorithm 1 demonstrates the pseudo code for this process. Algorithm 1. The proposed procedure to connect the broken image segments.
while (there is another secondary component in input image) do find outer contour of the main part M; save the pixels coordinate of M in array MAIN; repeat find outer contour of an image secondary part S; save the pixels coordinate of S in array SEC; until (there is not another secondary parts in image); for (each pixel A in array MAIN) for (each pixel B in array SEC) compute the distance d between pixels A and B; save (d, coordinate of pixel A, coordinate of pixel B) in array D ; end for; end for; d_min = smallest value d in array D; A_min = coordinate of pixel A, corresponding to d_min ; B_min = coordinate of pixel B, corresponding to d_min ; draw (a straight line with pen width thickness from A_min to B_min) ; end while; Figure 2 shows an example of applying the mentioned pre-processing operations on two sets of digits in the Hoda dataset (Khosravi and Kabir, 2007) , employed in this research. The results were encouraging as we were able to achieve 97.16% successful connections. 
Template generation for each class
By using all the pre-processed samples of each class, the Frequency Diagram (FD) (Khosravi and Kabir, 2007) was first computed by calculating the number of occurrences of pixel '1' in the coordinates (x,y) for all available samples in a special class (Equation (1)).
x, y: coordinates of different pixels of any sample x = 1,…, k, y = 1,…,p k, p: Dimensions of normalized samples n: the n'th sample of a specified class Fn(x,y): pixel value of the n'th sample at coordinate (x,y) Ni: The total number of samples in class Ci Khosravi and Kabir (2007) proposed the Modified version of Frequency Diagram (MFD) (Equation (2)). They increased the pixel density variable Di by 1 unit, if the pixel in coordinate (x,y) of an input sample is '1', and they decreased the pixel density variable Di by 1 unit, if the pixel in coordinate (x,y) of an input sample is '0' (Equation (2)).
Di (x,y) = ∑ ( (x, y) * 2 − 1 )
=1
(2) Figure 3 shows an example of MFD for digit '7'(digit '7') in Arabic/Farsi digits set, using Equation 2. For simplicity, only 200 samples of digit '7' (digit '7') have been used for generating this figure. We used the MFD approach to find similarity values, because the MFD concept provides more accurate description for similarity/distance between an image and a class template. Also, the MFD matrices are considered as template for different classes, called Template Matrices (TMs).
Template binarization
The TMs contain a considerable amount of information about the distribution of the pixels in each class. Hence, they can be considered a source for feature extraction in a PR system that uses the template matching technique. The elements of a TM have a value between -Ni and Ni. In order to compare the samples of a class with the derived template for the same class, the TMs were converted to Binarized Template Matrices (BTMs) version. To achieve this, we rescaled first the TM elements from -Ni to Ni to gray level spectrums from 0 to 255. Then, the gray level spectrums were converted to the BTMs version by using the standard global Otsu's method (Gonzalez et al., 2009 ).
Computing similarity value
The use of template matching techniques involves determining similarities between an input instance and all generated class templates. There are various approaches for measuring the similarity between an input data and a class template such as: non-metric cosine, Sawaki measure, Rogers-Tanimoto measure, Hamming Distance, linear correlation, cross correlation, Minkowski distance, Bottleneck distance, Hausdorff distance, fringe distance, Turning Function distance, Frechet distance, Reflection distance, and Transport distance (Curic et al., 2012) .
Using the MFD, we defined a similarity variable S. Similarity variable Sk,i indicates the similarity value between the k'th sample of class i to the corresponding class template. It is increased by the value of the MFDi, if an image pixel and its corresponding template pixel have the same value of either '1' or '0', otherwise, Sk,i is decreased. Also, in order to amplify the effect of similar pixels in comparison to nonsimilar pixels, we considered the effect of equal pixels to be twice that of non-equal pixels, and we defined the general form of this new concept as follows (while the w reward coefficient is set to 2): Experimental results showed that the calculated values for similarity variables Sk,i proposed in Equation (3), have wide variances, and this leads to better differentiation between the samples in a class. We set the w reward coefficient in Equation (3) to 2. When w coefficient is increased, it will increase the effect of similar corresponding pixels in calculating the similarity values. It must be noted, however, that choosing too big a value for w will cancel the fine effect related to the corresponding non-similar pixels in Equation (3).
Reduction operation

Similarity ratio and similarity interval
The result of Equation (3) is a numeric vector from minimum value A to maximum value B for each class. The elements of that vector indicate the similarity value of each sample in a specific class with the corresponding class template. Using the normalization Equation (4) 
It should be noted that if the similarity ratio corresponding to sample X1 and the similarity ratio corresponding to sample X2 are equal, those samples are not necessarily similar to each other. For example, if the similarity ratio for two patterns ci and ck from class C is 0.2, these two patterns may be completely similar (or even equal), a little similar, or completely non-similar. Thus, it is possible that the pattern ci is similar to h% of the right-up corner of a class template, but pattern ck is similar to h% of the left-down corner of the same class template. If these two parts do not have any similarity to each other, then pattern ci and pattern ck do not have even one pixel of similarity. Generally, this feature is seen for all patterns in a class with a similarity ratio of less than 0.5 (50%).
In practice, through the computation process and also, because of the nature of the samples in PR systems, the computed similarity ratios usually differ from each other a little. Hence, if the method wants to categorize all samples with an exact equal similarity ratio into one sub-class, then only a few samples will be held in each subclass, and only a few samples will be removed from the dataset. To overcome this drawback, we defined and used Similarity Interval instead of Similarity Ratio parameter. For instance, the similarity interval [0.9 -1] means creating a cluster of samples from a specific class, in which all of those samples have similarity ratio from 0.9 to 1.
Reduction method
For the dataset size reduction operation, the available samples in each class are sorted, in decreasing order, based on their similarity values, and they are then divided into two separate groups. Using similarity interval [n -1], in which n<1, the first group includes the most similar sampling data to the class template, and the second group includes the rest of the samples of that class. Finally, one sample of group 1 and also all samples of group 2 of each class are kept in the final reduced dataset version. For simplicity, we call this reduced version of a training dataset the R_Dataset.
Experimental results
This research was conducted using the Arabic/Farsi numeral OCR datasets specifically. Some available handwritten Farsi standard datasets which also have a numeral part include IFHCDB, Farsi CENPARMI, Hadaf, and Hoda (Khosravi and Kabir, 2007) . Similar datasets for handwritten Arabic standard datasets, which have a numeral part include Al-Isra, Arabic CENPARMI, ARABASE, and LMCA (Kherallah et al., 2008) .
Hoda dataset
To test the proposed method, we used the digit part of the Hoda dataset (Khosravi and Kabir, 2007 ) -one of the biggest handwritten Arabic/Farsi standard datasets. The Hoda dataset has two sections: digits and characters. The digit section was prepared in 2007 by extracting the images of digits from 11,942 application forms related to university entrance exams. Those forms were scanned at 200 dpi in 24-bit color format. The digit section of the Hoda dataset contains 80,000 samples, and is divided into two parts -60,000 training samples, and 20,000 testing samples. It is a balanced dataset that includes 6,000 and 2,000 samples for each digit in the training and testing parts, respectively. Figure 4 shows some sample digits from this dataset. 
Experiments for dataset size reduction
Based on section 3.5.2, the existing samples in each class were categorized into two groups. Using similarity interval [0.80 -1], group 1 included all samples that were 80% or more similar to a class template, and the rest of the samples were included in group 2. One sample of group 1 and also all samples of group 2 were kept for each digit to make a reduced version of the training dataset (R_Dataset Table 1 show the number of samples in each class after the reduction operation for the mentioned similarity intervals. Using this method, the initial dataset volume (100%) was reduced to 30.03%, 42.88%, 60.84%, and 85.12% for each selected similarity interval, respectively. (5) where Ni is the number of samples in each class of a dataset before removing similar samples (Σ Ni = 60,000) and Mi is the number of samples in each class of the dataset after applying the proposed dataset size reduction method. We carried out different experiments to evaluate the efficiency of the proposed data reduction method, and also to identify the negative effect of the proposed reduction operation on the system accuracy of an OCR application.
Generally, in a PR system, the performance depends heavily on the feature extraction phase. In other words, extracting an appropriate feature set can affect positively the performance of the other blocks. However, the main goal of this research is to propose a dataset size reduction technique to save processing time. Hence, to nullify the effect of popular feature extraction methods, and to investigate only the effect of the proposed dataset size reduction algorithm, an OCR system without a prevalent feature extraction block was used. This causes the overall system performance to be dependent only on the other blocks such as pre-processing and classification blocks.
In this research, the final outputs of the pre-processing block were 50×50 pixels enhanced images. We changed the images size to 20×20 pixels in order to speed up operations. In the classification block, a k-Nearest Neighbors (k-NN) algorithm was employed, and the 400 pixels of any image were directly fed to k-NN as features. We set k to 1 in this experiment.
In the first experiment, the system was trained with all initial 60,000 training samples, and then tested with all 20,000 testing samples. Finally, the system achieved 96.49% recognition accuracy rate, with recognition time of 0.3787 second per sample. The experiment was repeated four times, using one of the R_Datasets versions with 18,020, 25,726, 36,503, and 51,073 training samples, corresponding to columns 2 to 5 of Table 2 .
To investigate the superiority of the R_Dataset (generated by the proposed reduction method) against other subsets of the initial training datasets with the same size (i.e. ∑ ), Mi samples (column 2 to 5 of Table 1 ) were selected randomly from each original class Ci before removing any samples. This operation produced another training dataset S with the same ∑ samples. The system was then trained with this newly generated S set, and the trained system was used to recognize the Hoda testing dataset (20,000 samples). This operation was repeated four times, and in each of the iterations, a different training dataset (S1, S2, S3, or S4) was chosen randomly.
We carried out the mentioned experiments with the R_Dataset for similarity intervals [0. The results corresponding to these intervals are shown in rows 3 to 6 and in columns 3 to 6 of Table 2 for training subsets S1 to S4, in that order, respectively. Also, Table 3 shows the recognition time for a test sample in different experiments, to show the processing time taken using our reduced dataset method. 
Results comparison and discussion
As expected, using the reduced dataset R_Dataset -generated by our proposed method -produced more accurate results than the corresponding results for sets S1 to S4, because: 1) The proposed algorithm selects a subset of the initial dataset with minimum similarity (maximum diversity); and 2) A k-NN classifier with more diverse training samples can differentiate the input samples better than that a k-NN with similar training samples (Vishwanathan et al., 2004) . In other words, the results show that the samples in the reduced dataset using the proposed method have more diverse samples than other subsets, S1 to S4. Our proposed algorithms have succeeded in: reducing the initial dataset volume (100%) to 30.03%, 42.88%, 60.84%, and 85.12%; decreasing the system accuracy to 98.06%, 98.73%, 99.27%, and 99.68%, of initial accuracy; and also decreasing the recognition time for a sample to 32.57%, 44.58%, 62.52%, and 87. The results obtained from the proposed method are summarized in Table 4 , rows 2 to 6, which show that the best result was obtained when the system was trained with selected samples, and similarity interval of [0.95-1] (the green colored row). In this case, the dataset volume was reduced by 14.88% (from 100% to 85.12%), but the accuracy only decreased by 0.31% (from 96.49% to 96.18%).
The current state-of-the-art techniques for dataset size reduction include various versions of Support Vector Machines (SVMs), such as Multi Category Support Vector Machines (MPSVM), to remove support vectors and outlier samples from the initial version of datasets. Vishwanathan et al. (2004) used MPSVM algorithm to categorize training samples of handwritten English digit OCR dataset (including 6,670 samples for training and 3,330 samples for testing). After finding the separator planes for each of the classes, they deleted two groups of samples from each class. The first group includes boundary patterns which are most likely to cause confusion during the classification operation, and the second group includes outlier samples of a class which are far from the classes' boundaries. They succeeded in reducing the initial training samples size from 100% to 46.69%, 43.09%, 32.29%, and 25.35%, with decreasing system accuracy from 92.50% to 89.56%, 88.90%, 86.86%, and 84.88%, respectively. The last 5 rows of Table 4 show the results of the research mentioned. Both experiments used k-NN as classifier. However, the Hoda dataset includes about 10 times more training samples compared to the OCR dataset. Although the conditions under which these two experiments were conducted were different, it is still evident that our proposed method outperforms Vishwanathan's method in terms of recognition speed and accuracy. We succeeded in reducing the volume of training samples from 100% to 42.88%, while decreasing accuracy to 0.9873 of the initial value (from 96.49% to 95.26%). The method of Vishwanathan et al. reduced the volume of training samples from 100% to 43.09% (almost similar to our experiment), but decreased accuracy to 0.9610 of initial value (from 92.50% to 88.90%) (the yellow colored rows in Table 4 ). Also, time complexity of the SVM algorithm grows with the square of the number of samples in the training dataset (Zhang et al., 2004) , but time complexity of our proposed method is O(N), because we only used the samples of one class for creating a class template, and calculated the similarity values for all samples in a specific class.
From an OCR view of point, we compared the efficiency of our method with the proposed approaches by Ebrahimpor et al. (2010) and Enayatifar and Alirezanejad (2011) . Ebrahimpor et al. compared a mixture of MLPs experts and a mixture of RBFs experts as classifiers in a Farsi OCR system to recognize digit part of Hoda dataset. They extracted 81 loci features from input images. Also, they only used 6,000 and 2,000 samples for training and testing their system. They showed the mixture of RBFs experts achieves higher accuracy than the mixture of MLPs experts. Finally, they achieved to 95.3% accuracy in the best case. Enayatifar and Alirezanejad (2011) succeeded in recognizing 92.70% of 20,000 testing samples of digit part of Hoda dataset using a MLP-NN. When they decreased the number of testing samples from 20,000 to 3,000, the accuracy was improved to 94.30%. Although our achieved results are higher than their results, the exact comparison between our method and the literature is not possible. Because, the employed classifiers, number of features, number of training and testing samples are different. Table 5 shows these results comparison. 
Error analysis
One of the main problems in Arabic/Farsi digit recognition using the template matching technique is that there are more than one general shapes for digits 2,3,4,5, and 6. Each of these digits is usually written in two (or more) different shapes in handwritten documents. Hence, the number of classes for Arabic/Farsi digits is 16, and not 10. These extra patterns degrade the templates generated for these digits. As a result, some templates are not similar enough to the sample images, and this causes the recognition system to produce the wrong results. To overcome this drawback, more than one templates for the stated digits should be considered. Figure 5 shows the various shapes of the Arabic/Farsi digits 2,3,4,5, and 6. Another major error stems from the degraded samples in the testing part of the Hoda dataset, which cannot even be enhanced during the pre-processing block. Admittedly, there are usually some completely degraded samples as well as wrong samples in standard datasets (taken from real data) that are used to investigate the ability of a PR system to deal with these wrong or outlier samples. The Hoda dataset follows this rule. Figure 6 shows some degraded samples in the digit part of the Hoda dataset, while Figure 7 shows the images of some degraded samples for digit 4 that had been misclassified as digit 2 or digit 3. These highly degraded samples have a negative impact not only on the template generating process, but also on recognition accuracy. 
Conclusion
The large volume of training datasets causes time complexity in both the training and the testing phases in different PR systems. Dataset size reduction techniques that are currently used usually delete two groups of samples from the dataset: a) The samples which are near to cluster centers in pattern space; and b) The support vector samples which are near the boundary between classes. However, the former group has an important role in making the system model, and the latter group is important in evaluating the system's efficiency. Hence, it is better to save them in the training datasets. This paper introduces a new method for dataset size reduction using modified frequency diagram, to create a template for each class in pattern space. A new similarity measurement function was then used to compute a similarity value between an instance and the corresponding class template. Samples of each class were then divided into two separate groups -those either similar or non-similar to the class template -by defining the similarity interval term. After that, by keeping only one sample from the first group, and deleting the remaining samples from that group, the size of a training dataset was reduced.
The proposed method was applied to the numeral part of the Hoda OCR dataset, and the recognition operation was then carried out. In order to evaluate the efficiency of our proposed method, we ignored the role of the feature extraction block. To achieve our goal, we fed the image pixels directly into a k-NN classifier in the training and the testing phases. The overall results from our method show that when tested using similarity intervals of [0. recognition accuracy rate decreased from 96.49% (before applying the reduction operation) in each case to 94.62%, 95.26%, 95.79%, and 96.18%, respectively; and the recognition time was reduced from 100% to 32.57%, 44.58%, 62.52%, and 87.22%, respectively. In the best case, 14.88% of the dataset volume was reduced, while the system accuracy decreased by only 0.31%, and the recognition time reduced to 87.22%.
Our achieved results are a little better compared to the literature results from an OCR point of view. However, the exact comparison is not possible, because the employed classifiers, number of training and testing samples, the method of feature extraction, and number of extracted features are not the same.
In our proposed method, we did not conduct any specific feature extraction, in order to have a better assessment on the proposed data size reduction technique. However, it is crucial to explore new approaches to reduce the number of samples in the training dataset as much as possible, without any significant reduction in recognition accuracy. Also, further research in this domain, must look into novel and efficient methods for dimensionality reduction (feature selection).
The results obtained from the use of our proposed technique clearly show its effectiveness in OCR applications -as a subcategory of PR applications -and fully fulfill our research objectives. We are optimistic that this method with appropriate enhancement can also be used for other PR systems with different pictorial databases.
