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We investigate the dynamics of the XXZ spin chain after a geometric quench, which is realized
by connecting two half-chains prepared in their ground states with zero and maximum magnetiza-
tions, respectively. The profiles of magnetization after the subsequent time evolution are studied
numerically by density-matrix renormalization group methods, and a comparison to the predictions
of generalized hydrodynamics yields a very good agreement. We also calculate the profiles of en-
tanglement entropy and propose an ansatz for the noninteracting XX case, based on arguments
from conformal field theory. In the general interacting case, the propagation of the entropy front
is studied numerically both before and after the reflection from the chain boundaries. Finally, our
results for the magnetization fluctuations indicate a leading order proportionality relation to the
entanglement entropy.
I. INTRODUCTION
The dynamics of closed many-body quantum systems
has been the topic of a vast amount of research activi-
ties [1, 2], with a special attention devoted to integrable
models [3]. The most commonly studied scenarios in-
clude the quantum quench [4] and the subsequent re-
laxation towards a stationary state [5]. A special fea-
ture of integrable systems is that, due to the existence of
stable quasiparticle excitations, a nonequilibrium steady
state supporting persistent currents may emerge. The
transport properties in systems driven by initial inhomo-
geneities have been the subject of numerous investiga-
tions, see the review [6] and references therein.
An important breakthrough in the understanding of
transport has been the development of a hydrodynamic
theory [7, 8], which could properly account for the non-
trivial conservation laws of interacting integrable sys-
tems. Originally formulated for partitioned initial states
[7–9], the theory of generalized hydrodynamics (GHD)
has since been extended to include slowly varying in-
homogeneities [10–15] and applied to a variety of inte-
grable models [16–19]. Although GHD implies in gen-
eral a ballistic transport, recently it has been shown how
diffusive mechanisms, observed numerically in particular
cases [20–23], can be incorporated into the theory [24]
The GHD formalism has proved to be very successful
in describing the time evolution of magnetization or den-
sity profiles starting from an inhomogeneous inital state.
Another very important question is, however, how en-
tanglement spreads out in the time-evolved state. After
a global quench in a homogeneous interacting system,
this can be answered by ascribing the growth of entropy
to entangled pairs of quasiparticles [25], and finding the
corresponding entropy production rates [26, 27]. Fur-
thermore, since the description is based on quasiparticles,
there have been attempts to use the machinery of GHD to
understand entanglement evolution from inhomogeneous
initial states [28, 29].
The quasiparticle interpretation yields, by construc-
tion, a linear growth of entanglement in time. In con-
trast, in a number of inhomogeneous situations such as
front evolution from domain walls or initial states cre-
ated by slowly varying potentials [30–38], it has been ob-
served that the growth of entanglement is much slower,
at most logarithmic. In the quasiparticle picture, these
correspond to zero entropy density states, and the hy-
drodynamic information alone is not sufficient to ac-
count for the growth of entanglement. For the particular
case of the domain-wall quench, further insight is pro-
vided by a special conformal field theory (CFT) treat-
ment [34] which is, however, restricted to noninteracting
fermions. Hence the general mechanism leading to a sub-
linear growth of entanglement still remains elusive.
In this paper we will study such a problem by con-
sidering the so-called geometric quench [39, 40] in the
XXZ spin chain or, equivalently, fermions with nearest-
neighbor interactions. The quench protocol simply con-
sists of releasing the ground state of a chain, by joining it
to another one prepared in the vacuum. We show that the
magnetization profiles can be perfectly reproduced using
the GHD formalism and we find that they depend quali-
tatively on the sign of the interaction, as opposed to the
simpler setup of a domain-wall initial state [23]. Further-
more, with the help of some heuristic CFT arguments, we
put forward an ansatz for the entanglement profile in the
noninteracting case, which gives a very good description
of the numerical data. Although the generalization to
the interacting case does not seem to be straightforward,
our numerical results show a qualitatively similar behav-
ior of the entropy profiles, with expansion velocities that
are obtained from the GHD solution of the dynamics.
Finally, by studying the fluctuations of the subsystem
magnetization, we observe that they are approximately
proportional to the entropy within the entire front region,
which seems to hold for a large range of interactions.
The rest of the manuscript is structured as follows.
In Section II we introduce our setup and give a brief
overview of the model. In Sec. III we present the magne-
tization profiles, starting with a review of GHD and fol-
lowed by our numerical results, whereas the entropy pro-
files are discussed in Sec. IV. Reflections due to bound-
aries are studied in Sec. V and a comparison between
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2magnetization fluctuations and entropy can be found in
Sec. VI. Our closing remarks are given in Sec. VII fol-
lowed by an Appendix containing details of the calcula-
tion for the edge profile.
II. MODEL AND SETUP
We consider the XXZ spin chain which is given by the
Hamiltonian
H = J
L−1∑
j=1
(
Sxj S
x
j+1 + S
y
j S
y
j+1 + ∆S
z
j S
z
j+1
)
(1)
where Sαj are spin-1/2 operators acting on site j, J is
the coupling and ∆ the anisotropy parameter. We set
J = 1 and consider open boundary conditions on a chain
of length L. The XXZ model is equivalent to a chain
of spinless fermions with nearest-neighbor interactions of
strength ∆, with ∆ = 0 corresponding to the free-fermion
point.
The protocol of the geometric quench is illustrated in
Fig. 1. Initially, the chain is split in two halves and the
left hand side is initialized in the ground state |GS〉 of
an XXZ chain of length L/2. On the other hand, the
right half-chain is prepared in the fully polarized state
|↓↓↓ . . .〉, or the vacuum state in the fermionic language.
Subsequently, the two half-chains are joined together at
t = 0 and the system is let evolve unitarily
|ψ(t)〉 = e−iHt |GS〉 ⊗ |↓↓↓ . . .〉 (2)
governed by the Hamiltonian in Eq. (1). In other words,
we would like to study how the ground state prepared on
a half-chain expands into vacuum after an instantaneous
change of geometry (i.e. the size of the chain), hence the
term geometric quench. We are primarily interested in
the magnetization 〈Szj 〉 ≡ 〈ψ(t)|Szj |ψ(t)〉 and the entan-
glement profile, as measured by the entanglement entropy
between two segments A and B, as depicted in Fig. 1.
|GS〉 |↓↓↓↓↓〉
t = 0
A B
t > 0
FIG. 1: Setup of the geometric quench.
The ground state of the XXZ chain can be constructed
with the help of Bethe Ansatz [41, 42]. Here we will fo-
cus on the regime |∆| < 1 where the ground state is a
gapless Luttinger liquid [43], and we use the standard
parametrization ∆ = cos(γ). The quasiparticle excita-
tions of the XXZ chain are created upon the vacuum state
|↓↓↓ . . .〉 and are labelled by their rapidity λ. They sat-
isfy appropriate quantization conditions, as given by the
roots of the Bethe equations. In particular, the ground
state involves only magnons with real λ, but in general
the solutions admit a family of string excitations [41],
corresponding to roots parallel to the imaginary axis.
In the thermodynamic limit L → ∞, and in the zero-
magnetization sector, the roots on the real axis become
continuous and their density ρ(λ) satisfies the linear in-
tegral equation
ρ(λ) +
∫ ∞
−∞
dµ
2pi
K(λ− µ)ρ(µ) = p
′(λ)
2pi
. (3)
Note that the r.h.s. of Eq. (3) contains the derivative
of the bare momentum p′(λ) = θ′1(λ), while the integral
on the left is due to elastic scattering between quasipar-
ticles, with the kernel K(λ) = θ′2(λ) being the differential
scattering phase. Both of them are given via
θ′n(λ) =
sin(nγ)
cosh(λ)− cos(nγ) , n = 1, 2 . (4)
In fact, Eq. (3) is just a simple example of the so-
called dressing operation, where a certain function of the
rapidity gets modified by the presence of the other quasi-
particles. The dressed version fdr of a bare function f is
defined as the solution of
fdr(λ) +
∫ ∞
−∞
dµ
2pi
K(λ− µ)n(µ)fdr(µ) = f(λ) , (5)
which is a Fredholm-type integral equation and can be
solved numerically [44]. Here, n(µ) is the occupation
function, i.e. the ratio of the particle density (occu-
pied rapidities) and the total root density, including
the density of holes (unoccupied rapidities). However,
since the XXZ ground state does not contain holes, one
has n(µ) ≡ 1. Hence, the root density is just pro-
portional to the derivative of the dressed momentum,
2piρ(λ) = p′dr(λ). Another important quantity we shall
need is the dressed quasiparticle energy edr(λ), which
follows from (5) with the bare energy given by
e(λ) =
− sin2(γ)
cosh(λ)− cos(γ) . (6)
On the numerical side, we carry out density-matrix
renormalization group (DMRG) calculations [45], using
the ITensor C++ library [46]. The ground-state search
is performed by applying DMRG on the left half-chain,
whereas the vacuum state on the right half-chain has a
trivial matrix product state representation. After the
quench, the time evolution is done by applying tDMRG
with a timestep of δt = 0.05, a truncated weight of 10−10
and a maximum bond dimension of χmax = 1200.
III. MAGNETIZATION PROFILES
We start our study of the geometric quench with a
discussion of the magnetization profiles. Before present-
ing our numerical results, we shall introduce an efficient
3method that has been developed recently for the study
of transport in integrable systems.
A. Generalized hydrodynamics
The understanding of time evolution in integrable
models due to initial inhomogeneities has recently come
to a breakthrough by the development of generalized hy-
drodynamics [7, 8]. The idea of GHD is to give an ef-
fective description of the dynamics and the underlying
state at a hydrodynamic scale. Indeed, in interacting in-
tegrable models the quasiparticle excitations are moving
freely, experiencing only phase shifts due to the scatter-
ing on other quasiparticles. One then assumes that, for
large times t and large distances x from the inhomogene-
ity, a dynamical equilibrium emerges, and the system is
described by a local quasi-stationary state (LQSS).
For the class of initial states, where the inhomogeneity
is solely due to the junction of two, otherwise homoge-
neous states without any inherent length scale, the LQSS
depends only on the ray variable ζ = xt . Assuming that
there is only one type of quasiparticles involved (such as
for the geometric quench), specifying the LQSS amounts
to finding the particle density ρζ(λ) that varies along
the rays. The kinetic theory of quasiparticles eventually
leads to the continuity equation [7, 8]
∂tρζ(λ) + ∂x(v(λ)ρζ(λ)) = 0 , (7)
where the velocity v(λ) is given by the dressed quasipar-
ticle group velocity
v(λ) =
e′dr(λ)
p′dr(λ)
. (8)
The GHD equation (7) could be interpreted as an infi-
nite set of continuity equations for each λ, corresponding
to the infinite set of conserved charges that are present
for integrable models. Despite its apparent simplicity,
one should stress that the solution of (7) is, in general,
nontrivial since the dressed velocity (8) itself depends
on the quasiparticle density. Indeed, the dressing oper-
ation (5) contains information about the full occupation
function nζ(λ), and thus Eq. (7) has to be solved self-
consistently. However, if the densities depend only on
the ray variable ζ, the GHD equation could be shown to
simplify to [7, 8]
(ζ − v(λ)) ∂ζnζ(λ) = 0 , (9)
which has the piecewise continuous solution
nζ(λ) = Θ(v(λ)− ζ)nL(λ) + Θ(ζ − v(λ))nR(λ) , (10)
where Θ is the Heaviside step function and nL/R(λ) is
the initial occupation on the left/right half-chain.
The solution (10) has a clear physical interpretation,
namely that the information on the initial occupations
gets transported by the quasiparticles. Along a given ray
ζ > 0 in the r.h.s. of the chain, only the quasiparticles
emitted from the left half-chain become visible that have
sufficient velocity v(λ) > ζ to arrive there. Similarly,
for ζ < 0 the quasiparticles are emitted from the right
half-chain and propagate to the left. Thus, for the simple
initial states considered here, solving the GHD equation
boils down to determining the solution to v(λ) = ζ, where
the dressing of the velocity is calculated with respect to
the occupation function in (10).
The situation further simplifies for the geometric
quench, since the ground-state occupation is given by
nL(λ) = 1, whereas for the vacuum one trivially has
nR(λ) = 0. We shall first assume, that the dressed veloc-
ity is a monotonically increasing function with a unique
solution v(λ∗) = ζ for each ζ and hence
nζ(λ) = Θ(λ− λ∗) . (11)
One has thus the condition that the function
v(λ∗) =
e′dr(λ∗)
p′dr(λ∗)
(12)
has to be monotonously increasing, when the dressing is
evaluated with the occupation in (11), i.e. the integrals
in (5) are carried out over [λ∗,∞). The velocity (12) can
be evaluated numerically and the result is shown in Fig.
2 for various ∆. One can see clearly, that our assumption
is satisfied only for attractive interactions ∆ < 0, whereas
for the repulsive case ∆ > 0 the velocity v(λ∗) develops
a maximum.
−3 −2 −1 0 1 2 3−1.5
−1
−0.5
0
0.5
1
λ*
v(λ*) ∆ = 0.8
∆ = 0.5
∆ = 0.2
∆ = -0.2
∆ = -0.5
∆ = -0.8
FIG. 2: Dressed velocity v(λ∗) corresponding to the occupa-
tion function in Eq. (11), for several values of ∆.
The above discrepancy can be understood as follows.
For ∆ < 0, the maximum velocity occurs for λ∗ → ∞,
which gives the expansion velocity of the front into vac-
uum. Note that in this limit the occupation (11) vanishes
completely, and thus the group velocity is given by its
4bare (undressed) value
v0(λ) =
e′(λ)
p′(λ)
=
sin(γ) sinh(λ)
cosh(λ)− cos(γ) . (13)
In particular, one has
v0(λ→∞) = sin(γ) , (14)
which turns out to be the real maximum for ∆ < 0. How-
ever, for ∆ > 0, the equation v′0(λ˜) = 0 has a nontrivial
solution with
cosh(λ˜) =
1
∆
. (15)
The maximum velocity thus occurs at a finite value of the
rapidity, and one obtains v0(λ˜) = 1, independently of ∆.
Consequently, the ansatz for the occupation function has
to be modified as
nζ(λ) = Θ(λ− λ1)Θ(λ2 − λ) , (16)
where the velocities must satisfy
v(λ1) = v(λ2) = ζ . (17)
Note that the rapidities λ1 < λ˜ < λ2 are located on dif-
ferent sides of the maximum and can be found iteratively.
Interestingly, the GHD solution for the geometric
quench yields different vacuum expansion velocities, with
the rightmost ray given by ζmax = 1 and ζmax = sin(γ)
for positive and negative values of ∆, respectively. Note,
however, that by decreasing ζ, the solution λ2 of (17)
eventually goes to infinity, and thus the ansatz (16) ac-
tually goes over to (11) with λ1 → λ∗. In particular, one
finds that the minimum of the dressed velocity occurs for
λ∗ → −∞ (see Fig. 2), where (11) simply corresponds
to the ground-state occupation. Therefore, the leftmost
ray is given via the spinon velocity [42]
ζmin = −vs = −pi
2
sin(γ)
γ
. (18)
Finally, in order to obtain the magnetization profile,
one needs the particle density ρζ(λ). This is given ex-
plicitly by
ρζ(λ) = nζ(λ)
p′dr(λ)
2pi
, (19)
where the dressing is calculated with an occupation nζ(λ)
that corresponds to either (11) or (16). In turn, the mag-
netization is given by
〈Sz〉 = −1
2
+
∫
ρζ(λ)dλ . (20)
Although in general the GHD ansatz requires a numer-
ical solution of the integral equations for the dressing,
there is one particular regime where an approximate an-
alytical result can be given. Namely, for ∆ > 0 the mag-
netization profile around the ζmax = 1 edge can be ob-
tained to leading order via a perturbative solution, with
the details of the calculation presented in the Appendix.
Indeed, the edge regime ζ → 1 corresponds to occupied
rapidities in the interval [λ1, λ2], where λ1,2 = λ˜∓  and
we assume  1. The perturbative solution of Eq. (17)
then gives to lowest order
(ζ) =
√
2(1− ζ) tan(γ) . (21)
Moreover, the profile can also be approximated by not-
ing that the integral in (20) is taken over a very short
interval around λ˜ and the effect of dressing in (19) can
be neglected. This yields
〈Sz〉 ≈ −1
2
+
1
pi
p′(λ˜)(ζ) = − 1
2
+
1
pi
√
2(1− ζ) (22)
and thus one has a leading square-root singularity of the
edge profile, which is independent of ∆. Interestingly,
the very same behavior was found for the edge profile in
the XXZ chain with a magnetic field gradient [36].
To conclude this section, one should remark that the
analytical form of the entire profile can be found explic-
itly for the noninteracting XX chain [40]. There, in-
stead of rapidities, one can simply work with momentum
modes, and the velocities v(q) = sin q are given by the
derivative of the dispersion, independently of the occu-
pation function. The magnetization along the ray ζ then
follows from the number of modes that satisfy v(q) > ζ.
In general, v(q) = ζ has two solutions for |ζ| < 1, given
by q± = pi/2 ± arccos ζ. Note, however, that the initial
state on the l.h.s. is the half-filled ground state and thus
|q| ≤ pi/2 must be satisfied. Hence, the modes that con-
tribute lie in the interval [q−, pi/2] and the magnetization
reads
〈Sz〉 = −1
2
+N (ζ), N (ζ) = 1
2pi
arccos ζ . (23)
B. Numerical results
We now present our numerical results from DMRG cal-
culations and compare them to the 〈Sz〉 profiles as ob-
tained from (20) by solving the GHD equations. In Fig.
3 the magnetization profiles are reported for a system
with L = 200 sites and for a fixed time t = 64 after the
quench. Instead of the lattice site j = 1, . . . , L, we intro-
duce the (half-integer) distance x = j − (L + 1)/2 from
the junction of the half-chains to index the sites, and plot
the data 〈Szx〉 against the ray variable ζ = x/t. For all
the anisotropies presented, one generally observes a very
good agreement between the DMRG data and the GHD
solution. There are, however, some extra features that
should be discussed.
First, for ∆ > 0, the right edge of the front indeed
lies at ζmax = 1, as predicted by GHD and the ansatz
(16) for the occupation provides, up to oscillations, a
very good description of the edge regime. However, al-
though the approximate solution in Eq. (22), shown by
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−0.2
−0.1
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ζ
〈Szx〉
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−0.4
−0.3
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−0.1
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−0.1
0
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−1 0 1−0.5
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−0.3
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−0.1
0
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∆ = -0.2 ∆ = -0.5 ∆ = -0.8
FIG. 3: Magnetization profiles 〈Szx〉 after the geometric quench as a function of ζ = x/t, for various values of ∆. The symbols
(blue) are the results of DMRG calculations, whereas the solid lines (red) are obtained from the numerical solution of the GHD
ansatz. For ∆ > 0 the approximation near the edge, Eq. (22), is shown by dashed lines (green).
the green dashed lines in Fig. 3, seems to capture the
leading behavior of the edge, its applicability is restricted
to a rather small neighborhood of ζ = 1. As further dis-
cussed in the Appendix, this is due to the fact that the
solution (21) which gives the interval of occupied rapidi-
ties actually fails to satisfy  1, unless 1− ζ is chosen
to be extremely small. In particular,  diverges for ∆ = 0
and the approximation improves as ∆→ 1.
On the other hand, for ∆ < 0, the GHD edge is given
by ζmax = sin(γ), whereas the density can be clearly
seen to extend beyond this value up to ζ ≈ 1. Moreover,
the GHD profile shows a qualitatively different behavior
around ζmax, where the square-root singularity seems to
be replaced with a linear profile. In fact, this is very
reminiscent to the case of the domain-wall initial state
|↑↑↑ . . .〉 ⊗ |↓↓↓ . . .〉, where the analytical GHD profile
can be obtained [23] and the edge behavior has recently
been investigated in detail [47, 48]. In particular, the tail
has been interpreted as a dilute regime of quasiparticles,
where the interactions renormalize to zero and the edge
ζ = 1 corresponds to the free magnon velocity [48].
To have a better overview of the situation for the geo-
metric quench, we show in Fig. 4 the magnified edge re-
gion for ∆ = −0.8 and various times t. One can see a slow
decrease of the scaled profiles in the regime ζmax < ζ < 1,
suggesting that the tail should indeed contain only a fi-
nite number of particles that could escape from the bulk
of the front region. We expect that, when plotted against
ζ, the tail should vanish in the t → ∞ limit, as the es-
caped density becomes smeared out in an infinitely large
region. Note, however, that the results of Ref. [48] for
the domain-wall quench are also compatible with a loga-
rithmic increase in time of the overall number of particles
in the tail regime. A detailed analysis of the tail would
require much more numerical effort and is beyond the
scope of the present manuscript.
One should also comment on the left edge of the pro-
file, i.e. the front region that connects to the ground state
outside the light cone. As pointed out before, the GHD
ansatz suggests that the left edge should extend with the
spinon velocity, i.e. the speed of the excitations above
the zero-magnetization background. This seems to be in
perfect accordance with the numerical data for ∆ > 0. In
the attractive (∆ < 0) case, however, one observes very
strong oscillations beyond the GHD edge ζ < ζmin. We
believe that, similarly to the right edge, this feature is due
to a small number of particles that escape from the at-
tractive bulk of the front. Note also, that the GHD edge
6seems to have a square-root behavior for all values of ∆.
However, a perturbative treatment is more complicated
in this case, since one has to consider the perturbation
around the completely filled ground state, instead of the
vacuum.
Finally, it is interesting to note that in the limit
∆ → −1 one has ζmin = ζmax = 0, and thus the bulk
of the front region vanishes completely. This is a clear
signal of subballistic transport in the regime ∆ ≤ −1.
On the other hand, the limit ∆ → 1 shows no singular
features, suggesting that the ∆ > 1 regime is smoothly
connected and the ballistic nature of the dynamics is pre-
served. These expectations seem to be confirmed by our
DMRG numerics.
0.2 0.4 0.6 0.8 1
−0.5
−0.45
−0.4
−0.35
ζ
〈Szx〉
t = 15
t = 30
t = 50
t = 70
GHD
FIG. 4: Edge profiles for ∆ = −0.8 and various times t, plot-
ted against ζ = x/t. The GHD solution is shown by the red
solid line.
IV. ENTROPY PROFILES
The front dynamics can be further characterized by
calculating the entanglement entropy S = −Tr ρA ln ρA
for a given bipartition of the chain (see Fig. 1) where ρA
is the corresponding reduced density matrix. The entan-
glement profile is obtained at a fixed time t by varying the
boundary between the subsystems A = [1, L/2 + r] and
B = [L/2 + r + 1, L]. In particular, r = 0 corresponds
to a bipartition across the initial cut, the case which was
already considered in Ref. [40].
As opposed to the magnetization, the entanglement
profile is more complicated to be captured within the hy-
drodynamic approach. Indeed, although there has been
much progress in understanding the entropy evolution in
terms of the quasiparticle picture [26, 27], these results
are restricted to quench scenarios where the growth is
linear in time. In contrast, it has already been observed
in [40] that the geometric quench induces a logarithmic
entropy growth for r = 0, which is also a characteristic
of local quench protocols [49–52].
We first consider the noninteracting (∆ = 0) case
where, invoking results from CFT and with some heuris-
tic arguments, we are able to provide an ansatz for the
full entanglement profile.
A. XX chain
To find a quantitative description of the entropy pro-
file, there are some features to be noted about the struc-
ture of the hydrodynamic state described above Eq. (23).
First, the fermionic density N (ζ) is exactly one-half of
the corresponding one for a domain-wall initial state
[53, 54], where the occupied modes [q−, q+] are not re-
stricted below the Fermi-level qF = pi/2. Hence, the
LQSS after the geometric quench is reminiscent to that
of the domain-wall problem, but differs by the presence
of a sharp Fermi-edge. We thus argue that the entropy
can be obtained as a sum of two contributions, due to
the spatially varying occupation and to the Fermi-edge
singularity, respectively.
The contribution from the Fermi edge can be identified
by recalling the results for the local quench, where two
half-filled semi-infinite chains are joined together [51]. In-
deed, since the initial filling is unbiased, the time evolu-
tion is entirely due to the presence of two Fermi edges at
momenta qF = ±pi/2. The resulting entropy profile can
be obtained via CFT [51] and reads
Sloc =
1
6
ln
(
t2 − r2) , (24)
where we have ignored the nonuniversal constant which
is independent of both t and r. This result can also be
generalized to finite-size chains by substituting the cor-
responding chord-variables [52]
t→ L
pi
sin
(
pit
L
)
, r → L
pi
sin
(pir
L
)
. (25)
It is important to stress that the result (24) and (25)
gives the entropy profile resulting from two Fermi edges,
whereas we need only the contribution from qF = pi/2,
i.e. from the right-moving wavefront. Thus, using
trigonometric identities we rewrite
Sloc =
1
6
ln
[
L
pi
sin
(
pi(t− r)
L
)
L
pi
sin
(
pi(t+ r)
L
)]
,
(26)
which has exactly the desired additive form, with the
arguments t ∓ r corresponding to the Fermi edges qF =
±pi/2, respectively.
The second piece of contribution we have to identify
is due to the space-dependent occupation. As we have
already remarked, this should be closely related to the
domain-wall problem, where the entropy profile is also
known explicitly [33]. In fact, the solution can be found
via a curved-space CFT approach [34], by identifying the
underlying curved metric [55] and mapping it conformally
7onto a flat one on the upper half plane. The result can
be cast in the form
Sdw =
1
6
ln(L sin qF (r/t)), (27)
where the conformal length is given by
L = t
[
1−
(r
t
)2]
. (28)
Note that (27) contains a nonuniversal part with
sin qF (r/t) being the spatially varying Fermi velocity,
where qF (x) = arccos(x). This term plays the role of
a cutoff renormalization in the CFT picture.
We now give a heuristic argument on how to modify
the expression in (27) in order to get the result for the
geometric quench. As already pointed out, the fermionic
density for the geometric quench is exactly the half of
that in the domain-wall case, by restricting to the modes
with q ∈ [q−, pi/2]. Due to the particle-hole symme-
try of the problem, one could also have worked with
the modes q ∈ [pi/2, q+] and arrive to the same result.
Thus, assuming that the universal entropy contribution
of the domain-wall problem could, in some way, be writ-
ten as a sum over modes, this symmetry argument implies
that the universal contribution to the geometric quench
should be 112 lnL. Moreover, one should also take into
account the halved density when considering the nonuni-
versal piece, where for the geometric quench one has
qF (x) = piN (x) = arccos(x)/2, such that
1
6
ln(sin qF (r/t)) =
1
12
[
ln
(
1− r
t
)
− ln 2
]
. (29)
Finally, collecting the different contributions, one ar-
rives at the result
Sg =
1
6
ln
[
L
pi
sin
(
pi(t− r)
L
)]
+
1
12
ln
[
(t− r)
(
1− (r/t)2
)]
+ k, (30)
where |r| < t and k is a nonuniversal constant. In partic-
ular, setting r = 0 one recovers the ansatz put forward
in [40]. To test the result (30), we calculated the entropy
profiles for free-fermion chains using standard correlation
matrix techniques [56]. Fig. 5 shows the result for a fixed
time t = 50 and for various chain sizes, compared to the
ansatz (30) shown by solid lines. One sees a very good
agreement with the numerical data. The only free pa-
rameter is the constant, which was fixed at k ≈ 0.44 by
fitting the ansatz to one of the data sets. We also carried
out calculations for a larger time t = 100 (not shown)
with similarly good agreement, confirming the validity of
the result in Eq. (30).
B. XXZ chain
We continue with the numerical study of the entan-
glement profile for the XXZ chain. In Fig. 6 the re-
sults of DMRG calculations for a chain with L = 200
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FIG. 5: Entropy profiles after the geometric quench for t = 50
and various system sizes. The solid lines correspond to the
ansatz Sg in Eq. (30). Only the front region |r| < t is shown.
are shown. The snapshots of the profiles are plotted for
various times, and the ∆ values considered are the same
as for the magnetization in Fig. 3. At t = 0 (blue curve)
the entanglement entropy is trivially vanishing for a cut
across the right half-chain, whereas the profile on the left
is given by the well-known CFT formula for the ground
state [57]. After the quench, the entanglement spreads
in both directions and a profile qualitatively similar to
the XX case emerges. However, one expects that the left
and right edges of the front are given by r = ζmint and
r = ζmaxt, respectively, as indicated by the dashed lines
in Fig. 6. While for ∆ > 0 this seems to hold perfectly,
for ∆ < 0 one observes, similarly to the magnetization
profiles, a tail reaching beyond the GHD edges on both
sides, increasing for large negative values of ∆.
It is instructive to have a closer look at the right tail
of the front expanding into the vacuum. As already dis-
cussed in the previous section, the tail behavior is rem-
iniscent of the domain-wall quench where, however, the
dynamics is invariant under the change of sign in ∆. To
emphasize the difference for the geometric quench, in Fig.
7 we compare the edge entropy profiles between ∆ = 0.8
and ∆ = −0.8. While in the repulsive case the profile
has a sharp edge with an abrupt increase, for the at-
tractive one the free edge remains soft until reaching the
GHD edge, where the slope becomes steep. The profile
between the soft and hard edges develops a steplike struc-
ture, as can be seen for larger times in Fig. 7. In fact,
beyond the left edge the profile develops a qualitatively
similar tail, which can already be seen on Fig. 6 without
magnifying the region.
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FIG. 6: Entanglement profiles for different values of ∆ at times t = 0 (blue), t = 15 (red), t = 30 (green) and t = 50 (magenta)
after the quench. The GHD edges r = ζmint and r = ζmaxt are marked by vertical dashed lines.
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FIG. 7: Comparison of the right edge of the entanglement
profile for ∆ = −0.8 (solid lines) vs. ∆ = 0.8 (dashed lines)
and various times. The GHD edges r = ζmaxt for ∆ = −0.8
are indicated by vertical lines.
Regarding the bulk profile, it is tempting to find a
generalization to the ansatz in (30). In fact, the CFT
result (26) for the local quench can be applied to the
XXZ case by explicitly including the spinon velocity, i.e.
substituting t → vst, which we have verified by DMRG
calculations. On the other hand, however, the other con-
stituent of the ansatz originates from the domain-wall
quench, where the result (27) is specific to free fermions.
Hence, despite the qualitatively similar behavior of the
profiles, the XXZ case can not simply be related to the
XX result (30) by rescaling with the front velocities.
V. BOUNDARY EFFECTS
So far we have only considered situations where the
propagating front does not reach the boundaries of the
chain. Since the formulation of GHD genuinely involves
the thermodynamic limit, it is interesting to ask what
happens when finite size effects play a dominant role, i.e.
when reflections of the wavefront occur.
A. XX chain
We start again by considering the XX chain where,
due to the complete independence of the quasiparticle
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FIG. 8: Magnetization (left) and entanglement (right) profiles after reflection of the wavefront from the boundaries. The solid
lines show the results (23), (31) and (32) for the magnetization and (30) for the entropy, respectively.
velocities from the mode occupations, the hydrodynamic
picture remains applicable even after reflections from the
boundaries take place. Indeed, determining the magneti-
zation requires only a proper bookkeeping of the contri-
butions from the reflected particles. Considering a fixed
site with x > 0 on the r.h.s. of the chain, the result (23)
remains true for times t < L − x, i.e. until the reflected
particles with maximal velocity vmax = 1 arrive there.
For larger times one simply adds the contribution of the
reflected density
〈Szx〉 = −
1
2
+N
(x
t
)
+N
(
L− x
t
)
, (31)
where L− x < t < L+ x. This last requirement ensures,
that only reflections from the right end of the chain could
take place.
For even larger times, one has to take into account
the reflections from the left boundary. To this end one
should first note, that the left-moving particles could
be considered as holes penetrating the originally zero-
magnetization background. This also follows directly
from the exact symmetry relation 〈Sz−x〉=−1/2 − 〈Szx〉,
which can be used to obtain the magnetization on the
l.h.s. of the chain. Hence, for times t > L + x, the
contribution of the reflected holes should appear as
〈Szx〉 = −
1
2
+N
(x
t
)
+N
(
L− x
t
)
−N
(
L+ x
t
)
. (32)
The above result is then valid for times L+x < t < 2L−x,
i.e. until the fastest holes arrive to site x after a double
reflection from both left and right boundaries. Clearly,
this pattern could be continued to arbitrary times after
multiple reflections, always adding the fermionic density
with the proper sign and argument.
The results (23), (31) and (32) are compared to ex-
act numerical free-fermion calculations on the left of Fig.
8. One observes that, apart from oscillations, the aver-
age magnetization is well described by the semiclassical
formulas. The oscillations are rather strong around the
boundaries and one expects that, after many reflections,
the profile becomes increasingly noisy. On the right of
Fig. 8 we also plotted the corresponding entanglement
profiles. As one can see, the result in (30) remains valid
for that part of the profile which is not yet reached by
the reflected wavefront. Interestingly, after each reflec-
tion one has a steady increase of entanglement, which
was already pointed out in [40] for r = 0. Unfortunately,
however, a quantitative understanding of the profile is
still beyond our reach.
B. XXZ chain
In contrast to the XX case, it is far from trivial how
the hydrodynamic approach could be extended to include
reflected quasiparticles in the interacting case. Here we
try to understand only some simple qualitative features of
the dynamics after reflection, focusing on the front which
propagates in the l.h.s. of the system. In order to avoid
interference with the reflection of the right-propagating
front, for this simulation we considered a chain of size
L = L1 + L2, composed initially of two unequal pieces
L1 = 40 (ground state) and L2 = 80 (vacuum).
Our results for both the magnetization and entropy
profiles are shown in Fig. 9 for two different anisotropies,
with the colors corresponding to different evolution
times. The dashed lines indicate the calculated front po-
sitions, assuming that the speed of propagation after re-
flection is still given by the spinon velocity vs. The blue
curves correspond to times t = L1/vs, i.e. when the front
is just supposed to reach the boundary, which is indeed
what we observe in Fig. 9. In contrast, after reflection
there is a clear mismatch between the calculated and the
actual edge locations: the front slows down for ∆ > 0 and
speeds up for ∆ < 0, the effect becoming more apparent
for larger times. The change of speed is due to the fact,
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FIG. 9: Magnetization (top) and entanglement (bottom) profiles for ∆ = 0.8 (left) and ∆ = −0.5 (right), just before (blue)
and after the reflection (red, green) of the front from the left boundary of the chain. The data is plotted against the distance
from the junction. The dashed lines indicate the edge positions corresponding to a reflected front with constant speed vs.
that the reflected front does not any more propagate in
a zero-magnetization background, but rather in a non-
trivial one left behind by the primary front. Since this
background is inhomogeneous, we expect that the speed
of the reflected front will actually change in time, which is
supported by our numerical data. A more detailed anal-
ysis is, however, difficult due to the ambiguity in defining
the edge of the reflected front, with its location getting
washed out by superimposed oscillations.
Regarding the entropy evolution, one should comment
on the previous observations made in Ref. [40], where
the following ansatz for the entropy across the junction
r = 0 for times t 2L2 was put forward
S(r = 0) =
1
6
ln
[√
vet
2L1
pi
sin
(
pivet
2L1
)]
+ const. (33)
Note that this is nothing else but the XX result (30) for
r = 0 and L = 2L1, after a rescaling t → vet, where the
parameter ve was interpreted as an entanglement spread-
ing rate. Indeed, t = 2L1/ve should correspond to the
roundtrip time of the entanglement front and the speed
ve was obtained by fitting the ansatz (33) to the data,
with the result ve < vs for ∆ = 0.5 and ve ' vs for
∆ = −0.5 (see Fig. 12 of Ref. [40]). This is in perfect
accordance with our observations in Fig. 9. However, in-
stead of being an entanglement spreading rate, the cor-
rect interpretation of ve is due to the modified quasipar-
ticle velocity in the inhomogeneous background. Indeed,
the very same effect appears also in the magnetization
profile. Remarkably, even though the front velocity ap-
pears to be time dependent after reflection, the simple
ansatz (33) was found to give a rather good description
of the entropy for t < 2L1/ve, with ve being the average
roundtrip velocity.
VI. FLUCTUATIONS VS. ENTROPY
To conclude our studies of the geometric quench, we
shall consider yet another physical quantity, namely the
profile of the magnetization fluctuations. Since the XXZ
dynamics conserves the overall magnetization, the fluc-
tuations are clearly vanishing for the full chain. However,
considering only a segment A (see Fig. 1), the subsystem
fluctuations can be defined as
F =
〈(∑
i∈A
Szi −
〈∑
i∈A
Szi
〉)2〉
, (34)
where the expectation values are taken with respect to
the time evolved state (2). Note that, in the fermion
language, F is equivalent to the variance of the particle
number in A.
For free fermion systems, the study of fluctuations is
motivated by an exact relation between the ground-state
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FIG. 10: Comparison between the magnetization fluctuations F(r) (blue) and the scaled entanglement entropy S(r) (red),
according to Eq. (35), for a system of L = 100 and at t = 30.
entanglement entropy and the particle number statis-
tics [58], reproducing the entropy as a cumulant series
[59, 60]. The scaling of the variance has thus been exten-
sively studied in the ground state of the XX chain [61, 62]
as well as out of equilibrium for the simple domain-wall
initial state [54, 63]. In all of the above mentioned cases
one finds that, to leading order, the entropy is simply
proportional to the variance, whereas the higher order
cumulants give only subleading contributions.
Although the cumulant series relation between entropy
and fluctuations roots deeply in the free-fermion nature
of the state, there are some known extensions to inter-
acting systems. In particular, for critical ground states
described by a Luttinger liquid, the fluctuations were also
found to be proportional to the entropy [64]
F ' K 3
pi2
S + const. (35)
Here K denotes the Luttinger parameter, while the
constant is non-universal. The relation (35) has been
checked explicitly for the XXZ ground state [64], where
the Luttinger parameter is known from the Bethe ansatz
solution
K =
1
2
(
1− acos(∆)
pi
)−1
. (36)
However, to the best of our knowledge, no such relation
has been established in an out of equlibrium context so
far.
Our goal here is to study the fluctuations after the
geometric quench, which can also be rewritten as a sum
over correlation functions
F =
∑
i,j∈A
[〈
Szi S
z
j
〉− 〈Szi 〉 〈Szj 〉] . (37)
Although these objects are straightforward to evaluate
via DMRG, one needs the full matrix of correlators within
the subsystem. This makes the computation somewhat
more demanding, thus the simulations are now performed
on a smaller chain with L = 100 sites. The fluctuation
profile F(r) is measured at time t = 30, and is shown by
the blue lines in Fig. 10 for a set of interaction param-
eters ∆. The front region is clearly visible and qualita-
tively similar to the entropy profiles.
In order to test the relation (35) between entropy and
fluctuations, we have fitted the constant for the region
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of the profile which corresponds to the ground state (i.e.
outside the lightcone). This was done by first smoothen-
ing out the oscillations in the data and then minimizing
the difference between the corresponding profiles F(r)
and S(r). With the fitted constant, one can now com-
pare the profiles in the entire front region by plotting the
ansatz (35), shown by the red dashed lines in Fig. 10,
together with F(r). Quite remarkably, the two profiles
show a good agreement also within the front region, up
to the superimposed oscillations. The collapse is partic-
ularly good for moderate values of ∆, while for larger
negative values the curves start to differ increasingly (for
large ∆ > 0 the oscillations dominate the profile and the
comparison is hard).
The fact that Eq. (35) seems to give a decent ap-
proximation also in the far-from-equilibrium front region
is rather intriguing, since the Luttinger parameter K in
Eq. (36) is calculated for the ground state. To have a
better understanding of this result, one should try to an-
alyze the behavior of correlation functions in (37), which
we leave for further studies.
VII. CONCLUSIONS
We have investigated the time evolution after a geo-
metric quench in the XXZ chain and showed that the
magnetization profiles are nicely captured by general-
ized hydrodynamics. While the entanglement profile is
harder to describe within the hydrodynamic picture, we
were able to put forward an ansatz for the noninteracting
case which shows a very good agreement with the DMRG
data.
In order to arrive at our ansatz (30), we had to apply
some heuristic arguments, expressing the entropy pro-
duction in the geometric quench as a kind of mixture
of local and domain-wall quenches. It would be desir-
able to put this result on a firm ground, e.g. by a direct
CFT treatment along the lines of Ref. [55], identifying
the curved-space metric corresponding to the inhomoge-
neous time-evolved state. This might also allow for a
generalization to initial states with arbitrary fillings on
both sides. Ideally, however, one would like to cast the
entropy as a sum over contributions from the different
quasimomenta, analogously to what has been found for
global quenches [26], which would enable us to solve the
interacting problem as well. Whether such a representa-
tion is possible in situations with a logarithmic entropy
growth is still unclear.
Another interesting aspect is the physics of the edge,
which was shown [65–69] to display a universal Tracy-
Widom scaling [70] for free fermions. Clearly, the situ-
ation is more complicated in the interacting case, since
one has a splitting between the GHD edge and the free
edge. Recent studies for the domain-wall quench hint to-
wards the possibility that the free tail is characterized by
a Tracy-Widom-like t1/3 length scale [47], while the GHD
edge seems to spread diffusively as t1/2 [48]. We believe
that the vacuum edge of the geometric quench may be-
long to the same type of edge universality as observed
for the domain wall. Additionally, however, one has an-
other edge appearing in our problem which connects to
the ground-state region and might display a different type
of behavior. A detailed study of these edge phenomena
requires much more numerical effort and is left for future
studies.
Finally, it would be illuminating to understand how
the presence of boundaries could be reconciled with the
theory of generalized hydrodynamics. One feature we
observed is that the edge velocity becomes time depen-
dent after reflection, due to propagation in a nontrivial
inhomogeneous background. Whether a quantitative de-
scription of the reflected front is possible along the lines
of GHD is an interesting question to be addressed.
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Appendix: Perturbative calculation of the edge around ζmax
As discussed in the main text, for ∆ > 0 the GHD solution around the rightmost ray ζmax = 1 is given by the
occupation function (16) by solving (17). We assume that, sufficiently close to the GHD edge, the interval [λ1, λ2] of
occupied rapidities remains small, i.e. |λ1,2 − λ˜|  1 with λ˜ given by (15). For such an occupation, the dressing of a
function f can be considered as a perturbation around its bare value
fdr(λ) ≈ f(λ) + δf(λ) . (A.1)
Inserting into the dressing equation (5) one obtains
f(λ) + δf(λ) +
∫ λ2
λ1
dµ
2pi
K(λ− µ) [f(µ) + δf(µ)] = f(λ) . (A.2)
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To extract the leading order in the perturbation series, we neglect the term δf within the integral and expand all the
functions to first order in ν = λ− µ, which leaves us with
δf(λ) +
∫ λ−λ1
λ−λ2
d ν
2pi
(K(0) + νK′(0)) (f(λ)− νf ′(λ)) = 0 . (A.3)
Setting λ1 = λ˜− 1, λ2 = λ˜+ 2 and carrying out the integrals, we finally arrive at
2pi δf(λ) = −K(0)f(λ)(1 + 2)− [K′(0)f(λ)−K(0)f ′(λ)] 
2
1 − 22 + 2(λ− λ˜)(1 + 2)
2
+O(3) . (A.4)
With this result at hand, we can now calculate from Eq. (8) the dressed velocity
v ≈ e
′ + δe′
p′ + δp′
≈ e
′
p′
[
1 +
δe′
e′
− δp
′
p′
+
(
δp′
p′
)2
−
(
δe′
e
)(
δp′
p′
)]
, (A.5)
where we have droppped the arguments λ. Applying (A.4) for both δe′ and δp′ and keeping only up to quadratic
terms in 1,2, one has
v ≈ v0
[
1 +
K(0)
2pi
(
e′′
e′
− p
′′
p′
)
21 − 22 + 2(λ− λ˜)(1 + 2)
2
]
, (A.6)
where v0 is the bare velocity, see Eq. (13). The correction to the bare velocity depends on the ratios of second and
first derivatives of the energy and momentum. Since the factor multiplying them is already quadratic in 1,2, it is
enough to evaluate the ratios at λ = λ˜. Interestingly, however, a simple calculation leads to the result
e′′
e′
∣∣∣∣
λ=λ˜
=
p′′
p′
∣∣∣∣
λ=λ˜
. (A.7)
Hence, to leading order, the velocity around the edge is just given by its bare value, with corrections O(3). The
rapidities λ1,2 then follow from the condition v0(λ1) = v0(λ2) = ζ. Expanding the bare velocity around λ˜ gives
v0(λ˜± ) ≈ v0(λ˜)± v′0(λ˜) +
2
2
v′′0 (λ˜) . (A.8)
However, as discussed in the main text, λ˜ is exactly the maximum of the bare velocity, v′0(λ˜) = 0, with its value given
by v0(λ˜) = 1. Furthermore, the second derivative can be calculated as v
′′
0 (λ˜) = − cot2(γ) and thus we get
v0(λ˜± ) = 1− 
2
2
cot2(γ) = ζ . (A.9)
Solving for  then leads to the result
 =
√
2(1− ζ) tan(γ) , (A.10)
reported in Eq. (21) of the main text.
It should be stressed that, for the perturbation theory to work, the condition  1 must be satisfied. From (A.10)
one can see that this becomes problematic, as the interaction strength is decreased. Indeed, for ∆→ 0 (γ → pi/2) one
has →∞, i.e. the solution diverges. The reason is that for very small interactions, the bare velocity develops only a
very tiny maximum around extremely high rapidities λ˜ 1, thus deteriorating the quality of the approximation. In
particular, at the free-fermion point ∆ = 0 the approximation fails completely, which can also be seen by expanding
the analytical result (23) for the magnetization profile around ζ = 1. This gives to leading order
〈Sz〉 ≈ −1
2
+
1
2pi
√
2(1− ζ), (A.11)
where the coefficient of the square-root is off by a factor of 2 with respect to the approximation (22). Moreover, even
considering a larger value ∆ = 0.8 and requiring  < 0.1, one has from (A.10) the condition ζ > 0.99. This explains
why the approximate profile deviates essentially immediately from the GHD solution in Fig. 3.
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On the other hand, one expects that the edge approximation should perform much better for ∆ → 1, i.e. around
the isotropic Heisenberg point. This is indeed what we observe by comparing it to the numerical solutions λ1 and λ2
of the GHD ansatz (17). This is shown in the left of Fig. 11 for ∆ = 0.95, where the approximation appears to be
rather good around the edge but deviates as one moves further away. On the right of Fig. 11 we also show the edge
profile for the magnetization, comparing the GHD solution to the approximation (22) and to the tDMRG data for
L = 200 and t = 60.
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FIG. 11: Left: rapidities λ1 (blue circles) and λ2 (red circles) as obtained from the iterative numerical solution of Eq. (17)
for ∆ = 0.95. The approximate solutions are shown by solid lines, see Eq. (A.10), with a good agreement near ζ = 1. Right:
corresponding edge magnetization profile and its approximation.
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