The article analyzes similarity of closed polygonal curves in Frechet metric, which is stronger than the well-known Hausdorff metric and therefore is more appropriate in some applications. An algorithm that determines whether the Frechet distance between two closed polygonal curves with m and n vertices is less than a given number ε is described. The described algorithm takes O(mn) time whereas the previously known algorithms take O(mn log(mn)) time.
Introduction
Frechet metric is a tool for cyclic process analysis and image processing [5] as well as the well-known Hausdorff metric [2] [3] [4] . The Frechet metric is stronger than the Hausdorff metric and therefore is more appropriate in some applications [1] . The Frechet metric for closed polygonal curves has been studied in a paper [1] by Alt and Godau. They propose an algorithm that determines whether the distance between two closed polygonal curves with m and n vertices is greater than a given number ε. The complexity of the algorithm is O(mn log(mn)) on a random access machine that performs arithmetical operations and computes square roots in constant time. Our paper develops the ideas of the original paper [1] and solves the same problem in O(mn) time. Sections 2 and 3 describe the concepts that are common for both papers. The end of Section 3 shows the difference between the known and the proposed approaches. Sections 4-7 explicate the proposed approach.
Problem definition.
Let R k be a k-dimensional linear space with a metric d : R k × R k → R, where d(x, y) = (x − y) 2 is the distance between points x, y ∈ R k .
Definition 1.
A closed polygonal curve X with m vertices is a sequencex = (x 0 , x 1 , · · · , x m = x 0 ), x i ∈ R k , and a function f X : {t ∈ R|0 ≤ t ≤ m} → R k such that f X (i + α) = (1 − α)x i + αx i+1 for i ∈ {0, 1, . . . , m − 1} and 0 ≤ α ≤ 1.
Definition 2.
A cyclic shift of an interval {t|0 ≤ t ≤ m} by a value τ , 0 ≤ τ ≤ m, is a function s : {t|0 ≤ t ≤ m} → {t|0 ≤ t ≤ m} that depends on a parameter τ such that s(t; τ ) = t + τ for t + τ ≤ m and s(t; τ ) = t + τ − m for t + τ > m.
For any number m denote W m a set of all monotonically non-decreasing continuous functions w : {t|0 ≤ t ≤ 1} → {t|0 ≤ t ≤ m} such that w(0) = 0, w(1) = m.
Definition 3.
A function ϕ : {t|0 ≤ t ≤ 1} → R k is called a monotonic traverse of a closed m-gonal curve X if there is a function w ∈ W m and a number τ , 0 ≤ τ ≤ m, such that ϕ(t) = f X (s(w(t); τ )) for all t, 0 ≤ t ≤ 1.
For given closed polygonal curves X and Y denote Φ X and Φ Y sets of their monotonic traverses.
Definition 4. Frechet distance between closed polygonal curves X and Y is a number
The article solves the problem of developing an algorithm that determines whether δ(X, Y ) ≤ ε for given closed polygonal curves X and Y and a number ε.
The free space diagram.
The problem's analysis is largely based on its representation in a form of a free space diagram introduced in a paper [1] . For two numbers m and n let us define a rectangle D = {(u, v) ∈ R 2 |0 ≤ u ≤ m, 0 ≤ v ≤ n}, u and v being horizontal and vertical coordinates of a point (u, v). For two closed polygonal curves X and Y with m and n vertices and a number ε a subset 
Definition 5. A monotonic path is a connected subset
γ ⊂ D ε such that (u − u ′ )(v − v ′ ) ≥ 0 for any two points (u, v) ∈ γ, (u ′ , v ′ ) ∈ γ. Definition 6. Two points (u, v) ∈ D and (u ′ , v ′ ) ∈ D are
mutually reachable if and only if a monotonic path γ exists such that
Mutual reachability defines a subset of D ε × D ε and is a symmetric reflexive binary relation, not necessarily transitive. The expression "a point (u, v) ∈ D is reachable from (u ′ , v ′ ) ∈ D" is further used in a sense that (u, v) and (u ′ , v ′ ) are mutually reachable. 4 Schlesinger M.I., Vodolazskiy E.V., Yakovenko V.M. Reachability from top and bottom are unary relations. Each of these two relations define a subset of D ε . Denote g ↓ ⊂ D ε a set of points reachable from the bottom and g ↑ ⊂ D ε a set of points reachable from the top. Let us define four functions
shown by a light area on Figure 3 . The same Figure 3 shows the values l ↓ (u, v) and r ↓ (u, v)) for some point (u, v) ∈ g ↓ . Figure 4 shows the subset g ↑ ⊂ D ε and values l ↑ (u, v) and r ↑ (u, v). The following two lemmas are proved in the paper [1] by Alt and Godau (lemma 9 and 10 in [1] ). 
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The set of points reachable from the top the paper [1] to determining if there exists a value u that fulfills
Our algorithm is also based on Lemma 1. However, instead of Lemma 2 we rely on a similar Lemma 3. We prove Lemma 3 in the same manner as Lemma 2 has been proved in [1] .
Lemma 3. Two points (u top , n) ∈ T and (u bot , 0) ∈ B are mutually reachable if and only if
The reverse implication is also valid, which is illustrated by Figure 5 . It follows from condition (u top , n) ∈ g ↓ that a monotonic path γ top ⊂ D ε connecting (u top , n) and (r ↓ (u top , n), 0) exists. Similarly, it follows from condition (u bot , 0) ∈ g ↑ that a monotonic path γ bot ⊂ D ε connecting (u bot , 0) and (r ↑ (u bot , 0), n) exists. Both paths are connected subsets and therefore they intersect in at least one point (u 0 , v 0 ) according to conditions u top ≤ r ↑ (u bot , 0), u bot ≤ r ↓ (u top , n). Let us build a path γ that consists of a part of the path γ bot from (u bot , 0) to (u 0 , v 0 ) and a part of the path γ top from (u 0 , v 0 ) to (u top , n). The path γ is monotonic, it is contained inside D ε and it connects (u bot , 0) and (u top , n).
According to Lemmas 1 and 3 testing condition δ(X, Y ) ≤ ε is reduced to finding
There is a path between (u bot , 0) and (u top , n)
such u that fulfills
The algorithm presented in the paper by Alt and Godau [1] builds a data structure sufficient to test the consistency of conditions (1) using a divide and conquer approach in O(mn log(mn)) time. Our algorithm is based on condition (2) and therefore uses other data structures that represent functions r ↑ and r ↓ . It is shown that these data structures can be built in two passes in O(mn) time. Therefore, the subsets g ↑ , g ↓ and functions r ↑ , r ↓ become the main focus of the further considerations. Section 4 shows that in order to test condition (2) it is sufficient to have a finite set of parameters of subsets g ↑ , g ↓ and functions r ↑ , r ↓ , which take O(mn) amount of space. Section 5 shows that it takes O(mn) time to test condition (2) based on these data. Finally, Section 6 shows that computing these data takes O(mn) time.
Formal properties of reachability. Lemma For any two points
Proof. Let γ 1 and γ 2 be two monotonic paths that connect (u 1 , v 1 ) with (r ↓ (u 1 , v 1 ), 0) and (u 2 , v 2 ) with (r ↓ (u 2 , v 2 ), 0) respectively. Let us assume that
As it is shown on Figure 6 the paths γ 1 and γ 2 intersect at some point (u 0 , v 0 ). Therefore, a monotonic path that connects (u 2 , v 2 ) with (r ↓ (u 1 , v 1 ), 0) exists. This path consists of a part of the path γ 1 from (r ↓ (u 1 , v 1 ), 0) to (u 0 , v 0 ) and a part of the path γ 2 from (u 0 , v 0 ) to (u 2 , v 2 ). This means that the point (u 2 , v 2 ) is reachable from a point that is located to the right of the point
. This contradicts with the definition of function r ↓ . Therefore, the assumption
is proved to be wrong. The first statement of the theorem is proved. The proof of the second statement is similar.
The property of functions r ↓ and r ↑ stated in Lemma 4 will be referred to as monotonicity of these functions.
For each pair (i, j),
and R(i, j) the top, bottom, left and right sides of this square cell, respectively. We extend these definitions so that T (i, 0) = B(i, 1) and
. It is not difficult to prove that for each pair (i, j)
that is they are intervals on the sides of the cell D(i, j).
Lemma 5. For any pair (i, j) the following two statements are valid:
Proof. Let us prove the first statement of the lemma.
. According to Lemma 4 on monotonicity of the function r ↓ the inequality r
The proof of the second statement is similar.
Restrictions of r ↓ to g ↓ ∩T (i, j) and r ↑ to g ↑ ∩R(i, j) are more complex. However, they can be presented in a certain standard form. Let us first take a look at the function r ↓ and then extend the result to r ↑ . Let int ⊂ g ↓ ∩ T (i, j) be a connected subset called an interval. Let I be a set of pairwise disjoint intervals such that 
The set I of intervals is ordered so that any nonempty subset has the leftmost and the rightmost intervals (possibly equal). The rightmost interval from I is closed. All the other intervals are left-closed (contain the left endpoint) and right-open.
Lemma 6. The restriction of r ↓ to g ↓ ∩ T (i, j) can be expressed in a standard form on a set of no more than (2j + 1) intervals.
Proof. Any point (u, 0) ∈ D ε is reachable from itself and belongs to B. Therefore, r ↓ (u, 0) = u for all (u, 0) ∈ g ↓ ∩ T (i, 0) and the restriction of r ↓ to g ↓ ∩ T (i, 0) can be expressed in a standard form with a single interval.
Let us choose an arbitrary j * , 0 < j * ≤ n, for the following considerations. We will assume that the restriction of r ↓ to g ↓ ∩ T (i, j * − 1) can be expressed in a standard form on a set I(i, j * − 1) of no more than (2(j * − 1) + 1) intervals. Based on this assumption we will prove that the restriction of r ↓ to g ↓ ∩ T (i, j * ) can be expressed in a standard form on a set I(i, j * ) of no more than (2j * + 1) intervals. The proof is partially illustrated by Figure 7 .
Denote c and d the horizontal coordinate of the left-most and the right-most points of g ↓ ∩ T (i, j * − 1) and express g ↓ ∩ T (i, j * ) as the union of three (possibly empty) parts: left, middle and right (see Figure 7) . Let us examine the function r ↓ on each of these three parts.
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The left part consists of points (u, j * ) ∈ g ↓ ∩ T (i, j * ), u < c. Let (u * , j * ) be one of these points. No point from (u, j * −1) ∈ g ↓ ∩T (i, j * −1) is reachable from (u * , j * ). Nevertheless, since the point (u * , j
According to Lemma 5 the function r ↓ is constant on the set g ↓ ∩ R(i − 1, j * ). Therefore, the value of the function r ↓ on the left part is also constant and is the same as the value of r ↓ on g ↓ ∩ R(i − 1, j * ). Therefore, as long as the left part exists, the set I(i, j * ) contains an interval that is not present in I(i, j * − 1). This interval is just the left part. The middle part consists of points (u, j
and from all points (u, j
Due to monotonicity of the function r ↓ , it takes its maximum value r ↓ (u * , j * −1) at the rightmost point (u * , j * − 1), which is also reachable from (u * , j * ). Therefore, r ↓ (u * , j * ) = r ↓ (u * , j * − 1) and this is also valid for any point (u, j * ) on the middle part. Since the function r ↓ on g ↓ ∩ T (i, j * − 1) can be expressed in a standard form on a set I(i, j * −1), it can also be expressed on the middle part of the set g ↓ ∩T (i, j * ) in a standard form on a set I(i, j * ). The set I(i, j * ) is obtained from I(i, j * − 1) by excluding some intervals and changing the endpoints of some other intervals. Thus the number of intervals of the middle part does not increase.
The right part consists of points (u, j * ) ∈ g ↓ ∩T (i, j * ), u ≥ d. Let (u * , j * ) be one of these points. The point (u * , j * ) is reachable from all points (i, v) ∈ g ↓ ∩R(i−1, j * ) and all points (u, j * ) ∈ g ↓ ∩ T (i, j * − 1). The function r ↓ takes its maximum value r ↓ (d, j * − 1) at the rightmost point, which is reachable from (u * , j * ). Therefore, the value r ↓ (u * , j * ) is constant on the right part and equals to r ↓ (d, j * − 1). Therefore, as long as the right part is not empty, the set I(i, j * ) contains an interval that is not present in I(i, j * − 1). This interval coincides with the right part. One can see that the number of intervals in I(i, j) can change compared to I(i, j − 1). However, the number of intervals can not increase by more than 2 intervals. These are the intervals that coincide with the left and the right parts of
Similarly, one can prove the next lemma that we leave without proof.
Lemma 7. The restriction of r ↑ to g ↑ ∩ R(i, j) can be expressed in a standard form on a set of no more than (2i + 1) intervals.
According to Lemma 5 the set g ↑ ∩ B and the restriction of r ↑ to this set can be expressed with subsets g ↑ ∩ T (i, 0) and numbers r ↑ i for i ∈ {1, 2, . . . , m}. The number r ↑ i is the value of r ↑ on a subset g ↑ ∩ T (i, 0). The total amount of these data is of order m. According to Lemma 6 the set g ↓ ∩ T and the restriction of r ↓ to this set can be expressed with the sets I(i, n) of intervals int and with numbers r for all (u, n) ∈ int. Otherwise, r ↓ (u, n) = u for all (u, n) ∈ int. The total amount of these data is of order m × n. Denote
the data that are sufficient to test conditions (2) for an m-gonal curve X and an n-gonal curve Y . Section 5 shows that it takes O(mn) time to test condition (2) based on these data. Section 6 shows how to obtain the data C(X, Y ) in O(mn) time. Proof. According to Lemmas 1 and 3, condition δ(X, Y ) ≤ ε is equivalent to the existence of a number u, 0 ≤ u ≤ m, that fulfills conditions
Since the data C(X, Y ) are known, testing condition (3) is reduced to testing if there exists a triple i ∈ {1, 2, . . . , m}, int ∈ I(i + m, n), u ∈ {t|0 ≤ t ≤ m} that fulfills conditions 
Conditions (4) and (5) are equivalent. Indeed, if the function r ↓ is constant on int then r ↓ (u + m, n) = r int ↓ for all (u, n) ∈ int. If r ↓ (u, n) = u on int then condition u ≤ r ↓ (u + m, n) becomes an inequality u ≤ u + m that is valid for all u. In this case, the value r int ↓ equals to a horizontal coordinate of interval's int right endpoint. Therefore, the inequality u ≤ r 
int − m when int is the rightmost interval in I(i+m, n) and becomes a int −m ≤ u < b int −m otherwise. Therefore, for some triples the constraint
is weaker than (5) . Nevertheless, if a triple (i, int, u) that fulfills (6) exists then the triple that fulfills (5) also exists. Let (i * , int * , u * ) be a triple that fulfills (6) and does not fulfill (5) . In other words, a (5). Therefore, the consistency of conditions (6) is equivalent to the consistency of conditions (5), although constraints (6) are weaker than (5). In turn, consistency of (6) is equivalent to the existence of a pair i ∈ {1, 2, . . . , m}, int ∈ I(i + m, n), that fulfills the inequality
Testing this inequality for any pair (i, int) can be performed in constant time.
According to Lemma 6 the number of intervals tested for each i does not exceed (2n + 1). Consequently, the number of tested pairs (i, int) is O(mn).
6. Obtaining the data C(X, Y )
The general scheme
Let the intervals D ε ∩ T (i, j), 0 ≤ i ≤ 2m, 1 ≤ j ≤ n, and D ε ∩ R(i, j), 1 ≤ i ≤ 2m, 0 ≤ j ≤ n, be built for closed polygonal curves X and Y . Based on these data it is necessary to build C(X, Y ), which is used to test curve similarity as described in Section 5. The data C(X, Y ) consist of sets g ↓ ∩ T (i, n), m + 1 ≤ i ≤ 2m, restrictions of r ↓ to these sets, sets g ↑ ∩ T (i, 0), 1 ≤ i ≤ m, and values of function r ↑ on these sets. These sets and functions are built in two independent stages that we call forward and backward passes. Both passes consist of 2mn steps, pair (i, j) being the number of the step. A forward pass performs a step number (i, j) after steps (i−1, j) and (i, j−1). On a step number (i, j) the subsets g ↓ ∩R(i, j), g ↓ ∩T (i, j) and restrictions of r ↓ to these subsets are built. These data are obtained based on
and restrictions of r ↓ to these sets, which had been built on previous steps. The result of all 2mn steps of a forward pass are the sets g ↓ ∩ T (i, n), m + 1 ≤ i ≤ 2m, and restrictions of r ↓ to these sets. The proof of Lemma 6 practically describes the idea of an algorithm for the forward pass. Nevertheless, Subsection 6.2 describes it in more detail.
The result of the forward pass is only one part of the data needed to test (4). Another part is the result of the backward pass. During the backward pass a step number (i, j) is performed after steps number (i + 1, j) and (i, j + 1). A step number (i, j) builds subsets g ↑ ∩L(i, j), g ↑ ∩B(i, j) and restrictions r ↑ to these subsets based on subsets g ↑ ∩L(i + 1, j), g ↑ ∩B(i, j + 1) and restrictions of r ↑ to these subsets. The result of the backward pass are subsets g ↑ ∩T (i, 0) and values of r ↑ on these subsets. The backward pass uses the same approach as the forward pass and therefore is not presented in detail by this paper.
The forward pass
We define a data structure to store any function f that can be expressed in a standard form on a set I of intervals int. The function f on each of these intervals int ∈ I is defined by a triple (beg, val, end), numbers beg and end being the endpoints of the interval int. If val < end then f (x) = val for all x ∈ int, otherwise if val = end then f (x) = x for all x ∈ int. The triples (beg, val, end) are stored in a double-ended queue (deque) Q with the following operations performing in constant time: -testing whether the deque is empty; -reading and removing either the leftmost or the rightmost triple; -inserting a triple either to the left or to the right end of the deque. For any given number x we define additional operations of cutting the deque to the left of x and cutting it to the right of x. When the deque is being cut to the left of x all such triples (beg, val, end) that end < x are removed from the left end of the deque. Then if the triple (beg, val, end) on the left end is such that beg ≤ x < end, it gets replaced with a triple (x, val, end). When the deque is being cut to the right of x all such triples (beg, val, end) that beg > x are removed from the right. Then the triple (beg, val, end) on the right end with beg ≤ x ≤ end is replaced either by a triple (beg, val, x) if val < end, or by a triple (beg, x, x) if val = end. Since the triples in the deque are sorted, the time spent on cutting the deque is proportional to the number of triples removed from the deque.
The input data for the forward pass are
The algorithm works with 2m deques Q(i), i ∈ {1, 2, . . . , 2m}. Each (i, j)-th step starts with a deque Q(i) that represents the set g ↓ ∩ T (i, j − 1) and the restriction of r ↓ to this set and updates it to represent the set g ↓ ∩ T (i, j) and the restriction of r ↓ to this set. Thus, after the algorithm finishes the deque Q(i) represents the set g ↓ ∩ T (i, n) and the restriction of r ↓ to this set. In order to perform this update on each step (i, j) the auxiliary data in the form of the subset g ↓ ∩ R(i, j − 1) and the value of r ↓ on this subset is needed. On a step number (i, j) the subset g ↓ ∩ R(i, j) and the value of r ↓ on this subset is calculated and the deque Q(i) is updated.
The algorithm consists of an initialization and 2mn steps. The initialization sets the initial states of the deques and the initial values of the auxiliary data according to the following rules.
If (0, 0) ∈ D ε then g ↓ ∩ R(0, 1) = D ε ∩ R(0, 1) and the function r ↓ takes value 0 on this set. Otherwise g ↓ ∩ R(0, 1) = ∅.
If (0, j − 1) ∈ g ↓ then g ↓ ∩ R(0, j) = D ε ∩ R(0, j) and the function r ↓ takes value 0 on this set. Otherwise g ↓ ∩ R(0, j) = ∅.
The set
= ∅ then the function r ↓ takes value r ↓ (u, 0) = u on this set. In this case the deque Q(i) has a single triple (beg, val, end), number beg being the horizontal coordinate of the leftmost point of D ε ∩ T (i, 0) and val = end being the coordinate the rightmost At the beginning of a step number (i, j) the following data are known. The set g ↓ ∩ R(i − 1, j) and the value of function r ↓ on this set that we denote r * ↓ . The subset g ↓ ∩ T (i, j − 1) and the restriction of r ↓ to this subset that are represented by a deque Q(i). These data are illustrated on Figure 8 . The picture also shows the interval D ε ∩ T (i, j), which is given as input to the forward pass, numbers a and b being the left and right endpoints of this interval, c and d being the endpoints of the interval g ↓ ∩ T (i, j − 1). On each step (i, j) the algorithm computes the set g ↓ ∩ R(i, j) and the value of r ↓ on this set and updates the deque Q(i) to represent the subset g ↓ ∩ T (i, j) and the restriction of r ↓ to this subset.
Computing the set g ↓ ∩ R(i, j) and the value of r ↓ on this set can be done by a rather simple rule in constant time, which is not described here. Updating the deque Q(i) is a bit more complex but still consists of several rather straightforward rules. 1. If D ε ∩ T (i, j) = ∅ then remove all triples from Q(i). 2. If g ↓ ∩ R(i − 1, j) = ∅ and g ↓ ∩ T (i, j − 1) = ∅ then the deque Q(i) is empty and it should remain empty. Proof. We prove this lemma for the forward pass. The proof for the backward pass is similar. No more than two triples are inserted into the deques on each step. Therefore, no more than 4mn triples are inserted during all steps (i, j), 1 ≤ i ≤ 2m, 1 ≤ j ≤ n. The number of triples removed from the deques does not exceed the number of triples inserted into the deques, and therefore is not greater than 4mn. Every time some triple is read from the deques it is also removed. Therefore, the number of times the triples are read is also not greater than 4mn.
Therefore, the forward pass includes the initialization, which takes O(m + n) time, and the work with deques, which takes O(mn) time. In addition, the forward pass also computes the set g ↓ ∩ R(i, j) and the value of r ↓ on this set on each step. It takes constant time on each step to do this. Therefore, the total amount of time spent on these computations is O(mn). Proof. Testing the inequality δ(X, Y ) ≤ ε is reduced to the following computations. For the given polygonal curves X and Y the sets D ε ∩T (i, j), 1 ≤ i ≤ 2m, 0 ≤ j ≤ n, and D ε ∩ R(i, j), 0 ≤ i ≤ 2m, 1 ≤ j ≤ n, are computed. This is equivalent to solving 2mn quadratic equations. Then based on the sets D ε ∩ T (i, j) and D ε ∩ R(i, j) the subsets g ↓ ∩ T (i, n), m + 1 ≤ i ≤ 2m, and restrictions of r ↓ to these subsets are computed along with the subsets g ↑ ∩ T (i, 0), 1 ≤ i ≤ m, and the values of r ↑ on these subsets. According to Lemma 9 it takes O(mn) time to build these. Finally, testing the inequality δ(X, Y ) ≤ ε based on these data can be done in O(mn) time according to Lemma 8.
