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In the last years dierent studies have revealed the usefulness of a miroanonial analysis of
nite systems when dealing with phase transitions. In this approah the quantities of interest
are exlusively expressed as derivatives of the entropy S = lnΩ where Ω is the density of states.
Obviously, the density of states has to be known with very high auray for this kind of analysis.
Important progress has been ahieved reently in the omputation of the density of states of lassial
systems, as new types of algorithms have been developed. Here we extend one of these methods,
originally formulated for systems with disrete degrees of freedom, to systems with ontinuous
degrees of freedoms. As an appliation we ompute the density of states of the three-dimensional
XY model and demonstrate that ritial quantities an diretly be determined from the density of
states of nite systems in ases where the degrees of freedom take ontinuous values.
PACS numbers: 05.10.Ln,05.50.+q,75.40.Mg
I. INTRODUCTION
In the miroanonial treatment of a nite system the
main quantity of interest is the spei entropy s(e,m)
as a funtion of the energy e and of the order parameter
m [1℄. The latter is given by the magnetization in the
ase of a magnet. Reent investigations of nite lassi-
al systems with disrete degrees of freedom undergoing a
phase transition in the innite volume limit have revealed
that the miroanonially dened spontaneous magneti-
zation msp(e) is zero for energies larger than a ertain
energy ec and rises steeply with a power law behaviour
for energies smaller than ec [2, 3℄. Interestingly, the or-
responding suseptibility, being diretly related to the
urvature of the entropy surfae, diverges at e = ec. It
has to be noted that the exponents governing the power
law behaviour of the dierent quantities in the viinity
of ec take on the lassial mean eld values for all sys-
tem sizes smaller than innite [4℄. The true nonlas-
sial exponents of the innite system an, however, be
determined from a miroanonial saling analysis [5℄.
Whether suh a behaviour with a sharp onset of the or-
der parameter and a diverging suseptibility is termed
a phase transition in the miroanonial ensemble or
not, is a semanti question and, as suh, of lesser im-
portane than the question if there really exists a point
with a true divergene already for a nite system. This
has frequently been hallenged with the reasoning that
for a disrete system as e.g. the Ising model the argu-
ments of the entropy assume only disrete values. For
an Ising system with nearest neighbour interations on
a d-dimensional hyperubi lattie with linear extension
L these values are ek = Ek/N and ml = Ml/N with
Ek = 4kJ and Ml = 2l, where k and l are integers, J is
the oupling onstant and N = Ld is the number of spins
in the system. Only in the limit of innite system size do
the ratios of dierenes beome equal to the derivatives
(with respet to e and m) needed for the alulation of
the suseptibility and other physial quantities.
In order to overome these serious objetions against
the miroanonial way of analyzing ritial phenomena,
we have deided to determine the entropy of a lassial
spin system where the spins take on ontinuous values.
Of ourse, there the entropy s(e,m) is a ontinuous fun-
tion of its arguments. The system hosen is the XY
model in d = 3 dimensions whih undergoes a seond
order phase transition.
In reent years dierent numerial methods have been
proposed for the omputation of the density of states of
lassial models [3, 6, 7, 8, 9℄. Here we onsider a highly
eient algorithm whih has been applied to several dis-
rete models as e.g. the two- and three-dimensional Ising
models [3℄, the three-states Potts model [4, 10℄, the vetor
Potts model with four states [4℄ or the voter model [11℄.
For the omputation of the density of states of systems
with ontinuous degrees of freedoms we have to modify
this algorithm.
The outline of the paper is the following. In Setion
2 we generalize the numerial method presented in [3℄ to
models with ontinuous variables. This method yields
the transition variables whih permit the onstrution of
the entropy surfae. It is important to note that tran-
sition variables an also be obtained when using other
algorithms as for example the Wang-Landau method [9℄.
Therefore our method for deriving the entropy from these
quantities an be applied very generally. Data obtained
in this way for the three-dimensional XY model are an-
alyzed miroanonially in Setion 3. This enables us to
determine ritial exponents in systems with ontinuous
variables diretly from the density of states, either by ex-
trapolating eetive exponents or from a miroanonial
nite-size saling ansatz. Setion 4 gives our onlusions.
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FIG. 1: The density of states at dierent marostates µ, ν
and κ (shemati). For a reversible mehanism the number
of onnetions C = C(µ → ν) = C(ν → µ) between two
marostates is the same for the forward and bakward tran-
sitions.
II. THE COMPUTATION OF THE
MICROCANONICAL ENTROPY
A. Transition variables
The algorithm developed in the following allows the de-
termination of the density of states (DOS) Ω (and there-
fore also of the miroanonial entropy) of lassial spin
systems. In an extension of the method introdued in
[3℄, the omputation of the miroanonial entropy is
performed in the ase where the DOS is a funtion of
ontinuous variables. The method is exemplied for the
three-dimensional XY model with the lassial Hamilto-
nian
H = −
∑
〈i,j〉
~Si · ~Sj (1)
where the spin
~Si, haraterizing the lattie point i of a
simple ubi lattie, is a two-dimensional vetor lying on
the unit irle. The sum in (1) is over nearest neighbour
bonds.
The onsideration underlying our method is relatively
simple. Assume at rst a lassial disrete spin sys-
tem. A marostate of the system may for onveniene
be denoted by µ. One might think of the energy ek and
magnetization ml that haraterize a marostate or level
µ = (ek,ml). In general, a huge number of mirostates
belongs to a marostate µ. This number is the degener-
ay Zµ of the level µ. In the ourse of the simulation a
reversible mehanism takes the system from a mirostate
in a level µ to a dierent one whih belongs to another
level ν. This step is repeated many times. Of ourse,
the same mehanism has to be applied at every update.
Starting from one mirostate, a number N of new mi-
rostates an be generated. The number N depends on
the mehanism and on the model under onsideration.
When the mehanism operates on all mirostates of
the level µ then NZµ new mirostates an be gener-
ated. A number C(µ→ ν) of these belong to the level ν.
The quantity of spei interest is w(µ → ν) = C(µ →
ν)/NZµ whih is the probability of arriving at anyone of
the mirostates belonging to the level ν when the start-
ing point was one of the mirostates of level µ. As the
mehanism is reversible the numbers of forward and bak-
ward transitions between the levels µ and ν are the same:
C(µ → ν) = C(ν → µ), see Figure 1. This then yields
the expression
Zµ
Zν
=
w(ν → µ)
w(µ → ν)
. (2)
whih allows the determination of the degeneraies Zµ
from the transition probabilities w. Eq. (2), whih is
sometimes alled Broad Histogram Equation [6℄, is al-
ready omplete for disrete spin models like the Ising or
Potts models.
Let us now fous on spin models with ontinuous spin
variables. As an example we disuss the XY model [12℄,
but the generalization to other models (as for example the
Heisenberg model) is straightforward. In our ase both
the energy and the magnetization have ontinuous values
and the magnetization is a two-dimensional vetor. As
the energy funtion (1) is invariant under global spin ro-
tations, it is suient for many investigations to onsider
only the modulus m of the magnetization. This also on-
siderably redues the amount of resoures needed for the
numerial simulation of the model. For the purpose of
performing this simulation we disretize the energy and
the magnetization, the disretized values being denoted
by eˆ and mˆ, and all δe respetively δm the width of the
disretization. We thereby alloate all mirostates with
energies e between eˆ− δe/2 and eˆ+ δe/2 and modulus m
of the magnetizations between mˆ− δm/2 and mˆ+ δm/2
to the same marostate denoted by µ = (eˆ, mˆ). As the
magnetisation m = (m1,m2) is a two-dimensional vetor
the volume
V (mˆ) = 2π mˆ δe δm (3)
in (e,m)-spae is not a onstant. The DOS Ω(eˆ, mˆ) is
derived from
Ω(eˆ, mˆ) = Z(eˆ, mˆ) / V (mˆ) (4)
where Z(eˆ, mˆ) ≡ Zµ. This expression also holds for other
models beyond the XY model, where one only has to
replae the volume (3) by the appropriate expression.
It is important to note that during the simulation the
spin variables as well as the energy and the magneti-
zation of the system adopt ontinuous values. The dis-
retisation only onerns the quantities depending on the
marostates, e. g. the DOS and the transition probabili-
ties.
As already mentioned we perform the simulation with
a reversible mehanism. For the XY model we use single
spin rotations of randomly seleted spins and a random
rotation angle −π ≤ ϕ < π. The following desription of
the algorithm is very general and also applies to disrete
3spin models. Suppose that the system is in a marostate
denoted by eˆ and mˆ or equivalently by µ. In the next
step it is attempted to bring the system into another
state ν by the use of the mehanism desribed above.
We inrease the number of attempts B(µ) to leave the
marostate µ by one ount. At the same time we add
one ount to T (µ→ ν) whih is the number of attempted
transitions from µ to ν. In a long run the ratio t(µ →
ν) := T (µ→ ν)/B(µ) nally approximates the transition
probability w(µ → ν). It is the quantity t(µ→ ν) whih
we all transition variable. During the simulation B(µ)
and T (µ→ ν) are updated at every attempted step. The
probability of aeptane of the transition from µ to ν is
hosen to be
p := min
[
t(ν → µ)
t(µ→ ν)
; 1
]
(5)
This hoie of p leads to an equal number of attempts
B(µ) to leave any marostate µ, if suiently many up-
dates of the system are performed. This is due to the
fat, that now the probabilities for an atually exeuted
transition for both the forward and bakward diretions
are equal. It is worth mentioning that the probability
of aeptane hanges during the simulation and that it
approahes its asymptoti value
p˜ = min
[
w(ν → µ)
w(µ→ ν)
; 1
]
(6)
for very long runs.
B. Constrution of the entropy surfae
Suppose that a marostate µ = (eˆ, mˆ) whose degener-
ay Zµ has not yet been determined an be reahed from
several marostates ν and suppose that the values of the
Zν are known, then with the knowledge of the transition
probabilities one may alulate lnZµ starting from one
of the marostates with ν = ν′:
lnZµ = ln
w(ν′ → µ)
w(µ→ ν′)
+ lnZν′
and one would obtain the same result lnZµ for eah of
the states ν as a starting point. However, the simula-
tion only yields the transition variables t(µ → ν) whih
are estimates for the transition probabilities w(µ → ν).
Consequently, as these estimates are subjet to stohas-
ti utuations, we end up with dierent values for lnZµ
when starting from dierent marostates ν.
To take this into aount we propose to estimate lnZµ
by the weighted average
lnZµ =
∑
ν
pµν
(
ln
t(ν → µ)
t(µ→ ν)
+ lnZν
)
(7)
where the sum is over all marostates ν from whih the
marostate µ an be reahed. The weights pµν are given
by
pµν =
gµν∑
κ
gµκ
(8)
with
gµν =
T (µ→ ν)T (ν → µ)
T (µ→ ν) + T (ν → µ)
(9)
whih follows from the gaussian error propagation. An-
other possible hoie for the gµν is given by
gµν = min (T (µ→ ν);T (ν → µ)) . (10)
We heked that both hoies (9) and (10) lead to mi-
roanonial entropies whih, within the errors, are the
same.
Up to now we have taitly assumed that the degenera-
ies Zν entering the sum in Eq. (7) were known exatly.
This is of ourse not the ase, the Zν being also aeted
by statistial errors. To redue the errors in the entropy
values we propose the following iterative sheme. At the
start we attribute an arbitrary value lnZν0 = C0 to a
randomly hosen marostate ν0. Note that the hoie of
C0 does of ourse not aet our analysis as miroanoni-
ally dened physial quantities only involve derivatives
of the miroanonial entropy [1℄. Furthermore, if one
would use the generated entropy in a anonial analy-
sis, the onstant C0 would drop out when taking anon-
ial averages of any observable. Having hosen an initial
marostate, we perform a random walk in the parameter
spae (in our ase the energy-magnetization spae) and
attribute to any visited marostate µ the degeneray Zµ
obtained by evaluating Eq. (7). Of ourse, in doing so,
only marostates whih have in the past been visited at
least one an ontribute to the sum in Eq. (7). This is
repeated until every marostate has often been visited,
typially a few thousand times. When lnZµ has been ob-
tained for all the marostates µ = (eˆ, mˆ), Eq. (4) yields
the miroanonial entropy as (setting kB = 1)
S(µ) = lnZµ − lnV (mˆ). (11)
It is of advantage not to integrate diretly over the
whole parameter spae, but to restrit the random walk
at the beginning to a small area around the starting point
ν0, as shown in Figure 2. The area at the start must be
large enough to enompass all the marostates reahable
from the marostate ν0. Typially after a few thousands
visits of every marostate inside the initial area, this inte-
gration area is inreased. This hange of integration area
is performed periodially. At some stage we no longer
update the enter of the integration area, see Figure 2.
The presented method has the advantage that all tran-
sition variables omputed in the simulation are used for
the onstrution of the entropy. Furthermore, the it-
erative sheme just desribed ensures that the error in
the nal result for the entropy is minimized. It must be
noted that this method is of ourse also appliable for
4δe5
m
δ3 m
m
e
starting pointstarting area
e
integration area
FIG. 2: The integration area at the beginning (left gure) and
after several extensions (right gure). For this sketh we sup-
posed that the initial point is only reahabel from mirostates
inside the grey area (left). At later stages, the middle of the
integration area is not hanged anymore (right).
other models, inluding models with disrete spins, as
only the orret volume V has to be inserted into Eq.
(11). Finally, we mention that for larger system sizes it
is often of advantage to ompute the entropy of stripes
restrited in energy diretion [3, 14℄. The adaption of
the presented method to this restrited geometry in the
parameter spae is straightforward.
III. ANALYSIS OF THE ENTROPY
The proedure outlined in the previous Setion has
been applied to systems of dierent linear extension L
up to L = 25. For most of the runs the size of the han-
nels has been hosen to be unity on the extensive sale,
i.e. δe = δm = 1/N , though dierent disretizations
have also been tried with no notieable eet on the re-
sults. For L = 10 this is illustrated in Figure 3 where
we show the omputed entropy as a funtion of m for
two dierent xed values of the energy and two dierent
disretizations. The data obtained for the dierent dis-
retizations perfetly agree within errors. Note that this
is an important point as the independene of the results
on the bin size demonstrates that we are indeed aessing
ontinuous properties.
Whereas for small systems the entropy s(e,m) an be
omputed in a single run, for larger systems the inreas-
ing number of hannels in energy and in magnetization
diretion makes the omputation of the entropy very time
onsuming. One an then restrit the determination of
the transition variables to narrow stripes restrited in
the energy diretion, whih permits a distribution of the
omputation on dierent CPUs. The width of our stripes
was usually 25 units on the extensive energy sale, whih
orresponds to twie the maximum energy inrement in a
single move. On the intensive sale the stripes are rather
narrow (≈ 3 · 10−3) for a system with L = 20. Therefore
the resulting entropies an be averaged over the 25 en-
ergy hannels in order to obtain s(e,m) at the enter e
of the stripe.
Having the entropy or, equivalently, the density of
states at our disposal we an use these data in dierent
0 0.2 0.4 0.6 0.8
m
0.0
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)
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FIG. 3: Computed entropy for the three-dimensional XY
model with N = 103 spins as funtion of the modulus of
the magnetization for two dierent energies and two dierent
disretizations: δe = δm = 1/N (full symbols) and δe =
δm = 2/N (open symbols). The data have been obtained
by simulating two dierent stripes entered at the energies
e = −0.65 and e = −1.5. Only seleted points are shown by
symbols. Note that for e = −0.65 the entropy is maximal
for m = 0, whereas for e = −1.5 the maximum is loated
at m = msp,L(e) > 0. For illustrative reasons the data have
been shifted vertially by adding a onstant.
ways. Of ourse, we an ompute the anonial partition
funtion from the density of states and then obtain ther-
mal averages of the dierent quantities of interest as the
energy, the suseptibility and so on. Here, we take a dif-
ferent route and diretly investigate the miroanonial
entropy s(e,m) itself. Reent investigations of disrete
spin systems [3, 5, 10, 15℄ have shown that ritial expo-
nents governing the power law behaviour of quantities in
the viinity of a ritial point an be determined reliably
by analyzing diretly the density of states of nite sys-
tems. Here we extend this analysis to phase transitions
taking plae in lassial spin systems with ontinuous de-
grees of freedom [16℄. This kind of approah also poses a
severe test to our method of omputing the entropy, as a
miroanonial analysis requires data of extremely high
quality due to the absene of the smoothening eet of
the Boltzmann weights.
Coming bak to our numerial data we observe that the
entropy s(e,m), as a funtion of the modulus of the mag-
netization, shows one maximum at m = 0 for e ≥ ec,L
and one maximum at m = msp,L(e) > 0 for e < ec,L, see
Figure 3. For a given energy e the DOS as funtion of m
exhibits an extremely sharp maximum suh that the over-
whelming majority of the aessible states belongs to the
value of m where s has a maximum. Therefore msp,L(e)
is identied with the spontaneous magnetization of the
nite system [2, 3, 4, 5℄. Figure 4 shows the spontaneous
magnetization for three system sizes. In order to pro-
5−3 −2.5 −2 −1.5 −1 −0.5
e
0
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0.4
0.6
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,L
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FIG. 4: Spontaneous magnetization of the three-dimensional
XY model as funtion of the energy per spin for three dier-
ent sizes. Note the sharp onset of the spontaneous magneti-
zation at the size-dependent energy ec,L. Error bars are muh
smaller than the sizes of the symbols. Lines are obtained by
tting the data lose to ec,L to a square root (13).
due this plot the maximum has been determined for a
series of stripes entered at dierent values of e. Notie
the sharp onset of msp,L(e) at ec,L, a behaviour also ob-
served for disrete spin models displaying a ontinuous
phase transition in the innite volume limit [2, 3, 4, 5℄.
This onset is aompanied by a divergene of the radial
part of the miroanonially dened suseptibility [17℄
χ(e,m) = −
∂s
∂e
∂2s
∂e2
∂2s
∂e2
∂2s
∂m2 −
(
∂2s
∂e∂m
)2 . (12)
This divergene is due to the fat that the urvature in
the radial diretion of m (i.e. the denominator in (12))
vanishes at ec,L.
Exploiting the fat that lose to ec,L the spontaneous
magnetization rises with a square root singularity, ec,L
an be determined with high preision from a t of the
nonzero values of msp,L(e) by the expression
msp,L(e) = AL(ec,L − e)
1/2
(13)
where AL and ec,L are adjustable parameters. The re-
sulting values of ec,L are plotted in Figure 5 as a funtion
of 1/L together with the t funtion
ec,L = ec,∞ +B(1/L)
νǫ
(14)
with the adjustable parameters ec,∞, B and νǫ. The t
yields the values ec,∞ = −0.965(10) and νǫ = 0.666(5)
whih, onsidering the relatively small systems we have
simulated, are in good agreement with the best values
found in the literature, namely ec = −0.9884 [18℄ and
ν = 0.67155(27) [19℄.
0 0.05 0.1
1/L
−1
−0.9
−0.8
e
c,
L
FIG. 5: Pseudo-ritial energy ec,L, dened by the sharp
onset of the spontaneous magnetization, as funtion of the
inverse linear extension 1/L. The full line results from a t of
Eq. (14) to the data points, with ec,∞ = −0.965, B = 4.534
and νǫ = 0.666. Error bars are omparable to the symbol size.
We briey pause to reall that in the entropy formal-
ism onsidered here ritial exponents are not always
idential to the better known thermal ritial exponents.
Indeed, in ases where the spei heat is diverging at
the ritial point (implying that the thermal ritial ex-
ponent α governing this divergene is positive, α > 0)
ritial exponents xǫ appearing in the miroanonial
analysis are related to their anonial ounterparts x by
xǫ = x/(1−α) [2℄. This is not so in ases where the spe-
i heat displays a usp singularity with α < 0. There
xǫ = x. For the three-dimensional XY model we have
α ≈ −0.015 [19℄ and onsequently ritial exponents ob-
tained in the miroanonial analysis are idential to the
thermal ritial exponents. We an therefore savely drop
the index ǫ from now on.
For all nite system sizes the expansion (13), whih is
valid in the viinity of ec,L, yields the lassial ritial
exponent βc,L = 1/2 [4℄, but the range of validity of
(13) shrinks to zero with L → ∞. Outside of this range
msp,L(e) diers very little from msp(e) = msp,∞(e) for
not too small system sizes. The ritial expansion for the
innite system is given by
msp(e) = Aε
β
(15)
where ε = ec−eec−eg and eg = −3 is the ground state energy
per degree of freedom. Eq. (15) is strily speaking only
valid in the limit ε −→ 0. One may analyze the sponta-
neous magnetization by looking at the energy dependent
logarithmi derivative [3℄
βeff (ε) =
d lnmsp(ε)
d ln(ε)
(16)
whih approahes the true ritial exponent β in the limit
limit ε→ 0. Plots whih show this approah for the two-
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f(ε
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L=20
FIG. 6: Eetive exponents derived from the spontaneous
magnetization, see Eq. (16), as funtion of ε for dierent sys-
tem sizes. The dashed line extrapolates the data for L = 20
with 0.15 < ε < 0.50 to zero.
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FIG. 7: Variation of βε,L obtained from extrapolating linearly
the eetive exponents βeff as funtion of L. The dashed line
indiates the literature value β = 0.3485 [19℄.
and three-dimensional Ising systems an be found in [3℄.
Figure 6 shows βeff (ε) of the XY model under study for
several lattie sizes. All the graphs, of ourse, preipitate
to zero on approahing ε = 0 beause msp,L(e) is nite
at e = ec, i.e. for ε = 0, but the region of onstant slope
around ε = 0.5 an be used to extrapolate the data to
ε = 0. Figure 7 shows the result of this extrapolation for
ve values of L. These values quikly ome lose to the
expeted value β = 0.3485(2) [19℄.
Miroanonial nite-size saling, as suggested in [5℄, is
another way of determining ritial exponents. This ap-
proah takes advantage of the existene of a well-dened
transition point ec,L in nite miroanonial systems and
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FIG. 8: Miroanonial nite-size saling plot for the three-
dimensional XY model. The values β/ν = 0.53(1) and 1/ν =
1.47(2) result from the best data ollapse. Error bars are
omparable to the sizes of the symbols.
leads to the saling ansatz
Lβ/νmsp,L ((ec,L − e)) ∼W
(
C (ec,L − e)L
1/ν
)
(17)
whereW is a universal saling funtion haraterizing the
given universality lass and C is a nonuniversal onstant.
It is worth noting that in this approah the knowledge of
the value of the ritial energy ec of the innite system is
not needed. As shown in [5℄ Eq. (17) yields reliable values
of the involved ritial exponents for disrete models. We
show in Fig. 8 that this is also the ase for the ontinuous
model disussed here. Plotting L
β/ν msp,L against (ec,L−
e)L1/ν, we obtain the values β/ν = 0.53(1) and 1/ν =
1.47(2) from the best data ollapse, in good agreement
with the expeted values [19℄ 0.5189 and 1.4891.
IV. CONCLUSIONS
In reent years impressive progress has been ahieved
in the numerial omputation of the DOS of nite lassi-
al systems, as new and highly eient simulation meth-
ods have been proposed. One of the aims of this work is
the generalization of the method presented in [3℄ to sys-
tems with ontinuous degrees of freedom. This method
relies on the powerful onept of transition variables [6℄.
In our implementation the atual values of the transition
variables are used for the aeptane rates of a proposed
move, and this during the entire run. As a onsequene
all sites of the parameter spae are visited with the same
rate.
With the nal values of the transition variables we an
onstrut the density of states, using the omplete in-
formation ontained in these variables. We have formu-
lated this approah in the present paper for magneti
7systems, where the natural variables are given by energy
and magnetization, but a generalization to other situa-
tions is straightforward.
With the knowledge of the density of states we an
analyze the system under investigation in dierent ways.
One ommon approah is to ompute the partition fun-
tion and then proeed with a anonial analysis. The
good quality of our data, however, also enables us to per-
form a miroanonial analysis where derivatives of the
entropy with respet to energy and magnetization play
a predominant role. The usefulness of the miroanon-
ial analysis in the study of phase transitions has been
revealed in many reent studies [1, 3, 5, 10, 20, 21℄.
The theory of phase transitions is usually formulated
within the frame of the anonial ensemble, whih is
based on the partition funtion or on its logarithm, the
free energy. All the thermodynami funtions, as e.g. the
suseptibility, are alulated from derivatives of the free
energy with respet to the temperature and the applied
elds. For all nite system sizes these derivatives remain
nite, but in the thermodynami limit they may diverge
at the ritial point, if a ontinuous phase transition o-
urs in the system.
In the miroanonial ensemble the analysis of phase
transitions is based on the DOS or its logarithm, the
entropy [1, 4, 20℄. It has been demonstrated for several
disrete spin models that the abrupt onset of the order
parameter at ec and the divergene of the suseptibility
ours already for systems onsisting of a rather modest
number of spins, albeit with the lassial values of the
ritial exponents [2, 4℄.
We have demonstrated in this work that similar fea-
tures are observed in systems with ontinuous spins: In
a nite system of linear extension L the urvature of the
entropy surfae in the magnetization diretion hanges
sign at the point e = ec,L. It is there where the order
parameter sets in and where the suseptibility diverges
in ontinuous as well as in disrete systems. Therefore
for the XY model, where e and m take ontinuous val-
ues, the entropy s(e,m) shows the same behaviour as for
disrete spin models where it is dened only at disrete
points in the parameter spae.
Of ourse, numerial studies must be performed at dis-
rete values of the variables. The distinguishing fat is
that for ontinuous models these values an be hosen
freely, suh that derivatives an, in priniple, be alu-
lated from the ratios of arbitrarily small dierenes. The
reality of a numerial study, however, sets the limits.
As a nal appliation we have demonstrated that in
systems with ontinuous degrees of freedom ritial ex-
ponents an in priniple be determined diretly from the
density of states, along the same lines as in disrete mod-
els [3, 5, 10, 15℄. In partiular, we obtain very good esti-
mates of ν and β with regard to the modest system sizes
used in this study.
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