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Abstract
We study monopole operators at the conformal critical point of the CPNb 1 theory in
2 + 1 spacetime dimensions. Using the state-operator correspondence and a saddle point
approximation, we compute the scaling dimensions of the operators that insert one or two
units of magnetic flux to next-to-leading order in 1/Nb. We compare our results to numerical
studies of quantum antiferromagnets on two-dimensional lattices with SU(Nb) global sym-
metry, using the mapping of the monopole operators to valence bond solid order parameters
of the lattice antiferromagnet. For the monopole operators that insert three or more units of
magnetic flux, we find that the rotationally-symmetric saddle point is unstable; in order to
obtain the scaling dimensions of these operators, even at leading order in 1/Nb, one should
consider non-spherically-symmetric saddles.
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1 Introduction
In 2 + 1 dimensions, pure U(1) gauge theory confines [1]. One can prevent confinement by
introducing a su ciently large number N of massless matter fields, in which case the infrared
dynamics is believed to be governed by a non-trivial interacting conformal field theory (CFT).
Such CFTs arise quite frequently in the description of quantum critical points of condensed
matter systems in two spatial dimensions [2–15]. They also serve as useful toy-models for
more intricate four-dimensional dynamics, as they can be studied perturbatively in the 1/N
expansion, where the gauge interactions are suppressed [16–19].
Our goal in this paper is to study monopole operators in one such CFT, namely the
CPNb 1 theory tuned to criticality. This theory is a nonlinear sigma-model with CPNb 1
target space, and can be equivalently described as a U(1) gauge theory coupled toNb complex
scalars of unit charge that satisfy a length constraint; see [20] for a textbook treatment. The
action is
S = Nb
g
Z
d3x
h
|(@µ   iAµ) ↵|2 + i (| ↵|2   1)
i
, (1.1)
where ↵ = 1 . . . Nb,   is a Lagrange multiplier imposing the length constraint, and g is a
coupling constant. This theory becomes critical provided that one tunes the coupling to
g = gc for some gc.
The interest in monopole operators in this theory is motivated by their interpretation
as order parameters for the valence bond solid (VBS) order of quantum antiferromag-
nets [21–23]. The quantum antiferromagnets are defined on bipartite lattices in two spatial
dimensions, and have a global SU(Nb) symmetry. Each site of the first (second) sublattice has
states transforming under the fundamental (anti-fundamental) of SU(Nb). The sites interact
via short-range exchange interactions with SU(Nb) symmetry. There is no explicit reference
to a gauge field in the lattice Hamiltonian. Nevertheless, when the spin states on each site
are represented in terms of ‘parton’ degrees of freedom, a U(1) gauge field, Aµ, emerges in
the path integral formulation in the 1/Nb expansion. The partons become the  ↵ matter
fields in this gauge theory. As their exchange constants are varied, such antiferromagnets
can exhibit ground states with two distinct broken symmetries. First, there is the state with
antiferromagnetic order, in which the SU(Nb) symmetry is broken by the condensation of
2
 ↵: this is the Higgs phase of the U(1) gauge theory. Second, we have the state with VBS
order in which SU(Nb) symmetry is preserved but a lattice rotation symmetry is broken. In
the U(1) gauge theory, this state appears initially as a Coulomb phase; however, the con-
finement of the U(1) gauge theory by the proliferation of monopoles leads to the appearance
of VBS order in the lattice antiferromagnet. This is a consequence of subtle Berry phases
associated with the monopole tunneling events in the lattice antiferromagnet, which endow
the monopole operators with non-trivial transformations under lattice symmetry operations,
identical to those of the VBS order. The quantum phase transition between these two states
of the lattice antiferromagnet has been argued to be continuous [8, 9], and described by the
CPNb 1 theory in (1.1), with monopoles suppressed at the quantum critical point; the critical
point is therefore ‘deconfined’.
From the perspective of the CPNb 1 theory, this connection to the VBS order of the
antiferromagnet is powerful because it allows the monopole operators to be expressed as
simple, local, gauge-invariant operators of the lattice model. Moreover, the couplings of the
lattice model can be chosen to avoid the ‘sign’ problem of quantum Monte Carlo, and this
allows e cient studies on large lattices of the CPNb 1 CFT at the deconfined critical point
between the Higgs and VBS phases [24–28]. Block et al. [27, 28] have obtained the scaling
dimensions of VBS operators on a number of lattice antiferromagnets, and here we will
compare their results with the 1/Nb expansion for the scaling dimensions of the monopole
operators in the CPNb 1 CFT.
Unlike the lattice antiferromagnet, the monopole operators of the CPNb 1 field theory
are not defined simply as products of fields that appear in the Lagrangian (1.1). Instead,
the monopole operators appear as singular boundary conditions that these fields must obey
at the point where the monopole operator is inserted [29,30]. One way of defining monopole
operators is the following. The CPNb 1 model has SU(Nb)⇥ U(1)top global symmetry. Under
the action of SU(Nb), the charged scalar fields  ↵ transform in the fundamental represen-
tation. The U(1)top factor in the global symmetry group is a topological symmetry whose
conserved current is
jµ =
1
4⇡
✏µ⌫⇢F
⌫⇢ . (1.2)
The Dirac quantization condition implies that the conserved charge q =
R
d2x j0 satisfies
q 2 Z/2. It should be noted that our definition of q here di↵ers by a factor of 2 from earlier
work [23,27, 31].
One can define the monopole operators as operators that have non-vanishing U(1)top
3
charge q. For each q, we will focus on the monopole operator Mq with the lowest scaling
dimension. The other operators in the same topological charge sector can be thought intu-
itively as products between the monopole operator with lowest scaling dimension and more
conventional operators from the q = 0 sector. Throughout this paper, we assume without
loss of generality that q   0. The physical quantities that we compute depend only on |q|.
We aim to determine the scaling dimension of the monopole operator Mq with U(1)top
charge q to next-to-leading order in 1/Nb. The most convenient way of performing this com-
putation is to use the state-operator correspondence, under which a local operator inserted
at the origin of R3 is mapped to a state of the CFT on the conformally-flat background
S2 ⇥ R. The scaling dimension of the monopole operator Mq is therefore mapped to the
ground state energy on S2 in the sector with magnetic flux
R
F = 4⇡q through the S2 [29–31].
(See also [23] for a di↵erent approach to computing scaling dimensions of monopole opera-
tors.) As is standard in thermodynamics, this ground state energy  q can be related to the
partition function on S2 ⇥ R via
 q =   lim
 !1
1
 
logZq( ) ⌘   logZS2⇥Rq ⌘ Fq , (1.3)
where in the middle equality we regularized the S2 ⇥R partition function by compactifying
the R direction into a large circle of circumference  .
In the case at hand, the S2 ground state energy in the presence of 4⇡q magnetic flux is
easily computed at leading order in Nb, where the Lagrange multiplier field   and the gauge
field don’t fluctuate and assume a saddle point configuration that minimizes this energy. It is
reasonable to assume that the large Nb saddle point (for both the magnetic flux through S2
and the value assumed by the Lagrange multiplier field) is rotationally-symmetric. At leading
order in Nb, the ground state energy on S2 comes from performing the Gaussian integral over
the matter fields [23]. The 1/Nb correction to this result takes into account the Gaussian
fluctuations of the gauge field as well as of those of  . We perform an analysis of these
fluctuations around the rotationally-invariant saddle point; by computing their determinant,
we extract the 1/Nb correction to the scaling dimension of Mq. Our results for F1/2 are
compared with numerical studies of the lattice antiferromagnet in Fig. 1: notice that the
agreement at the largest value of Nb = 10 is quite encouraging, although the uncertainties
in the quantum Monte Carlo values are significant.
Similar calculations were performed in theories with fermionic matter in [32, 33].1 (See
1The calculation in the case with scalar matter performed in this paper is technically more challenging
than that for fermionic matter due to additional UV divergences. We renormalize these divergences using
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Figure 1: The scaling dimension of the q = 1/2 monopole operator, F1/2. The full line is the
Nb = 1 result (Ref. [23]), and the dashed line is the leading 1/Nb correction computed in
the present paper (see Table 2). The quantum Monte Carlo results are for lattice antiferro-
magnets with global SU(Nb) symmetry on the square (Refs. [24,25]), honeycomb (Ref. [27]),
and rectangular (Ref. [27]) lattices.
also [35] where only the fluctuations of the Lagrange multiplier field were calculated with the
purpose of studying monopole insertions in theories with global U(1) symmetry.) In [36,37],
monopole operators were studied holographically. For studies of monopole operators in
supersymmetric theories, see, for instance, [38–43].
Our interest in the fluctuations around the spherically-symmetric saddle point is not
purely to calculate the 1/Nb correction to the scaling dimension of Mq. It turns out that
some of these fluctuations correspond to negative modes, in which case we conclude that
the spherically-symmetric configuration for the gauge field and the Lagrange multiplier field
  does not represent the dominant saddle point configuration. In fact, as we will show,
we encounter negative modes for q > 1. In other words, in this case it is only the lowest
two monopole operators, with q = 1/2 and q = 1, for which a spherically-symmetric saddle
is the dominant one. When q > 1, the leading order computation of the S2 ground state
energy that we described above represents only an upper bound on the scaling dimension of
the monopole operators. To obtain the correct leading order results at large Nb, one would
zeta-function techniques and devote a separate paper to their thorough study in other renormalization
schemes [34].
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have to first find the dominant (non-spherically symmetric) saddle point configuration for
the gauge field and the Lagrange multiplier field  . We leave this task to future work.
The rest of this paper is organized as follows. In Section 2, we set up our computation.
In Section 3, we review the leading order analysis at large Nb. In Section 4, we examine the
1/Nb corrections around the spherically-symmetric saddle points of the e↵ective action for
the gauge field and Lagrange multiplier. In Section 5 we perform a perturbative stability
analysis of our spherically-symmetric saddle points and find that, as mentioned above, the
rotationally-symmetric saddles with q > 1 are unstable. We end with concluding remarks in
Section 6. Several technical details of our computation are included in the Appendices.
2 Setup
In order to study the large Nb limit of the CPNb 1 theory, it is convenient to rescale the fields
such that the action (1.1), appropriately generalized to that on an arbitrary conformally-flat
space with metric tensor gµ⌫ , takes the form
S = 1
g
Z
d3x
p
g(x)
h
gµ⌫ [(rµ + iAµ) ⇤↵] [(r⌫   iA⌫) ↵] +
R
8
| ↵|2 + i (| ↵|2  Nb)
i
, (2.1)
where R is the Ricci scalar.2 In this paper we will work on S2 ⇥ R, which we parameterize
by coordinates x ⌘ (✓, , ⌧).
The monopole scaling dimension is equal to the ground state energy Fq on S2⇥R in the
presence of a magnetic flux
R
F = 4⇡q through the S2. Our main task is to determine the
1/Nb expansion of this ground state energy, which we write as
Fq = Nb
✓
F1q +
1
Nb
 Fq +O(1/N2b )
◆
. (2.2)
When q = 0, the corresponding ground state energy F0 is nothing but the scaling dimension
of the unit operator. We therefore must have F0 = 0.
It is not hard to see that at large Nb, the fluctuations of   and of Aµ around any saddle
point configuration are suppressed. Indeed, upon integrating out the scalars  ↵ in the action
(2.1), one obtains an e↵ective action for the gauge field and Lagrange multiplier given by
Se↵[Aµ, i ] = Nb

tr log
✓
 (rµ   iAµ)2 + 1
4
+ i 
◆
  i
g
Z
d3x
p
g 
 
. (2.3)
2We could have absorbed the conformal mass term R8 | ↵|2 by shifting i , but we chose not to.
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Let’s expand Aµ and   around a saddle point by writing3
Aµ = Aqµ + aµ ,
i  = µ2q + i  ,
(2.4)
where aµ and   are fluctuations around the saddle point configuration Aµ = Aµ and i  = µ2q.
As can be easily seen from (2.3), the e↵ective action for these fluctuations is proportional
to Nb, so their typical size is of order 1/
p
Nb and are therefore suppressed at large Nb. To
leading order in 1/Nb, it is therefore correct to set aµ =   = 0, provided that the background
values Aqµ and µ2q are such that the saddle point conditions
 Se↵[Aµ, i ]
 Aµ
    
 =aµ=0
=
 Se↵[Aµ, i ]
  
    
 =aµ=0
= 0 (2.5)
are obeyed. One can then develop the 1/Nb expansion to higher orders by integrating over
the fluctuations aµ and   using the e↵ective action (2.3).
In this paper we will focus only on saddles that are rotationally-invariant on S2 and
translationally-invariant along R. These conditions imply that µ2q is a constant and that, in
the sector of monopole flux
R
F = 4⇡q, the background magnetic field F q = dAq is uniformly
distributed over S2:
F q = q sin ✓d✓ ^ d  . (2.6)
One can choose a gauge where the background gauge potential Aq can be written as
Aq = q(1  cos ✓)d  . (2.7)
(This expression is well-defined everywhere away from the South pole at ✓ = ⇡.) The
saddle point condition (2.5) is satisfied provided that the constant µ2q is chosen such that it
minimizes the value of the e↵ective action evaluated when aµ =   = 0. In other words, the
equation that determines µ2q is
@Se↵[Aqµ, µ2q]
@µ2q
= 0 . (2.8)
This equation depends non-trivially on q, and hence so does µ2q.
3In terms of the quantity a2q introduced in [31], we have a
2
q = µ
2
q   q2.
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In the next section, we calculate the coe cient F1q by simply evaluating Se↵ at the saddle
point, while in Section 4, we compute the correction  Fq from the functional determinant
of the fluctuations around this saddle point. As explained in Section 4, our computations
are valid only for q = 1/2 and q = 1. For q   3/2, some of the fluctuations have negative
directions, rendering the saddle (2.4) not a local minimum of the e↵ective action. In these
cases, the leading order computation from the next section should be thought of as an upper
bound on the scaling dimension of the corresponding monopole operators.4
3 Nb =1 theory
At leading order in Nb, one can identify
NbF1q = Se↵[Aqµ, µ2q] , (3.1)
evaluated for the value of µ2q that solves (2.8), or equivalently at large Nb
@F1q
@µ2q
= 0 , (3.2)
and with the coupling g tuned to the critical value g = gc. In other words,
F1q = tr log
✓
 (rµ   iAqµ)2 + µ2q +
1
4
◆
  4⇡
gc
µ2q . (3.3)
Using the fact that the eigenvalues of the gauge-covariant Laplacian on S2 in the presence
of magnetic flux 4⇡q are j(j + 1)  q2 [44, 45], we obtain
F1q =
Z
d!
2⇡
1X
j=q
(2j + 1) log
⇥
!2 + (j + 1/2)2 + µ2q   q2
⇤  4⇡
gc
µ2q . (3.4)
The first term in this expression is divergent and requires regularization. The second term
is also divergent because, as we explain shortly, the inverse critical coupling 1/gc diverges
linearly, and so the second term in (3.4) cancels part of the divergence in the first term. To
be explicit, let us deduce an expression for 1/gc. The saddle point condition (3.2) at q = 0
4The leading order computation provides an upper bound, as the dominant saddle corresponding to the
non-spherically symmetric configuration mentioned in the introduction necessarily has lower free energy.
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can be written as
4⇡
g
=
Z
d!
2⇡
1X
j=0
(2j + 1)
1
!2 + (j + 1/2)2 + µ20
. (3.5)
The theory is critical when the correlators on S2 ⇥ R are those obtained by conformally
mapping the power-law correlators on R3. For a scalar field  ↵, this prescription yields a
conformally coupled scalar on S2 ⇥R, for which µ0 = 0. Hence criticality is achieved when,
to leading order in Nb, we have g = gc and µ20 = 0, with
4⇡
gc
=
Z
d!
2⇡
1X
j=0
(2j + 1)
1
!2 + (j + 1/2)2
. (3.6)
After substituting (3.6) into (3.4), the resulting expression is still divergent, but can
be rendered finite using, for instance, zeta-function regularization as in [35], or Pauli-Villars
regularization as in [23,31]. We will not repeat that calculation here. The regularized ground
state energy coe cient F1q is
F1q = 2
1X
j=q

(j + 1/2)
⇥
(j + 1/2)2 + µ2q   q2
⇤1/2   (j + 1/2)2   1
2
(µ2q   q2)
 
  qµ2q +
q(1 + 2q2)
6
.
(3.7)
This expression can easily be evaluated numerically for any µ2q. Note that the same procedure
gives F10 = 0, as required by conformal symmetry.
As mentioned above, the value of µ2q can be obtained from the saddle-point equation
(2.8), which yields
1X
j=q
0@ j + 1/2q
(j + 1/2)2 + µ2q   q2
  1
1A  q = 0 . (3.8)
Note that one can obtain this equation directly by di↵erentiating (3.4) with respect to µ2q
without the need of zeta-function regularization. Upon substituting the solution of (3.8)
into (3.7), one obtains the values of F1q given in Table 1. These values agree precisely with
those obtained in [23] by a very di↵erent method.5
5The quantity F1q should be identified with 2⇢2q in [23], while our µ2q should be identified with  C2q
in [23].
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q µ2q F1q
0 0 0
1/2  0.199806 0.1245922
1  0.397830 0.3110952
3/2  0.595457 0.5440693
2  0.792936 0.8157878
5/2  0.990344 1.1214167
Table 1: A few values for the parameters µ2q and F1q .
4 1/Nb corrections
In this section we compute the next to leading oder correction to the dimensions of monopole
operators. The systematics of the calculation are presented in the first four subsections, with
the numerical results presented in Section 4.5.
4.1 E↵ective action at quadratic level
To obtain the leading 1/Nb correction  Fq to the result of the previous section, one should
consider the quadratic fluctuations of the gauge field and of the Lagrange multiplier around
the saddle (2.4). Expanding (2.3) at small aµ and  , one can write the quadratic term in
the e↵ective action as
S(2)e↵ = S(2)   + S(2)aa + S(2)a  ,
S(2)   =
Nb
2
Z
d3xd3x0
p
g(x)
p
g(x0) (x)Dq(x, x0) (x0) ,
S(2)aa =
Nb
2
Z
d3xd3x0
p
g(x)
p
g(x0)aµ(x)Kq,µµ
0
(x, x0)aµ0(x0) ,
S(2)a  = Nb
Z
d3xd3x0
p
g(x)
p
g(x0) (x)F q,µ
0
(x, x0)aµ0(x0) ,
(4.1)
where Dq, Kq, and F q are integration kernels whose expressions will be given shortly. This
e↵ective action is non-local because it was obtained after integrating out the fields  ↵, which
are massless. The kernels appearing in (4.1) can be written in terms of correlators of | ↵|2
and of the current
Jµ = i
⇥
 ⇤↵(rµ   iAqµ) ↵    ↵(rµ + iAqµ) ⇤↵
⇤
, (4.2)
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as
NbD
q(x, x0) =
1
g2
h| ↵(x)|2 | ↵(x0)|2iq ,
NbK
q,µµ0(x, x0) =   1
g2
hJµ(x)Jµ0(x0)iq + 2
g
gµµ
0
 (x  x0)h| ↵(x)|2iq ,
NbF
q,µ0(x, x0) =   i
g2
h| ↵(x)|2 Jµ0(x0)iq ,
(4.3)
where the delta-function contains a factor of 1/
p
g(x) in its definition. The correlators in
(4.3) are evaluated under the assumption that the gauge field and Lagrange multiplier are
non-dynamical and fixed at their background values Aµ = Aqµ and i  = µ2q. The subscript q
on the angle brackets in the expressions above serves as a reminder of these assumptions.
Performing the Gaussian integral over aµ and  , we can write the coe cient  Fq in (2.2)
as
 Fq = 1
2
log det 0M q , (4.4)
where we defined the matrix of kernels
M q(x, x0) ⌘
0BB@D
q(x, x0) F q⌧ 0(x, x
0) F qi0(x, x
0)
F q⌧ (x, x0) Kq⌧ ⌧ 0(x, x0) Kq⌧ i0(x, x0)
F qi(x, x0) Kq⌧ i0(x, x0) Kqii0(x, x0)
1CCA , (4.5)
with i = ✓,  and the primed indices contracting with the index of the field at x0. The prime
on the determinant in (4.4) means that when computing the functional determinant we
should ignore the zero eigenvalues that are required to be present due to gauge invariance.6
Our goal in the rest of this section is to calculate a regularized version of this determinant,
thus obtaining  Fq.
4.2 Eigenvalues of the integration kernels
One can start evaluating the expressions in (4.3) in terms of the Nb =1 limit of the Green’s
function Gq(x, x0) for the complex scalars, which is defined by
h ↵(x) ⇤ (x0)i = g  ↵ Gq(x, x0) . (4.6)
6For a more detailed treatment of gauge fixing, see [33].
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Performing the required Wick contractions in (4.3), we obtain
Dq(x, x0) = Gq(x, x0)Gq⇤(x, x0) ,
Kqµµ0(x, x
0) = DµGq(x, x0)Dµ0Gq⇤(x, x0) Gq⇤(x, x0)DµDµ0Gq(x, x0)
+DµG
q⇤(x, x0)Dµ0Gq(x, x0) Gq(x, x0)DµDµ0Gq⇤(x, x0)
+ 2gµ⌫ (x  x0)Gq(x, x) ,
F qµ0(x, x
0) = Gq(x, x0)Dµ0Gq⇤(x, x0) Gq⇤(x, x0)Dµ0Gq(x, x0) ,
(4.7)
where Dµ = @µ   iAqµ(x) and Dµ0 = @µ0 + iAqµ(x0) denote the gauge-covariant derivatives in
the presence of the background gauge field.
In order to calculate the eigenvalues of the matrix of kernels (4.5) required for (4.4), we
make use of the S2 rotational symmetry and the translational symmetry along R. These
symmetries imply that the eigenvectors of this matrix are of the form e i!⌧ times an ap-
propriate (scalar or vector) spherical harmonic on S2. We will need the usual spherical
harmonics Yjm(✓, ), as well as the vector harmonics
Xi,jm = 1p
j(j + 1)
@iYjm ,
Y ijm =
1p
j(j + 1)
✏ikp
g
@kYjm ,
(4.8)
where i, k = ✓, , and ✏✓  =  ✏ ✓ = 1. We can decompose the Lagrange multiplier fluctuation
  and the gauge field fluctuation aµ in terms of these modes. Because,   is a scalar field,
we only need the usual spherical harmonics for its mode expansion. a⌧ is also decomposed
in terms of Yjm, while ai is decomposed using the vector harmonics Xi,jm and Y ijm. We will
refer to the former vector harmonics modes as E modes and to the latter as B modes, as
they are the S2 analogs of E and B modes familiar from other contexts: E and B modes
have vanishing curl and divergence, respectively, and they transform like the E and B field
under parity.
We can expand each of the kernels in Fourier modes as
Dq(x, x0) =
Z
d!
2⇡
X
jm
Dqj (!)Yjm(✓, )Y
⇤
jm(✓
0, 0)e i!(⌧ ⌧
0) (4.9)
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Kq⌧⌧ (x, x
0) =
Z
d!
2⇡
X
jm
Kq,⌧⌧j (!)Yjm(✓, )Y
⇤
jm(✓
0, 0)e i!(⌧ ⌧
0)
Kqii0(x, x
0) =
Z
d!
2⇡
X
jm
h
Kq,EEj (!)Xi,jm(✓, )X ⇤i0,jm(✓0, 0) +Kq,BBj (!)Yi,jm(✓, )Y⇤i0,jm(✓0, 0)
+Kq,EBj (!)Xi,jm(✓, )Y⇤i0,jm(✓0, 0) +Kq,EB⇤j (!)Yi,jm(✓, )X ⇤i0,jm(✓0, 0)
i
e i!(⌧ ⌧
0)
Kq⌧ i0(x, x
0) =
Z
d!
2⇡
X
jm
h
Kq,⌧Ej (!)Yjm(✓, )X ⇤i0,jm(✓0, 0) +Kq,⌧Bj (!)Yjm(✓, )Y⇤i0,jm(✓0, 0)
i
e i!(⌧ ⌧
0)
(4.10)
F q⌧ 0(x, x
0) =
Z
d!
2⇡
X
jm
F q,⌧j (!)Yjm(✓, )Y
⇤
jm(✓
0, 0)e i!(⌧ ⌧
0)
F qi0(x, x
0) =
Z
d!
2⇡
X
jm
h
F q,Ej (!)Yjm(✓, )X ⇤i0,jm(✓0, 0) + F q,Bj (!)Yjm(✓, )Y⇤i0,jm(✓0, 0)
i
e i!(⌧ ⌧
0)
(4.11)
and form the matrix of coe cients
Mqj(!) =
0BBBB@
Dqj (!) F
q,B
j (!) F
q,⌧
j (!) F
q,E
j (!)
F q,B⇤j (!) K
q,BB
j (!) K
q,⌧B
j (!) K
q,EB
j (!)
F q,⌧⇤j (!) K
q,⌧B⇤
j (!) K
q,⌧⌧
j (!) K
q,⌧E
j (!)
F q,E⇤j (!) K
q,EB⇤
j (!) K
q,⌧E⇤
j (!) K
q,EE
j (!)
1CCCCA . (4.12)
Note that S2 rotational symmetry implies that these coe cients do not depend on the
quantum number m.
The entries of this matrix are related by gauge invariance and CP symmetry. Gauge
invariance of the kernels in position space imply that at separated points7
rµKqµµ0(x, x0) = 0 , rµ
0
Kqµµ0(x, x
0) = 0 ,
rµ0 F qµ0(x, x0) = 0 .
(4.13)
Plugging in the decompositions (4.10) and (4.11) in these conservation equations, we ob-
tain that the Fourier space kernel Mqj(!) should have the following eigenvectors with zero
7There are multiple equivalent ways to see that these equations are true. Using the definitions of the
kernels in terms of correlators (4.3) they are the consequences of the Ward identity rµJµ(x) = 0. Alter-
natively, (4.1) should be zero for a pure gauge configuration aµ = rµ ↵(x), for arbitrary ↵(x). Partial
integration readily gives (4.13).
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eigenvalue:⇣
0
   0 i!  pj(j + 1)⌘Mqj(!) = 0 , Mqj(!)⇣0    0  i!  pj(j + 1)⌘T = 0 ,
(4.14)
where the pure gauge eigenvector is written in ( 
  B, ⌧, E) components, just like Mqj(!)
in (4.12). From (4.14) we can express Kq,⌧Ej (!) and K
q,EE
j (!) in terms of K
q,⌧⌧
j (!).
The second restriction on the entries of Mqj(!) comes from the CP invariance of the
theory and the monopole background around which we are working. Under CP the modes
of   and the B modes of aµ transform in the same way, while the ⌧ and E modes acquire
a relative minus sign. Because the e↵ective action (4.1) is invariant under CP , we conclude
that there is no mixing between  , B and ⌧, E modes.
These constraints imply that Mqj(!) takes a block diagonal form. For j > 0,
Mqj(!) =
0BBBBBB@
Dqj (!) F
q,B
j (!) 0 0
F q,B⇤j (!) K
q,BB
j (!) 0 0
0 0 Kq,⌧⌧j (!)
 i!p
j(j+1)
Kq,⌧⌧j (!)
0 0 i!p
j(j+1)
Kq,⌧⌧j (!)
!2
j(j+1)K
q,⌧⌧
j (!)
1CCCCCCA . (4.15)
This matrix has eigenvalues:
 q± =
(Dqj (!) +K
q,BB
j (!))±
q
4|F q,Bj (!)|2 + (Dqj (!) Kq,BBj (!))2
2
,
 qE =
j(j + 1) + !2
j(j + 1)
Kq,⌧⌧j ,
(4.16)
as well as a zero eigenvalue corresponding to a pure gauge mode.
When j = 0, the harmonics Xjm and Yjm are not defined, so the matrix Mqj(!) reduces
to the 2⇥ 2 matrix
Mq0(!) =
 
Dq0(!) 0
0 Kq,⌧⌧0 (!)
!
. (4.17)
In addition, the only remaining vector harmonic Y00 is a constant on S2, and can be gauged
away. Thus gauge invariance imposes Kq,⌧⌧0 (!) = 0, and the only non-vanishing eigenvalue
is Dq0(!).
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We will derive expressions for the entries of the matrices (4.15)–(4.17) shortly. After
doing so, we can calculate  Fq from (4.4). It is convenient to subtract  F0 = 0 from  Fq.8
The expression we would like to calculate becomes:
 Fq = 1
2
Z
d!
2⇡
1X
j=0
(2j + 1) log
det 0M q
det 0M0
. (4.18)
Using the expression for the eigenvalues from (4.16) and that F 0,Bj (!) = 0 by parity symme-
try, then (4.18) becomes:
 Fq = 1
2
Z
d!
2⇡
2664log Dq0(!)D00(!) +
1X
j=1
(2j + 1) log
Kq,⌧⌧j (!)

Dqj (!)K
q,BB
j (!) 
   F q,Bj (!)   2 
D0j (!)K
0,⌧⌧
j (!)K
0,BB
j (!)
3775 .
(4.19)
Explicit expressions for the coe cients in (4.15) can be obtained by inverting (4.9)–(4.11).
Let us explain how to do so for Dqj (!) first, and leave the details of how to perform analogous
computations for the K and F kernels to Appendix A. For Dqj (!) we obtain:
Dqj (!)2⇡ (!   !0) =
Z
d3x d3x0
p
g(x)
p
g(x0)Y ⇤jm(✓, )D
q(x, x0)Yjm(✓0, 0)ei(!⌧ !
0⌧ 0) .
(4.20)
Since the LHS is independent of m, we can average the RHS over all possible values of
m. After performing the average, the RHS becomes invariant under performing a combined
rotation in (✓, ) and (✓0, 0), so we can take the limit ✓0 ! 0. We can also use that Dq(x, x0)
depends only on ⌧   ⌧ 0 to set !0 = ! and remove the ⌧ 0 integral. The simplified expression is
Dqj (!) =
4⇡
2j + 1
Z
d3x
p
g(x) lim
✓0!0
⌧ 0!0
jX
m= j
Y ⇤jm(✓, )D
q(x, x0)Yjm(✓0, 0)ei!⌧ . (4.21)
It is only the m = 0 term that contributes to the sum. Analogous formulas for the K and
F kernels are given in (A.3). Using explicit formulas for the spherical harmonics, (4.21) can
8Note that as the gauge fixing condition is independent of the monopole background, any possible con-
tribution from the Faddeev-Popov ghosts cancels after subtracting the vacuum contribution.
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be simplified further to
Dqj (!) =
Z
d3x
p
g(x)Pj(cos ✓)D
q(x, 0)ei!⌧ , (4.22)
where by x0 = 0 we mean the limit ⌧ 0, ✓0 ! 0. Similar expressions (albeit more complicated)
can be obtained for the other coe cients appearing in (4.15)–(4.17).
4.3 Kernels at q = 0
When q = 0, one can obtain closed form formulas for the entries of the matrix (4.15)–(4.17).
In this case, the Green’s function G0(x, x0) can be obtained by conformally mapping the R3
one, namely 1/(4⇡|x x0|), and from G0 one can construct position-space expressions for all
the kernels in (4.7). The conformal mapping from flat space gives
G0(x, x0) =
1
4⇡
p
2(cosh(⌧   ⌧ 0)  cos  ) , (4.23)
where   is the angle between the 2 points on S2:
cos   = cos ✓ cos ✓0 + sin ✓ sin ✓0 cos(    0) . (4.24)
Since G0(x, x0) is real, eq. (4.7) implies that F 0(x, x0) = 0, and consequently F 0,Bj (!) = 0.
4.3.1 The D kernel at q = 0
Plugging (4.7) and (4.23) into (4.22), we obtain
D0j (!) =
1
8⇡
Z 1
 1
d⌧
Z ⇡
0
sin ✓d✓
ei!⌧Pj(cos ✓)
2(cosh ⌧   cos ✓) . (4.25)
This expression can be evaluated by first performing the ✓ integral, which yields
D0j (!) =
1
8⇡
Z 1
 1
d⌧ei!⌧Qj(cosh ⌧) , (4.26)
where Qj(x) is the Legendre function of the second kind. We can then expand the remaining
integrand at large ⌧ ,
D0j (!) =
1
8⇡
Z 1
 1
d⌧
1X
n=0
(n+ j)! (n+ 1/2)
n! (n+ j + 3/2)
e (2n+j+1)|⌧ |ei!⌧ , (4.27)
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and perform the ⌧ integral term by term. The result can be written as [35]
D0j (!) =
      ((j + 1 + i!)/2)4 ((j + 2 + i!)/2)
    2 . (4.28)
Note that in deriving (4.28) we encountered no divergences in the sums and integrals we
performed.
4.3.2 The K kernels at q = 0
Next, we aim to find an expression for K0,⌧⌧j (!). While the expression for K
0,⌧⌧
j (!) that
follows from (4.10) is UV divergent (as would be its flat space analog), the following di↵erence
is finite:
K0,⌧⌧j (!) K0,⌧⌧0 (0) =
1
8⇡
Z 1
 1
d⌧
Z ⇡
0
sin ✓d✓
1  cos ✓ cosh ⌧
2(cosh ⌧   cos ✓)3
⇥
ei!⌧Pj(cos ✓)  1
⇤
. (4.29)
It can be checked that
1  cos ✓ cosh ⌧
2(cosh ⌧   cos ✓)3 = r
2
S2
 1
4(cosh ⌧   cos ✓) . (4.30)
Substituting (4.30) into (4.29), integrating by parts twice in the sphere directions, and using
r2S2Pj(cos ✓) =  j(j + 1)Pj(cos ✓), one can easily show that
K0,⌧⌧j (!) K0,⌧⌧0 (0) =
j(j + 1)
2
D0j (!) . (4.31)
Similarly, it can be shown that
K0,BBj (!) K0,BB1 (0) =
(!2 + j2)
2
D0j 1(!) 
1
2
D00(0) ,
K0,EEj (!) K0,EE1 (0) =
!2
2
D0j (!) ,
K0,⌧Ej (!) =  i!
p
j(j + 1)
2
D0j (!) .
(4.32)
These expressions are consistent with the requirements of gauge invariance in (4.15). They
also agree with the flat-space limit expected at large ! and j, which was obtained in [14].
Also, it follows from (4.17) that at j = 0 gauge invariance requires K0,⌧⌧0 (0) = 0. From (4.15)
we also know that K0,EE1 (!) =
!2
2 K
0,⌧⌧
1 (!). Taking the ! ! 0 limit implies K0,EE1 (0) = 0,
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as K0,⌧⌧1 (0) is finite. Assuming these relations, we have
K0,⌧⌧j (!) =
j(j + 1)
2
D0j (!) ,
K0,BBj (!) =
(!2 + j2)
2
D0j 1(!) + C0 ,
K0,EEj (!) =
!2
2
D0j (!) ,
K0,⌧Ej (!) =  i!
p
j(j + 1)
2
D0j (!) ,
(4.33)
where the constant C0 remains to be determined; we will see later around (4.57) that C0 = 0.
4.4 Kernels for general q
For general q, there is no simple closed form expression for the  ↵ Green’s function. One
can determine an integral expression for it by first expanding the fields  ↵ in Fourier modes:
 ↵ =
Z
d!
2⇡
1X
j=q
jX
m= j
 ↵,jm(!)Yq,jm(✓, )e
 i!⌧ , (4.34)
where Yq,jm are the monopole spherical harmonics introduced in [44,45]. At leading order in
Nb, the action for the fields  ↵ becomes
S  = 1
g
1X
j=q
jX
m= j
Z
d!
2⇡
⇥
!2 + (j + 1/2)2 + µ2q   q2
⇤ | ↵,jm(!)|2 , (4.35)
from which we can read o↵
h ↵,jm(!)  ,j0m0(!0)⇤i = 2⇡g (!   !0) ↵  jj0 mm0Gj(!) , (4.36)
with
Gj(!) ⌘ 1
!2 + (j + 1/2)2 + µ2q   q2
. (4.37)
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From (4.6), (4.36), (4.34), and (4.37) we can write Gq(x, x0) as
Gq(x, x0) =
1X
j=q
Z
d!
2⇡
e i!(⌧ ⌧
0)
"
jX
m= j
Yq,jm(✓, )Y
⇤
q,jm(✓
0, 0)
#
Gj(!)
=
1X
j=q
e 2iq⇥Fq,j( )
e Eqj |⌧ ⌧ 0|
2Eqj
,
(4.38)
where in the second line we defined the polynomial in cos  
Fq,j( ) ⌘
r
2j + 1
4⇡
Yq,j( q)( , 0) , (4.39)
and ⇥ is a phase factor discussed in [45] that can be defined through
ei⇥ cos( /2) = cos(✓/2) cos(✓0/2) + e i(   
0) sin(✓/2) sin(✓0/2). (4.40)
The angle   was defined in (4.24), and the energy Eqj is
Eqj ⌘
q
(j + 1/2)2 + µ2q   q2. (4.41)
4.4.1 The D kernel
Let us first determine Dqj (!). Using (4.7), (4.22), and (4.38), we have
Dqj (!) =
4⇡
2j + 1
1X
j0,j00=q
Z
d3x
p
g(x)F0,j(✓)Fq,j0(✓)Fq,j00(✓)
e (Eqj0+Eqj00 )|⌧ |+i!⌧
4EqjEqj0
. (4.42)
Performing the ⌧ integral, we can simplify this expression to
Dqj (!) =
8⇡2
2j + 1
1X
j0,j00=q

Eqj0 + Eqj00
2Eqj0Eqj00(!2 + (Eqj0 + Eqj00)2)
 
ID(j, j0, j00) , (4.43)
where
ID(j, j0, j00) =
Z ⇡
0
sin ✓d✓F0,j(✓)Fq,j0(✓)Fq,j00(✓) . (4.44)
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The ✓ integral can be performed analytically, and we have
ID(j, j0, j00) =

(2j + 1)(2j0 + 1)(2j00 + 1)
32⇡3
  
j j0 j00
0  q q
!2
. (4.45)
We can check that this result equals (4.28) for q = 0 and, for instance, for j = 0
D00(!) =
1
2⇡
1X
j0=0
1
!2 + (2j0 + 1)2
=
tanh(⇡!/2)
8!
. (4.46)
Note that the summation in (4.42) is absolutely convergent.
4.4.2 The K and F kernels
Similarly, for the other kernels we can use (4.7), (4.10), (4.11), and (4.38) to obtain
F q,⌧j (!) = F
q,E
j (!) = K
q,⌧B
j (!) = K
q,EB
j (!) = 0 ,
F q,Bj (!) =
16q⇡2
(2j + 1)
p
j(j + 1)
1X
j0,j00=q

Eqj0 + Eqj00
2Eqj0Eqj00(!2 + (Eqj0 + Eqj00)2)
 
IF (j, j0, j00) ,
Kq,⌧⌧j (!) =
8⇡2
2j + 1
1X
j0,j00=q
 (Eqj0 + Eqj00)(!2 + 4Eqj0Eqj00)
2Eqj0Eqj00(!2 + (Eqj0 + Eqj00)2)
 
ID(j, j0, j00) +
1X
j0=q
(2j0 + 1)
4⇡Eqj0
,
Kq,⌧Ej (!) =
8⇡2
(2j + 1)
p
j(j + 1)
1X
j0,j00=q

i!(Eqj0   Eqj00)
2Eqj0Eqj00(!2 + (Eqj0 + Eqj00)2)
 
I (j, j0, j00) ,
Kq,EEj (!) =
8⇡2
(2j + 1)j(j + 1)
1X
j0,j00=q

(Eqj0 + Eqj00)
2Eqj0Eqj00(!2 + (Eqj0 + Eqj00)2)
 
IE(j, j0, j00) +
1X
j0=q
(2j0 + 1)
4⇡Eqj0
,
Kq,BBj (!) =
8⇡2
(2j + 1)j(j + 1)
1X
j0,j00=q

(Eqj0 + Eqj00)
2Eqj0Eqj00(!2 + (Eqj0 + Eqj00)2)
 
IB(j, j0, j00) +
1X
j0=q
(2j0 + 1)
4⇡Eqj0
,
(4.47)
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where
IF (j, j0, j00) =
Z ⇡
0
d✓ sin ✓ tan
✓
2
F 00,j(✓)Fq,j0(✓)Fq,j00(✓) ,
I (j, j0, j00) =
h
j00(j00 + 1)  j0(j0 + 1)
i
ID(j, j0, j00) ,
IE(j, j0, j00) =  
h
j0(j0 + 1)  j00(j00 + 1)
i2ID(j, j0, j00) ,
IB(j, j0, j00) =
Z ⇡
0
d✓ sin ✓
"
4
sin ✓
F 00,j(✓)F
0
q,j0(✓)F
0
q,j00(✓)  4q2 tan2(✓/2)F 000,j(✓)Fq,j0(✓)Fq,j00(✓)
#
.
(4.48)
A detailed derivation of these formulas is contained in Appendix A. The quantity ID(j, j0, j00)
appearing in (4.48) was given explicitly in (4.44). Similar explicit expressions for IF (j, j0, j00)
and IB(j, j0, j00) are given in Appendix B.
Note that while the expressions for F q,⌧j (!), F
q,B
j (!), and K
q,⌧E
j (!) above are absolutely
convergent, those for Kq,⌧⌧j (!), K
q,EE
j (!), and K
q,BB
j (!) are not and require regularization.
In order to regularize the latter, it is convenient to first compute the quantities
Kq,⌧⌧j (!) K0,⌧⌧0 (0) ,
Kq,EEj (!) K0,EE1 (0) ,
Kq,BBj (!) K0,BB1 (0) ,
(4.49)
which are free of divergences, and then add back the appropriately regularized values for
K0,⌧⌧0 (0), K
0,EE
1 (0), and K
0,BB
1 (0). As argued in the previous subsection, gauge invariance
implies K0,⌧⌧0 (!) = K
0,EE
1 (0) = 0, but does not immediately determine K
0,BB
1 (0) denoted by
C0 in (4.33). We can return now to that issue. Let us first examine K
0,⌧⌧
0 (!) = 0. From
(4.47), we have
K0,⌧⌧0 (0) =
1X
j0=0
 (2j0 + 1)
4⇡E0j0
 
+
1X
j0=0
(2j0 + 1)
4⇡E0j0
= 0 . (4.50)
(Each sum is divergent individually, but the combined summation is convergent.) Next, we
can examine K0,EE1 (0). Using (4.47) and doing a bit of algebra, we have
K0,EE1 (0) =
1
32⇡
X
|j0 j00|=1

 2  j
00 + 1/2
j0 + 1/2
  j
0 + 1/2
j00 + 1/2
 
+
1X
j0=0
(2j0 + 1)
4⇡(j0 + 1/2)
. (4.51)
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By using the symmetry between the summation in j0 and j00, this expression can be written
further as
K0,EE1 (0) =
1
16⇡
X
|j0 j00|=1

 1  j
00 + 1/2
j0 + 1/2
 
+
1X
j0=0
(2j0 + 1)
4⇡(j0 + 1/2)
. (4.52)
Summing over j00 we can write this expression as
K0,EE1 (0) =  
1
4⇡
1X
j0=0
(j0 + 1/2)
j0 + 1/2
+
1X
j0=0
(2j0 + 1)
4⇡(j0 + 1/2)
. (4.53)
Both of the individual sums in this expression as well as the combined summation are
divergent, but gauge invariance dictates that K0,EE1 (0) = 0. This result should be thought
of as a prescription. It can also be justified in zeta-function regularization, in which (4.53)
gives K0,EE1 (0) = ⇣(0, 1/2)/(4⇡) = 0.
Next, from (4.47), we can also write an expression for K0,BB1 (0):
K0,BB1 (0) =
1
8⇡
1X
j0=0
 j0(j0 + 1)(2j0 + 1)
(j0 + 1/2)3
 
+
1X
j0=0
(2j0 + 1)
4⇡(j0 + 1/2)
. (4.54)
Both terms are again divergent, but, using (4.53), we can calculate
K0,BB1 (0) K0,EE1 (0) =
1
4⇡
1X
j0=0
1
(2j0 + 1)2
=
⇡
32
=
1
2
D00(0) . (4.55)
Since K0,EE1 (0) = 0, this equation proves that C0 = 0 in (4.33).
We can now provide alternate, appropriately regularized formulas forKq,⌧⌧j (!), K
q,EE
j (!),
22
and Kq,BBj (!) that are manifestly convergent. They are:
Kq,⌧⌧j (!) =
1X
j0=q
"
8⇡2
2j + 1
1X
j00=q
 (Eqj0 + Eqj00)(!2 + 4Eqj0Eqj00)
2Eqj0Eqj00(!2 + (Eqj0 + Eqj00)2)
ID(j, j0, j00)
+
(2j0 + 1)
4⇡Eqj0
#
,
Kq,EEj (!) =
1X
j0=q
"
8⇡2
(2j + 1)j(j + 1)
1X
j00=q
(Eqj0 + Eqj00)
2Eqj0Eqj00(!2 + (Eqj0 + Eqj00)2)
IE(j, j0, j00)
+
(2j0 + 1)
8⇡Eqj0
#
+ Cq ,
Kq,BBj (!) =
1X
j0=q
"
8⇡2
(2j + 1)j(j + 1)
1X
j00=q
(Eqj0 + Eqj00)
2Eqj0Eqj00(!2 + (Eqj0 + Eqj00)2)
IB(j, j0, j00)
+
(2j0 + 1)
8⇡Eqj0
#
+ Cq ,
(4.56)
where
Cq ⌘
1X
j0=q
2j0 + 1
8⇡Eqj0
 
1X
j0=0
2j0 + 1
8⇡E0j0
=
1
4⇡
24 1X
j0=q
0@ j0 + 1/2q
(j0 + 1/2)2 + µ2q   q2
  1
1A  q
35 . (4.57)
The expression for Kq,⌧⌧j (!) was obtained by simply combining the two summations in the
expression in (4.47). The expressions for Kq,EEj (!) and K
q,BB
j (!) were obtained by sub-
tracting Kq,EE1 (0) = 0 from the expressions in (4.47). In (4.57) we discover the saddle point
equation for µ2q (3.8) (obtained after tuning the coupling g to the critical value gc), thus
Cq = 0.
One can check from (4.47) and (4.48) that the gauge-invariance relations (4.15) are
obeyed. Such a check is most simply performed by matching the residues of the functions of
! at their poles at ! = ±i(Eqj0 + Eqj00) for each j0 and j00, after symmetrization between j0
and j00—see Appendix A.2.
Now that we have expressions (4.56) we can begin evaluating the order 1/Nb corrections
to the free energy, which is the subject of the next subsection.
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4.5 Numerical Results
With the regularized formulas for the kernels in hand, we are almost ready to calculate the
subleading correction  Fq to the free energy using (4.19). Let us write this expression as
 Fq = 1
2
Z
d!
2⇡
1X
j=0
(2j + 1)Lqj(!) , (4.58)
where Lqj(!) can be read o↵ from (4.19). (See also (C.47)–(C.48).) As shown in Appendix C,
at large ! and j the integrand in this expression behaves as
Lqj(!) =
8µ2q
!2 + (j + 1/2)2
+ . . . , (4.59)
thus rendering the integral (4.58) linearly divergent. There are several ways of understanding
how to regularize this divergence. One way is to use zeta-function regularization to write
1
2
Z
d!
2⇡
1X
j=0
(2j + 1)
8µ2q
!2 + (j + 1/2)2
=
1
2
1X
j=0
(2j + 1)
8µ2q
2j + 1
= 4µ2q⇣(0, 1/2) = 0 . (4.60)
Then one can subtract (4.60) from (4.58), and evaluate
 Fq = 1
2
Z
d!
2⇡
1X
j=0
(2j + 1)

Lqj(!) 
8µ2q
!2 + (j + 1/2)2
 
(4.61)
instead of (4.58). This expression is no longer linearly divergent.
Another way of understanding the subtraction in (4.61) is that the critical coupling gc,
which was obtained in (3.6) at leading order in Nb, receives 1/Nb corrections. A similar
phenomenon was encountered in [14] when computing the thermal free energy at subleading
order in 1/Nb. Just as in [14], it can be argued that
4⇡
gc
=
Z
d!
2⇡
1X
j=0
(2j + 1)
1
!2 + (j + 1/2)2

1 +
4
Nb
 
+O(1/N2b ) . (4.62)
The 1/Nb term in this expression contributes to  F1q through the last term in (2.3) precisely
as the subtraction implemented in (4.61). This expression will be derived rigorously in [34].
Even after the linear divergence in  F1q has been taken care of, this quantity is still
potentially logarithmically divergent. This logarithmic divergence cancels when using a
regularization prescription consistent with conformal symmetry. In practice, we evaluate the
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integral in (4.61) with a symmetric cuto↵:
(j + 1/2)2 + !2 < ⇤2 . (4.63)
This can be thought of as preserving rotational invariance on R3, as the high energy modes are
insensitive to the curvature of the sphere. Given the kernels, (4.56), and the regularization
described above, we are able to evaluate  Fq numerically. To obtain good precision, we
first evaluate (4.61) numerically in a region (j + 1/2)2 + !2 < (⇤0)2; then in the region
(⇤0)2 < (j + 1/2)2 + !2 < ⇤2 we replace Lqj(!) in (4.61) with the asymptotic expansion
derived in Appendix C (accurate up to terms of order O(1/
⇥
(j + 12)
2 + !2
⇤7/2
)) and evaluate
the integral analytically as ⇤!1. We notice that the result converges very rapidly as we
increase ⇤0. (In practice, ⇤0 = 10 is already su ciently large.) Our results for  Fq when
q = 1/2 and q = 1 are given in Table 2. The results at q = 1/2 were compared with quantum
Monte Carlo studies on SU(Nb) antiferromagnets in Fig. 1.
q F1q  Fq
0 0 0
1/2 0.1245922 0.05992
1 0.3110952  0.2338
Table 2: The coe cients in the large Nb expansion (2.2) of the ground state energy in the
presence of 2q units of magnetic flux through S2.
5 Stability
5.1 Numerical results
In the previous sections we studied properties of monopole operators by looking at fluctua-
tions around a rotationally-invariant saddle-point configuration. In the case when this saddle
point is a minimum, that is when the quadratic e↵ective action is positive definite, calculat-
ing the Euclidean action around this configuration gives the dimension of the corresponding
monopole operator. However, when this saddle is unstable, we cannot identify it with any
primary operator in the low energy theory. Although the saddle given by (2.7) exists for
any q 2 Z/2, it need not be a stable saddle. We find that the instability occurs for q   3/2,
when  q , the smallest eigenvalue of (4.15), becomes negative as shown in Figure 2.
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(a) The smallest eigenvalue,  q , plotted as a function of ! for various
values of the monopole charge q and angular momentum j = 1. Note
that  q  is only positive for q < 3/2.
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(b) The eigenvalue  q  for di↵erent j. The eigenvalue is negative only
for small j and !.
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(c) The other two eigenvalues,  qE and  
q
+, remain positive even for
small j and !.
Figure 2: Plots of the eigenvalues  qE and  
q
± as functions of ! for various values of the
monopole charge q and angular momentum j.
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Similar instabilities occur when studying quantum fluctuations about classical saddles
in other theories [33]. What is particularly surprising about the present case is that these
classical backgrounds carry charge under the topological symmetry, U(1)top, and are natural
candidates for being the dominant saddles in their respective topological sectors. Despite
this, they posess negative modes for q   3/2. As there must exist a lowest-dimension
primary operator in the low energy theory for any value of the U(1)top charge, and the
only assumption that went into our saddle point configuration was spherical symmetry, the
operators carrying charge must not come from spherically symmetric saddles. This is further
motivated by the fact that the instability is mediated by modes of the scalar and gauge field
carrying angular momentum, j   1.9
5.2 Analytic understanding in the large q limit
Whereas the analytic computation ofMqj(!) is a hopeless endeavor for finite q, we found that
the q !1 limit is tractable. The reason for the simplification is that this is essentially a flat
space limit: reintroducing the radius R of S2 we have a strong magnetic field B = q/R2 on
the sphere at large q.   quanta move on Landau levels, which are localized on 1/
p
B = R/
p
q
distances, hence they don’t feel the e↵ect of the curvature of the sphere. To leading order
in 1/q, the problem becomes the analysis of the CPNb 1 in a constant magnetic field in flat
space.
First, we want to calculate F1q . We will be more cavalier about divergences than in the
rest of the paper, and write, following (3.7),
F1q =
1X
j=q
(2j + 1)
⇥
(j + 1/2)2 + µ2q   q2
⇤1/2
=
1X
n=0
(2q + 2n+ 1)
⇥
2q(n+ 1/2) + µ2q + (n+ 1/2)
2
⇤1/2
,
(5.1)
where we introduced n ⌘ j   q, and assumed zeta-function regularization as implicit. The
resulting saddle point equation for µ2q is (3.8):
1X
n=0
2q + 2n+ 1q
2q(n+ 1/2) + µ2q + (n+ 1/2)
2
= 0 . (5.2)
9Spherically asymmetric saddles are not entirely unfamiliar, for instance [46] construct such asymmetric
saddles in various supersymmetric Chern-Simons matter theories including U(1)k Chern-Simons theory.
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This equation has a solution only provided that we scale µ2q correctly with q, namely
µ2q = 2q  0 +  1 +O
✓
1
q
◆
. (5.3)
Plugging this Ansatz into (5.2) and only keeping the leading terms, we obtain
0 =
1X
n=0
1p
(n+ 1/2) +  0
= ⇣
✓
1
2
,
1
2
+  0
◆
. (5.4)
Note that in obtaining this equation we assumed that n ⌧ q even though we are summing
over all positive n. This assumption is justified because the contribution of n & q is higher
order in 1/q. The constant  0 can therefore be obtained as the root of the transcendental
equation (5.4). Going to one higher order we can determine  1:
 1 =   20 +
3 ⇣
  12 , 12 +  0 
⇣
 
3
2 ,
1
2 +  0
  , (5.5)
which gives the large q expansion for µ2q:
µ2q ⇡  0.39456 q   0.00456 +O
✓
1
q
◆
. (5.6)
As seen from Figure 3, (5.6) is in excellent agreement with the values of µ2q obtained from
solving (3.8) at large q.10
1 2 3 4 5 q
-2.0
-1.5
-1.0
-0.5
mq
2
Figure 3: A comparison between the values of µ2q found by solving (3.8) (blue points) and
the large-q analytical approximation (5.6) (solid black line).
10In [23] it was noticed that µ2q ⇡  2q/5 at large q.
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Plugging back into (5.1), we have that at leading order in q
F1q = 2q
1X
n=0
p
2q(n+ 1/2) + 2q  0 = (2q)
3/2 ⇣
✓
 1
2
,
1
2
+  0
◆
= 0.26408 q3/2 .
(5.7)
Quite nicely, this equation can be understood in flat space terms: the Landau levels of a
massive scalar field are given by
En =
p
2B(n+ 1/2) +m2 =
1
R
p
2q(n+ 1/2) + 2q  0 , (5.8)
and have degeneracy N = B Vol(S2)2⇡ = 2q, giving exactly (5.1) for the free energy (if we set
R = 1). Note that the q3/2 scaling of (5.7) follows from flat space dimensional analysis:
the free energy density is an intensive quantity of mass dimension 3, hence it has to be
independent of R, and we get F ⇠ B3/2.
To get analytic insight into how the instability of the monopole background is connected
to the flat space limit we examine Mqj(!) at ! = 0 for j ⌧ q. This corresponds in the
flat space limit to taking the momentum p ⌧ BR. At ! = 0, we only have to determine
Dqj , F
q,B
j , K
q,BB
j , and K
q,⌧⌧
j , as the rest of the matrix elements vanish—see (4.15). We can
obtain a closed-form formula for these kernels by taking the explicit expressions for them,
and expanding for large q. This is quite a tedious task, especially for Kq,BBj , where we have
to expand (B.18) for fixed j, j0, j00 and large q. The resulting expressions can be summed
over j0, j00 analytically using zeta-function regularization. The results are given by the simple
expression11
Mqj(0) =
⇣
 
3
2 ,
1
2 +  0
 
8 ⇡
p
2q
0BBBB@
1
2
p
j(j + 1) 0 0 0p
j(j + 1) 0 2 j(j + 1) 1 0 0
0 0 4 j(j + 1) ( 20 +  1) 0
0 0 0 0
1CCCCA . (5.9)
One curious subtlety is that while the individual terms in Kq,BBj , K
q,⌧⌧
j are O(
p
q), this
O(
p
q) contribution vanishes upon summation over j0, j00. The subleading terms give the
result in (5.9). This implies that we have to know the saddle point value of µ2q to first
subleading order (5.3) and  1 makes appearance in the final result.
11For j = 0 the matrix is 2⇥ 2, and the only nonzero element is Dq0(0), as in (4.17).
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We obtain the flat space kernel by the replacement j(j+1)! p2 in (5.9). Our expression
is valid for p⌧ BR. It would be an interesting exercise to obtain the full quadratic e↵ective
action of the CPNb 1 model in flat space in a constant magnetic field. Such an analysis could
also connect the instability to ‘magnetic catalysis’ [47].
The matrix in (5.9) has one zero eigenvalue corresponding to the pure gauge mode. The
nonzero eigenvalues for j = 1 are (4.16):
 q  ⇡  0.03209pq ,  
q
+ ⇡ 0.142589pq ,  
q
E ⇡
0.063044p
q
. (5.10)
Note that  q  is negative, giving an analytic understanding of the instability found nu-
merically in the previous subsection. We can check that (5.10) agrees with the numerical
results—see Figure 4.
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Figure 4: The numerical results for the three eigenvalues,  qE,  
q
+, and  
q
  are plotted against
the analytic large q value in black.
6 Conclusions
We have presented here the leading correction to the large Nb result for the scaling dimension
of the monopole operator in the CPNb 1 CFT. This correction was obtained by computing
the Gaussian fluctuation determinant of the U(1) gauge field Aµ, and the Lagrange multiplier
 , on S2⇥R. Computation of higher order terms in the 1/Nb expansion appears to be possible
by the present methods, but will involve considerable e↵ort.
Our computation now opens the possibility of quantitatively testing the most subtle and
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novel aspects of the theory of deconfined criticality [8, 9] in two-dimensional lattice antifer-
romagnets. An important feature of this theory is the connection between the monopole
operator and the VBS operator of the antiferromagnet [21–23]. This connection allows a
Monte Carlo computation of the monopole scaling dimension by measuring correlators of
the VBS order in lattice models. We compared our present result with the Monte Carlo
studies in Fig. 1, and found a promising agreement for the largest value, Nb = 10, and for
the trends as Nb !1. We hope that future Monte Carlo studies will increase the precision
of the exponents, and allow for a conclusive comparison between theory and numerics.
We conclude by noting that our present study is among the most complex theoretical
computations of critical exponents which have been compared to Monte Carlo simulations.
Our calculation assumed conformal invariance to realize a framework in which the exponents
could be determined, and it did not reduce to identifying poles in a Feynman graph expansion
[48]. It would be of great interest to apply the recent progress in bootstrap methods [49,50]
to also determine such exponents.
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A Derivation of integration kernels
A.1 Evaluation of Fourier transforms
In this Appendix we explain how to obtain the explicit formulas appearing in (4.47). When
dealing with vectors on S2 it is convenient to use the frame eia, with i = ✓,  and a = 1, 2,
defined by
ei1 = (1, 0) , e
i
2 =
✓
0,
1
sin ✓
◆
. (A.1)
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One can then convert the coordinate index of a quantity vi to a frame index by writing
va = e
i
avi . (A.2)
The frame index can then be raised and lowered with  ab and  ab, respectively; in other
words, it makes no di↵erence whether it is upper or lower.
Our starting point are equations (4.9)–(4.11). In the main text, we explained how (4.9)
can be inverted to obtain (4.20). The analogous formulas for the other kernels are
Kq,⌧⌧j (!) =
4⇡
2j + 1
Z
d3x lim
x0!0
jX
m= j
Y ⇤jm(✓, )K
q
⌧⌧ 0(x, x
0)Yjm(✓0, 0)ei!⌧ ,
Kq,⌧Ej (!) =
4⇡
2j + 1
Z
d3x lim
x0!0
jX
m= j
Y ⇤jm(✓, )K
q
⌧a0(x, x
0)X a0jm(✓0, 0)ei!⌧ ,
Kq,EEj (!) =
4⇡
2j + 1
Z
d3x lim
x0!0
jX
m= j
X a⇤jm(✓, )Kqaa0(x, x0)X a
0
jm(✓
0, 0)ei!⌧ ,
Kq,BBj (!) =
4⇡
2j + 1
Z
d3x lim
x0!0
jX
m= j
Ya⇤jm(✓, )Kqaa0(x, x0)Ya
0
jm(✓
0, 0)ei!⌧ ,
F q,Bj (!) =
4⇡
2j + 1
Z
d3x lim
x0!0
jX
m= j
Y ⇤jm(✓, )F
q
a0(x, x
0)Ya0jm(✓0, 0)ei!⌧ ,
Dqj (!) =
4⇡
2j + 1
Z
d3x lim
x0!0
jX
m= j
Y ⇤jm(✓, )D
q(x, x0)Yjm(✓0, 0)ei!⌧ .
(A.3)
Using the spectral decomposition (4.38), the position-space kernels appearing in this expres-
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sion can be written as
Dq(x, x0) =
X
j0,j00
Fq,j0( )Fq,j00( )
e (Eqj0+Eqj00 )|⌧ ⌧
0|
4Eqj0Eqj00
,
Kq⌧⌧ 0(x, x
0) =
X
j0,j00
Fq,j0( )Fq,j00( )
e (Eqj0+Eqj00)|⌧ ⌧
0|
4Eqj0Eqj00
⇥
(Eqj0   Eqj00)2   2(Eqj0 + Eqj00) (⌧)
⇤
+
X
j0
2j0 + 1
4⇡Eqj0
 (x  x0) ,
Kq⌧a0(x, x
0) =
X
j0,j00
e (Eqj0+Eqj00 )|⌧ ⌧
0|
4Eqj0Eqj00
(Eqj0   Eqj00) sgn(⌧   ⌧ 0)
⇥  ⇥Da0e 2iq⇥Fq,j0( )⇤ ⇥e 2iq⇥Fq,j00( )⇤⇤   ⇥e 2iq⇥Fq,j0( )⇤ ⇥Da0e 2iq⇥Fq,j00( )⇤⇤  ,
Kqaa0(x, x
0) =
X
j0
2j0 + 1
4⇡Eqj0
 aa
0
 (x  x0) +
X
j0,j00
e (Eqj0+Eqj00 )|⌧ ⌧
0|
4Eqj0Eqj00
⇥
✓⇥
Dae
 2iq⇥Fq,j0( )
⇤ ⇥
Da0e
 2iq⇥Fq,j00( )
⇤⇤
+
⇥
Da0e
 2iq⇥Fq,j0( )
⇤ ⇥
Dae
 2iq⇥Fq,j00( )
⇤⇤
  ⇥e 2iq⇥Fq,j0( )⇤ ⇥DaDa0e 2iq⇥Fq,j00( )⇤⇤   ⇥DaDa0e 2iq⇥Fq,j0( )⇤ ⇥e 2iq⇥Fq,j00( )⇤⇤◆ ,
F qa0(x, x
0) =
X
j0,j00
e (Eqj0+Eqj00 )|⌧ ⌧
0|
4Eqj0Eqj00
⇥  ⇥e 2iq⇥Fq,j0( )⇤ ⇥Da0e 2iq⇥Fq,j00( )⇤⇤   ⇥Da0e 2iq⇥Fq,j0( )⇤ ⇥e 2iq⇥Fq,j00( )⇤⇤  ,
(A.4)
where
Da ⌘ @a   iAqa(x) , Da0 ⌘ @a0 + iAqa0(x0) . (A.5)
In taking the x0 ! 0 limit in (A.3), it is convenient to use the addition formula for the
spherical harmonics
jX
m= j
Y ⇤jm(✓, )Yjm(✓
0, 0) = F0j( ) , F0j( ) ⌘ 2j + 1
4⇡
Pj(cos ✓) , (A.6)
where   is the relative angle between the points (✓, ) and (✓0, 0) on S2. Taking derivatives
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of this formula and using the definition of the vector harmonics in (4.8), we have
lim
x0!0
jX
m= j
Y ⇤jm(✓, )Yjm(✓
0, 0) = F0j(✓) ,
lim
x0!0
jX
m= j
Y ⇤jm(✓, )X a0jm(✓0, 0) =
1p
j(j + 1)
⇣
 F 00j(✓) 0
⌘ cos  sin 
  sin  cos 
!
,
lim
x0!0
jX
m= j
Y ⇤jm(✓, )Ya0jm(✓0, 0) =
1p
j(j + 1)
⇣
0 F 00j(✓)
⌘ cos  sin 
  sin  cos 
!
,
lim
x0!0
jX
m= j
X a⇤jm(✓, )Yjm(✓0, 0) =
1p
j(j + 1)
 
F 00j(✓)
0
!
,
lim
x0!0
jX
m= j
Ya⇤jm(✓, )Yjm(✓0, 0) =
1p
j(j + 1)
 
0
 F 00j(✓)
!
,
lim
x0!0
jX
m= j
X a⇤jm(✓, )X a0jm(✓0, 0) =
1
j(j + 1)
 
 F 000j(✓) 0
0  F 00j(✓)sin ✓
! 
cos  sin 
  sin  cos 
!
,
lim
x0!0
jX
m= j
Ya⇤jm(✓, )Ya0jm(✓0, 0) =
1
j(j + 1)
 
 F 00j(✓)sin ✓ 0
0  F 000j(✓)
! 
cos  sin 
  sin  cos 
!
.
(A.7)
We also have
lim
x0!0
h
e 2iq⇥(x,x
0)Fqj( )
i
= Fqj(✓) ,
lim
x0!0
Da
h
e 2iq⇥(x,x
0)Fqj( )
i
=
 
F 0qj(✓)
 iq tan ✓2Fqj(✓)
!
,
lim
x0!0
Da0
h
e 2iq⇥(x,x
0)Fqj( )
i
=
⇣
 F 0qj(✓)  iq tan ✓2Fqj(✓)
⌘ cos  sin 
  sin  cos 
!
,
lim
x0!0
DaDa0
h
e 2iq⇥(x,x
0)Fqj( )
i
=
 
 F 00qj(✓)  iq(Fqj(✓)+sin ✓F
0
qj(✓))
1+cos ✓
iq(Fqj(✓) sin ✓F 0qj(✓))
1+cos ✓  
F 0qj(✓)
sin ✓ + q
2 tan2 ✓2Fqj(✓)
!
⇥
 
cos  sin 
  sin  cos 
!
.
(A.8)
Plugging in (A.7) and (A.8) into (A.3) and performing the integrals over ! and  , we
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obtain (4.43) and (4.47), with
ID(j, j0, j00) ⌘
Z ⇡
0
d✓ sin ✓F0j(✓)Fqj0(✓)Fqj00(✓) ,
IF (j, j0, j00) ⌘
Z ⇡
0
d✓ sin ✓ tan
✓
2
F 00j(✓)Fqj0(✓)Fqj00(✓) ,
I (j, j0, j00) ⌘
Z ⇡
0
d✓ sin ✓F 00j(✓)
 
F 0qj0(✓)Fqj00(✓)  Fqj0(✓)F 0qj00(✓)
 
,
IE(j, j0, j00) ⌘
Z ⇡
0
d✓ sin ✓AE(✓) ,
IB(j, j0, j00) ⌘
Z ⇡
0
d✓ sin ✓AB(✓) ,
(A.9)
where
AE = F
00
0j
 
2F 0qj0F
0
qj00   Fqj0F 00qj00   F 00qj0Fqj00
   F 00j
sin2 ✓
@
@✓
[Fqj0Fqj00 ]  4q
2
sin ✓
tan2
✓
2
F 00jFqj0Fqj00 ,
AB =
1
sin ✓

 F 000j
@
@✓
[Fqj0Fqj00 ] + F
0
0j
 
2F 0qj0F
0
qj00   Fqj0F 00qj00   F 00qj0Fqj00
  
  4q2 tan2 ✓
2
F 000jFqj0Fqj00 .
(A.10)
To simplify these expressions, we can use the fact that the monopole spherical harmonics
Yq,jm(✓, ) are eigenfunctions of the gauge-covariant laplacian on S2 with eigenvalue j(j +
1)  q2:
(rµ   iAqµ)(rµ   iAqµ)Yq,jm(✓, ) =
⇥
j(j + 1)  q2⇤Yq,jm(✓, ) . (A.11)
Since Fqj(✓) =
q
2j+1
4⇡ Yq,j( q)(✓, 0), we also have
1
sin ✓
@✓ (sin ✓@✓)  q2 tan2 ✓
2
+ j(j + 1)  q2
 
Fqj(✓) = 0 . (A.12)
Eq. (A.12) implies that after integration by parts in the formula for I  above, we have
I (j, j0, j00) =
Z
d✓ sin ✓F0,j(✓)Fq,j0(✓)Fq,j00(✓) [j
00(j00 + 1)  j0(j0 + 1)] , (A.13)
thus obtaining the simplified form for I  presented in (4.48).
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One can simplify IE as follows. From (A.12), it follows that
1
sin ✓
@✓
 
sin ✓F 00qj0
 
= F 0qj0

 j0(j0 + 1) + 1
sin2 ✓
+
2q2
sin ✓
tan
✓
2
 
+
2q2
sin ✓
tan2
✓
2
Fqj0 (A.14)
and similarly for Fqj00 . After integration by parts in the second and third terms in the first
paranthesis in (A.10) one obtains
AE = 2F
00
0jF
0
qj0F
0
qj00 + F
0
0j
 
F 00qj0F
0
qj00 + F
0
qj0F
00
qj00
 
+
q2
cos2 ✓2
F 00j (Fqj0Fqj00)
0
  F 00j
⇥
j0(j0 + 1)F 0qj0Fqj00 + j
00(j00 + 1)Fqj0F 0qj00
⇤
.
(A.15)
Integrating by parts in the last term and using (A.12), one has
AE = 2F
00
0jF
0
qj0F
0
qj00 + F
0
0j
 
F 00qj0F
0
qj00 + F
0
qj0F
00
qj00
 
+
q2
cos2 ✓2
F 00j (Fqj0Fqj00)
0
+ F0jF
0
qj0F
0
qj00 [j
0(j0 + 1) + j00(j00 + 1)]
  F0jFqj0Fqj00
"
j02(j0 + 1)2 + j002(j00 + 1)2   q
2
cos2 ✓2
[j0(j0 + 1) + j00(j00 + 1)]
#
.
(A.16)
Integrating by parts in the fourth term we get:
AE = 2F
00
0jF
0
qj0F
0
qj00 + F
0
0j
 
F 00qj0F
0
qj00 + F
0
qj0F
00
qj00
 
+
q2
cos2 ✓2
F 00j (Fqj0Fqj00)
0
  F 00j
⇥
Fqj0F
0
qj00j
0(j0 + 1) + F 0qj0Fqj00j
00(j00 + 1)
⇤
  F0jFqj0Fqj00 (j0(j0 + 1)  j00(j00 + 1))2 .
(A.17)
Combining the third and fourth terms using (A.12) gives:
AE = 2F
00
0jF
0
qj0F
0
qj00 + F
0
0j
 
F 00qj0F
0
qj00 + F
0
qj0F
00
qj00
 
+ F 00jF
0
qj00
1
sin ✓
 
sin ✓F 0qj0
 0
+ F 00jF
0
qj0
1
sin ✓
 
sin ✓F 0qj00
 0   F0jFqj0Fqj00 (j0(j0 + 1)  j00(j00 + 1))2 . (A.18)
Everything except for the last term is a total derivative, so
AE =  F0jFqj0Fqj00 (j0(j0 + 1)  j00(j00 + 1))2 . (A.19)
The simplified form for IE presented in (4.48) immediately follows. The simplification of IB
is achieved through a similar integration by parts.
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A.2 Check of gauge invariance
As discussed around (4.15), gauge invariance implies:
i!Kq,⌧⌧j (!) =  
p
j(j + 1)Kq,⌧Ej (!) ,
i!Kq,⌧Ej (!) =
p
j(j + 1)Kq,Ej (!) .
(A.20)
We can check that the expression in (4.47) obey these relations by comparing residues at
! = ±i(Eqj0 + Eqj00). We have
Res!=±i(Eqj0+Eqj00 )
1
!2 + (Eqj0 + Eqj00)2
= ⌥ i
Eqj0 + Eqj00
. (A.21)
From (4.47) and (4.48), one can check that, for instance, when j0 6= j00,
Res
 
i!Kq,⌧⌧j (!)
 
= i
8⇡2
2j + 1
(Eqj0   Eqj00)
 
E2qj0   E2qj00
 
2Eqj0Eqj00
ID(j, j0, j00)
=  Res
⇣p
j(j + 1)Kq,⌧Ej (!)
⌘
,
(A.22)
so the first gauge invariance relation is verified. In checking this relation it was important
that I (j, j0, j00) = (E2qj00   E2qj0)ID(j, j0, j00). A similar check shows that the second gauge
invariance condition in (A.20) is satisfied.
B Formulas for IB and IF
B.1 Results for q = 0, 1/2
We have only been able to perform the integrals as written in (4.48) for q = 0, 1/2. We had
to use a di↵erent method to obtain results for arbitrary q; the details are given in the next
subsection. We give the results below.
For q = 0, we have
IB(j, j0, j00) =  (2j + 1)(2j
0 + 1)(2j00 + 1)(j0 + j00   j)(j + j0   j00)(j + j00   j0)
32⇡3
⇥

j + j0 + j00   1
j + j0 + j00
  
j   1 j0   1 j00   1
0 0 0
!2
.
(B.1)
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For q = 1/2, we have
IF (j, j0, j00) = ID(j, j0, j00)⇥
8<:j(j + 1)  (j0   j00)2 for j + j0 + j00 oddj(j + 1)  (j0 + j00 + 1)2 for j + j0 + j00 even
IB(j, j0, j00) =  ID(j, j0, j00)⇥
8<:
h
(j0   j00)2   j(j + 1)
i2
for j + j0 + j00 oddh
(j0 + j00 + 1)2   j(j + 1)
i2
for j + j0 + j00 even
(B.2)
B.2 Results for arbitrary q
For arbitrary q we were not able to perform the integrals in (4.48) directly. Rather, we
employed a method developed in [33] to obtain expressions for the kernels. From these
expressions we were able to read o↵ explicit formulas for IB and IF . We briefly introduce
the method below, and give the end results, which are somewhat complicated.
In this subsection we will use a di↵erent basis for monopole vector harmonics than the
one used in the main text. We denote the harmonics in the new basis by Uµq,jm, V
µ
q,jm, W
µ
q,jm.
For completeness we provide the details needed for the calculation, but we do not elaborate
on the technique. For a detailed discussion see [33].
The vector spherical harmonics that we need are tangent vectors to S2 ⇥ R. There are
a few natural choices of basis for this tangent space. The basis we used in the body of the
text is just the basis induced from the round coordinates on S2 ⇥ R, and is given explicitly
in (A.1).
There is also a cartesian basis given by conformally mapping the natural frame basis of
R3 to S2 ⇥ R. We write the standard line element on R3 in spherical coordinates as
ds2R3 = d~x
2 = e2⌧
⇥
d⌧ 2 + d✓2 + sin2 ✓d 2
⇤
~x ⌘ e⌧
⇣
sin ✓ cos  sin ✓ sin  cos ✓
⌘
. (B.3)
The metric on S2 ⇥ R is obtained by rescaling the R3 metric (B.3) by e 2⌧ :
ds2S2⇥R = d✓
2 + sin2 ✓ d 2 + d⌧ 2 . (B.4)
We obtain the frame on S2 ⇥ R by the conformal transformation of the standard frame
eaR3 = dx
a on R3:
ea = e ⌧dxa . (B.5)
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Explicitly,
eaµ =
0BB@ cos( ) sin(✓) cos(✓) cos( )   sin(✓) sin( )sin(✓) sin( ) cos(✓) sin( ) cos( ) sin(✓)
cos(✓)   sin(✓) 0
1CCA (B.6)
The frame satisfies the relation
eaµe
b
⌫g
µ⌫ =  ab . (B.7)
There is yet another basis for the tangent space, in which the angular momentum operators,
~J2, and Jz are diagonal. This basis is given by the vielbeins:
e± =
1p
2
e ⌧ (⌥dx+ idy)
ez = e ⌧dz ,
(B.8)
with x, y, z coordinates on R3.
In this raising and lowering basis the expressions of the vector spherical harmonics for
j > q are:
U sq, jm(nˆ) =
0BBB@
q
(j m+1)(j m+2)
(2j+2)(2j+3) Yq,j+1,m 1(nˆ)
 
q
(j m+1)(j+m+1)
(j+1)(2j+3) Yq,j+1,m(nˆ)q
(j+m+1)(j+m+2)
(2j+2)(2j+3) Yq,j+1,m+1(nˆ)
1CCCA ,
V sq, jm(nˆ) =
0BBB@
 
q
(j m+1)(j+m)
2j(j+1) Yq,j,m 1(nˆ)
mp
j(1+j)
Yq,jm(nˆ)q
(j m)(j+m+1)
2j(j+1) Yq,j,m+1(nˆ)
1CCCA ,
W sq, jm(nˆ) =
0BBB@
q
(j+m 1)(j+m)
2j(2j 1) Yq,j 1,m 1(nˆ)q
(j m)(j+m)
j(2j 1) Yq,j 1,m(nˆ)q
(j m 1)(j m)
2j(2j 1) Yq,j 1,m+1(nˆ)
1CCCA .
(B.9)
Here, U, V,W all have total angular momentum j, and s runs over {+, z, }.
If j = q, we only have two modes U sq, jm(nˆ) and V
s
q jm(nˆ). If j = q = 0, only the U
s
q, jm(nˆ)
mode is non vanishing. For q   1, if we have j = q   1 only the mode Uq, jm(nˆ) is non-
zero. We don’t encounter this case in this paper. From the raising and lowering basis we
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can go to the coordinate basis by contracting these expressions with eµs in (B.8). Then
Uµq,jm, V
µ
q,jm, W
µ
q,jm are themselves vectors of ordinary monopole harmonics (multiplied by
some coordinate dependent factors coming from the eµs ).
A key formula that we will use is
Dµ
 
Yq,jm(nˆ)e
 i!⌧  =✓(j + i!)q (j+1)2 q2(j+1)(2j+1)   q(1 i!)pj(j+1) (j + 1  i!)q j2 q2j(2j+1)
◆0BB@U
µ
q,jm e
 i!⌧
V µq,jm e
 i!⌧
W µq,jm e
 i!⌧
1CCA ,
(B.10)
where we have to take the scalar product with the coe cient vector.
After these preparatory steps we can present our method. We want to calculate the
matrix elements of the kernel, Kqj(!), but now in the basis given by (B.9). To do this we
have to invert (4.10). As explained below (4.20), using rotational symmetry we can average
over the quantum number m to get a formula that is easier to treat:
⇥
Kqj(!)
⇤
XZ
=
1
2j + 1
jX
m= j
Z
d3xd3x0
p
g(x)
p
g(x0)Xµ⇤jm(nˆ)Kqµµ0(x, x0)Zµ
0
jm(nˆ
0) ei!(⌧ ⌧
0) ,
(B.11)
where X,Z 2 {U, V,W}.
Kqµµ0(x, x0) is given in terms of Green’s functions in (4.7). We use the first line of (4.38)
to do the Fourier decomposition of Gq(x, x0) instead of the second line, which we used in the
rest of the paper. The benefit of treating x and x0 separately, rather than introducing the
relative angle,   is an algorithmic method to evaluate the kernels at the expense of having
long formulas.
Plugging into (4.7) we get
Kqµµ0(x, x0) =
X
j0,m0
j00,m00
Z
d!0
2⇡
d!00
2⇡
Gj0(!
0)Gj00(!00)
h
Dµ
⇣
Yq,j0m0(nˆ)e
 i!0⌧
⌘
Y ⇤q,j00m00(nˆ)e
i!00⌧
i
⇥
h
Y ⇤q,j0m0(nˆ
0)ei!
0⌧ 0Dµ0
⇣
Yq,j00m00(nˆ
0)e i!
00⌧ 0
⌘i
+ other distribution of derivatives ,
(B.12)
where we only wrote down explicitly the term coming from the first term in (4.7), and we
grouped spherical harmonics at the same point inside square brackets. For the derivative of
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the spherical harmonics we can use (B.10), and plugging this into (B.11) we get an expression
involving one scalar and two vector spherical harmonics at the two spacetime points x, x0.
We can then use (B.9) to reduce the whole expression to the sum of products involving six
ordinary spherical harmonics, three at each spacetime point x, x0.12 As anticipated this is a
tedious, but algorithmic task.
We can actually perform the integral over x0 with no work. Because we averaged over m
in (B.11), the integrand depends only on the relative angle between nˆ and nˆ0. The integral
with respect to nˆ is therefore independent of nˆ0, so we can choose nˆ0 to point in the zˆ direction
and replace the integral with respect to nˆ0 by a factor of 4⇡. Using
Yq,`m(zˆ) =  q, m
r
2`+ 1
4⇡
, (B.13)
we get rid of three monopole harmonics. The remaining angular integral over the product
of three harmonics can be evaluated using some properties of monopole harmonics [45].
Yq,`m(nˆ)
⇤ = ( 1)q+mY q,`, m(nˆ) , (B.14)
andZ
dnˆ Yq,`m(nˆ)Yq0,`0m0(nˆ)Yq00,`00m00(nˆ)
= ( 1)`+`0+`00
r
(2`+ 1)(2`0 + 1)(2`00 + 1)
4⇡
 
` `0 `00
q q0 q00
! 
` `0 `00
m m0 m00
!
,
(B.15)
where
 
j j0 j00
m m0 m00
!
is the Wigner 3j-symbol.
After preforming the frequency integrals over !0, !00, we get the answer as a sum of a
large number of 3j-symbols, as many of the angular momentum indices on Yq,jm are shifted
in (B.9). We can use some identities to reduce the number of 3j-symbols that appear in our
final answer, but we are still left with long expressions. The same logic also gives
⇥
Fqj(!)
⇤
X
,
and Dqj (!), though the latter does not involve any vector harmonics.
There is an easy translation between the integrals and the kernels (4.47). Because V0,jm
is identical to the B-mode of the gauge field, we can read o↵ IF and IB from
⇥
Fqj(!)
⇤
V
and⇥
Kqj(!)
⇤
V V
. To simplify the expressions somewhat, we introduce the following notation for
12It is more economical to use the frame basis (B.9) to contract vector indices between the vector harmonics.
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the product of two 3j-symbol that will appear in our formulas2664 j j
00 j0
0 m  m
0 n  n
3775 ⌘
 
j j00 j0
0 m  m
!
⇥
 
j j00 j0
0  n n
!
(B.16)
With this notation, we have:
IF (j, j0, j00) = 1
64 q ⇡3
⇥8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
 (2j + 1) (2j0 + 1) (2j00 + 1) p(j0   q + 1) (j0 + q) (j00   q + 1) (j00 + q) ⇥
2664 j j
00 j0
0  q q
0 q   1 1  q
3775
 2(2j + 1)q (2j0 + 1) (2j00 + 1) ⇥
2664 j j
00 j0
0  q q
0 q  q
3775
+(2j + 1) (2j0 + 1) (2j00 + 1)
p
(j0   q) (j0 + q + 1) (j00   q) (j00 + q + 1) ⇥
2664 j j
00 j0
0  q q
0 q + 1  q   1
3775
9>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>;
(B.17)
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IB(j, j0, j00) = 1
128qj0(j0 + 1)j00(j00 + 1)⇡3
⇥8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
 
 (2j + 1)j0 (j0 + 1) (2j0 + 1) (j00 + 1)2 (q + j00)
⇥p( q2 + q + j02 + j0) ( q2 + q + j002   j00) ( j2   j + j02 + j0 + j00 ( 2q + j00   1))
!
⇥
2664 j j
00   1 j0
0  q q
0 q   1 1  q
3775
+
 
 2(2j + 1)j0 (j0 + 1) (2j0 + 1) (j00 + 1)2 (j00   q)
⇥ (q + j00) (j2 + j   j00 (2q2 + j00   1) + j02 (2j00   1) + j0 (2j00   1))
!
⇥
2664 j j
00   1 j0
0  q q
0 q  q
3775
+
 
(2j + 1)j0 (j0 + 1) (2j0 + 1) (q   j00) (j00 + 1)2
⇥p  (j02 + j0   q(q + 1)) (q2 + q   j002 + j00) ( j2   j + j02 + j0 + j00 (2q + j00   1))
!
⇥
2664 j j
00   1 j0
0  q q
0 q + 1  q   1
3775
+
 
 (2j + 1) (j0 + 1)2 (q + j0) j00 (j00 + 1) (2j00 + 1)
⇥p( q2 + q + j02   j0) ( q2 + q + j002 + j00) ( j2   j + j02 + j002   (2q + 1)j0 + j00)
!
⇥
2664 j j
00 j0   1
0  q q
0 q   1 1  q
3775
+
 
(2j + 1)q (2j0 + 1) (2j00 + 1)
p
( q2 + q + j02 + j0) ( q2 + q + j002 + j00)
⇥ (j04 + 2 j03   (j2 + j + 2j002 + 2j00   1) j02   (j2 + j + 2j00 (j00 + 1)) j0 + j00 (j00 + 1) ( j2   j + j002 + j00))
!
⇥
2664 j j
00 j0
0  q q
0 q   1 1  q
3775
+
 
 (2j + 1)j02 ( q + j0 + 1) j00 (j00 + 1) (2j00 + 1)
⇥p( q2 + q + j02 + 3j0 + 2) ( q2 + q + j002 + j00) ( j2   j + j02 + j002 + 2q + (2q + 3)j0 + j00 + 2)
!
⇥
2664 j j
00 j0 + 1
0  q q
0 q   1 1  q
3775
+
 
2(2j + 1) (j0 + 1)2 (j0   q) (q + j0) j00 (j00 + 1)
⇥ (2j00 + 1)   j2   j + j02 + (j 00)2 + j00   j0 ( 2q2 + 2j002 + 2j00 + 1) 
!
⇥
2664 j j
00 j0   1
0  q q
0 q  q
3775
+
 
2(2j + 1)q2 (2j0 + 1) (2j00 + 1)
⇥ (j04 + 2j03   (j2 + j + 2j002 + 2j00   1) j02   (j2 + j + 2j00 (j00 + 1)) j0 + j00 (j00 + 1) ( j2   j + j002 + j00))
!
⇥
2664 j j
00 j0
0  q q
0 q  q
3775
+
 
 2(2j + 1)j02 ( q + j0 + 1) (q + j0 + 1) j00 (j00 + 1)
⇥ (2j00 + 1) ( j2   j   2q2 + j02 + 3 j002 + 3j00 + j0 ( 2q2 + 2j002 + 2j00 + 3 ) + 2)
!
⇥
2664 j j
00 j0 + 1
0  q q
0 q  q
3775
+
 
 (2j + 1) (j0 + 1)2 (j0   q) j00 (j00 + 1)p( q + j0   1) (q + j0) (j00   q) (q + j00 + 1)
⇥ (2j00 + 1)   j2   j + j02 + (j 00)2 + (2q   1)j0 + j00 
!
⇥
2664 j j
00 j0   1
0  q q
0 q + 1  q   1
3775
+
 
 (2j + 1)q (2j0 + 1)p(j0   q) (q + j0 + 1) (j00   q) (q + j00 + 1) (2j00 + 1)
⇥ (j04 + 2j03   (j2 + j + 2j002 + 2j00   1) j02   (j2 + j + 2j00 (j00 + 1)) j0 + j00 (j00 + 1) ( j2   j + j002 + j00))
!
⇥
2664 j j
00 j0
0  q q
0 q + 1  q   1
3775
+
 
 (2j + 1)j02 (q + j0 + 1) j00 (j00 + 1) (2j00 + 1)
⇥p( q2   q + j02 + 3j0 + 2) (j002 + j00   q(q + 1)) ( j2   j + j02 + j002   2q + (3  2q)j0 + j00 + 2)
!
⇥
2664 j j
00 j0 + 1
0  q q
0 q + 1  q   1
3775
+
 
(2j + 1)j0 (j0 + 1) (2j0 + 1) (q   j00   1) j002
⇥p( q2 + q + j02 + j0) ( q2 + q + j002 + 3j00 + 2)   j2   j + (j0 )2 + j0 + (j00 + 1) (2q + j00 + 2) 
!
⇥
2664 j j
00 + 1 j0
0  q q
0 q   1 1  q
3775
+
 
 2(2j + 1)j0 (j0 + 1) (2j0 + 1) j002 ( q + j00 + 1)
⇥ (q + j00 + 1) ( j2   j   2q2 + j002   2 q2j00 + 3j00 + j02 (2j00 + 3) + j0 (2j00 + 3 ) + 2)
!
⇥
2664 j j
00 + 1 j0
0  q q
0 q  q
3775
+
 
 (2j + 1)j0 (j0 + 1) (2j0 + 1) j002 (q + j00 + 1)
⇥p(j0   q) (q + j0 + 1) ( q + j00 + 1) (q + j00 + 2) ( j2   j + j02 + j0 + (j00 + 1) ( 2q + j00 + 2))
!
⇥
2664 j j
00 + 1 j0
0  q q
0 q + 1  q   1
3775
9>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>;
(B.18)
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One can check that for q = 0, 1/2 we get back the results of the previous subsection.
C Asymptotic expansions
The goal of this Appendix is to derive an asymptotic formula at large j and ! for the
integrand in the expression (4.19) for  Fq.
C.1 Small distance expansion of the Green’s function
We start by obtaining a better understanding of the scalar Green’s function (4.38). Isolating
the phase factor appearing in (4.38), we can write
Gq(x, x0) = e 2iq⇥ eGq(⌧   ⌧ 0,  ) , eGq(⌧   ⌧ 0,  ) ⌘ 1X
j=q
Fq,j( )
e Eqj |⌧ ⌧ 0|
2Eqj
, (C.1)
where   and ⇥ are defined in (4.24) and (4.40), respectively, and the energy Eqj was defined
in (4.41). Note that when ✓0 =  0 = ⌧ 0 = 0, we have Gq(x, 0) = eGq(⌧, ✓).
The Green’s function satisfies the di↵erential equation
@2⌧ + (rµ   iAqµ)(rµ   iAq,µ) 
✓
µ2 +
1
4
◆  eGq(⌧, ✓) =   1
2⇡ sin ✓
 (⌧) (✓) , (C.2)
where Aq = q(1  cos ✓)d . It is convenient to change variables to
t = sinh2
⌧
2
, s = sin2
✓
2
, (C.3)
and solve eq. (C.2) at small t and s (where t and s are considered to be of the same order).
The first few terms in this series expansion are
eGq(s, t) = 1
8⇡
p
s+ t
+ Cq +
µ2q
p
s+ t
4⇡
+

Aqt+
s( 2Aq + Cq(1 + 4µ2q))
4
 
+
p
s+ t
(q2 + 2µ2q)(2s  t) + 3µ4q(s+ t)
36⇡
+Bqt
2 + st

Aq
✓
µ2q  
3
4
◆
  3Bq
 
+ s2
24Bq   4Aq(3 + 4µ2q) + Cq(9 + 16q2 + 40µ2q + 16µ4q)
64
+ . . . ,
(C.4)
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where Cq, Aq, and Bq are integration constants. At each integer order in the expansion,
we have one new integration constant that can be chosen to be the coe cient of tn. When
s =   = 0, we have Fq,j(0) = (2j + 1)/(4⇡), so
eGq(0, ⌧) = 1
8⇡
p
t
+ Cq +
µ2q
p
t
4⇡
+ Aqt+ t
3/23µ
4
q   2µ2q   q2
36⇡
+Bqt
2 + . . . . (C.5)
The integration constants can be determined from the spectral decomposition (C.1). Indeed,
for s =   = 0, we have
eGq(0, ⌧) = 1
4⇡
1X
j=q
(j + 1/2)
e Eqj |⌧ |
Eqj
, (C.6)
and this expression can be expanded at small ⌧ and matched with (C.5). The small ⌧
expansion is subtle, however, because naively expanding the summand at small ⌧ results in
divergent sums.
In order to only work with absolutely convergent sums, we can first consider the quantity
eGsubq = 14⇡
1X
n=q+1/2
e n|⌧ |

1  1 + |⌧ |n
2n2
(µ2q   q2) +
3 + 3n |⌧ |+ n2⌧ 2
8n4
(µ2q   q2)2 + . . .
 
+
1
4⇡
1X
n=q+1/2

1
2n2
(µ2q   q2) +
n2⌧ 2   6
16n4
(µ2q   q2)2 + . . .
 
.
(C.7)
eGsubq is a power series in µ2q   q2. The first line in this expression was obtained by expanding
Eqj =
q
(j + 1/2)2 + µ2q   q2 at small µ2q q2 and plugging this expansion into (C.6), thereby
obtaining an expansion of eGq(0, ⌧). The expression in the second line subtracts the first few
terms in the small ⌧ expansion of the first line: at (µ2q   q2)p order it contains terms up
to order ⌧ 2(p 1).13 The sums in (C.7) can be performed analytically, and then expanded at
small t:
eGsubq = 14⇡

1
2
p
t
+ µ2q
p
t+ t3/2
q2 + 2µ2q   3µ4q
9
+ . . .
 
+
1
4⇡

 q + tq(1 + 2q
2   6µ2q)
6
+ . . .
 
,
(C.8)
where in the first line we isolated the terms non-analytic in t, and in the second line we
13Note that this implies that the O
 
(µ2q   q2)0
 
term is absent in the second line.
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included the terms analytic in t. The non-analytic terms in this expression match exactly
the non-analytic terms in (C.5), so the di↵erence eGq(0, ⌧)   eGsubq is analytic in t. In fact,
using (C.5) and (C.7), it is not hard to see that the di↵erence eGq(0, ⌧)  eGsubq and its first few
derivatives w.r.t. ⌧ (or t) are expressed as absolutely convergent sums, so one can expand at
small t (or small ⌧) by expanding the summands. One finds
eGq(0, ⌧)  eGsubq = 14⇡
1X
n=q+1/2
" 
n
E(n  12)q
  1
!
+ t
⇣
2nE(n  12)q   µ
2
q + q
2   2n2
⌘
+
2t2
3
✓
nE3(n  12)q
  nE(n  12)q   n
2(n2   1)  1
2
(3n2   1)(µ2q   q2) 
3
8
(µ2q   q2)2
◆
+ . . .
#
.
(C.9)
Adding back (C.8), we can obtain an expression for eGq(0, ⌧). It can be checked that this
expression can be written more succinctly as
eGq(0, ⌧) = 1
4⇡

1
2
p
t
+ µ2q
p
t+ t3/2
q2 + 2µ2q   3µ4q
9
+ . . .
 
+
1
4⇡

S 1
2
+ S1t+
1
3
(S3   S1)t2 + . . .
 
,
(C.10)
where the first line contains the terms non-analytic in t, and in the second line Sp is defined
as the zeta-function regularized sum
Sp ⌘
1X
j=q
(2j + 1)(Eqj)
p . (C.11)
In particular,
S 1 =  q
2
+
1X
j=q

2j + 1
Eqj
  2
 
,
S1 =
q(1 + 2q2   6µ2q)
6
+
1X
j=q
⇥
(2j + 1)Eqj   2(j + 1/2)2   µ2q + q2
⇤
,
S3 =
q( 7 + 10q2   18q4 + 30µ2q(1 + 2q2)  90µ4q)
240
+
1X
j=q

(2j + 1)(Eqj)
3   2(j + 1/2)4   3(µ2q   q2)(j + 1/2)2  
3
4
(µ2q   q2)2
 
,
(C.12)
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and so on. These expressions can easily be evaluated numerically. By comparing (C.10) to
(C.5), we can extract the constants Cq, Bq, and Aq appearing in (C.10):
Cq =
S 1
8⇡
, Aq =
S1
4⇡
, Bq =
S3   S1
12⇡
. (C.13)
Note that the constant Cq is the same as that appearing in (4.57). From (3.7) and (3.8),
it is easy to see that if one tunes to criticality we have
Cq = 0 , Aq =
F1q
4⇡
. (C.14)
The constant Bq can be computed numerically for any given q. We have B1/2 ⇡  0.00475009
and B1 ⇡  0.01255981.
With (C.13), we now have a complete expression for the small distance expansion (C.4)
of the Green’s function. This expansion can be developed to higher orders if needed, and in
fact the final formulas presented below were obtained after keeping one more order in (C.4).
C.2 UV asymptotic of the scalar kernel
Let us first examine the scalar kernel Dq(x, x0) = |Gq(x, x0)|2. From (4.22) and (C.1), we
have
Dqj (!) = 2⇡
Z
d⌧
Z
d✓ sin ✓ ei!⌧Pj(cos ✓) eGq(⌧, ✓)2 . (C.15)
The large j and ! behavior of Dqj (!) can be obtained by plugging in the expansion (C.4) in
(C.15) and evaluating the integrals provided that the terms we’re Fourier transforming are
non-analytic in s and t. (The analytic terms in s and t are not related in any way to the
large ! and j behavior of Dqj (!).)
So at large ! and j we have
Dqj (!) = 2⇡
Z
d⌧ d✓ sin ✓ ei!⌧Pj(cos ✓)
"
1
64⇡2(s+ t)
  F
1
q (s  2t)
32⇡2
p
s+ t
+
8⇡Bq(3s2   24st+ 8t2) + F1q
⇥
32t2µ2q + 4st( 3 + 8µ2q)  s2(3 + 20µ2q)
⇤
256⇡2
p
s+ t
+ · · ·
#
(C.16)
In order to evaluate these integrals asymptotically at large ! and j, it is convenient to
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re-expand the term inside the square brackets in terms of simple functions of
X ⌘
p
2(cosh ⌧   cos ✓) = 2ps+ t . (C.17)
For instance, we can write the term inside the square brackets as
Dqj (!) = F.T.
"
1
16⇡2X2
  F
1
q
192⇡2
 r2S2   2@2⌧ X3 + Bq26880⇡  8@4⌧   24@2⌧r2S2 + 3r4S2 X7
+
F1q
1290240⇡2
  38@4⌧ + (29 + 96µ2q)@2⌧r2S2   (23 + 24µ2q)r4S2 X7 + . . .
#
,
(C.18)
where we introduced the definition of the S2 ⇥ R Fourier transform of a function f(✓, ⌧) as
F.T. [f ] ⌘ 2⇡
Z
d⌧ d✓ sin ✓ ei!⌧Pj(cos ✓)f(✓, ⌧) . (C.19)
Eqs. (C.18) and (C.16) agree up to the order in s and t to which (C.16) was valid.
Note that the S2 ⇥ R Fourier transform satisfies the properties
F.T.
⇥
@2⌧f
⇤
=  !2 F.T. [f ] ,
F.T.
⇥r2S2f⇤ =  j(j + 1)F.T. [f ] , (C.20)
which can be derived upon integration by parts twice in (C.19). These properties, together
with the explicit Fourier transforms of powers of X given in Appendix C.6 give
Dqj (!) = D
0
j (!) +
F1q
2⇡
(j + 12)
2   2!2⇥
(j + 12)
2 + !2
⇤3 + 6Bq 3(j + 12)4   24!2(j + 12)2 + 8!4⇥
(j + 12)
2 + !2
⇤5
+
F1q
8⇡
8(j + 12)
4(1  3µ2q) + 3!2(j + 12)2(32µ2q   23) + 25!4⇥
(j + 12)
2 + !2
⇤5 +O
 
1⇥
(j + 12)
2 + !2
⇤7/2
!
.
(C.21)
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Here, D0j (!) is the quantity defined in (4.28). Asymptotically, at large ! and j,
D0j (!) =
1
8
q
(j + 12)
2 + !2
+
!2   (j + 12)2
64
⇥
(j + 12)
2 + !2
⇤5/2
+
11(j + 12)
4   62!2(j + 12)2 + 11!4
1024
⇥
(j + 12)
2 + !2
⇤9/2 +O
 
1⇥
(j + 12)
2 + !2
⇤7/2
!
.
(C.22)
C.3 The mixed kernel
Next, we examine the mixed kernel F qµ(x, x
0) defined in (4.7). Using Gq(x, x0) = e 2iq⇥G˜, we
can write
D0Gq = e 2iq⇥ [d0 + i(Aq)0   2iqd0⇥] eGq ,
D0Gq⇤ = e2iq⇥ [d0   i(Aq)0 + 2iqd0⇥] eGq . (C.23)
The definition of F qµ then implies
F qµ(x, x
0) = 2i
⇥Aqµ(x0)  2 @0µ⇥(x, x0)⇤ eGq(⌧   ⌧ 0,  )2 . (C.24)
From this expression in can be easily seen that F q⌧ (x, x
0) = 0, which explicitly verifies the
argument that F q,⌧j (!) = F
q,E
j (!) = 0 because of CP symmetry. For F
q,B(!), we have
F q,Bj (!) =
4⇡
2j + 1
Z
d⌧ d✓ d  sin ✓ lim
x0!0
"
ei!(⌧ ⌧
0)
jX
m= j
Y ⇤jm(xˆ)F
q
µ0(x, x
0)Yµ0jm(xˆ0)
#
=
4⇡qp
j(j + 1)
Z
d⌧ d✓ sin ✓ ei!⌧ eG2q(⌧, ✓)P 1j (cos ✓) tan ✓2
(C.25)
We should use
P 1j (cos ✓) =   sin ✓P 0j(cos ✓) (C.26)
and then
F q,Bj (!) =  
4⇡qp
j(j + 1)
Z
d⌧ d✓ sin ✓ ei!⌧ eG2q(⌧, ✓)P 0j(cos ✓) (1  cos ✓) . (C.27)
49
We can integrate by parts and obtain
F q,Bj (!) =
2⇡qp
j(j + 1)
Z
d⌧ d✓ sin ✓ ei!⌧Pj(cos ✓)
d
d cos ✓
h
2 eG2q(⌧, ✓) (1  cos ✓)i
= F.T.

d
d cos ✓
h
2 eG2q(⌧, ✓) (1  cos ✓)i  , (C.28)
where we used the Fourier transform definition in (C.19). We can use the expansion of the
Green’s function (C.4), re-expanded in terms of X =
p
2(cosh ⌧   cos ✓) as in the scalar
kernel case, to write
F q,Bj (!) =
q
16⇡2
p
j(j + 1)
F.T.
"
 rS2 logX + 1160
 
4@2⌧r2S2  r4S2
 
(X4 logX)
+
F1q
180
 
2r4S2   7@2⌧r2S2
 
X5 + . . .
#
.
(C.29)
This expression agrees with (C.28) in a small s and t expansion up to analytic terms in s
and t. Using the Fourier transform properties (C.20) and the formulas in Appendix C.6, we
can evaluate the integrals in (C.29) and expand at large ! and j. We obtain
   F q,Bj (!)   2 = q2 (j + 12)2
64
⇥
(j + 12)
2 + !2
⇤3   q22(j + 12)4   17!2(j + 12)2 + !4
256
⇥
(j + 12)
2 + !2
⇤5
+O
 
1⇥
(j + 12)
2 + !2
⇤7/2
!
.
(C.30)
C.4 Gauge field kernel
For the gauge field kernel, we have
Kqµµ0(x, x
0) = 2@µ eGq(⌧   ⌧ 0,  )@µ0 eGq(⌧   ⌧ 0,  )  2 eGq(⌧   ⌧ 0,  )@µ@µ0 eGq(⌧   ⌧ 0,  )
  4 ⇥Aqµ(x) + 2@µ⇥(x, x0)⇤ ⇥Aqµ0(x0)  2@µ0⇥(x, x0)⇤ eGq(⌧   ⌧ 0,  )2
+ 2gµµ0 (x  x0)Gq(x, x0) .
(C.31)
It is easiest to start with calculating the Fourier modes of Kq⌧⌧ defined by
Kq⌧⌧ 0(x, x
0) =
Z
d!
2⇡
X
j,m
Kq,⌧⌧j (!)Yjm(xˆ)Y
⇤
jm(xˆ
0)e i!(⌧ ⌧
0) . (C.32)
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Using (C.31), we can extract Kq,⌧⌧j (!) from
Kq,⌧⌧j (!) = 2G
q(x, x) + 2⇡
Z
d⌧
Z
d✓ sin ✓ ei!⌧Pj(cos ✓)
h
2 eGq@2⌧ eGq   2(@⌧ eGq)2i , (C.33)
where we replaced @⌧ 0 !  @⌧ when acting on eGq. The first term in (C.33) comes from the
last line of (C.31). When q = 0, we know from (4.33) that
K0,⌧⌧j (!) =
j(j + 1)
2
D0j (!) , (C.34)
where D0j (!) was given in (4.28).
Next, we can calculate the di↵erence Kq,⌧⌧j (!) K0,⌧⌧j (!). Integrating by parts the first
term in (C.33), we have:
Kq,⌧⌧j (!) K0,⌧⌧j (!) = 2
⇥
Gq(x, x) G0(x, x)⇤
+ 2⇡
Z
d⌧
Z
d✓ sin ✓ ei!⌧Pj(cos ✓)
h
 4(@⌧ eGq)2   !2 eG2q + 4(@⌧ eG0)2 + !2 eG20i . (C.35)
Since from (C.4), Gq(x, x) G0(x, x) = Cq, we obtain
Kq,⌧⌧j (!) K0,⌧⌧j (!) = 2Cq   !2
⇥
Dqj (!) D0j (!)
⇤
  8⇡
Z
d⌧
Z
d✓ sin ✓ ei!⌧Pj(cos ✓)
h
(@⌧ eGq)2   (@⌧ eG0)2i , (C.36)
where we also used (C.15).
Setting Cq = 0, we can write this expression as
Kq,⌧⌧j (!) K0,⌧⌧j (!) =  !2
⇥
Dqj (!) D0j (!)
⇤  F.T. h4(@⌧ eGq)2   4(@⌧ eG0)2i . (C.37)
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Expanding at small s and t and keeping only non-analytic terms, we can write
F.T.
h
4(@⌧ eGq)2   4(@⌧ eG0)2i = 1
8⇡2
F.T.
"
 µ2qrS2 logX + F1q
 
@2⌧  r2S2
 
X
+
q2 + 2µ2q
480
 
4@2⌧r2S2  r4S2
 
(X4 logX) +
⇡Bq
15
 
2@4⌧   7@2⌧r2S2 +r4S2
 
X5
+
F1q
120
⇥
3@4⌧ + 5(4µ
2
q   3)@2⌧r2S2   4µ2qr2S2
⇤
X5
+
1
967680

 4(13q2 + 20µ2q)@4⌧r2S2 + (64q2 + 92µ2q)@2⌧r4S2
  (10q2 + 17µ2q)r6S2
 
(X8 logX) + . . .
#
(C.38)
Using (C.20) and the formulas in Appendix C.6 expanded at large ! and j, we obtain
Kq,⌧⌧j (!) = K
0,⌧⌧
j (!) + j(j + 1)
"
µ2q
4 [(j + 1/2)2 + !2]3/2
+
F1q
2⇡
2(j + 12)
2   !2⇥
(j + 12)
2 + !2
⇤3
+
(µ2q   2q2)(j + 12)2 + (11µ2q + 8q2)!2
32
⇥
(j + 12)
2 + !2
⇤7/2 + 6Bq 4(j + 12)4   27(j + 12)2!2 + 4!4⇥(j + 12)2 + !2⇤5
+
F1q
8⇡
16(1  µ2q)(j + 12)4 + (88µ2q   87)(j + 12)2!2   (1 + 16µ2q)!4⇥
(j + 12)
2 + !2
⇤5
+
(68q2 + 15µ2q)(j +
1
2)
4   2(478q2 + 111µ2q)(j + 12)2!2 + (824q2 + 519µ2q)!4
512
⇥
(j + 12)
2 + !2
⇤11/2
+O
 
1⇥
(j + 12)
2 + !2
⇤4
!#
.
(C.39)
Next, we should consider Kq,BBj (!), which can be computed as
Kq,BBj (!) = 2G
q(x, x) +
4⇡
2j + 1
Z
d⌧ d✓ d  sin ✓ lim
x0!0
"
ei!(⌧ ⌧
0)
jX
m= j
Y ijm(xˆ)Kq,ii0(x, x0)Y i0⇤jm(xˆ0)
#
,
(C.40)
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where the first term comes from the contact term in (C.31). Plugging things in, we obtain
Kq,BBj (!) = 2G
q(x, x) +
4⇡
j(j + 1)
Z
d⌧ d✓ ei!⌧
"
P 1j (cos ✓)
⇣
(@✓ eGq)2   eGq@2✓ eGq⌘
  dP
1
j (cos ✓)
d✓
eGq ✓@✓ eGq + 8q2 csc ✓ sin4 ✓
2
eGq◆# . (C.41)
We know from (4.33) that when q = 0,
K0,BBj (!) =
!2 + j2
2
D0j 1(!) , (C.42)
so we can calculate Kq,BBj (!)   K0,BBj (!). Using (C.26) and integrating by parts the first
term on the second line of (C.41), we obtain
Kq,BBj (!) K0,BBj (!) = 2Cq +
8⇡
j(j + 1)
Z
d⌧ d✓ ei!⌧
"
dPj(cos ✓)
d✓
(@✓ eGq)2
  d
2Pj(cos ✓)
d✓2
4q2 csc ✓ sin4
✓
2
eG2q   dPj(cos ✓)d✓ (@✓ eG0)2
#
.
(C.43)
After setting Cq = 0 and integrating by parts once the first and third terms under the integral
sign and twice the second term, we can write
Kq,BBj (!) = K
0,BB
j (!) +
1
8⇡j(j + 1)
F.T.
"
 µ2qr2S2
1
X2
+ F1q r2S2
1
X
+
1
24
⇥
4(q2 + µ2q)@
2
⌧r2S2 + (2µ2q   3q2)r4S2
⇤
(X2 logX)
+
⇡B
2
⇥
4@2⌧r2S2  r4S2
⇤
X3 +
F1q
96
⇥
(3  16µ2q)@2⌧r2S2 + (8µ2q   3)r4S2
⇤
X3
+
1
40320

(17µ2q   30q2)r6S2 + 2(8µ2q + 69q2)@2⌧r4S2
  4(16µ2q + 21q2)@4⌧r2S2
 
(X6 logX) + . . .
#
(C.44)
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Using again (C.20) and the formulas in Appendix C.6 expanded at large ! and j, we obtain
Kq,BBj (!) = K
0,BB
j (!) +
µ2q
4
q
(j + 12)
2 + !2
  F
1
q
2⇡
⇥
(j + 12)
2 + !2
⇤
+
3(µ2q   2q2)(j + 12)2 + (9µ2q + 8q2)!2
32
⇥
(j + 12)
2 + !2
⇤5/2
+
F1q
8⇡
(8µ2q   3)(j + 12)2 + (3  16µ2q)!2⇥
(j + 12)
2 + !2
⇤3 + 6Bq (j + 12)2   4!2⇥
(j + 12)
2 + !2
⇤3
+
3(28q2 + µ2q)(j +
1
2)
4   10(7µ2q + 118q2)(j + 12)2!2 + (808q2 + 459µ2q)!4
512
⇥
(j + 12)
2 + !2
⇤9/2
+O
 
1⇥
(j + 12)
2 + !2
⇤3
!
.
(C.45)
C.5 Ultraviolet expansion in the CPN 1 model
The ground state energy in the CPN 1 model can be written as
 Fq = 1
2
Z
d!
2⇡
1X
j=0
(2j + 1)Lqj(!) , (C.46)
where we defined
Lqj(!) ⌘ log
Kq,⌧⌧j (!)

Dqj (!)K
q,BB
j (!) 
   F q,Bj (!)   2 
D0j (!)K
0,⌧⌧
j (!)K
0,BB
j (!)
(C.47)
when j   1, and
Lq0(!) ⌘ log
Dq0(!)
D00(!)
(C.48)
when j = 0. The large j and ! behavior of Lqj can be easily determined from (C.21), (C.30),
(C.39), and (C.45) as well as the asymptotic expansion of D0j (!) in (C.22). We find that for
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j > 0 we have
Lqj(!) =
8µ2q
(j + 12)
2 + !2
+
12F1q
⇡
(j + 12)
2   !2⇥
(j + 12)
2 + !2
⇤5/2
  2(3q
2 + µ2q(8µ
2
q   1))(j + 12)2 + (µ2q(8µ2q   5)  4q2)!2⇥
(j + 12)
2 + !2
⇤3
+ 144Bq
3(j + 12)
4   24(j + 12)2!2 + 8!4⇥
(j + 12)
2 + !2
⇤9/2
+
3F1q
2⇡
(25  48µ2q)(j + 12)4 + 3(64µ2q   55)(j + 12)2!2 + 20!4⇥
(j + 12)
2 + !2
⇤9/2
+O
 
1⇥
(j + 12)
2 + !2
⇤3
!
.
(C.49)
(From the results of this Appendix, one can construct an asymptotic expansion of Lqj(!)
that is accurate up to terms that behave as O(1/
⇥
(j + 12)
2 + !2
⇤7/2
). The derivation of the
terms not included in (C.49) is straightforward.) The first term in (C.49) yields a linear UV
divergence. We explain how to regularize this UV divergence in Section 4.5.
When j = 0, the analog of (C.49) can be obtained from (C.21) alone:
Lq0(!) =  
8F1q
⇡!3
+
32(F1q + 12⇡Bq)
⇡!5
  32(F
1
q )
2
⇡2!6
+O(1/!7) . (C.50)
C.6 Fourier transforms on S2 ⇥ R
Here we present some of the Fourier transforms needed in the previous parts of this Appendix.
Recall that the definition of a Fourier transform of a function of ✓ and ⌧ on S2 ⇥ R is
F.T. [f ] ⌘ 2⇡
Z
d⌧ d✓ sin ✓ ei!⌧Pj(cos ✓)f(✓, ⌧) . (C.51)
We can calculate explicitly the Fourier transform of 1/X2 , whereX =
p
2(cosh ⌧   cos ✓)
was defined in (C.17). The calculation proceeds by expanding 1/X2  at large ⌧ and per-
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forming the integrals term by term:
F.T.

1
X2 
 
= 2⇡
Z
d⌧d✓ sin ✓ei!⌧Pj(cos ✓)
1
[2(cosh ⌧   cos ✓)] 
= 2⇡
1X
n=0
Z
d⌧
( + j)n( )j(   1/2)n
(n+ 3/2)j(2n+ 1)!
22n+1e ( +j+2n)|⌧ |+i!⌧
= 2⇡
1X
n=0
( + j)n( )j(   1/2)n
(n+ 3/2)j(2n+ 1)!
22n+2
 + j + 2n
( + j + 2n)2 + !2
,
(C.52)
where (a)n denotes the Pochhammer symbol. The sum in the last expression can be per-
formed analytically in terms of hypergeometric functions, but we will not find it helpful to
do so here.
When   = 12   m with m   0 an integer, the infinite sum in (C.52) becomes finite
because only the first m+ 1 terms contribute. We have
F.T.

1
X
 
=
4⇡
(j + 12)
2 + !2
,
F.T. [X] =   8⇡⇥
(j + 32)
2 + !2
⇤ ⇥
(j   12)2 + !2
⇤ ,
F.T.
⇥
X3
⇤
=
96⇡⇥
(j + 52)
2 + !2
⇤ ⇥
(j + 12)
2 + !2
⇤ ⇥
(j   32)2 + !2
⇤ ,
(C.53)
and so on. The general formula is
F.T.
⇥
X 1+2m
⇤
=
( 1)m(2m)!(4⇡)Qm
k=0
⇥
(j + 12  m+ 2k)2 + !2
⇤ . (C.54)
As can be deduced from Section 4.3.1, we have
F.T.

1
X2
 
= 16⇡2D0j (!) . (C.55)
By taking derivatives of (C.52) with respect to   and evaluating the resulting expression at
56
  =  2m, where m   0 is an integer, we can also calculate
F.T. [logX] =   16⇡
2
!2 + j2
D0j+1(!) ,
F.T.
⇥
X2 logX
⇤
=
16⇡2 ⇥ 6
[!2 + (j   1)2] [!2 + (j + 1)2]D
0
j+2(!) ,
F.T.
⇥
X4 logX
⇤
=   16⇡
2 ⇥ 120
[!2 + (j   2)2] [!2 + j2] [!2 + (j + 2)2]D
0
j+3(!) ,
F.T.
⇥
X6 logX
⇤
=
16⇡2 ⇥ 5040Q3
k=0 [!
2 + (j   3 + 2k)2]D
0
j+4(!) ,
F.T.
⇥
X8 logX
⇤
=   16⇡
2 ⇥ 362880Q4
k=0 [!
2 + (j   4 + 2k)2]D
0
j+5(!) ,
(C.56)
and so on.
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