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ABSTRACT
Nanopositioners have a wide variety of applications in many fields, such as micro and nano-
manufacturing, medical research and study of micro and nano-material properties. They are mainly
used to induce forces and movements in the micrometer and nanometer range. They are used as a
part of special equipment like the atomic force microscope and scanning probe microscope which
are widely used for the study of microscale or nanoscale material properties. Research efforts on
nanopositioners can be broadly classified into two categories, modeling, and control. Modeling of
nanopositioners involves modeling of both their linear dynamics as well as their nonlinear dynamics
like creep and hysteresis. Many efforts are being made in understanding and control of these
nonlinearities. Optimal control is one of the most widely used approaches for a nanopositioner to
achieve high-speed and high-precision control.
To address the modeling issue of creep nonlinearity, traditionally, approximate linear models
or logarithmic models were used. Unlike creep, hysteresis nonlinearity is quite complex to model.
Hence many efforts were made to understand and mathematically formulate hysteresis, the most
popular of hysteresis models are Bouc-Wen models, Prandtl-Ishlinskii models, Duhem models, etc.
the problem with these models is that they are hard to linearize or invert, especially if they are
used for the control of a wide range of frequency profiles. In the last decade, numerous efforts were
made in modeling the nonlinear behavior of the nanopositioners using neural networks. Due to the
inherent nonlinearities, the optimal control of a nanopositioner is difficult. Recently many tools
were developed for the nonlinear optimal control using neural network models. Model Predictive
Control(MPC) is one of the most widely used optimal control techniques. The main advantage
of MPC is that it provides essential tools to apply constraints to the control problem. Many
techniques were developed in the past for linear MPC control and nonlinear MPC control using
ix
neural networks. Due to these advantages, in this work, we are using MPC for the optimal control
of nanopositioners.
Since nanopositioners are involved in high-speed operations in sub-micrometer ranges, using
purely physics-based models to formulate the dynamics may not result in accurate models. Con-
sequently, purely data-driven models or hybrid models (data+physics) are widely utilized. In the
methods proposed in this work, we make use of purely data-driven models. The advantage of using
data-driven models is that they can be built without the prior knowledge of the internal physics
of a system. After a data-driven model is built it can later be analyzed to understand the internal
physics of a system.
In this work, we present the use of traditional linear methods for modeling and control of
nonlinear behavior of nanopositioners. A way to model nonlinear behavior using linear methods
is by using adaptive linear models whose parameters depend on the operating point i.e., they are
time-varying linear parameters. In this work, we have investigated two approaches in solving the
nonlinear control problem of a nanopositioner. In the first method, we make use of the concept of
cascade control where we first optimally control the nanopositioner system using MPC techniques
and then we use an additional controller on the MPC+nanopositioner system to minimize the
tracking error. To demonstrate the efficacy of the proposed methods, they were developed and
used for the trajectory tracking of a nanopositioner. And the result was then compared to the
traditional control schemes like linear MPC etc.
The second method proposed is the adaptive Model Predictive Control to achieve the optimal
tracking control of the nanopositioner. Adaptive MPC is a novel method in which we use an adap-
tive time-varying linear model at each operating point to achieve the control goal. Nanopositioners
are generally fast responding systems hence the sampling frequency used for their practical opera-
tions is high. Consequently, adaptive MPC will lead to optimal control performance. Since models
are built for each operating point, adaptive MPC can be used for a wide variety of input profiles.
To demonstrate its performance, an adaptive MPC controller was developed and implemented for
x
the trajectory tracking of a nanopositioner and its results were then compared with traditional
control techniques like the PID controller.
The results of both the proposed methods show that they can be used for a wide range of
frequency profiles. Unlike many other data-driven techniques where the developed systems will be
biased to the profile of the data used to develop the system.
1
CHAPTER 1. INTRODUCTION
One of the most important aspects of devices like the scanning probe microscope (SPM) and
the atomic force microscope (AFM) is nanopositioning. For example, during AFM operations
a piezoelectric actuator changes the position of the AFM probe tip relative to the specimen in
micrometer or nanometer range. Hence the study and research of how the nanopositioning works
and the devices used for nanopositioning become critical to develop better AFM’s and SPM’s.
This will lead to better research in various fields like medicine, micrometer-scale manufacturing,
modeling of micrometer and nanometer range surface properties of materials and modeling of
electromechanical properties of microorganisms.
Piezoelectric actuators are one of the most widely used MEMS-based electro-mechanical actua-
tors for nanopositioning. Their primary advantage is that they are fast responding and since they
take electrical signals as input, they can be easily operated using modern computing tools. The
study of how a PEA works involve the understanding of linear dynamics and nonlinear creep as
well as nonlinear hysteresis.
1.1 Overview
This chapter gives a brief introduction to Piezoelectric actuator (PEA), this chapter also pro-
vides brief details about the concepts used in our research for building data-driven linear dynamic
models of the PEA and a brief overview of the concepts and their hypothesis that were used to
achieve the desired control objective, including the control of the two inherent nonlinearities of the
PEA.
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1.1.1 Piezoelectric actuator (PEA)
Nanopositioners are devices used to generate motion and forces in the nanometer range. Nanopo-
sitioners are widely used in Medical research to analyze micro-properties of microorganisms and
other materials, they are also used for micro-surface modeling of materials, in micro-machining
devices and modern mechanical hard-drives as part of their servo systems. Depending on the
materials used, device structure and the mechanism used to generate nanopositioning, there are
various types of nanopositioners like Magnetostrictive actuators, MEMS-based electrostatic actua-
tors, MEMS-based thermal actuator, Piezoelectric actuators, etc., Devasia et al. (2007). PEA’s are
ubiquitously used nanopositioners in special equipment like AFM’s and SPM’s which are widely
in various research fields. The most widely used material in the construction of a PEA is lead
zirconate titanate (PZT) and the mechanism used to generate nanopositioning in a PEA is the
piezoelectric effect of the PZT’s, in which electrical energy is converted to mechanical energy and
vice versa.
1.1.1.1 PEA dynamics
The PEA dynamics are mainly divided into its linear dynamics and its nonlinear dynamics. In
our research we have used Eigen realization algorithm (ERA) to obtain the model to describe the
linear dynamics of the PEA. ERA is a data driven technique where we use the input/output time
domain data of the system to obtain the system model. Creep and hysteresis are two inherent
nonlinearities in PEA dynamics. Other nonlinearities like vibrational nonlinearitites can be min-
imized by controlling the environment in which PEA is used. Creep nonlinearity is prevalent in
low frequency dynamics of the PEA system. Generally two formulations of creep effect are widely
used. The linear approximate of creep, modelled as a series connection of springs and dampers by








ci ∗ s+ ki
(1.1)
where ki and ci are spring constant and damping coefficient respectively.
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The general nonlinear creep model , Jung et al. (2000) is given as




where y is the output at time t. y0 is the output at some previous time t0 and γ is the logarithmic
scale coefficient.
Hysteresis nonlinearity is classified into rate-dependent hysteresis which can be modeled using
linear approximations and rate-independent hysteresis which is a more complex type of nonlinearity.
Due to its complexity, rate-independent hysteresis does not have one unique formulation that is
widely used. The various types of hysteresis formulations are Bouc-Wen models (Ismail et al.
(2009)), Duhem models (Lin and Lin (2012)), Prandtl-Ishlinskii models (Krejcı (1996)) and modern
neuro/fuzzy models (Zhao and Tan (2008) and Mohammadzaheri et al. (2012)).
1.1.2 Data-driven dynamic modelling
In this work, instead of using purely physics-based models for the PEA, we are utilizing data-
driven techniques. The advantage of the data-driven models is that they can be formed with little
to no knowledge of the internal physics of the system. By obtaining input/output data with a wide
frequency profile and using a good modeling technique, an accurate model of the PEA system can
be built. By analyzing the models formed using data-driven techniques the internal physics of the
PEA system can also be understood.
Data-driven modeling can be broadly classified into two ways, dynamic modeling using the
frequency domain of the data and dynamics modeling using time-domain data. Frequency domain
data is generally obtained by implementing fast Fourier transform to the time domain data.
1.1.2.1 Eigen realization algorithm (ERA)
Apart from spectral analysis (using frequency-domain data), the Eigen realization algorithm is
one of the most popular linear data-driven modeling techniques used today. ERA technique use
time-domain data to construct linear models, Juang and Pappa (1985), Peterson (1995). ERA pro-
vides equivalent balanced order models. What this means is that in the control task of higher-order
4
models, for computational efficiency the higher-order models are reduced to lower-order models by
truncating eigen directions that have comparatively less effect on the system dynamics, the method
used for this purpose is called balanced model order reduction. The ERA method directly provides
reduced balanced order models.
Both ERA and balanced order reduction work on the principle of identifying major eigen di-
rections that have a significant effect on the system dynamics. The eigen directions are identified
using principal component analysis, specifically by doing singular value decomposition (SVD) of
the Hankel matrix built from input/output data. SVD is a linear algebra operation and Matlab
provides an inbuilt function for doing SVD operations.
x(k + 1) = Ax(k) + Bu(k) (1.3)
y(k) = Cx(k) + Du(k) (1.4)
In ERA the first assumption is that the system model is assumed to be state space model of
the form in Eqs. 1.3 and 1.4 with zero initial conditions i.e., x(0) = 0 and u(0) = 0. In ERA to
estimate state space model parameters the input/output data of the given system for unit impulse
(u(1) = 1 and u(k) = 0 for k > 1) is obtained at the beginning. The input/output . For unit
impulse, according to Eqs. 1.3 and 1.4
x(1) = A ∗ x(0) +B ∗ u(0)⇒ x(1) = 0⇒ y(1) = C ∗ x(1) +D ∗ u(k)⇒ y(1) = D (1.5)
that means we can get the matrix D directly from impulse response data. Subsequently, output y
is of the form,
y(k) = C ∗Ak−2 ∗B (1.6)
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for k > 1, next from response data a Hankel matrix H is built. The Hankel matrix H is a diagonally
symmetrical matrix given as
H =

y(2) y(3) y(4) . . .
y(3) y(4) y(5) . . .
y(4) y(5) y(6) . . .
. . . . . .
. . . . . .




CB CAB CA2B . . .
CAB CA2B CA3B . . .
CA2B CA3B CA4B . . .
. . . . . .
. . . . . .
. . . . .

(1.7)
Subsequently, one time-step future Hankel matrix H ′ is built,
H ′ =

y(3) y(4) y(5) . . .
y(4) y(5) y(6) . . .
y(5) y(6) y(7) . . .
. . . . . .
. . . . . .




CAB CA2B CA3B . . .
CA2B CA3B CA4B . . .
CA3B CA4B CA5B . . .
. . . . . .
. . . . . .
. . . . .

(1.8)
As can be seen, the Hankel matrix H is a product of the observability matrix and controllability
matrix, whereas H ′ can be obtained by multiplying observability matrix, state matrix A and
controllability matrix in that order. Hence, we can obtain the state matrix A by filtering out
the observability and controllability matrix from H ′ using the Hankel matrix H. Consequently,
from the singular value decomposition of Hankel matrix H = UΣV ′, matrices U, V and Σ are
obtained. Based on the diagonal values of the matrix Σ dominant directions in matrices U and V
are identified. Consequently, the matrices U, V and Σ are truncated to form lower-order matrices
Ũ , Ṽ and Σ̃ which only contain their dominant eigen directions. From all the above matrices built
from data, the state-space model parameters of the system are given as
A = Σ−1/2 ∗ Ũ ′ ∗H ′ ∗ Ṽ ∗ Σ−1/2, (1.9)
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B = Σ−1/2 ∗ Ũ ′ ∗H1, (1.10)
C = H2 ∗ Ṽ ∗ Σ−1/2, (1.11)
where H1 and H2 are first column and the first row of the Hankel matrix H, respectively.
Due to various factors like noise etc., for real systems, it is quite hard to obtain pure impulse
response of a system. To overcome this a white noise response of the system is obtained and
then using Observer Kalman System Identification (OKID) its impulse response is estimated and a
Hankel matrix is formed, which is later sent to the ERA algorithm to estimate the state parameters,
Da Conceicao et al. (2014).
1.1.3 Model predictive control (MPC)
According to MPC formulation at given time-step, the optimal path required to reach the
reference is calculated for a given number of future steps (prediction horizon) and the first element
of the obtained optimal path is the control input while the rest are discarded, this process is
repeated at each time step to obtain the optimal control input in real-time. MPC formulation is
generally derived assuming a zero feed-through for the state-space given by Eqs. 1.3 and 1.4, i.e.,
D = 0. Then using the currently known values of x(0) and u(0), a prediction of the future outputs
can be made from state-space equations,
x(1) = Ax(0) + Bu(0) (1.12)
y(1) = Cx(1)⇒ y(1) = CAx(0) + CBu(0) (1.13)
for the next time-step the predictions are,
x(2) = Ax(1) + Bu(1)⇒ x(2) = A2x(0) +ABu(0) +Bu(1) (1.14)
7
y(2) = Cx(2)⇒ y(2) = CA2x(0) + CBu(1) + CABu(0) (1.15)
Consequently, continuing further to get prediction for given number of time steps, the prediction
equation can be written as
Y = Gx(k − 1) + HU + Fu(k − 1) (1.16)
where Y is the vector of predicted outputs and U is the vector of future inputs, here the known
values are the past state x(k − 1) and past input u(k − 1). G,H and F are matrices formed from
state matrices A,B and C. How to obtain G,H and F are explained in further chapters.
Now by solving an optimization problem, the optimal U required to reach the reference Ris
calculated. A widely used optimization formulation for a given input weighing coefficient r is
J = (Y −R)T (Y −R) + r4 UT 4 U (1.17)
by minimizing J we can solve for optimal U , the term 4U in the Eq. 1.17 can be written as
4U =

u(k)− u(k − 1)
u(k + 1)− u(k)








−u(k) + u(k + 1)















this equation can be written in the form
4U = DU − Λu(k − 1), (1.19)
matrices D and Λ are discussed in the further chapters
In our research for simplicity, the control horizon and prediction horizon are taken as equal, but
in most cases to stop modeling inversions control horizon should be less than prediction. In such
cases the prediction equations and cost function change slightly as given in Xie and Ren (2019a)
8
1.1.4 Kalman Estimator
In the above given MPC formulation to get the prediction of the future outputs the state of
the system x needs to be known. Consequently, we have utilized a Kalman estimator to get the
best estimates of the states and outputs. The obtained estimates are used in MPC formulation
and model order estimation for online model estimation as discussed in the further chapters. The
Kalman estimator equations given in Franklin et al. (1998) are
x̂(k + 1) = (I −MxC)x̂(k)xy(k) (1.20)
ŷ(k) = (I −My)Cx̂(k) + Myy(k) (1.21)
where ŷ(k), x̂(k) and y(k) are the estimated outputs, estimated state vector and the actual output
of the system, respectively.
The innovation gains Mx and My are given as ??
Mx = PC
′(CPC ′ +R)−1 (1.22)
My = CPC
′(CPC ′ +R)−1 (1.23)
the estimation error co-variance matrix P is updated at each time-step by
P = AP0A
′ +Q (1.24)
where P0 is the error covariance matrix at the previous time-step. Q and R are input noise and
measurement noise covariance matrices respectively.
1.1.5 Auto regressive models with exogenous inputs (ARX) to state-space models
conversion
ARX models are a type of linear system formulations where the assumption is that the current
output of the system entirely depends on a finite number of past outputs and inputs. Internal
9
states of the system are generally not considered in the ARX formulation. ARX is a time-domain
linear representation of the system. If the current output depends on n previous successive outputs




ai ∗ y(k − i) +
m−1∑
j=0
bj ∗ u(k − l − j) (1.25)
where y is the output and u is the input respectively. k is the number of time step and l is the delay
that requires an input at some time-step to induce an output. l is non-negative as all the systems
considered are causal systems and generally l is nonzero because in most real systems input does
not generate output instantaneously.
There are various methods of obtaining the ARX model parameters from input/output data as
discussed in Lennart (1999). In finite history data methods the model parameters are estimated




where N is the amount of past data considered, y is the actual output and (̂y) is the estimated
output.
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CHAPTER 2. ITERATIVE LEARNING CONTROL INSPIRED
DATA-DRIVEN CASCADE CONTROL FOR NANOPOSITIONING
2.1 Abstract
Cascade control, the concept of using one controller on top of the primary controller to improve
the performance and mitigate the drawbacks of the individual controllers has been explored in
various fields. Cascading control is especially useful in high precision control tasks. One such con-
trolling scheme is to use iterative learning control (ILC) on top of another controller to improve the
tracking performance. However, the main issue of using ILC is that the optimal control performance
can only be achieved through trials and not in real-time. In this chapter, we propose a technique
to address this issue for high precision control of the nanopositioning piezo stage. Specifically, the
proposed approach uses a dynamic system as a secondary controller that replicates what the ILC
does. Unlike ILC, in which the control error converges after several trials, the proposed control
approach updates /corrects the system input in real-time based on the control input and error in
previous steps. Another advantage is that the proposed control scheme is not limited to reference
profiles. To demonstrate the efficacy, the newly developed control scheme was used for trajectory
tracking of a nano-positioning piezo stage, and the control performance was compared with that of
p-type ILC.
2.2 Overview
The proposed idea in this chapter is the usage of two series cascaded controllers for the control of
a piezoelectric actuator (PEA). Specifically, the external controller makes changes to the reference
given to the internal controller which produces a control input that is next sent to the PEA system.
The internal controller used in the proposed idea is a linear model predictive controller (MPC).
The external controller is a data-driven controller built using the data obtained from the IL-MPC
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control operation of the PEA. The goal of the proposed method in this chapter is to build a
controller that achieves the high-precision performance of the IL-MPC controller while overcoming
the disadvantage of the IL-MPC controller without significant loss in performance.
2.3 Introduction
A nanopositioner is an electro-mechanical system built to induce forces and movements in the
nanometer range. Today nanopositioners are widely used in various applications, such as scanning
probe microscopy (SPM) and atomic force microscopy (AFM) Croft et al. (2001) Schitter et al.
(2001), nanosurface modeling and nanofabrication Croft et al. (1998) Gao et al. (2003).
There are various types of systems that can be used for nanopositioning such as magnetostric-
tive actuators, and MEMS-based electro-static actuators, e.g., piezoelectric actuators (PEA). All
the various types of nanopositioners are discussed briefly in Devasia et al. (2007). The processes
involving nanopositioning require high precision control of the nanopositioners. Hence for nanopo-
sitioners, like PEAs significant effort has been invested to improve the control precision Shen et al.
(2008) Lin and Yang (2006) Main et al. (1995). To reach high precision PEA trajectory control,
challenges arise from the hysteresis and creep effects of PEA as these are the two major reasons
for system nonlinearity Gu et al. (2014)Croft et al. (2001). It has been sufficiently shown that one
single controller is not adequate to address the control issues raised by both effects simultaneously.
Therefore, cascading control, the concept of using one controller on top of another controller has
been explored Xie and Ren (2019a)Gu et al. (2014). One such high-speed high precision control
technique for PEA is to use a series cascade feedforward-feedback control Gu et al. (2014). Gener-
ally in a feedforward-feedback cascade control, the feedback controller will be the internal controller
on top of which a feedforward controller is built. Specifically, a simple feedback controller was used
to compensate for the creep effect of PEA and the complex hysteresis nonlinear dynamics were
handled by a feedforward controller. Alternatively, two controllers can also work in parallel, i.e.,
parallel cascade control. The differences between a parallel and series cascade control are discussed
in Peng and Chen (2013). The idea of a series cascade control is to use a second controller to make
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changes to the reference given to the first internal controller. For example, ILC was cascaded on
top of a model predictive controller(MPC) for the high precision reference tracking control of PEA
Xie and Ren (2019a).
The MPC on the PEA system in real-time ensures the control error at all instances is limited Xie
and Ren (2019a). Meanwhile, ILC uses the input and output data of the MPC+PEA system from
the previous operation to generate new control input to the MPC for the next trial. This process is
stopped once the control performance cannot be further improved Xie and Ren (2019a). Therefore,
the MPC is to ensure the fast convergence of the ILC, and ILC is to ensure the final trajectory
tracking error of the PEA is minimized. Although this approach can achieve fast convergence and
high precision, it is still not a real-time control approach.
Inspired by the aforementioned IL-MPC cascade control technique, we propose to replace the
ILC part of the IL-MPC cascade with a black-box that replicates what the ILC does, except in
real-time. Specifically, the black-box takes inputs available in real-time and gives the output equal
to the reference given to the MPC block in the IL-MPC trail after convergence. The black-box
output is then fed to MPC as reference. The black-box can be a linear or a nonlinear model formed
using the data from IL-MPC experiments.
One of the major advantages of using MPC is that the input/output constrains can be conve-
niently incorporated. As MPC is a model-dependent technique, having an accurate enough model
for the system becomes key to good MPC control.
We propose to use a data-driven model in this chapter. The advantage of data-driven modeling
is that for more complex systems the models directly obtained from input/output data of the system
can account for the system dynamics over a broad frequency and amplitude ranges. Here we use
the Eigensystem realization algorithm (ERA) with Observer Kalman System Identification (OKID)
Gómez et al. (2004) algorithm to obtain data-driven models. In ERA the impulse response data
of a system is used to build a Hankel matrix, then the singular value decomposition of this Hankel
matrix will give us the dominant states which affect the dynamics of the system using which we
build our system model. But in the real systems, it is hard to obtain good impulse response data,
14
hence OKID is used to get the Hankel matrix. In OKID the system response for a white noise input
is collected and from that data, we mathematically estimate the impulse response of the system.
The proposed approach was applied to control the trajectory of a nano-PEA experimentally for
demonstration, and the control performance was compared with that of the aforementioned offline
IL-MPC approach and MPC approach. The proposed approach can reach higher control accuracy
in real-time.
2.3.1 Model predictive control
MPC is a type of model dependent optimal control technique which uses a model of the system
to make predictions about the system’s behavior for a given number of steps (i.e., prediction
horizon), and then solves an real-time optimization algorithm to find the optimal control action
that drives the predicted output to the reference, Morari and Lee (1999). Suppose the below
equations represent the discrete plant dynamics
x(k + 1) = Ax(k) + Bu(k) (2.1)
y(k) = Cx(k) (2.2)
If the current state and the previous control input are known then the vector of future outputs Y
can be given by.
Y = Gx(k − 1) + HU + Fu(k − 1) (2.3)
Where U is the vector of optimal control inputs for a given number of future steps. x(k− 1) is the
vector representing current states which can be obtained using kalman estimator. The previous
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Since MPC is an optimal control strategy, one common form of the cost function used is
J = (Y −R)T (Y −R) + r4 UT 4 U (2.7)
4U = DU − Λu(k − 1), (2.8)
where R is a vector of reference values from the current time step up to N time steps. r is the
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Now at a particular time step for a given N , by minimizing J over the vector U , we will find the
U required to track the reference optimally. During real-time operation, the optimal U required is
calculated at every time step and the first element of the vector U is taken as the control input
and the rest are discarded. Since the above optimization is done at each time step, MPC is a type
of online optimization control technique.
For simplicity, in our MPC application we assumed that the control horizon is the same as the
prediction horizon. Note that in some applications to avoid model inversions, the control horizon
should be less than the prediction horizon, in such cases the above equation change slightly.
2.3.1.1 Kalman filtering
As seen from Eq. 2.3, to solve the optimization problem we need the estimate of the state
vector x(k − 1). For the purpose of finding x̂(k − 1) a steady-state Kalman Estimator was used in
this work.
x̂(k + 1) = (I −MxC)x̂(k) + Mxy(k) (2.10)
ŷ(k) = (I −My)Cx̂(k) + Myy(k) (2.11)
Where x̂(k) and ŷ(k) are the estimated state and outputs of the system, and y(k) is the actual
output of the system respectively.
17
The calculation of the innovation gains Mx and My are discussed in more detail in Franklin
et al. (1998).
In both the models referred in Figs 2.1 and 2.2, the Kalman estimator is considered to be built
into the MPC block.
















ILC is a type of feed-forward offline control technique Moore (1999). As the name suggests, the
control is done in iterations or trails, and the computations are done in between the trails. There
are many types of ILC schemes like p-type ILC and MIILC Kim and Zou (2012). For simplicity and
ease of use, we used a p-type ILC in this work. The readers can visualize the cascade ILC from Fig
3.2. All the calculations for the ILC are done in frequency domain hence the required equations are
18
considered with the Laplace/frequency variable instead of the time variable. After the calculations
are done the computed input signal is converted to the time domain and then applied to the system
(MPC+PEA in this case). Details of the p-type ILC are quite simple and are given as below.
r1(jω) = Ref(jω) (2.12)
r2(jω) = r1(jω) + ρ ∗ (e1(jω)) (2.13)
Where ρ is the iteration coefficient used to update the control input to the MPC+PEA system at
each iteration. Substituting r1(jω) from Eq. 2.12 yields,
⇒ r2(jω) = Ref(jω) + ρ ∗ (e1(jω)) (2.14)
Similarly r3(jω) is given as
r3(jω) = r2(jω) + ρ ∗ (e2(jω)) (2.15)
Accordingly,
⇒ r3(jω) = Ref(jω) + ρ ∗ (e2(jω)) + ρ ∗ (e1(jω)) (2.16)
Eventually rk+1(jω) is given as
rk+1(jω) = rk(jω) + ρ ∗ (ek(jω)) (2.17)
⇒ rk+1(jω) = Ref(jω) + ρ ∗ (e1(jω)) + ...+ ρ ∗ (ek(jω)) (2.18)
Where rk represents the MPC input (i.e., reference given to MPC in k
th trail). Ref is the reference
to be tracked, ek is the tracking error of the k
th trail.
Assuming convergence happens after five trials. Let r′ represent the difference between the
optimal input that ILC calculated for the MPC+PEA system with respect to the tracking reference.
Then r′ is equal to the difference between the reference given to the MPC after convergence r6 (as
we have assumed the convergence happens after the 5th trail) and the actual reference Ref :
r′(t) = r6(t)−Ref(t) (2.19)
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⇒ r′(jω) = r6(jω)−Ref(jω) (2.20)
⇒ r′(jω) = ρ ∗ [e1(jω) + e2(jω) + e3(jω) + e4(jω) + e5(jω)] (2.21)
This means the final change that ILC contributed to the control strategy is a function of errors of
all the trails till convergence is reached.
As can be seen from the above analysis, the existence of ILC is necessary when the MPC is not
able to control the PEA system precisely. The physical function of the term r′ is to compensate for
the control error caused by MPC, which is a result of system modeling uncertainty as nonlinearity.
Although with the aid of ILC, the control error can be minimized, such precision control is achieved
from trials, not in real-time. Therefore, inspired by the IL-MPC method, we proposed a data-driven
“Black box”-MPC cascade control to reach similar control accuracy in real-time.
2.3.3 Data-driven replacement for ILC
As discussed earlier the idea of cascade control is to use a second controller and make changes
to the reference of the first controller. Let’s say we have a black box representing an unknown
dynamic model that is cascaded to the internal MPC controller as shown in Fig. 2.2. This black
box can represent a linear or nonlinear model depending on the accuracy of the model used by MPC
(with respect to the PEA system dynamics). As can be seen, this black box is making changes to
the reference given to MPC. The whole idea pitched hinges on being able to use the new cascade
controller in real-time. Hence the black-box has some real-time inputs coming in and outputs going
out. Let the output of the black box be RU(reference update). Let Rm represent the reference
given to the MPC. Then Rm = Ref + RU . Let ê be the system tracking error, i.e., ê = Ref − y.
Where Ref is the reference signal to be tracked and y is the system output, respectively.
Now all we have to do is find some data for the outputs RU and some viable inputs and their
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RU
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Figure 2.2 Proposed BlackBox-MPC
Our idea is to make this black box model replicate what ILC does in the final trail after
convergence is achieved in IL-MPC. Reference given to the MPC with the black-box here is ’Rm’,
and the reference given to the MPC in IL-MPC final trail after convergence is r6 and both should
be equal. The only difference between those two is that r6 is formed from offline calculations
between trails of IL-MPC and Rm is the result of mathematical calculations done in black-box
during real-time.
Rm(t) = r6(t) (2.22)
⇒ Ref(t) +RU(t) = r6(t) (2.23)
⇒ Ref(jω) +RU(jω) = r6(jω) (2.24)
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Figure 2.3 (a) IL-MPC tracking error for 0-500 Hz White Noise; (b) Close up of (a); (c)
IL-MPC tracking error of 0-300 Hz Chirp Signal; (d) Close up of (c).
Substituting r6(jω) from Eq. 2.20
⇒ Ref(jω) +RU(jω) = Ref(jω) + r′(jω) (2.25)
⇒ RU(jω) = r′(jω) (2.26)
Substituting r′(jω) from Eq. 2.21 then leads to
RU(jω) = ρ ∗ [e1(jω) + e2(jω) + e3(jω) + e4(jω) + e5(jω)] (2.27)
This means that RUcan be directly obtained based on offline IL-MPC trial errors until conver-
gence is reached i.e., we have the output data to model our Black-box. From the Eq. 2.27 it is
evident that RU depends on all the trail errors till convergence, Fig. 2.3 shows that all the errors in
the different trails are dependent on each other i.e., using error in one trail we can mathematically
model errors in other trails, hence we can mathematically model RU using error data of a single
trail. As the Black-box is trying to replicate the effects of IL-MPC, the real-time error using the
Black-box should be equal to error after convergence in IL-MPC (which is e5 in our case). Hence
e5 data from the IL-MPC is the input data required to model the Black-box.
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Figure 2.4 Experimental setup.
Therefore, the unknown dynamic model (failed to be detected by the MPC), i.e., the black-
box model, can be directly obtained from the offline IL-MPC tracking error. Specifically, given
any reference, the idea of the proposed Black box-MPC is to achieve similar control accuracy as
IL-MPC. From the above analysis, given the converged tracking error of IL-MPC, e5, the output
of the black box, RU, should satisfy Eq. (26). Hence, the dynamic model of the black box can
be obtained by using e5(jω) and r
′(jω) data. Note that the proposed Black Box-MPC can be
used for references with various profiles. Also once the model of the black box is obtained, RU is
generated in real-time based on the current PEA tracking error, therefore, the entire Black Box-
MPC achieves the desired control accuracy in real-time, i.e., no trials are needed during actual
operation. To guarantee the accuracy of the black-box modeling, the reference used in the IL-MPC
to get the required data should cover a broad range of frequency and/or amplitude. Details of the
experimental implementation are presented next.
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2.4 Implementation and Results:
2.4.1 Experimental Hardware
Next, we will demonstrate the performance of the proposed BlackBox-MPC on a piezo-stage
(Nano-OP30, Mad City Labs, Inc.). Fig.2.4 shows the experimental setup. The nano-drive con-
troller used for the control of PEA is from the same company. The nano-drive has input and sensor
ports on its control panel used to input drive voltage to the PEA and output the PEA displace-
ment sensor signal, respectively. A data acquisition system (NI PCIe-6353, National Instruments)
was used to send the drive signals generated by ILMPC/BlackBox-MPC. The PEA displacement
sensor signals are collected by the same acquisition system and sent to the computer on which
it is installed. The ILMPC/BlackBox-MPC controllers were designed using MATLAB/Simulink
(MathWorks, Inc.).
2.4.2 Implementation
Whether it is IL-MPC or our proposed model both have an internal MPC controller. So first we
obtained a data-driven dynamic model of the PEA system using the PEA input-output data and
Eigen realization algorithm (ERA) in conjunction with Observer/Kalman system identification
(OKID) algorithm Da Conceicao et al. (2014). In this algorithm first Observer/Kalman filter
identification (OKID) Juang et al. (1993) Tiano et al. (2007) Heredia and Ollero (2009) is used to
obtain Markov parameters using which we organize a Hankel matrix and then identify the discrete
linear time-invariant(LTI) system using Eigen realization algorithm(ERA) Juang and Pappa (1985)
Juang and Suzuki (1988) Peterson (1995). The identified system can further be refined using
MATLAB system identification toolbox Ljung and Singh (2012). Then the obtained model was
used by real-time MPC.
Next, we need IL-MPC data to construct our black-box model. Hence we cascaded the system
with MPC with a p-type ILC controller to further improve the performance as presented in Xie
and Ren (2019a) (see Fig. 3.2 for the block diagram). In the initial trial, the actual reference was
directly sent to MPC to run the controlled system shown in Fig. 3.2, and the PEA actual trajectory
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was measured and recorded. Then offline the input to MPC was calculated according to Eq. 2.13.
This new reference was sent to MPC in trail 2 and the PEA output was recorded as well. This
process was repeated multiple times. As a result, the PEA tracking error, i.e., ei = Ref − yi, error
in successive trial becomes smaller and smaller until it was small enough (e.g., 5%). Errors in each
trail are recorded.
To ensure the accuracy of the black modeling, broad band signals, such as white noise and
chirp signal, were used to obtain the modeling data by IL-MPC. PEA tracking errors for different
trials when the desired reference were 0-500 Hz white noise signal and a 0-300 Hz chirp signal using
IL-MPC are presented in Fig. 2.3, respectively.
As shown in the above analysis using the IL-MPC data, a mathematical model for the black-
box can be obtained, which can either be a linear time invariant model or a nonlinear model. In
our case, we have chosen it to be a LTI model. To build the data driven model of the black box,
ERA/OKID Da Conceicao et al. (2014) Gómez et al. (2004) Guida et al. (2009) algorithm was
used.
After the LTI model for black-box was developed, the Black box-MPC was implemented for
trajectory tracking of the PEA system. The desired tracking reference were 0-500 Hz white-noise,
0-300 Hz white-noise, 100Hz sinusoidal wave, and 300Hz sinusoidal wave. For comparison, the same
references were also used by ILMPC and MPC for tracking control of the same PEA system. The
tracking results are shown in Figs. 5 and 6. The RMS tracking error were computed using Eq.






Where en is the error at n
th time-step and M is the total number of time-steps.
The results show that the PEA tracking performance can be significantly improved using the
proposed Black box-MPC compare to MPC, and the tracking errors are quite close to those of ILC.
This indicates the proposed method can reach similar control accuracy in real-time as the offline
IL-MPC technique.
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Figure 2.5 (a) Tracking error for 0-300 Hz White Noise; (b) Close up of (a); (c) Tracking
error of 0-500 Hz White Noise; (d) Close up of (c).





































Figure 2.6 (a) Tracking error for 100 Hz Sinusoidal wave; (b) Close up of (a); (c) Tracking
error of 300 Hz Sinusoidal wave; (d) Close up of (c).
26
Table 2.1 RMS(%) tracking error
Control Sine 100 Sine 300 Noise 300 Noise 500
Black-Box MPC 1.35 3.39 1.48 2.44
IL-MPC 1.2 2.76 1.16 2.07
MPC 2.27 4.77 2.7 4.85
2.5 Conclusion
We have successfully developed a data-driven cascading control technique for the high precision
trajectory control of a PEA. Our experiments show that if not all but in some cases, it is possible
to build a model to reproduce the effects of iterative learning in real-time. Thereby overcoming
one of the disadvantages of using ILC. Note that if a good enough reference signal is used to get
the IL-MPC data from which the data-driven model is built, the model will be robust enough to
work on a wide range of frequencies.
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Gómez, B., MARTINEZ, J. C., MARTINEZ, R., GARRIDO, R., and RIVERO, F. (2004). Single
degree of freedom system identification using least squares, subspace and era-okid identification
algorithms. In Proceedings of the 13th World Conference on Earthquake Engineering.
Gu, G.-Y., Zhu, L.-M., Su, C.-Y., Ding, H., and Fatikow, S. (2014). Modeling and control of
piezo-actuated nanopositioning stages: A survey. IEEE Transactions on Automation Science
and Engineering, 13(1):313–332.
Guida, D., Nilvetti, F., and Pappalardo, C. M. (2009). Parameter identification of a two degrees
of freedom mechanical system. Int. J. Mech, 3(2):23–30.
Heredia, G. and Ollero, A. (2009). Sensor fault detection in small autonomous helicopters using
observer/kalman filter identification. In 2009 IEEE International Conference on Mechatronics,
pages 1–6. IEEE.
Juang, J.-N. and Pappa, R. S. (1985). An eigensystem realization algorithm for modal parameter
identification and model reduction. Journal of guidance, control, and dynamics, 8(5):620–627.
Juang, J.-N., Phan, M., Horta, L. G., and Longman, R. W. (1993). Identification of ob-
server/kalman filter markov parameters-theory and experiments. Journal of Guidance, Control,
and Dynamics, 16(2):320–329.
Juang, J.-N. and Suzuki, H. (1988). An eigensystem realization algorithm in frequency domain for
modal parameter identification. Journal of vibration, acoustics, stress, and reliability in design,
110(1):24–29.
Kim, K.-S. and Zou, Q. (2012). A modeling-free inversion-based iterative feedforward control
for precision output tracking of linear time-invariant systems. IEEE/ASME Transactions on
Mechatronics, 18(6):1767–1777.
Lin, C.-J. and Yang, S.-R. (2006). Precise positioning of piezo-actuated stages using hysteresis-
observer based control. Mechatronics, 16(7):417–426.
Ljung, L. and Singh, R. (2012). Version 8 of the matlab system identification toolbox. IFAC
Proceedings Volumes, 45(16):1826–1831.
Main, J. A., Garcia, E., and Newton, D. V. (1995). Precision position control of piezoelectric
actuators using charge feedback. Journal of Guidance, control, and dynamics, 18(5):1068–1073.
Moore, K. L. (1999). Iterative learning control: An expository overview. In Applied and computa-
tional control, signals, and circuits, pages 151–214. Springer.
Morari, M. and Lee, J. H. (1999). Model predictive control: past, present and future. Computers
& Chemical Engineering, 23(4-5):667–682.
28
Peng, J. and Chen, X. (2013). A survey of modeling and control of piezoelectric actuators. Modern
Mechanical Engineering, 3(01):1.
Peterson, L. D. (1995). Efficient computation of the eigensystem realization algorithm. Journal of
Guidance, Control, and Dynamics, 18(3):395–403.
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CHAPTER 3. ADAPTIVE MODEL PREDICTIVE CONTROL OF
NANOPOSITIONING PIEZOSTATE
3.1 Abstract
A Piezo-Electric Actuator (PEA) is one of the most broadly used MEMS-based actuators,
which are used to achieve high precision nanopositioning and force actuation in the nanometer
range. The control task of a nanopositioning PEA involves the control of two types of nonlinearities
that dominate its dynamics. Many efforts are being made in the field of optimal control for high
precision nanopositioning control tasks. Model Predictive Control (MPC) is a type of optimal
control scheme which provides essential tools to apply input and output constraints in real-time
operations. For this advantage, MPC is one of the popular optimal control schemes used for
highly sensitive equipment like the PEA. A linear MPC, although simple to use will not produce
optimal control due to the inherent nonlinearities of the PEA. To overcome this disadvantage, in
this chapter we are proposing adaptive MPC for the control of nanopositioning PEA. Specifically,
by obtaining a linear model at each operating point during run-time. The advantage of adaptive
MPC is that linear MPC algorithms can be used to solve the optimization problem for strongly
nonlinear systems if the system was sampled fast enough. Instead of using a nonlinear model to
linearize the system at each operating point, in this chapter we are proposing data to obtain the
linear models. Specifically using the real-time input/output data to obtain linear models at each
operating point. To demonstrate the efficacy of the proposed method, the tracking performance of
the adaptive MPC for nanopositioning PEA was provided.
3.2 Overview
The proposed idea in this chapter is to use adaptive model predictive controller (MPC) to obtain
high speed high precision tracking control of a piezo-electric actuator (PEA). Specifically, we use
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realtime data to build linear plant model of the PEA system at each operating point and then
use the resultant time varying linear models in the MPC algorithm to generate an optimal control
input. Since, models are built at each operating point, the control performance of the proposed
method does not depend on the input frequency profiles. The goal of the proposed idea in this
chapter is to achieve optimal control of a nonlinear system while still using simple linear modelling
and control techniques.
3.3 Introduction
A scanning probe microscope (SPM) and atomic force microscope (AFM) are essential tool used
in the study of biological and mechanical properties of material and organisms at micrometer or
nanometer range Dai et al. (1993)Hansma and Pietrasanta (1998). In recent efforts AFM has been
an essential tool to understand the mechanical behaviour of microorganisms Mollaeian et al. (2018).
Understanding those properties will lead to better drug delivery systems and better ways to stop
the growth of the microorganisms thereby preventing diseases. So study of how these machines
(SPM and AFM) and how they operate becomes essential. Aside from the optics one of the most
essential component of an AFM/SPM are the nanopositioners which are used to induce forces and
movement in nanometer range.
A piezo-electric actuator (PEA) is one of the most widely used MEMS based nanoposition-
erDevasia et al. (2007). Hence for better operation of an AFM precise control of PEA becomes
essential. Nanopositioning involves high-precision control of the nanopositioners like the PEA.
Hence, significant resources are being invested in the high precision control of nanopositioners like
PEA’s Shen et al. (2008)Lin and Yang (2006).
High precision control of a PEA involves the study of its complex inherent nonlinearities such
as creep and hysteresis Gu et al. (2014)Croft et al. (2001). Understanding how to compensate for
these nonlinearities in the control task becomes important. Since, these nonlinearties are the parts
of the PEA system dynamics which essentially make the tracking problem very complicated. Many
efforts are being made to simplify these problems or use modern machine learning tools like neural
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networks to model or invert these nonlinearities. Inverting the nonlinearities using neural networks
will leave out the linear dynamics which are easier to control. Nonlinear dynamics are very hard
to model and control, hence significant efforts have also been made in finding ways to convert a
complex nonlinear task into a tractable linear one. In simplifying complex nonlinear tasks, linear
models becomes essential because there is abundant literature in control of linear systems.
One of most widely used algorithm to simplify the nonlinear problem is to find adaptive linear
models to replace the nonlinear dynamics at each operating point Craig et al. (1987) Sastry and
Isidori (1989). One of the earliest ideas and a core concept of nonlinear analysis is that close to
a given operating point any system can be approximated using a linear system. Adaptive control
use this idea i.e., instead of using the nonlinear formulation of a system, an approximate linear
model at each operating point is estimated and used for the control task. In most adaptive control
algorithms first a nonlinear model of the system to be controlled is obtained and then using calculus
this nonlinear models is linearized at each operating point. But with the increase in complexity of
the inherent nonlinearities modelling the entire system becomes really hard and consumes resources.
A way to entirely avoid building a nonlinear model is to try and build an algorithm that
essentially builds linear models that approximate the system dynamics at the operating points
directly from data. State space formulations are the most widely used system models for the control
tasks. But it is hard to directly build state space model from runtime data. Because during runtime
we only have access to finite history of the data (unlike in offline analysis where we have access
to entire length of the data) and most algorithms used to build data driven state space models
require infinite history of data (Large data sets). Most state space model estimator algorithms
use spectral analysis or use singular value decomposition both of these methods need large data
setsDa Conceicao et al. (2014)Juang and Suzuki (1988). A way to avoid this problem is to first
build Auto-regressive models with exogenous inputs (ARX) Peitsman and Soethout (1997)Jansson
(2003) which have literature detailing how to estimate optimal models using finite window history
of the data. Later there are mathematical tools to convert the ARX models to other required model
representationsPhan and Longman (1970).
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Model predictive control (MPC) is on of the most widely used optimal control techniqueMorari
and Lee (1999). The main advantages of the MPC control paradigm are that it is online optimization
techniques and it provides essential tools to implement constraints. Constraints become important
in the control of sensitive equipment like the PEA’s because constraints lead to better maintenance
and longer lifespan of the PEA. MPC control of strongly nonlinear systems can be done in two
ways. Firstly by building an accurate nonlinear model and using nonlinear MPC to calculate
the optimal control path, This method is mathematically rigorousGrüne and Pannek (2017). The
second method is to to use adaptive MPCAdetola et al. (2009)Bujarbaruah et al. (2018), unlike other
MPC’s where the system model remains the same for the entire control sequence in adaptive MPC,
evolving models that better describe the system at a given instant are utilized. The optimization
problem for the adaptive MPC is the same as linear MPC.
In this chapter we are proposing adaptive MPC for the optimal control of a nanopositioning
PEA to track a reference signal. Specifically, instead of using a nonlinear model to linearize at
each operating point, we are proposing the use of run-time data to obtain linear time varying state
space parameters which are then used to build an optimal control input to track a reference.
3.3.1 Online model estimation
As stated in the introduction, it is not optimal to try and build a state-space model directly
from the runtime data. The problem arises because during runtime we only have access to finite
history of the data. Consequently first we will form an ARX model which has enough literature
detailing how to get a model using finite history of the dataSimpkins (2012)Zhang (2000). Then
the ARX model is converted to a discrete transfer function model which is then converted to an
equivalent state-space model. which is later used by the MPC and Kalman estimator.
3.3.1.1 Auto regressive models with exogenous inputs (ARX)
A dynamics system can be represented by many types of mathematical models, they are broadly
divided into frequency domain models and time domain models. An ARX model of a system is
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a type of time domain representation of a system. The assumption made in ARX modelling is
that the current output of the system is only due to the effects of previous outputs of the system
and previous inputs of the system. The mathematical representation of a system in its ARX




ai ∗ y(k − i) +
m−1∑
j=0
bj ∗ u(k − l − j) (3.1)
where y is the output and u is the input respectively. k is the time step.
The model order of the above ARX Eq. 3.1 is [n,m,l]. Where n is the number of successive
previous outputs the current output depends on and m is the number of previous successive inputs
that affect the current output. l is the delay that requires an input to induce a change in the
system. For simplicity’s sake, the ARX model order considered in this work is of the form [n,n,0].
Since we are working with a PEA system which is a fast responding electro-mechanical system, it




ai ∗ y(k − i) + bi−1 ∗ u(k − i+ 1) (3.2)
The algorithm of how ARX models are estimated from data are presented in detail in Simpkins
(2012), Zhang (2000). After an ARX model is estimated it is then converted to a discrete transfer
function model.
3.3.1.2 Transfer function models
A dynamics system can also be represented in frequency domain formulation called transfer
function models. The transfer functions are defined for zero initial conditions. They represent the
input to output gain of a system at a given frequency, hence they are called transfer functions.
Transfer functions describe the behavior of a system in the frequency domain. Since in our work
we are using MPC for the control purpose and we are working on a real system data, a discrete
transfer function is used.
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We can obtain the discrete time transfer function of the system from its ARX model simple by
applying Z-transformations to the ARX formulation. The ARX model in Eq. 3.2 is converted to






j=0 bj ∗ z−j
1−
∑n
i=1 ai ∗ z−i
(3.3)
The obtained model is then converted to a state-space formulation.
3.3.1.3 State space models
Like ARX models state-space models are a time-domain representation of the dynamic system.
The assumption made for a state-space formulation is that the input given to any system will change
its internal state and the output is just a type of measurement done on those internal states. Hence
state-space formulation has two equations, an equation to represent how the input will affect the
internal states of the system and the second equation being the measurement equation. The general
discrete state-space formulation is given below,
x(k + 1) = Ax(k) + Bu(k) (3.4)
y(k) = Cx(k) (3.5)
where Eq. 3.4 is the state equation and Eq. 3.5 is the measurement equation. A is a matrix of
order n × n, B is a matrix of order n × 1 and c is a matrix of order 1 × n respectively. k is the
time-step.
Unlike ARX models and transfer function models that are unique to a given system, there are
many equivalent state-space models to a given system. Hence for the transfer function in Eq. 3.3
there are many state-space forms. But there are two widely used ways of converting a transfer
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function into its state-space form. In the controller canonical form the state matrices are obtained
from the transfer function formulation as shown in Eq. 3.6,
A =

0 1 . . 0
0 0 1 . 0
. . . . .
. . . . 1




















The state matrices obtained from observer canonical formulation are shown in Eq. 3.7,
A =

a1 1 . . 0
a2 0 1 . 0
. . . . .
. . . . 1




















Both of these formulations represent the same system given by Eq. 3.3. For the sake of
convenience in this work, we are using the controller Canonical form given in Eq. 3.6. The state-
space equation obtained in this way is then used later by the Kalman estimator and MPC.
3.3.2 Model predictive control
According to MPC formulation the control input is optimal path taken to reach the reference
in a fixed number of future steps. For the discrete plant dynamics given by Eqs. 3.4 and 3.5, if
previous control input and current state are known then the vector of future outputs is given as
Y = Gx(k − 1) + HU + Fu(k − 1) (3.8)
where U is the optimal control input vector. x(k − 1) is the vector representing current states
obtained from kalman estimator. u(k − 1) represents the previous control input. In Eq. 3.8 the
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0 0 . . . 0
CB 0 . . . 0
CAB CB . . . 0
. . . . . 0
. . . . . 0
. . . . . 0
CAN−2B CAN−3B . . . 0

(3.11)
A widely used optimization problem for the MPC that we are using in this work is given in Eq.
3.12
J = (Y −R)T (Y −R) + r4 UT 4 U (3.12)
4U = DU − Λu(k − 1) (3.13)
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R is the reference vector current time step up to N future time steps. r and N are the input




1 0 . . . 0
−1 1 0 . . 0
0 −1 1 0 . 0
. . . . . 0
. . . −1 1 0












For a fixed prediction and control horizon by minimizing J with respective U at each time-step
(operating point), the optimal U required to track the reference is obtained. From the optimal input
vector U , the first element is sent to the PEA as the control input and the rest are discarded. Since
the optimization problem is solved at every time-step, MPC is also a type of online optimization
control technique.
In this work for the sake of simplicity control horizon is taken to be equal to prediction horizon.
But in most cases to avoid model inversions prediction horizon is taken at least 5 times that of
control horizon, in which case the above equation are modified slightly as given in Xie and Ren
(2019a).
3.3.3 Kalman estimator
To choose the best model order for model estimation and to solve the optimization problem
for control, we need the values for output y(k) and state vector x(k − 1), respectively. Hence, to
calculate the optimal estimates of the outputs and state vector, we are using a steady-state Kalman
Estimator in our case.
x̂(k + 1) = (I −MxC)x̂(k)xy(k) (3.15)
ŷ(k) = (I −My)Cx̂(k) + Myy(k) (3.16)
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Figure 3.1 Experimental setup.
The Kalman estimator is given by Eqs. 3.15 and 3.16, where ŷ(k) and x̂(k) are the estimated
outputs and state vector of the system and y(k) is the actual system output, respectively.
The calculation of the innovation gains Mx and My are discussed in more details in Franklin
et al. (1998).
The Kalman estimator is utilized as shown in Fig. 3.2 to choose the best model order. In Fig.
3.3 the Kalman estimator is considered to be built into the MPC block
3.4 Implementation and Results:
3.4.1 Experimental Hardware
In this section, we will demonstrate the efficacy of the proposed adaptive MPC control scheme
on a PEA (Nano-OP30, Mad City Labs, Inc.). A nano-drive controller from the same company
is used for the control of the PEA. The nano-drive has a control panel with input and sensor
ports, used to input the drive voltage to the PEA and output the displacement sensor signal of
the PEA, respectively. The drive signal generated by the adaptive MPC algorithm is sent to the




















Figure 3.2 Model Order estimation Using kalman filter
computer. The same system was used to receive the displacement sensor signal and send it to the
computer. The adaptive MPC controller is designed using MATLAB/Simulink (MathWorks, Inc.).
The experimental setup can be seen in Fig. 3.1.
3.4.2 Implementation
The block diagram of the control along with the PEA system can be seen in Fig. 3.3. The
output and input of the PEA system are sent to the model estimator block at each time step. The
input/output data was then used to estimate the state-space model of the system at each time
step. For the model estimation block, the fixed parameters are model orders using which we can
estimate a linear system model that best represents the actual PEA system dynamics around the
operating point.
To get the optimal model order the entire experimental setup without the control Fig. 3.2 has



















estimated output which was then compared to the actual system output to get the required order.
Specifically, different lower model orders were used, and the resultant models were converted to the
state-space formulation as per the earlier model conversion analysis. Next, a Kalman estimator was
used on the resultant state-space models to estimate the optimal output. The resultant estimated
outputs are compared with the actual PEA system output to get the root mean square error (erms)






where en and M are the n
th time-step estimation error and total number of time-steps, respectively.
Now the obtained model order is used to control the PEA system to track a reference signal.
Specifically as can be seen in Fig. 3.3 at each time step (operating point) input/output to the
PEA system are sent to the model estimator then the estimated model parameters i.e., state
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Table 3.1 RMS(%) estimation error
Model-Order [4,4,0] [3,3,0] [2,2,0] [1,1,0]
erms(%) 0.58 0.79 0.86 4.64














0Actual Output Estimated Output
Figure 3.4 Estimation results using Kalman Filter for 0-300 Hz whitenoise input.
matrices A,B,C,D are sent to the Kalman estimator to optimally estimate the system states at
that operating point. Later the estimated states along with the estimated model parameters and
references are sent to the MPC block to generate a control input according to the optimization law
discussed in the earlier theoretical analysis of MPC. The control input is then sent to the PEA
system. This entire process is repeated at each time step.
A combination of step and chirp signal was used as a reference and tracking control was per-
formed as discussed above. The data was saved offline to calculate the tracking performance of
the control algorithm proposed. The tracking performance was calculated using root mean squared
error given by the Eq. 3.17.
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Table 3.2 RMS(%) tracking error
Control Adaptive MPC PID
erms(%) 1.81 2.76

















Figure 3.5 Reference tracking results of adaptive MPC.
As can be seen, the erms is within 2% of the amplitude of the chirp signal and the control
performance stays optimal across different profiles of the system. This means that the proposed
controller once built can be used optimally control signals with wide frequency profiles.
Results show that the tracking performance can be significantly improved using the proposed
adaptive MPC over linear MPC for a PEA system. That means for a strongly nonlinear system the
proposed idea can be used to optimally control the system while still retaining the mathematical
simplicity of a linear MPC algorithm. Since the linear models are estimated at each operating
point during run-time there won’t be any modeling bias, which may be the case if a data-driven
nonlinear model is constructed for the PEA system.
3.5 Conclusion
We have developed an adaptive MPC controller for the control task of high precision trajectory
tracking of a nanopositioning PEA. Our experiments show that if the system is sampled fast enough
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(10 kHz in our case) the linear model obtained from runtime input/output data can indeed be used
to get optimal performance from the MPC controller. Consequently, the linear models obtained
describes the dynamic behavior of a PEA (including nonlinear behavior) around each operating
point. In conclusion for high sampling frequencies, adaptive MPC performs well in high precision
control to compensate for inherent nonlinearities.
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CHAPTER 4. FUTURE WORK SUMMARY AND DISCUSSION
In this chapter we briefly summary of the research and its consequences are provided, this
chapter also gives a brief overview of the future scope of the research.
4.1 SUMMARY AND DISCUSSION
4.1.1 Iterative Learning Control Inspired Data-Driven Cascade Control for Nanopo-
sitioning
In the proposed cascade control scheme in 2, the initial controller used here is MPC. There are
a lot of advantages of using MPC. But MPC’s main disadvantage, which is also the case for most
of the optimal control techniques, is that it is heavily model-dependent. As it is a well-recognized
that it is impossible to get a 100 % accurate model for most physical systems, especially when there
are nonlinearities in the dynamics such as in PEA’s, it is quite challenging for a model-dependent
technique to reach the desired control performance when the control bandwidth is high. That is
where the cascaded ILC or our model comes in to further improve the tracking of MPC. What
this means physically is that both the ILC and our data-driven black-box are trying to capture
and compensate for the uncertainties and nonlinearities that the MPC system model for the PEA
system failed to capture.
Our experimental results in 2 show that although there is a decrease in error, it is still not
zero which is practically impossible. But this leaves scope for future work to further improve the
performance. In our case, we have used a linear model to replace the ILC part which was only 60-
70 percent accurate. The reason for using a linear model is that it is computationally inexpensive
and easier to build. And the reason the linear model of ILC is only 60 percent accurate and not
more maybe because most of the linear dynamics are already captured and compensated by MPC.
After the MPC what is left are the unmodeled dynamics, especially nonlinear ones. So, if we want
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to capture more than 90 percent of the ILC component we must consider nonlinear data-driven
models. With the increasingly powerful computers available for less cost it is becoming easier and
easier to built simple machine learning neural network models. So, our future scope is to use
nonlinear machine learning models instead of linear models in the black box to replace the ILC
part.
Our experiments in 2 show that it is possible to replace offline ILC with data-driven online
control while maintaining the control accuracy. What this means is that for any controlled system
whether the initial control is simple classical control like PID or more modern control using machine
learning, if we can further improve the performance using cascade ILC, it is possible to build a
data-driven online controller which retains the performance improvement brought by the ILC but
can be used in real-time.
One application of this idea is AFM imaging. In cases of AFM indentation or imaging, it is
quite hard to get contact dynamic equations. Thus instead of using a lot of data to model the
surface dynamics and then use that model in conjunction with our system model for control, we
can directly built a controller (i.e., the black box) to compensate for the contact dynamics between
the AFM probe and the sample using IL-MPC data. So, the internal MPC will compensate for
most of the AFM system dynamics (mostly PEAs) and the external ILC inspired controller will
compensate for the contact dynamics.
4.1.1.1 Future scope
Because of the recent emergence of machine learning and deep learning as the next big thing
of science, ground breaking research has been going on to develop accurate neural network based
nonlinear models for the nanopositioning PEA and then use nonlinear MPC for control. One of
our major idea for the future is to obtain a good data set to directly build a neural network based
nonlinear controller for the piezo-stage without having to model it first.
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4.1.2 Adaptive Model Predictive control of Nanopositioning PiezoState
In adaptive MPC, the linear-MPC control algorithm was used to solve the optimization prob-
lem. Although there are a lot of advantages in using linear-MPC, as it is a model dependent
technique the control performance depends highly on the system model. It is difficult to design
a nonlinear model for PEA’s whose inherent nonlinearities are creep and hysteresis, developing a
nonlinear optimization problem and solving it in real-time further adds to the difficulty. Hence
it is quite challenging to obtain optimal control performance for high control bandwidth from a
model dependent technique. Our experiments show that this disadvantage can be overcome using
adaptive model dependent techniques (In our case, adaptive MPC). Specifically, our experiments
in 3 show that by using adaptive control techniques, it is possible to retain the advantage of using
linear control algorithms (ease of designing and implementation) and achieve optimal control of
strongly nonlinear systems.
Traditionally adaptive control is achieved by linearizing the nonlinear state equations around an
operating point and then using the resultant linear model for the control at that operating point.
However, this assumes the existence of closed form nonlinear mathematical expression for the state
change. It is indeed possible to find nonlinear state equation from theory of the internal dynamics
of a system for simple nonlinearities. However, for systems like a PEA which have complex inherent
nonlinearities like creep and hysteresis, it is quite difficult to build an accurate model with closed
form nonlinear expressions which can be linearized. So instead of using theory or data to build a
nonlinear model and then adaptively linearize it, in our experiments we have shown that optimal
control performance can be achieve in adaptive MPC control by using linear models obtained from
real-time input/output data.
It is evidently difficult to directly build a state-space model in real time. The difficulty arises
because when solving for state matrices, an infinite history of input/output data (large data-set) is
assumed ( whether we are using spectral analysis or some other methods), however, during runtime
we only have access to finite history of the data. There is no such disadvantage for ARX models,
for which there are well developed algorithms to form accurate ARX models with finite history
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of data. Earlier it was shown that it is mathematically possible to convert an ARX model to
equivalent state-space models. Our experiments show that the linear models obtained in this way
describe the dynamic behavior of the system well (around the operating point). Specifically, by
using an adaptive Kalman filter to estimate the states of the system at a given operating point and
using those states and the obtained linear model for that operating point, linear MPC can achieve
optimal control performance.
4.1.2.1 Future scope
As discussed in 3, although mathematically difficult, it is possible to achieve optimal control
by forming nonlinear models of the system and solving for nonlinear optimization problem. To
that end, significant efforts are being made to develop nonlinear Neural Network (NN) models for
the PEA Xie and Ren (2019b). Although nonlinear NN’s give accurate models of the system they
provide little information about the internal dynamics of the system. Whereas there is abundant
literature which can be used to understand the internal dynamics of a system from its state-space
formulation. Since our method provides state-space models at each operating point, by analyzing
the state matrices and how they evolve (change), we can develop a comprehensive understanding
of its internal dynamics. By modelling the evolution of these linear parameters using NN we can
form an accurate nonlinear NN model that also encodes how the internal dynamics change.
4.2 References
Xie, S. and Ren, J. (2019). Recurrent-neural-network-based predictive control of piezo actuators
for trajectory tracking. IEEE/ASME Transactions on Mechatronics.
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APPENDIX A. SIMULINK MODELS
Figure A.1 IL-MPC control scheme
50
Figure A.2 Blackbox MPC.control scheme
Figure A.3 Adaptive MPC control scheme
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Figure A.4 AdaptiveMpc subsystem
Figure A.5 Model and state estimation subsystem.
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APPENDIX B. MATLAB CODE
All the important Matlab code utilized in the research can be found in this chapter.
Iterative Learning Control Inspired Data-Driven Cascade Control for
Nanopositioning
In this section the Matlab code used for the project discussed in chapter 2 is provided
B.0.1 State-space identification: ERA/OKID
Matlab code used for data-driven system identification using ERA in conjunction with OKID
is given here
% % % % % % % % %
ord=10;
Ts=1/10000;
yRandom=Out ’ ; % Vector o f output data
uRandom=In ’ ; % Vector o f input data
numInputs=1;
numOutputs=1;
[H,M] = OKID(yRandom , uRandom , ord ) ; % computer Hankel matrix us ing OKID
mco = f l o o r ( ( l ength (H)−1)/2) ;
[ Ar , Br , Cr , Dr ] = ERA(H,mco ,mco , numInputs , numOutputs , ord ) ;
sys = s s (Ar , Br , Cr , Dr , Ts ) ;
sysD=ss (Ar , Br , Cr , 0 , Ts ) ;
f i gu r e , bode ( sys ) ;
e i = abs ( e i g ( sys .A) )
hold on , bode ( sysD ) ;
f unc t i on [ Ar , Br , Cr , Dr ] = ERA(YY,m, n , nin , nout , r )
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% ERA(Hankel matrix ,m, n , no . o f inputs , no . o f outputs , reduced model order )
f o r i =1:nout
f o r j =1: nin
Dr( i , j ) = YY( i , j , 1 ) ;
Y( i , j , : ) = YY( i , j , 2 : end ) ;
end
end
a s s e r t ( l ength (Y( : , 1 , 1 ) )==nout ) ;
a s s e r t ( l ength (Y( 1 , : , 1 ) )==nin ) ;
a s s e r t ( l ength (Y( 1 , 1 , : ) )>=m+n) ; % m, n dimensions o f Hankel matrix
f o r i =1:m
f o r j =1:n
f o r Q=1:nout
f o r P=1: nin
H( nout∗ i−nout+Q, nin ∗ j−nin+P) = Y(Q,P, i+j−1) ;





[U, S ,V] = svd (H, ’ econ ’ ) ;
Sigma = S ( 1 : r , 1 : r ) ;
Ur = U( : , 1 : r ) ;
Vr = V( : , 1 : r ) ;
Ar = Sigmaˆ(− .5)∗Ur ’∗H2∗Vr∗Sigmaˆ(− .5) ;
Br = Sigmaˆ(− .5)∗Ur ’∗H( : , 1 : nin ) ;
Cr = H( 1 : nout , : ) ∗Vr∗Sigmaˆ(− .5) ;
end
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f unc t i on [H,M] = OKID(y , u , r )
% Steve Brunton , November 2010
% OKID code , based on 1991 NASA TM−104069 by Juang , Phan , Horta and Longman
% inputs : y ( sampled output ) , u ( sampled input ) , r ( e f f e c t i v e system order )
% outputs : H (Markov parameters ) , M ( Observer gain )
% lowercase u , y i nd i c a t e sampled data
% double uppercase UU, YY ind i c a t e bold−f aced quan t i t i e s in paper
% s i n g l e uppercase U, Y i nd i c a t e s c r i p t qu an t i t i e s in paper
% Step 0 , check shapes o f y , u
yshape = s i z e ( y ) ;
q = yshape (1 ) ; % q i s the number o f outputs
l = yshape (2 ) ; % L i s the number o f output samples
ushape = s i z e (u) ;
m = ushape (1 ) ; % m i s the number o f inputs
lu = ushape (2 ) ; % Lu i the number o f input samples
a s s e r t ( l==lu ) ; % L and Lu need to be the same length
% Step 1 , choose p (4 or 5 t imes e f f e c t i v e system order )
p = r ∗5 ;
% Step 2 , form data matr i ce s y and V as shown in Eq . (7 ) , s o l v e f o r obse rve r Markov
parameters , Ybar
V = ze ro s (m + (m+q) ∗p , l ) ;
f o r i =1: l
V( 1 :m, i ) = u ( 1 :m, i ) ;
end
f o r i =2:p+1
f o r j =1: l+1− i
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vtemp = [ u ( : , j ) ; y ( : , j ) ] ;
V(m+(i −2)∗(m+q)+1:m+(i −1)∗(m+q) , i+j−1) = vtemp ;
% V( ( i −1)∗(m+q) : i ∗(m+q)−1, i+j−1) = vtemp ;
end
end
Ybar = y∗pinv (V, 1 . e−3) ;
% Step 3 , i s o l a t e system Markov parameters H, and obse rver gain M
D = Ybar ( : , 1 :m) ; % feed−through term ( or D matrix ) i s the f i r s t term
f o r i =1:p
Ybar1 ( 1 : q , 1 :m, i ) = Ybar ( : ,m+1+(m+q) ∗( i −1) :m+(m+q) ∗( i −1)+m) ;
Ybar2 ( 1 : q , 1 :m, i ) = Ybar ( : ,m+1+(m+q) ∗( i −1)+m:m+(m+q) ∗ i ) ;
end
Y( : , : , 1 ) = Ybar1 ( : , : , 1 ) + Ybar2 ( : , : , 1 ) ∗D;
f o r k=2:p
Y( : , : , k ) = Ybar1 ( : , : , k ) + Ybar2 ( : , : , k ) ∗D;
f o r i =1:k−1
Y( : , : , k ) = Y( : , : , k ) + Ybar2 ( : , : , i ) ∗Y( : , : , k−i ) ;
end
end
% H = D;
H( : , : , 1 ) = D;
f o r k=2:p+1
H( : , : , k ) = Y( : , : , k−1) ;
end
% H = Ybar ;
M = 0 ; % not computed yet !
end
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B.0.2 P-type Iterative learning offline processing code
Matlab code for p-type iterative learning scheme is provided in this section





Uf= f f t (Uk . s i g n a l s . va lue s ( 1 : end ) ) ;
e f=f f t ( ek . s i g n a l s . va lue s ( 1 : end ) ) ;
Uf1= Uf+(rho∗ e f ) ;
Ufk=i f f t (Uf1 ) ;
Ufk1 . s i g n a l s . va lue s ( 1 : end )=Ufk ;
Adaptive Model Predictive control of Nanopositioning PiezoState
In this section the Matlab code used for the project discussed in chapter 3 is provided
B.0.3 MPC
Matlab code for model predictive control algorithm for prediction horizon of 5 time-steps is given
in this section (control horizon is the same as prediction horizon in this case). For convenience,
zero modeling mismatch and estimation error were assumed.
% % % % % % % % %
func t i on u = MpcFcn1( xhat ,A,B,C, u , r e f )
n=5;
r =0.05;
D=[1 z e ro s (1 , n−1) ; d i f f ( eye (n) ) ] ;
L=[1; z e r o s (n−1 ,1) ] ;
G=[C∗A;C∗Aˆ2 ;C∗Aˆ3 ;C∗Aˆ4 ;C∗Aˆ5 ] ;
F=[C∗B;C∗A∗B;C∗(Aˆ2) ∗B;C∗(Aˆ3) ∗B;C∗(Aˆ4) ∗B ] ;
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z=ze ro s ( s i z e (C∗B) ) ;
H=[C∗B z z z z ;
C∗A∗B C∗B z z z ;
C∗(Aˆ2) ∗B C∗A∗B C∗B z z ;
C∗(Aˆ3) ∗B C∗(Aˆ2) ∗B C∗A∗B C∗B z ;
C∗(Aˆ4) ∗B C∗(Aˆ3) ∗B C∗(Aˆ2) ∗B C∗A∗B C∗B ] ;
LS=(H’∗H)+(r ∗(D’∗D) ) ;
RS=( re f ’∗H)+(( r ∗u) ∗(L ’∗D) )−(xhat ’ ∗ (G’∗H) ) ;
UT=RS/LS ;
u=UT(1) ;
end
