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provide simulations to show that this class of system is easily evolvable under sexual recombination or a 
mechanism of ‘symbiotic encapsulation’. Our simulations and analytic results help us to understand the 
fundamental differences in the adaptive capacities of these mechanisms, and the conditions under which 
they provide an adaptive advantage. These models exemplify how certain kinds of complex systems, 
considered unevolvable under normal accretive change, are, in principle, easily evolvable under 
compositional evolution. 
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about the dependencies between the problem variables being optimised. A dependency between variables 
occurs when the optimal setting for one variable is dependent on the setting of other variables. Table 1-1 
outlines three main classes of assumptions and the algorithm types that are appropriate for each of them. 
Starting with the leftmost column, when we have no knowledge of the nature or structure of 
interdependencies between the problem variables we might assume that the dependencies are arbitrarily 
difficult. Such dependencies create a random, and generally highly-rugged fitness surface, and the 
appropriate algorithmic paradigms for this class of problem are exhaustive search or random search. These 
methods have computational complexity that is exponential in the number of problem variables - that is, 
neither method uses any assumptions about the problem domain to guide or reduce the search necessary 
and therefore the expected time to find high-fitness configurations of variables is proportionate to the size 
of the entire search space.  
At the other extreme, addressing the rightmost column, we may in other cases hold different assumptions 
about the interdependencies of variables - in this case, that interdependencies between variables are weak 
or few. This creates a relatively smooth, and generally mono-modal fitness landscape, and the appropriate 
algorithmic paradigms are ‘greedy’ algorithms making incremental improvements, and the simple class of 
‘hill-climbing’ algorithms, climbing the local gradient in the fitness landscape. When the assumption of 
weak interdependencies between variables is correct, the expected time to find high-fitness configurations 
of variables is linear, that is, simply proportionate to the number of variables in the problem.  
These two cases  - on the one hand, arbitrary interdependencies and exponential time complexity, and on 
the other hand, weak interdependencies and linear time complexity - represent the naïve extremes of the 
possibilities that might occur in a problem domain. These extremes correspond closely to extreme positions 
prevalent in evolutionary thought: specifically, if one assumes that the interdependencies between 
components of a natural system are arbitrarily difficult and complex then it is inconceivable that that 
system may have been evolved, or at least, the size of complex systems of this type that can be achieved 
with ‘uninformed’ processes is limited; in contrast, if one assumes that the interdependencies between the 
components of a natural system are weak or few then such systems are easily explained by the normal 
accretive model of evolutionary change.   16 
These characteristics together tell us about whether there exists a path of monotonically increasing fitness 
from all configurations to the global optima, and more generally, the likelihood of finding such a path 
starting out from a random configuration. The supposed requirement of a ‘smooth path to the optimum’ 
typifies the normal understanding of evolvability, but our point is that this understanding of evolutionary 
difficulty is dependent on the assumption of accretive processes. 
Let us now examine these notions of evolutionary difficulty for the hierarchical modular interdependency 
system we described above. First, the difficult pairwise interdependency acting between all variables 
creates a highly rugged fitness landscape with an exponential number of local optima. Sub-optima are 
created when variables within a module have maximised their fitness dependencies but inter-module 
dependencies are unresolved. Global optima correspond to configurations where all dependencies, within 
and across modules, are maximised. In the example system we will use in our simulations, there are two 
equally fit global optima which correspond to the two mutually exclusive ways to maximise all 
interdependencies (which in turn derive from the two mutually exclusive ways to resolve the pairwise 
interactions (see “AB” and “ab” in Figure 1-4). Second, the number of variables that need to be changed in 
order to escape from one local optimum to the next best configuration increases as larger modules are 
optimised. It thus becomes increasingly difficult for an accretive mechanism to cross fitness saddles 
between local optima in this problem class. Third, high fitness configurations of this system appear to be 
irreducibly complex because any small change in such a configuration is catastrophically deleterious.  
An intuition for these properties of the system can be gained by examining a particular cross-section 
through the fitness landscape. In particular, a cross-section running from one global optimum to the other 
shown in Figure 5-2 indicates the large number of local optima, the separation of the two global optima 
shown at opposite extremes of the curve, and the width of fitness saddles in general. It also shows that the 
high fitness points are adjacent to low fitness points such that any small change in these configurations is 
catastrophically deleterious.    21 
where one entity is fitter than another in all environments we may assume that the former will 
competitively exclude the latter. We model this explicitly in SEAM by retaining multi-dimensional 
measures of fitness coming from the performance of a specialist in different contexts, and applying 
selection conservatively using the dominance criterion. This provides an abstract form of automatic niching 
selection in an ecosystem of different species and replaces the normal single-dimensional fitness selection 
familiar in single-species models. 
SEAM is able to properly identify and optimise the modules in this class of problem automatically and 
assemble them together to find larger modules repeatedly. It is thus able to quickly and reliably find 
globally optimal configurations of the problem variables in this class of hierarchical modular 
interdependency systems. We prove that if the discovery of conflicting module configurations does not 
become too unbalanced, the expected time to find globally optimal configurations in this class of system 
using SEAM is polynomial in N. The behaviour of SEAM is entirely insensitive to the ordering of genes on 
the chromosome. Thus we show that the algorithmic advantage of compositional mechanisms in this class 
of problem is not dependent on assumptions of favourable gene ordering.  
In summary, the abstract models of sexual recombination and symbiotic encapsulation illustrate sufficient 
sets of conditions under which the adaptive capacity of compositional mechanisms is fundamentally 
different from that of accretive mechanisms. Specifically, we show that these mechanisms are able to 
exploit modular interdependency structure and provide efficient adaptation in cases where accretive 
mechanisms are not able to do so. The models that we use illustrate that the adaptive potential of sexual 
crossover is sensitive to gene ordering on the chromosome, but this is not a principled limitation of 
compositional mechanisms since a model based on symbiotic encapsulation is insensitive to gene ordering.  
Simulation results from these models and algebraic analysis provide an existence proof for the thesis claim 
- i.e. 
Certain kinds of complex systems, considered unevolvable under normal accretive change, are, in 
principle and under certain circumstances, easily evolvable under compositional mechanisms.   64 
crossover degenerates to the mutational neighbourhood) then taking an average of the fitnesses for the 
members of the population loses a lot of information. And besides, it is not clear that this appropriately 
describes the gradient that a population would follow. 
Another possibility is to consider the neighbourhood between pairs of individuals (Jones 1995, Gitchoff &. 
Wagner 1996). Again, it is not clear what the fitness of a pair is or whether the movement of a population 
can be understood from the neighbourhood of pairs to one another under crossover. However, in restricted 
circumstances, this approach can be very useful (6.6.3).  
In the meantime, we conclude that the notion of a fitness landscape does not easily accommodate variation 
operators that are population-sensitive such as sexual crossover.
13 However, we feel that the spatial intuition 
behind fitness landscapes is too powerful to discard completely. One partial resolution is as follows. We 
suggest that the mutational neighbourhood metric provides a natural default metric for the fitness 
landscape. In the neighbourhood defined by this metric, variations under crossover are seen as jumps. Thus 
the movement of the population mean cannot be described by local hill-climbing. However, the landscape 
still has some useful intuitions. For example, the size of the jump enabled by a crossover event is 
proportional to the polymorphism between the two parents. That is, by the introduction of new genetic 
material from Parent-2, the offspring of Parent-1 may be distant from Parent-1.
14 Also, we can see that since 
crossover cannot introduce alleles that are not already present in one parent or the other, the offspring of a 
crossover event must lie somewhere in the hypervolume whose opposite corners are defined by the parents. 
Accordingly, we suggest that the fitness landscape defined by the mutational distance metric is still useful 
in intuiting the action of crossover in some respects.  
Additionally, our intent in this thesis is in large part to compare the operation of mutation and 
recombination and accordingly it will be useful to use the fitness landscape based on the mutational 
neighbourhood metric as one of those that we examine in detail.  
                                                            
13  Although, in some of our analysis of recombination (see 6.5) we will consider properties (such as the 
absence of local optima) of the fitness landscape defined by the recombinative neighbourhood metric by 
using ‘invariants’ of the population. 
14  We find it useful to imagine the crossover operation on a pair of strings, C(A,B), as a ‘curried’ function 
on one string, C_A(B), describing the transformations that may occur between B and its offspring 
produced by ‘crossing with A’. (see discussion of multiple inheritance and single parent inheritance in 
Section 2.5.1).   73 
subsequent migration of the superior variants to other demes permits the whole population to shift to the 
superior peak. Alternatively, a few demes may each discover different high fitness adaptive peaks, and the 
mating of migrants from these sub-types may result in a superior integration of their characteristics. 
Wright thus compares two possibilities for the ‘progress’ of evolution: a) selection among mutations, b) 
selection among ‘interaction systems’. In a large panmictic polymorphic population “combinations [of 
alleles] are broken-up too rapidly to permit effective selection among interaction systems (unless the loci 
are so closely linked that alleles at different loci behave almost as if alleles of each other).” And thus 
selection is “restricted to the net effects of alleles” (Wright 1977, p.470). Accordingly, in the panmictic 
case, “progress of mass selection under a constant set of conditions is limited by the extremely rare 
occurrence of novel favourable mutations.”  
But, although a favourable mutation might be rare, “The fixation of a gene by mass selection tends, 
however, to be followed by a succession of favourable modifiers that build up a favourable interaction 
system”. So, Wright suggests that finding fit combinations of alleles, ‘interaction systems’, (together with 
the occasional new mutation) is more likely than the occurrence of mutations whose net effect is positive. 
Then, since a panmictic population provides no means to select among interaction systems, Wright 
employs the notions of sub-division and drift to enable localized adaptation where each deme can discover 
and focus on a different interaction system. Thus Wright states that “inferior interaction systems are 
replaced by superior ones” if a population is “divided into small populations, sufficiently isolated to permit 
wide stochastic deviations in numerous loci but not so isolated as to prevent excess diffusion from those 
centers that happen to have acquired the most adaptive interaction systems…” (p. 471). 
In SBT we see some important features that will appear in our own models: 
· Selection on interaction systems (modules) 
· Semi-independent, parallel adaptation of many subsets of genetic material. (An emphasis on 
diversity.)   81 
These assumptions restrict the kind of dynamics that may occur. In particular, starting with the assumptions 
that we are modelling the adaptation of a single species in a single niche. That is, all individuals in the 
population are candidate solutions for the same problem. This has several important consequences: First, all 
individuals are in a competitive relationship - superior solutions are promoted by competitively excluding 
inferior solutions from the population. In the absence of any additional measures to the contrary, this 
introduces an inherent pressure for the population to converge to a single type - around the current best 
solution. Second, it is therefore not possible that some subset of the population may diversify into a 
different niche and coexist without competing with the remainder of the population. Third, it follows that 
there is no possibility for different types to specialise diversely in parallel, or coexist, let alone enter into 
collective behaviours or cooperative relationships. Although there are a few exceptions and qualifications 
(e.g. fitness sharing and cooperative coevolution) that we will detail later, these limitations are true of the 
basic Simple GA and underlie the assumptions of EAs in general. 
Some assumptions in the basic EA framework include: 
· The model is based on the adaptation of a single population in a fixed niche. i.e. all individuals are 
assessed with respect to the same criteria - the same fitness function. 
· Every individual has an identifiable fitness (objective performance metric) and all individuals can 
be ranked in this single dimension of quality. 
· The only type of dynamic between variants is competitive exclusion. i.e. all individuals are in the 
same niche and compete to be members of the next generation.  
· There is no change in the mechanisms of selection, variation, reproduction, or evaluation over 
evolutionary time.  
·  (At least in versions without crossover), the unit of selection, the individual, is considered to be 
unambiguous. i.e. parts do not reproduce without wholes, and wholes do not reproduce in groups. 
   95 
vary in the number of specialist species required. Potter also explicitly uses the idea of restricting 
competition to act only between specialists of the same type – specialists of different types cannot 
competitively exclude one another because they are held in different populations. 
However, the ‘specialisation’ demonstrated in the ‘string covering problem’ (Potter & De Jong 2000) is of 
a particular type. Specifically, a collection of individuals are each evaluated against a test string and the 
best one is used. This means that if some other member of the collection contradicts the specifications 
required for the test case then it does not affect the fitness of the group. In a straightforward function 
optimisation scenario this is not the case – the collection of specialists must internally resolve what single 
value will be used for each parameter. In short, this example does not show automatic discovery of the 
roles of specialists in a way that we can use. The way that specialists are used in some other examples of 
the method is quite different and more appropriate for our purposes – specifically, each specialist covers an 
explicit subset of the problem parameters. However, there is no automatic method to determine which 
subset should be covered in Cooperative Coevolution.   
Also, there is no notion in Cooperative Coevolution of assembling specialists together in a hierarchical 
fashion. Representatives of specialists species are evaluated together in a group but a successful group is 
never encapsulated so that we can form meta groups. This means that if there are two alternate ways to be a 
particular kind of specialist and one kind works well in some contexts and the other kind works well in 
other contexts then there is no way to maintain both competing types in a way that respects the preferred 
contexts of each. Rather there is only one group that can be reliably maintained – the group formed by the 
representatives of each sub-species where each sub-species is converged. In short, alternate assemblies of 
specialists cannot be maintained and selected for, and the problem decomposition is necessarily only a 
single level of decomposition. 
In summary, Cooperative Coevolution does not have a composition operator or a way of assembling 
specialists into composites recursively; also Potter does not provide a formal description of the class of 
problems for which Cooperative Coevolution is well suited.  However, this work explicitly uses the notion 
of divide and conquer problem decomposition in many different substrates including string-based function 
optimisation, the notion that competition should occur between specialists within a type, and specialists 
across types should be allowed to coexist and collectively cover the problem domain.    103 
should also be noted that genetic linkage based on gene ordering on linear chromosomes cannot in principle 
represent epistatic dependencies that cannot be linearised. 
Unfortunately, the notions of epistatic dependency and genetic linkage are sometimes conflated. For 
example, the term ‘linkage learning’ is a case in point. Linkage learning in some cases (e.g. Harik 1997) 
refers to the process of discovering and representing the epistatic dependency of variables in a problem by 
moving them around so that they are next to each other on the chromosome. In other cases, e.g. Kargupta 
1997, linkage learning was used to mean simply the discovery and representation of epistatic dependency 
by whatever means, and not necessarily by the use of rearranging genetic linkage. More recently, explicit 
probabilistic models of epistatic dependencies between genes have been based on Bayesian nets (see 6.4.4).  
A different method proposed to overcome the weaknesses of crossover is the use of ‘crossover masks’ - 
additional binary vectors, specified along with each chromosome - that specify which bits of the 
chromosome should travel together in a crossover event (Louis & Rawlins 1991). Other methods use a real-
valued vector that represents the probability that each bit will be transferred to the offspring. In these 
methods there are various methods required to regulate how the values in the mask vectors are updated (e.g. 
see Vekaria & Clack 1998). 
Similar to the notion of crossover masks, is the use of ‘partially specified representations’. That is, methods 
where each individual may represent a variable number of genes and may therefore leave some alleles for 
some genes unspecified. The Messy GA combines the use of partial specifications with moving-locus 
representations (Goldberg 1989). Previous work has discussed the relationship between the use of partial 
specifications and moving-locus representations, and the other properties of the Messy GA (Watson & 
Pollack 1999c).  
One useful interpretation of the use of partial specification is that whereas under regular crossover it is 
problematic to determine which subset of genes in each parent should be inherited in the offspring, when 
combining together partially specified individuals the individuals themselves are already explicitly 
representing the desirable subset of genes.   127 
However, using separable
21 modules that can be solved independently of one another in this manner is a 
mistake when trying to define scalable problems that distinguish the ability of accretive and compositional 
mechanisms. This is because when each module is independent of the others there is no need to manipulate 
modules as wholes since there are no dependencies between modules that need to be resolved. In fact, if an 
adaptive mechanism is capable of discovering fit configurations for modules of sufficient size, then fit 
configurations for all modules may be accreted serially. The inadequacy of separable modules for our 
purposes will become clearer when we have defined an alternative for comparison. For now, suffice to say 
that only when there is some form of inter-module dependency is there a need to manipulate modules as 
units and a corresponding advantage to compositional mechanisms. However, it is not at first obvious how 
a module might be identifiable and usefully manipulated as a whole if it has non-trivial dependencies with 
variables in other modules. 
What forms might dependencies between two modules take? If the modules are separable then, regardless 
of the interactions within a module, the optimal configuration for one of the modules as a whole is 
independent of the configuration of the other module. If we do not want the modules to be separable then it 
should be the case that the optimal configuration for one module should depend on the configuration of the 
other module and vice versa. But if every configuration of one module defines a different preference for the 
configuration of the other module then the modules would have no reasonable meaning—there would be no 
progress that could be made in identifying fit configurations of a module that is independent of context. 
This is, we suggest, a paradox that has prevented the prior formulation of clear problem structures that are 
amenable to compositional mechanisms and hard for accretive mechanisms, and the lack of clarity here has 
caused considerable confusion in the issues around the utility of operators like crossover. 
However, there is plenty of middle ground between the notion of a system that is not decomposable in any 
sense and one which has separable modules. In the discussion of pairwise interactions above, it is clear that 
a difficult interdependency is created when the preferred state for one variable is dependent on the state of 
the other and vice versa. When two variables are each separable from one another the preferred state for 
each variable is independent of the state of the other. When we are discussing only a pair of variables the 
                                                            
21  We will define separability more rigorously shortly.   148 
but since there is only one best-solution for each block (regardless of the context of other blocks, i.e. |M|=1, 
see 4.3.1), there is no need to search combinations of blocks to find the solution to the whole problem. In 
contrast, the blocks in HIFF have significant inter-module dependencies creating a problem that is 
hierarchically consistent (Watson & Pollack 1999a). Thus, having found the solution to the first level of 
blocks, an algorithm must subsequently search combinations of blocks at the next level, and so on. In HIFF, 
an algorithm that can manipulate and recombine building blocks is valuable, but in the previous building 
block problems this capacity is not required (hence Royal Roads and concatenated trap functions can be 
solved by a ‘macro-mutation hill climber’, Jones 1995). 
As indicated earlier, the main differences between NKC landscapes are threefold: 
1. All NK models use random epistatic interactions between variables - but not all types of epistatic 
interactions are difficult for accretive methods. 
HIFF uses a specific, and difficult, kind of epistatic dependency that enables us to control what the 
consequences of these dependencies are in terms of local optima, and the width of fitness-saddles 
(see 4.2.1).  
2. The interdependency between modules in NKC is not a proper scaling-up of the interdependency 
between the primitive variables. Both are implemented in terms of pairwise interactions between 
the primitive variables, and since the epistatic dependencies are random, there is no means to 
regulate whether the aggregate effect of many inter-module dependencies act in unison to create 
large fitness saddles, or ‘average-out’ and degenerate into a random landscape. 
In contrast, HIFF is hierarchically consistent; the epistatic fitness effects between modules are a 
function of the solution states of modules. 
3. NKC models exhibit a single-level of clustered dependencies, or equivalently, a two-level 
hierarchy.  
In HIFF, we can test the effect of repeated compositional operations since HIFF is scalable over 
many hierarchical levels.   160 
global optimum results in a decrease in fitness of N+N/2+N/4+N/8+…+4+2=2N-2. Let us look at this 
decrease in fitness in comparison to the range of fitnesses in HIFF, and then compare the change in fitness 
to the size of the genetic change that produced it.  
The minimum fitness value in HIFF is: N  - e.g. coming from the string 010101… 
The maximum fitness value in HIFF is: N(log2N+1)  - e.g. the fitness of the string 00000… which 
has all modules at all levels correct is 
N+2(N/2)+4(N/4)+…+N(N/N)= 
N(log2N+1). 
Thus the range of fitness values in HIFF is: N(log2N+1)-N= Nlog2N. 
The ratio of the change in fitness from any (or the best) single-point mutation from a global 
optimum in HIFF is therefore: (2N-2)/ Nlog2N » 2/log2N.
 32  We will call this the ‘relative change 
in fitness’.  
The ratio of the change in genotype from a single-point mutation to the size of the genotype is: 
1/N. We will call this the ‘relative change in genotype’. 
So, the relative change in fitness caused by a one-point mutation from a global optimum (or any 
fully-correct module), 2/log2N, is very much larger than the relative change in genotype, 1/N, for 
large N. 
So, a small change from a high fitness point in HIFF ‘breaks’ at least one module of all sizes, and by the 
above criteria, is significantly deleterious. Thus we might conclude that by Behe’s criteria, a high-fitness 
point in HIFF is irreducibly complex. However, as we indicated in 2.4.1, a system that ceases to function 
under any small change is not necessarily unevolvable. And under a more general notion of reducibility, 
HIFF is reducible - i.e. although it is not into small parts, it is reducible into large parts. That is, there is a 
large change we can make to the system that does not break a module at every level and causes only half 
the fitness decrease. Specifically, substituting one N/2 sized block for another might break the top-level 
fitness contributions of the system, but it is still composed of two independently viable halves. More to the 
                                                            
32  This is on the order of 1/H, where H is the number of hierarchical levels in the system.   167 
· The width of fitness saddles is a function of N, i.e. fitness saddles of all sizes up to N/2 exist 
in the landscape. Therefore, no constant mutation radius is sufficient to solve HIFF in 
general. 
· High-fitness configurations of the system appear to be irreducibly complex - i.e. any small 
change is catastrophically deleterious. 
· There is no path of small changes conferring monotonically increasing fitness that 
approaches the optima in the landscape. 
Accordingly, HIFF satisfies all these criteria of evolutionary difficulty. 
A simple analytic examination shows that a mutation based algorithm cannot be guaranteed to succeed in 
time less than exponential in N. This also holds for any algorithm using undirected exploration such as 
genetic drift (from stochastic sampling error), or neutral walks in redundant encodings. In other words, 
algorithms of single inheritance and arbitrary exploration cannot, by reasonable definitions, solve HIFF in 
less than exponential time. 
Simulations of a simple mutational algorithm, RMHC, illustrate the performance of mutational mechanisms 
on HIFF. In the next 2 chapters we will investigate the operation of sexual recombination and symbiotic 
encapsulation on HIFF.   169 
will find that with the use of HIFF we can clearly illustrate when this process is possible and when it will 
fail. In particular, we will find that appropriate diversity and appropriate gene ordering and strong genetic 
linkage are required for effective recombination. 
We will explore some different varieties of the GA that vary in the respects of the selection scheme and the 
variation operators. These different selection schemes will affect the diversity of the population: the basic 
form models a single panmictic (freely mixed) population; the more sophisticated form models a particular 
kind of population sub-division based on removing competition between dissimilar types. The variation 
mechanism of interest in this chapter is sexual recombination. Different assumptions about the 
recombination mechanism have different effects on genetic linkage. In particular, if we assume that linkage 
is weak (crossover points are numerous) then subsets of genes cannot be exchanged between individuals as 
wholes, i.e. no particular subsets of genes from a parent are more likely to appear in the offspring than any 
other subset. And even if linkage is strong, the appropriateness of exchanging gene subsets between 
individual depends on the correspondence between gene ordering (proximity on the chromosome) and 
epistatic dependency. In other words, weak linkage and/or poorly organised linkage are problematic for 
crossover. 
We find that a population with appropriate mechanisms to support diversity, and appropriate assumptions 
about genetic linkage, is able to solve HIFF easily. This demonstrates that under these circumstances, an 
evolving population with sexual recombination can compose together modules to find successively larger 
subsystems of genes, and eventually find the globally optimal configurations for the genes, in this case. It is 
thus our first example of a compositional mechanism. We provide some analysis, based on simplified 
conditions, that shows an expected time to solution that is polynomial in the size of the system.  
However, these experiments equally show that there are conditions under which sexual recombination 
performs no better than mutation on this problem class. We can see that a single freely mixed population, 
or a recombination mechanism with weak linkage, or a linkage arrangement that does not correspond with 
epistatic dependencies, will each cause the compositional process to fail. In these cases the adaptation of 
individuals in the population is accretive—at best, only able to discover more fit configurations when they 
are available via small incremental changes. Accordingly, we see that the effect of sexual recombination 
can be either accretive or compositional depending on circumstances and assumptions.   177 
1970, Mahfoud 1995 p. 129). In this respect, DC is merely an implementational approximation to a 
model where individuals compete only with that other individual with whom they are most similar. 
So, with some open-mindedness, there are perhaps biologically plausible interpretations of this particular 
model. And more general biological models of population subdivision may have an equally advantageous 
affect on population diversity. However, the biological plausibility of deterministic crowding and the 
particulars of the deterministic crowding algorithm are not important for our purposes. We merely want to 
show that if appropriate diversity is maintained in the population, by whatever means, then crossover is 
able to assemble together modules effectively.  
A completely different diversity maintenance method, based on competition over shared resources, is also 
able to maintain diversity appropriately (Watson et al. 1998) - but the resource model uses more domain 
knowledge than the DC method used here.
41 Previous work in other domains indicated that, under certain 
conditions, competitive resource consumption in a continuous space of resources can result in 
diversification and cooperative displacement into complementary roles (Ebner et al. 2000).
42 
43 
The results of the deterministic crowding model (Figure 6-4 above), are shown below in Figure 6-5/Figure 
6-6. 
                                                            
41  The resource-based fitness-sharing model uses a resource for each module in the problem and depresses 
the value of solving a module in proportion to the number of individuals that already solve that module. 
See (Horn et al. 1994) for an example of resource-based fitness-sharing where each resource 
corresponds to a dimension in a multi-dimensional optimisation problem. 
42  This model turns out to be very similar to the idea of “resource utilisation functions” in a continuous 
space of resources (MacArthur 1968). Whereas, our previous work on fitness sharing in HIFF is more 
closely allied to a ‘niche as hypervolume’ model (Hutchinson 1965). 
43  I am particularly grateful to Martin Oates for investigating many different ‘restricted mating’ types of 
diversity maintenance for GAs on HIFF, and to Christopher Ronnewinkel who brought Deterministic 
Crowding to our attention in this effort.   187 
In Figure 6-11 we illustrate crossover between two individuals that each have one well-adapted module but 
the genes from these modules are distributed along the chromosome making their combination difficult. 
Conceivably, uniform crossover, or in this case 8-point crossover, could place crossover points in the exact 
positions that allow both modules to be transferred to one offspring. But in general, we need to allow an 
arbitrary number of crossover points and we already know (from Figure 6-10) that recombination without 
genetic linkage cannot combine two modules together with probability higher than randomly guessing the 
resolution of all disagreeing alleles. 
Accordingly, effective recombination of modules even in the presence of strong linkage also requires that 
genetic linkage correspond well with epistatic dependencies - i.e. epistatically dependent genes must be 
close together on the chromosome. We can test this reasoning by randomly re-ordering or shuffling the 
position of genes on the chromosome and repeating the previous experiments. There is no need to repeat 
the uniform crossover experiments since it is in all respects insensitive to the ordering of genes—so we just 
repeat the one-point crossover experiments. 
For the following experiments we use “Shuffled HIFF”. That is, for each run, a different random ordering 
of the genes is chosen. The modules in the problem therefore do not, in general, have any structural 
correlation with the position of genes on the chromosome (see Figure 6-12). Figure 6-13 and Figure 6-14 
show results for a GA with deterministic crowding, (as per Figure 6-4), but applied to “Shuffled HIFF” 
rather than HIFF.   191 
do not agree on the other 2 - e.g. 00001100 and 00000011. Then the probability of getting from this pair of 
strings to either global optima by uniform crossover is 1/2
d, where d=4 in this case is the # disagreements 
between parents.  However, the mutation probability is much lower because it requires that the good 
modules of all-0s are not changed whilst the incorrect modules are mutated as is necessary. Specifically, 
the best mutation rate to change half the bits and not change the other half is 100% mutation (assignment of 
a new random allele per locus). Thus, we see that the variation applied by uniform crossover then is much 
like that of 100% mutation only for the modules that disagree, but no mutation at all on modules where the 
parents already agree. In other words, variation from uniform crossover is focussed on modules where the 
population has not yet converged (making an interesting form of ‘convergence controlled variation’ - 
Eshelman et al. 1996). Since, in some circumstances, this is a reasonable heuristic for focussing mutation 
(Chen 1999) it may perform better than ordinary ‘un-focussed’ mutation. 
However, previous work has shown that the fact that all types of crossover preserve those parts of the 
chromosome where the parents agree is not sufficient to explain the success of one-point crossover on 
HIFF. It is in fact possible to use a crossover operator that deliberately disrupts all loci where the parents 
agree and applies one-point crossover on the parts that disagree. Since this still succeeds (Watson & 
Pollack 2000b), preserving similarity is not a required feature of a crossover operator in these 
circumstances. This also serves to illustrate that our selection schemes make traditional disruption analysis 
quite ineffective at predicting GA success under these conditions. 
Interestingly, this operator, does not require the use of deterministic crowding or other diversity 
maintenance techniques since the operator itself prevents the population from converging. It should be 
noted however, that this result, though it proves the desired point that preserving the agreeing loci of the 
parents is not required, is dependent on the properties of HIFF (specifically the fact that competing 
solutions to modules are the exact complement of one another). It therefore does not offer a general 
problem solving mechanism, and neither does it have a biological analogue. 
It should also be noted that although uniform crossover does better than regular mutation, the chances of 
innovation (i.e. the acquisition of a new module) by uniform crossover decrease exponentially as fitness 
saddles become wider, and jumps require changing more loci at once. In other words, uniform crossover is   198 
separable – the max-ones problem. However, Wright and Zhao (1999) provide an approach to analysis that, 
although directed at separable building block problems, can be adapted for our purposes. Their approach is 
to prove that there is always a way to improve fitness, and then to give a solution time based on the product 
of the length of the path to the solution, and the time for each step on the path. Here we extend this work to 
use the same approach for a non-separable problem. 
It can be quite straightforward to calculate an expected time to solution when there are no local optima in a 
problem – that is, when there is a path of monotonically increasing fitness from any point in the search 
space to the solution. In this case, the expected time is simply the product of the length of this path and the 
expected time for each step on the path. This is the approach that we will take in the following analyses. 
The interesting part will be to prove the existence of such a path under recombination despite the fact that 
there is no such path for a mutation based algorithm. Ordinarily, such a straightforward approach would be 
defeated because both the existence of a path, and the time for a step, are dependent on the state of the 
population when using recombination. However, to calculate an upper bound on the expected time it is 
sufficient to know certain properties, or invariants, of the population rather than its exact state. For 
example, Wright and Zhao (1999) provide an analysis of a recombinative algorithm on a separable building 
block problem by using the property of the algorithm that prevents alleles from being lost. Under these 
conditions (that we will detail shortly) there is always some recombination operation that will improve the 
fitness of the best individual in the population. 
Here we extend this idea to a non-separable building block problem i.e. HIFF. First, we analyse a 
‘recombinative hill-climber’ that applies crossover repeatedly to just two strings. This simplification 
provides appropriate invariants that enable us to prove that there is always some choice of crossover points 
that will improve fitness, and to give an expected time to find such an improvement. Accordingly, we are 
able to give an analytical time to solution on this problem. These analyses are possible because of particular 
regularities in the standard form of the problem; when these regularities are removed the recombinative 
hill-climber fails. Nevertheless, the principle of an algorithm that follows the recombination landscape is 
useful to us in less restricted cases. We show that a variant of the problem that is not solvable by the 
recombinative hill-climber is solvable by a true GA – that is, a GA using a population. Though our analysis   238 
the problem together. Although, as we can see in the figure, this is advantageous in the short term, the 
population is unable to find optimal configurations in the long term. 
We also see that the other control using random templates/contexts to test the stability of a join is also 
unsuccessful. In this experiment, joins between small individuals are not made unless they are correct 
because random templates are sufficient to distinguish sub-optimal associations. However, as modules 
become larger, random templates are insufficient to identify inter-module interdependencies correctly and 
sub-optimal associations result. Once again the individuals fill-up with sub-optimal associations, and the 
algorithm fails to find high-fitness configurations.  
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correct and compatible (i.e. both 0s blocks, or both 1s blocks) then B’+E forms a correct join. Similarly, 
since D is in the same partition as B’, D+E may or may not form a correct join.  
As stated, we are interested in the probability of finding a context where the presence of B causes a 
decrease in fitness. In HIFF, a change in fitness resulting from the superposition of a module on a context 
can occur either because of the independent fitness contribution of that module (if it is a correct block or 
contains correct blocks), or from the fitness dependencies between that module and other modules in the 
context. If B is a correct block then its independent fitness contribution cannot be lower than that of D. 
However, if B is incompatible with E, but D is compatible with E, then B will cause a fitness decrease. In 
other words, if D+E is a correct block, and B’ 
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8 f(A+c)>f(A+B+c). Thus the probability of 
revealing an incorrect join to be incorrect from a given context, c, is p 
:  q where q is the probability that c 
contains a correct block twice the size of B’ and located at the partition covered by B’ and its 
‘neighbouring’ block, E. In this case, D+E makes a correct block, and the superposition of B ‘breaks’ this 
block causing a fitness decrease. (Note that when A and B form a correct join, E is the same partition as A 
and thus D+E can only be a correct block when D=B’, thus D+E does not confer greater fitness than D+B’ 
and there can be no context where f(A+c)>f(A+B+c).) 
Note that when using random contexts, p is inversely related to the exponent of the size of the module B. 
But in SEAM contexts are built from other coevolving individuals. If all individuals in the population, 
including B, are correct modules of size k, and if the 0s kind of module and the 1s kind of module is 
equally represented in each partition, then the probability that a context built from this population will 
reveal an incorrect join to be incorrect is just the probability that the context will contain a correct module 
of size 2k in the B’+E partition that is incompatible with B’. This probability is independent of blocks in 
other partitions since the partitions of correct modules are non-overlapping. Thus p=1/4 in this case: i.e. 
there are four possible block combinations of size k that make candidate blocks of size 2k, only one of 
which is a correct size-2k blocks and incompatible with B’.  
Since the test is symmetric, i.e. we are looking for a context where f(A+c)>f(A+B+c), or f(B+c)>f(A+B+c), 
the number of contexts that need to be tested is limited by the size of whichever module is the smaller out 
of A or B. In general, the probability of a context assembled from other individuals revealing an incorrect 
join to be incorrect is p=1/2
(2K/k), where K is the size of the smaller of the two blocks in the proposed join,   262 
features of the more successful groups. In both cases, there is a mechanism of rapid non-heritable variation 
guiding a relatively slow, heritable variation mechanism.  
We know that one of the conditions for the Baldwin effect is that the space of variations available to these 
two mechanisms are in some sense correlated (Mayley 1996). If they are not, then the fact that the 
mechanism of non-heritable variation might discover a fit configuration does not provide a gradient that the 
mechanism of heritable variation can follow. It needs to be the case that the slow variation mechanism can 
incrementally reduce the amount of rapid variation that is required in the lifetime of an organism (and 
thereby reduce the cost of lifetime learning) - and if the space of variations in the two mechanisms is not 
correlated, then it is not possible for the heritable variation to canalise the non-heritable variation. 
In Hinton and Nowlan’s model (1987) of the Baldwin effect, lifetime variation is modelled by random 
completion of the partially specified string, and genetic variation is modelled by random variation in the 
specified features. Both mechanisms produce variants that are neighbours in the mutation neighbourhood 
metric. Accordingly, genetic variation is able to canalise acquired characteristics effectively. 
In a different model in our previous work, we began investigating the possibility of ‘symbiotic scaffolding’ 
(Watson & Pollack 1999d), (see also Wiles et al. 2001, which uses HIFF and symbiotic scaffolding), a 
symbiotic analogue of the Baldwin effect. The idea is that, instead of augmenting innate abilities with 
lifetime learning, symbiotic scaffolding might augment the innate abilities of one organism with lifetime 
interaction with other organisms in its vicinity. Under symbiotic scaffolding an organism may come to 
exhibit the characteristics of a symbiont without direct genetic transfer in a manner analogous to the 
Baldwin effect where an organism may come to exhibit acquired characteristics without Lamarckian 
inheritance. The basic model demonstrated a symbiotic scaffolding effect, and subsequent investigations 
illustrated some interesting phenomenon (Watson et al. 2000b). This model illustrates that it is in principle 
possible for a complex adaptation to be discovered first by a symbiotic group, and subsequently be 
canalised by the heritable features of a member of that group. The bivalve Solemya reidi may be a natural 
example (Watson et al. 2000b, Powell & Somero 1986). 
However, this work did not address the need for the rapid and slow variation mechanisms to move in 
correlated spaces. Fortunately, in the ‘needle in the haystack’ adaptive landscape that we used, following   270 
2. Another possibility is that modular epistatic interactions might be the natural result of expression 
in physical substrates. For example, consider two groups of nucleotides coding for two proteins 
that interact. The epistatic interdependency of many nucleotides is thereby ‘implemented through’ 
the interaction of the two proteins they code for. If the manner by which proteins interact is 
dependent on high-level or aggregate characteristics, such as their 3D shape or particular binding 
sites on the periphery of that folded shape, then the interdependencies of the two groups of 
nucleotides can be described by the relatively low-dimensional interaction of their aggregate 
effects. Such a hierarchical understanding of interdependencies is natural in our everyday 
understanding of biological systems (e.g. Holland 2000, Hartwell et al. 1999).  
3. A third possibility is that modular interdependency structure in adaptive domains might be an 
indirect result of the modular structure of natural physical systems. Specifically, to the extent that 
the natural environment of an organism is neither an undifferentiated ‘soup’ nor a collection of 
wholly unrelated objects, but rather is a system of more-or-less differentiated but interacting 
objects, the problem of adapting to, interacting with, controlling, or modifying natural 
environments is also modular in structure. (See also Bak 1996, Gordon 1993). 
Some other observations concerning modularity in natural systems include the fact that scale-invariance 
and fractal structures are often associated with biological systems (e.g. Mandelbrot 1982) and the self-
organisation of dynamical systems (Kauffman 1993). ‘Small world networks’ (Watts 1999) have scale-
invariant properties, occur in many different types of systems, biological and man-made, and seem to result 
from simple properties of incremental network construction (Slanina & Kotrola 2000). Lastly, it is 
interesting to note that spatially distributed dynamical systems with quite simple properties exhibit modular 
interdependency: For example, a hierarchically clustered distribution of communicating agents with a 
tendency to synchronise is sufficient. Consider a two-party voting system in humans with a tendency to 
shift allegiance toward the current majority and who communicate through local, state, and national 
elections. This defines a system where the stability of voting patterns has a modular interdependency 
structure. 
These are only intuitions. But now, armed with a working definition of modular systems, and freed from 
naïve notions of ‘nearly separable’ systems for example, we are better equipped to search for and measure   278 
scale optimisation’. 
69 These ordinarily correspond to selection on the organismic scale and selection on the 
genetic scale respectively.  
We have seen that in a problem with a highly rugged landscape such as HIFF, small-scale optimisation fails 
to find optimal configurations. For example, uniform crossover in the GA allows individual alleles to be 
exchanged between individuals and fails to find optimal configurations in HIFF. This is as would be 
expected for a landscape with significant epistasis between alleles. 
70 (See Potter & De Jong 1994, for an 
explicit implementation of small-scale optimisation using selection on the individual variables of a function 
optimisation problem.) 
We have also seen that large-scale optimisation fails in problems over a large number of variables such as 
the HIFF problems that we have used. For example, Random Mutation Hill Climbing is based on selection 
for fully-specified strings, and repeated runs of RMHC fail to find optimal configurations of variables in 
HIFF. Again, this is not surprising given the high epistasis in HIFF and the large search space of large 
HIFF problems. Note that in principle, optimisation of fully-specified strings explicitly allows for selection 
on coadapted sets of alleles (similarly, the GA without crossover), and thus deceptive allelic fitness 
contributions can in principle be overcome - i.e. since the individual is reproduced as a whole, the selfish 
interests of the genes can be overruled by selection on the individual. However, the combinatorics of multi-
variable problem spaces with interdependency make optimal solutions in large-scale optimisation infeasible 
in all but small problems.  
                                                            
69  These are not the same as the terms ‘local optimisation’ and ‘global optimisation’ – both small scale 
and large scale optimisation may follow local gradients and become stuck at local optima depending on 
the interaction of variation and selection. 
70  Note that the alleles that are promoted in small-scale selection are selected for because of their fitness in 
the context of the other alleles in individuals ‘built from’ other alleles in the population (see the 
‘rowers’ analogy of Dawkins 1976). Accordingly, the (sub-optimal) strings that are evolved under 
small-scale selection may include alleles that are significantly coadapted to one another. For example, 
in HIFF, each allele at every locus is of equal value on average over all contexts, thus a string built from 
a distribution of alleles biased only by the independent average fitness contributions of individual 
alleles will be a random string. However, in the strings that result from small-scale optimisation, the 
particular alleles that the population converges to will be better adapted than a random string. For 
example, a sub-optimal string consisting of sub-blocks of ones and zeros might result from small-scale 
optimisation (depending on the mutation rate, population size, how many evaluations are used in 
search); and such a string will confer higher fitness than would a random string on average – i.e. such a 
string will show fitness contributions coming from the coadaptation of alleles.   279 
In summary, neither small-scale nor large-scale optimisation is successful in a problem with high epistasis 
like HIFF. Specifically, the particular configuration of alleles that small-scale optimisation settles on will 
include alleles that are coadapted to the distribution of alleles in the population but, if variables have 
difficult interdependency then this will generally be sub-optimal. In large-scale optimisation, an optimal 
configuration could be selected for if it occurred even in cases where the distribution of alleles in the 
population as a whole conflicted with the configuration of alleles in such an individual (because complete 
specifications are promoted as a whole) but the chances of finding such a configuration in large search 
spaces is very small.  
Now, in SEAM and the GA with tight linkage, there are many different scales of optimisation that are 
employed. In the GA with crossover this occurs simply because crossover allows the transference of 
building blocks of different defining lengths at any time. In SEAM this occurs because the algorithm 
explicitly searches combination of extant entities and thus proceeds from searching combinations of alleles, 
to combinations of low-order schemata, to combinations of high-order schemata, and so on. This utilisation 
of both small-scale optimisation and large-scale optimisation allows these algorithms to extract the 
advantages of optimisation at many scales. Specifically, to the extent that candidate solutions to low-order 
modules can be identified independently of context, small-scale optimisation utilises divide and conquer 
algorithmic advantage. This is not sufficient to find globally optimal solutions, but it can reduce the number 
of possibilities that need to be considered in subsequent search (4.3.1). Then continued adaptation at the 
next scale of optimisation can enable selection on internally interdependent modules at the next scale, and 
so on.  
Thus we see that at one extreme, searching for solutions by selecting for the individual fitness contributions 
of alleles exploits the decomposability of the problem where available, but is sub-optimal on its own. And 
at the other extreme, searching for solutions by selecting for the fitness values of complete sets of alleles 
can be optimal in principle, but is combinatorially prohibitive. However, a process that moves 
incrementally from small scale to large scale can gain the benefit of problem decomposition where 
available to reduce the dimensionality of search at the next scale of optimisation and so on - thus providing 
optimal solutions in this class of modular interdependency problems where neither small-scale nor large-
scale optimisation can alone.    281 
A question that follows from this interpretation is: What are the properties of a dynamical system built on a 
modular interdependency structure, and how does this relate to the fitness landscape defined on the same 
modular interdependency structure? 
If we translate each edge in the dependency graphs to a state update rule (e.g. (0,0®0,0), (1,1®1,1), 
(0,1®0,0 or 1,1) and (1,0® 0,0 or 1,1))
71 then the configurations with high fitness contributions are the 
stable configurations in the dynamical system, and vice versa. This particular state-update table is that used 
in Ising models (see e.g. Van Hoyweghen et al. 2001b). And the ‘energy’ of a configuration, (measuring 
the number of edges in the graph that connect nodes with unequal states) is a direct measurement of the 
likelihood of change, and is inversely related to the system’s stability. Thus, the energy function of an Ising 
model with the connectivity structure of HIFF, is structurally equivalent to the HIFF fitness function.
72 (see 
Van Hoyweghen & Naudts 2001 for a discussion of HIFF and Ising models.) 
So, to answer the above question, there are strong associations between the dynamics of Ising models built 
on scale-invariant lattices, and the fitness landscape of systems with modular interdependency like that 
defined by HIFF. In particular, such a dynamic model has attractors corresponding to the same 
configurations of states as local optima in HIFF, and the size of the perturbation required to move the 
system to a more stable configuration is the same as the width of the fitness saddles for that configuration 
in HIFF. Thus the lowest energy, most stable, configuration of the dynamical model, and the highest fitness 
configurations of the static model are coincident - i.e. all ones and all zeroes. Configurations of 
intermediate stability, such as where all large sub-domains are internally in agreement but not in agreement 
across sub-domains, correspond directly to configurations in HIFF where large modules are fully-optimised 
internally, but inter-module dependencies are not resolved. 
                                                            
71  where (s1,s2®s3,s4) connected by an edge and taking values s1 and s2 will have tendency to change to 
the values s3 and s4 in the next time step. The actual new state of a variable in the system can be taken 
to follow the majority of these tendencies coming from all connections. (s1,s2®s3,s4 or s5,s6) means 
that two variables will change to either the values s3 and s4 or the values s5 and s6 with equal 
probability.  
72  Ising models are usually defined with a regular 1, 2, or 3D lattice connectivity structure. But Ising 
models on scale-invariant lattices, such as on a graph described by the edges in a Sierpinski triangle, are 
an item of study in and of themselves.   285 
techniques. Accordingly, there must be some limit on the occurrence of arbitrarily misleading schemata in 
the problem; this leads to the idea of ‘bounded difficulty’ where schemata up to a certain order k are 
deceptive but schemata above order k are not; and thus we arrive at the concatenated trap functions. 
The ideas of problem difficulty in HIFF are related to these ideas of deception but are different in important 
respects. First note that HIFF does include the idea of  different competing schemata in a partition – 
specifically, the 0s kind and the 1s kind. However, in HIFF each kind of low-order schemata has the same 
fitness contribution and assembling together either kind of schemata leads to one of the global optima. In 
Biased-HIFF (Watson & Pollack 1999a), the fitness contribution of schemata built from 1s are higher 
fitness than those built from 0s and the problem therefore has only global optimum at all 1s. In Biased-
HIFF we might term the 0s schemata as deceptive. However, even in biased-HIFF the ‘misleadingness’ of 
low-order schemata is non-arbitrary in the sense that the fitness of low-order schemata accurately reflects 
the value of the high-order schemata that they contain. More specifically, the ratio of fitness contributions 
coming from low-order schemata of the two types is the same as the fitness of the size-N complete strings 
of those types. This follows directly from the hierarchical consistency of the constructions functions used in 
HIFF (Equation 9). The idea of hierarchical consistency is intrinsically opposed to the idea of low-order 
fitness contributions being arbitrarily over-ruled by high-order fitness contributions as seen in ‘fully-
deceptive’ problems (Deb & Goldberg 1992a). 
However, there is a more informative way to look at the misleadingness of low-order schemata in HIFF. 
Specifically, note that although modules built from 0s and modules built from 1s both confer fitness 
contributions and these always accurately reflect their potential for involvement in high fitness higher-order 
schemata, the difficulty arises from the need to search for the correct combination of these modules. Thus, 
although for example, --00---- and 11------ both confer independent fitness contributions and both include 
one of the two global optima, the 1100---- schema does not include either of the global optima. 
Accordingly, we see that the difficulty coming from competing schemata in HIFF does not come from the 
fact that  one kind of schema is ‘correct’ and the other kind of schema is ‘misleading’ – rather the difficulty 
comes from the incompatibility of some types of schemata with other types of schemata in the assembly of 
a complete solution.    289 
It so happens that in HIFF, there is a natural interpretation of a partially specified string - we can simply fill 
in the unspecified loci with “nulls”. But this may not be an available strategy in more realistic domains that 
require fully-specified strings in order to perform an evaluation. With regard to the second limitation, we 
used a size penalty that prevented a premature increase in the size of strings until optimal joins had been 
formed. However, this penalty function required explicit knowledge of how the fitness of strings may grow 
with size. We have such knowledge in HIFF, of course, but again, in general, such knowledge will be 
unavailable. With respect to the third limitation, we used the resource-based fitness sharing method as in 
earlier work (Watson et al. 1998). This works very well, but again uses explicit knowledge of the modules 
in the problem that is usually unavailable. It is not clear how the deterministic crowding method that we 
used to maintain diversity in Chapter 6 should be adjusted to work on partially specified individuals (e.g. 
what is the distance between two individuals that are non-overlapping in the features they specify?), and 
moreover, the deterministic crowding method assumes a genotypic similarity metric. 
At this stage, our three problems were: evaluation of partially specified individuals, limiting exponential 
growth of strings (and premature commitment of unspecified variables to sub-optimal values), and diversity 
maintenance. 
Note that these limitations are not trivially solved in the Messy GA or other methods either. In the Messy 
GA, the growth of strings is limited to order k in the first phase of the algorithm - which assumes that there 
is a small k equal to the highest order non-linearity in the problem (which there is not in HIFF), and it 
assumes that have knowledge of this value. Goldberg et al. (1989) suggest the use of ‘thresholding’ as a 
diversity maintenance technique (where individuals that are too dissimilar are not allowed to breed 
together). This method of diversity assumes that a distance metric is available to discern how similar two 
parents are. And genotypic Hamming distance is not always an appropriate measure of functional 
dissimilarity.  
However, there are some valuable clues available in previous work also. Goldberg et al. (1989) suggest the 
use of ‘templates’ to permit partially specified individuals to be evaluated. These are fully-specified strings 
used to fill-in unspecified features of the individual being evaluated. In later versions of the Messy GA, 
Goldberg et al. (1990, 1993) suggest that templates for one round of evaluation could be built from strings 
generated in previous rounds, hence re-using evolved blocks to make templates for subsequent evolution.   294 
suboptimal configuration that it cannot escape from then that is the end of the story. However, we can see 
the operation of stochastic lookahead as providing a means to lookahead to avoid the need to backtrack. 
That is, by evaluating the fitness of both a proposed join and the non-joined components in many groups of 
individuals we are implicitly providing fitness feedback about the future consequences of the proposed join. 
We are not really making joins and backtracking, we are just evaluating a proposed join in many transient 
contexts. It just so happens that since these contexts are built using the same join operator over the same 
individuals, they provide an accurate reflection of the future consequences for a join. This has the effect of 
discounting the immediate/short-term benefit of a proposed join with the future/long-term consequences of 
a join. And this in turn means that a greedy optimisation in this modified fitness landscape coincides with 
an optimal optimisation. That is, the future-discounted fitness, the fitness coming from many group 
evaluations, modifies the fitness function for the individuals concerned such that they do not form the 
association that maximises their immediate selfish interest, but instead they maximise their long-term 
selfish interests. Since the association that is to their long term selfish interest is the cooperate/cooperate 
strategy the individuals make what appears to be cooperative associations but only because their selfish 
interests under the modified fitness coincide with the cooperative behaviour. 
This use of ‘future discounted’ fitness is analogous to the use of lookahead in traditional game playing. In a 
board game, for example, heuristic search for a best move involves the use of a static evaluation function 
that assesses the value of static properties of the players pieces and their positions. A common technique in 
game strategies is to look ahead in the space of possible moves following after a proposed move to arrive at 
many possible future board states and apply the evaluation function to these board states instead of the 
immediate board state. Such lookahead is then used to assess the value of each proposed move. In SEAM, 
we do not explicitly assess the value of each possible association to find the best one – which would be 
unevolutionary – instead for each proposed join we stochastically assess whether there is any other join that 
would be better than this one and reject it if there is. This models the competition between a proposed 
composite and its free-living variants. But algorithmically, this is probably wasteful of evaluations and 
suggests a deterministic algorithm that may perform better.  
When ‘a little lookahead plus the fitness function’ is better than ‘the fitness function applied right now’ (as 
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decomposition by explicit coadaptation to complementary parts of the problem domain. In the Messy GA 
the emphasis is on the assembly of partial solutions into whole solutions. Cooperative coevolution is 
missing the idea of assembling partial solutions into wholes recursively, and the Messy GA is missing the 
explicit notions of cooperative coadaptation that are required to prevent competitive exclusion of one type 
of specialist by a different type a specialist when roles are not predefined. Each provides essential parts of 
the model we develop in this thesis but neither of these approaches has a principled way to balance 
cooperative and competitive pressures to allow complementary specialists to coexist and at the same time 
also allow good composites to exclude sub-optimal composites.  
A number of other techniques in evolutionary computation provide other important pieces of the puzzle. 
For example: In many evolutionary scenarios practitioners employ some kind of fitness sharing or 
crowding method to promote and maintain diversity; Multi-objective optimisation techniques provide tools 
for promoting a set of solutions each with a different balance of characteristics; And, mechanisms of 
automatic module acquisition introduce important ideas of encapsulation and re-use of sub-solutions. Each 
of these has their analogues in biological thought too: for example, frequency dependent fitness effects, 
niches defined by a different balance of characters, and symbiogenesis, respectively. However, in both 
disciplines the connections between these mechanisms has not been previously fully realised. 
Meanwhile, the ideas of hierarchy and modularity are highly pervasive in our thoughts about biological and 
artificial systems, and Simon (1969) provides some concepts that have been very important in this work. 
Specifically, we have developed his intuitions about ‘nearly-decomposable systems’ into the more formal 
notion of ‘modular interdependency’, by clearly separating the idea of separability from decomposability. 
This has been critical in identifying the class of systems that are amenable to hierarchical problem 
decomposition or multi-level composition. 
In the experiments presented in this work we have operationalised the intuitive notions coming from 
evolutionary biology into a working model using components from EC. In the process we make three main 
contributions to the computational work: 
· First, we clarify the class of problems that could in principle be solved by compositional 
mechanisms but cannot be solved by accretive mechanisms. The principle insight here is the   305 
definition of modular interdependency where the features of a complex adaptation can be 
decomposed to reduce the dimensionality of the problem, but the resultant subparts are not 
separable and thus cannot be solved accretively. 
· Second, we show clearly how sexual recombination in a form of genetic algorithm can, in some 
circumstances, enable the evolution of complex adaptations exhibiting modular interdependency 
that cannot be evolved using accretive mechanisms. We also show the dependency of this result 
on the conditions of genetic linkage. 
· Third, we provide a new model, the Symbiogenic Evolutionary Adaptation Model, of an 
evolutionary process that solves this class of problem without the need for favourable gene 
ordering. This model combines the following features:  
a) A mechanism of composing sub-solutions together to find whole solutions: using partial 
specification and symbiotic encapsulation. 
b) A mechanism to ensure that entities co-adapt to cover complementary parts of the 
problem domain: using Pareto coevolution and the multi-dimensional treatment of 
fitness.  
c) A mechanism to determine the value of a proposed module in terms of its potential to 
make good assemblies (to distinguish between good modules and not-so-good sub-
optimal associations): using group evaluation, and stochastic lookahead.  
These elements together provide a principled way to balance cooperative and competitive 
pressures to allow complementary specialists to coexist and at the same time also allow coadapted 
specialists to join together into composites that may legitimately exclude sub-optimal composites. 
This model shows that the potential of compositional mechanisms to exploit modular 
interdependency in a problem domain is not dependent on biases coming from the assumption of 
favourable gene ordering. It also shows the assembly of partial-solutions into whole solutions 
through many hierarchical levels in a consistent, scale-invariant manner.   306 
Returning to the biological observations that motivated these models, we have learned that there is a 
meaningful distinction to be made between compositional and accretive mechanisms of evolutionary 
change.  
· We use the term ‘compositional’ to refer to evolutionary mechanisms that combine together 
systems or subsystems of genetic material that have been semi-independently pre-adapted in 
different lineages. Examples include sexual recombination (in subdivided populations), natural 
hybridization, horizontal gene transfer, and endosymbiosis.  
· In contrast, we use the term ‘accretive’ to refer to mechanisms that accumulate random variations 
in genetic material, (i.e. the new genetic material introduced by such changes has not been pre-
adapted elsewhere as a set). Examples of accretive mechanisms include genetic mutation, and 
sexual recombination (in unstructured populations). 
These mechanisms enable effective adaptation in different classes of adaptive domains, and confer different 
understandings of evolvability and the class of landscapes in which continued adaptation is possible, 
different intuitions about what is evolutionary possible or likely, and conversely different intuitions what is 
unevolvable and unlikely. In short: 
Certain kinds of complex systems, considered unevolvable under normal accretive change, are, in 
principle and under certain circumstances, easily evolvable under compositional change. 
In fact, in general, it is clear that different kinds of adaptive mechanism are well-suited to different classes 
of adaptive landscapes, but we have done more than simply show that accretive and compositional 
mechanisms are different. In supporting this claim in the course of this dissertation we have: 
· Clarified the fundamental algorithmic distinction between accretive and compositional 
mechanisms by drawing analogies with different algorithmic paradigms - namely greedy 
optimisation methods such as hill-climbing, and divide and conquer problem decomposition, 
respectively. This helps us identify the class of complex systems to which each is well-suited. 