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vAbstract
TangiPaint: Interactive Tangible Media
Anthony M. Blatner
Supervising Professors: Dr. James Ferwerda, Dr. Reynold Bailey
Currently, there is a wide disconnection between the real and virtual
worlds in computer graphics. Art created with textured paints on canvases
have visual effects which naturally supplement simple color. Real paint ex-
hibits shadows and highlights, which change in response to viewing and
lighting directions. The colors interact with this environment and can pro-
duce very noticeable effects.
Additionally, the traditional means of human-computer interaction using
a keyboard and mouse is unnatural and inefficient—gestures and actions are
not performed on the objects themselves.
These visual effects and natural interactions are missing from digital me-
dia in the virtual world. The absence of these visual characteristics discon-
nects users from their content.
Our research looks into simulating these missing pieces and reconnect-
ing users. TangiPaint is an interactive, tangible application for creating and
exploring digital media. It gives the experience of working with real materi-
als, such as oil paints and textured canvases, on a digital display. TangiPaint
implements natural gestures and allows users to directly interact with their
work. The Tangible Display technology allows users to tilt and reorient
the device and screen to see the subtle gloss, shadow, and impasto lighting
effects of the simulated surface.
To simulate realistic lighting effects we use a Ward BRDF illumination
model. This model is implemented as an OpenGL shader program. Our
system tracks the texture and relief of a piece of art by saving topographical
information. We implement height fields, normal vectors, and parameter
vi
maps to store this information. These textures are submitted to the lighting
model that renders a final product.
TangiPaint builds on previous work and applications in this area, but is
the first to integrate these aspects into a single software application. The
system is entirely self-contained and implemented on the Apple iOS plat-
forms, the iPhone, iPad, and iPod Touch. No additional hardware is required
and the interface is easy to learn and use.
TangiPaint is a step in the direction of interactive digital art media that
looks and behaves like real materials.
vii
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1Chapter 1
Introduction
The development of computer-based digital art tools has had a huge im-
pact on a wide range of creative fields. In commercial art, advertisements
incorporating images, text, and graphic elements can be laid out and eas-
ily modified using digital illustration applications. In cinema, background
matte elements can be digitally drawn, painted, and seamlessly integrated
with live footage. In fine art, painters, printers, and engravers have also been
embracing the new creative possibilities of computer-based art tools. The
recent introduction of mobile, tablet-based computers with high-resolution
displays, graphics processing units (GPUs) multi-touch capabilities is also
creating new possibilities for direct interaction in digital painting.
However a significant limitation of most digital painting tools is that the
final product is just a digital image, typically an array of RGB color values.
All the colors, textures and lighting effects that we see when we look at
the digital painting are cooked in to the image by the painter. In contrast,
when a painter works with real tools and media, the color, gloss, and tex-
tural properties of the work are a natural byproduct of the creative process,
and lighting effects such as highlights and shadows are produced directly
through interactions of the surface with light in the environment.
There is also a physical disconnection with virtual media due to the un-
natural and indirect interactions of standard computer systems. Traditional
means of interaction are carried out with a keyboard and mouse, instead
of directly manipulating the virtual media. It can be difficult for artists to
transfer their work between the real and virtual worlds. Colors and textures
are perceived differently between a computer screen and a physical print.
We introduce TangiPaint, a new tablet-based digital painting system that
2attempts to bridge the gap between the real and digital worlds. TangiPaint
is an interactive painting application that allows artists to work with digital
media that look and behave like real materials.
Using a touch screen and specialized finger gestures, users can lay down
strokes of thick, three-dimensional paint. TangiPaint incorporates the Tan-
gible Display technology that allows users to tilt and reorient the device and
change the relationship between the digital painting and the virtual light
source that illuminates it. TangiPaint uses a bidirectional reflectance distri-
bution function to simulate this virtual light. The light interacts with colors
and textures of the media as it passes across the screen. This action reveals
both the texture of the strokes and canvas and the gloss properties of the
paints just as manipulating a real painting would.
The TangiPaint system implements a simplified, opaque Kubelka-Munk
model to perform real-time subtractive color blending. Paints are mixed
based on their concentrations and pigments to produce realistic blends.
The benefit of working on a digital canvas is the wide range of effects
that can be achieved, those that are realistic and those that aren’t possible
on a physical canvas. This allows the ability to create art and visuals that
are impossible on a physical canvas. Users can quickly change material
properties or save a piece of art without their paint drying. Additionally,
existing drawings or photos can be imported and converted into 3D art.
The TangiPaint application runs on any Apple iOS device right off the
shelf. These devices contain a built-in accelerometer, gyroscope, touch
screen, and high-resolution display. Therefore no extra hardware is re-
quired.
Contributions
In summary, we have integrated and optimized multiple visual effects to
simulate realistic rendering of virtual objects and digital images on a mobile
platform. We present a method for modeling tangible media with texture
layers. We have benchmarked the Apple iOS device hardware to compare
and identify rendering bottlenecks. We have developed an intuitive interface
for each device display size that is simple and easy to learn.
3Chapter 2
Related Work
Interactive tangible media includes many fields of software design and imag-
ing arts. This section discusses previous supporting systems and applica-
tions.
2.1 Input and Display Systems
The first topic to consider in any interactive system is the means of input
and output. The most common display systems used today are still com-
puter monitors, and the standard means of input are still through indirect
devices such as the keyboard and mouse. More creative and immersive
methods of output make use of head-mounted displays [41, 46] and 3D in-
put wands [37, 42, 43]. Systems like these have been implemented as either
see-through displays that overlay information onto a live image, or virtual
environments that are completely computer generated.
Approaches to presenting digital images and environments include pro-
jection systems that surround the user with multiple displays. The CAVE
system [17] projects images onto screens around the user to simulate a com-
plete environment. Projection systems such as the shaderLamps and iLamps
[36, 35, 8] enhance these displays by using a feedback loop to correct and
alter their output. These systems sample the projection and adjust the image
accordingly. This is useful for projecting on three-dimensional surfaces that
may distort an image.
We will be using the Apple iPhone, iPod, and iPad devices which incor-
porate both the input and output components. These devices have a capaci-
tive touchscreen for user input, coupled with a high-resolution liquid crystal
4display (LCD) for output. The hardware will be discussed in detail later.
Our work uses flat digital displays, but incorporates other techniques for 3D
perception on a 2D display.
2.2 3D Visuals on 2D Displays
Most methods of simulating depth and perspective in computer graphics
fall into one of two categories. Those categories are by either modifying the
geometry of a scene, through the use of 3D models, or by distorting colors
and shadows, giving the impression of depth.
2.2.1 Geometry
In computer graphics, the geometry of a scene and its objects is the collec-
tion of vertices and edges which are used to construct a 3D model of what
we see. The most obvious way to give the perception of depth is to actually
move the digital object in relation to each other in the virtual world. This is
accomplished by moving the vertices of the object or the point of view of
the user.
To move the vertices requires geometric transformations, which at a low
level are translations, rotations, and scaling, but at a higher level may be
very computationally expensive and introduce a great deal of complexity.
Additionally, there we have to maintain the objects in 3D space, even if they
are not visible [32].
Many applications make use of wire frames for complex 3D models [39].
Other methods use height fields to store a 2D representation of a 3D ob-
ject [54]. MacCracken and Joy [31] use 3-dimensional deformation lattices
to achieve a broad range of shape deformations.
A more complex method by Bosch and Patow [11] uses a hybrid ap-
proach to store a 2D representation of 3D objects using a two texture lookup
implementation. The first texture grid specifies the positions of the features
and gives pointers to a second texture with geometric information. The data
from the two textures is combined to create a 3D scene.
52.2.2 Color
The other method to give depth perception is to modify the colors of an
object and produce an illusion of depth, through the use of shadows and
shading models. While this technique fakes the actual representation, it is
widely used throughout the field.
To incorporate depth information, applications can make use of height
fields, normal maps, and lighting effects [25]. Most of these approaches
combine color information with spatial information, heights or normals, to
perform a lighting calculation. Cindy Grimm and the 3D Paint applica-
tion [23] makes use of many different texture layers such as paint, spec-
ular lighting, height fields, shininess, transparency, and diffusion. Toler-
Franklin, Finkelstein, and Rusinkiewicz illustrate a wide array of effects
that are possible when normal maps are provided in the form of RGBN im-
ages [44].
2.3 Interactive Media
Putting this all together, we have seen new generation of systems and ap-
plications which simulate interactive tangible media. This is a form of art
which users can naturally manipulate items and see instant visual results.
2.3.1 Teddy
Teddy [26] was one of the first applications which provided a direct, tangible
interface for users. The system attempted to construct 3D models or sculp-
tures out of a users brush strokes. It allowed users to paint on a digital 2D
canvas, and would create 3D figures based on specific strokes. For example,
certain strokes could add material while others would engrave out material.
A major achievement of Teddy was that it was intuitive and easy to use.
Instead of a long sequence of mouse clicks to extrude or bend a surface, the
user could set the mode and draw directly on the model. The software would
then automatically construct plausible 3D polygonal surfaces in real-time.
62.3.2 IMPaSTo
IMPaSTo [10] is a painting system which attempts to realistically simulate
the interaction of a brush and canvas with viscous oil paints. They simu-
late paint by handling the physical movement with a conservative advection
scheme and also implement paint transfer between the canvas and brush in
both directions. Colors are mixed using the Kubelka-Munk [29] method and
an eight wavelength representation. Additionally, they allow for a moving
light source to show the texture of the paint and canvas.
The major achievement of this system is the feeling that the user is work-
ing with real paint on a canvas instead of using digital tools. The look and
feel is modeled very closely to the actual physics of the materials. Yet the
method of interaction still uses a mouse and drawing pad separate from the
screen and actual image being modified. Our system closes that gap by
allowing the user to touch the image and modify the location touched.
2.3.3 tangiBook
Our current work builds the existing tangiBook [18, 19] research. The tangi-
Book is a tangible display system which combines orientation aware devices
and user tracking that gives the experience of realistic simulation and direct
interaction with virtual surfaces. The effective lighting and color shading is
dependent on the viewing direction of the user and the device orientation.
An accelerometer and webcam provide real-time tracking of the position of
the user and the orientation of the laptop, shown in Figure 2.1.
Figure 2.1: tangiBook System. Display orientation affects image rendering, which is com-
puted in real-time.
By changing the orientation of the laptop relative to a virtual light source,
7the tangiBook system recomputes the material appearance in real-time.
Our research expands the tangiBook system and contributes a new de-
gree of interactivity. Our work allows users to manipulate and modify the
artwork and images presented in this 3D viewing environment.
2.4 Mobile Computing
The evolution of mobile computing has provided tools for creating virtual
and augmented reality applications. These mobile devices bundle many use-
ful components, such as an accelerometer, touch screen, gyroscope, web-
cam, and more. This reduces, and can eliminate, the need for custom hard-
ware. Therefore it is easier for a user to adopt these new applications.
Many applications exist which create a simple virtual canvas and al-
low painting and manipulations on existing or new images. Some exam-
ples are the iOS applications DrawCast [16], Touch Paint [38], and Doodle
Buddy [27]. Yet, these applications present flat, textureless colors.
2.4.1 Virtual and Augmented Reality
Virtual reality creates environments that are mostly computer generated,
which can be modeled after some real place or an imaginary setting. Aug-
mented reality environments are live or streaming views of the physical
world enhanced by computer-generated information that is overlaid or in-
corporated into the presentation.
Most of this work concerns the presentation of images and digital en-
vironments. Yet, some of the most interesting developments in virtual and
augmented reality systems are concerned with new input and user feedback.
Our work is focused on the interaction and manipulation of what is already
being simulated, instead of how it is rendered. To take virtual reality a step
further we are introducing virtual interaction and the ability to control your
digital environment. For example, the Microsoft Surface can simply display
information from many sources, but it becomes interesting when users can
interact with the device as it detects input from objects and multi-touch [13].
8This allows users to manipulate and work with the information presented,
adding a degree of control to the system.
2.4.2 Existing Applications
Applications such as the Layar Reality Browser [15] and the Acrossair Aug-
mented Browser [1] create an augmented reality environment using the de-
vices camera as input. Other popular apps include the Wikitude World
Browser [22], shown in Figure 2.2, and the Yelp Monocle [55] feature,
which tags local businesses and establishments.
Figure 2.2: Wikitude World Browser. An augmented reality application that overlays in-
formation on the image presented.
These tags connect the user to other users and links for more information.
Yet, these tags are rendered as flat text, which looks awkward and out of
place in the augmented reality application. Still, these apps focus mainly
on presenting existing data from external sources and grant the user little
ability to manipulate their augmented environment. Our approach allows
the user to directly interact with the digital media.
2.5 Summary
This prior work has mentioned some interesting systems and applications.
Each has contributed specific ideas or advancements to different types of
media. For example, IMPaSTo provided rich digital media and tangiBook
9provided natural means of interaction, but these components have not been
combined. In the next chapter we describe our work, TangiPaint, that achieves
these goals.
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Chapter 3
TangiPaint System Design
Here we will describe our research and the operation of our system, named
TangiPaint.
3.1 System Introduction
The TangiPaint system is an interactive tangible media application devel-
oped on the Apple iOS framework [3] for the iPod Touch [7], iPhone [5],
and iPad [4] devices, shown in Figure 3.1. It was chosen for it’s quality
hardware, ease of use, and widespread adoption.
Figure 3.1: Apple iOS Devices, iPod Touch (left), iPhone (center), and iPad (right).
A major advantage of our system is that it is entirely self-contained in
these devices. Each unit contains a capacitive touch screen, high resolu-
tion display, and accelerometer. Therefore, users do not need additional
hardware to use our system. We found that many of the previous systems
mentioned had required specialized styluses, head-tracking devices, or other
accessories. Ours is more accessible and easier to use.
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A typical session presents the user with canvas which can be empty, re-
stored from a previous session, or a predefined canvas. The initial view is
shown in Figure 3.2. They can immediately interact with the canvas or cus-
tomize the settings. The settings that can be adjusted are the active tool,
paint properties, reflectance properties, and the base canvas. Many of these
settings are shown in Figure 3.3.
Figure 3.2: Initial screen at application startup.
Figure 3.3: System Settings. From left to right: File menu, Tools, Canvas, Paint, and
Palette.
The tools available are the standard brush, color sampler, and eraser. The
brush can be flat or rounded with varying sizes, and applied with varying
12
pressure. As the user strokes along the screen, paint is transferred bidirec-
tionally from the brush to the canvas, and from the canvas to the brush. The
transfer of paint is blended depending on the concentrations and pigments
of the paints.
3.2 Rendering Loop
The TangiPaint system is designed and optimized to run on the limited re-
sources of our mobile platforms. We balance processing work between the
CPU and GPU to achieve optimal performance.
TangiPaint utilizes the OpenGL ES [24] graphics library to render the
virtual scene. Interaction starts when a screen touch is detected and the
operating system reports the coordinates of a touch or endpoints of a swipe.
The endpoints are interpolated to find each point on the connecting line.
The brush is then applied to each point on the found line, modifying the
associated color map, height fields, and marking those pixels as modified,
requiring rendering. Each of these processes will be explained later.
The color map and height fields are stored and modified on the CPU,
since interaction and swiping is a sequential event. The height fields are
converted to a normal map, which is then submitted to an OpenGL shader
program. The rendering loop, listed in algorithm 1 executes these shaders
at a regular interval. Shaders are run on the GPU and calculations are com-
puted in parallel. Our shader implements a bidirectional reflectance diffu-
sion function, which is explained next, to determining the color of each pixel
in the scene. Figure 3.4 illustrates the unique system operation. Render pa-
rameters include the device orientation, reported from the accelerometer,
and additional characteristics set by the user, such as paint glossiness.
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Figure 3.4: Sequence of system operation
renderHelper(){
Blend Canvas Layers;
Convert Height V alues to Normal V ectors;
Render Frame;
Clean T iles;
}
Algorithm 1: Pseudocode of the rendering loop.
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3.3 BRDF Model
Our system simulates lighting effects using a bidirectional reflectance distri-
bution function (BRDF). This function describes a realistic rendering model
that computes the color and reflection of a surface using the direction of the
incoming light and outgoing direction of the reflected light, with respect to
the surface normal. This is illustrated in Figure 3.5 with vectors to the light
source, viewer, and surface normal. It is a programmatic attempt to recreate
the physics of light in our virtual world by relating the viewing direction to
the light source. Equation (3.1) gives the formal definition of a bidirectional
reflectance distribution function. Here L is the radiance, E is the irradiance,
and θi is the angle between the light direction, ωi, and the surface normal, n.
Figure 3.5: Bidirectional Reflectance Distribution Function Vectors [49] relate the light
position, viewer position, and surface orientation.
fr(wi, wo) =
dLr(wo)
dEi(wi)
=
dLr(wo)
Li(wi)cosθidwi
(3.1)
In a BRDF reflectance model, the amount of light that is reflected in each
viewing direction depends on the position of the light source, the position
of the viewer, and the tangent and normal vectors of the surface. As any of
these parameters change, the amount of light reflected and its direction will
also change. Additional surface specific properties also affect how light is
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reflected. The model is further refined to account for this using parameters
such as the diffuse reflectivity of the surface, specular reflectivity of the
surface, and the standard deviation of the surface slope. Shiny surfaces have
strong, centralized specular reflections, while rough materials have more
spread and weaker specular highlights. For example, surfaces such as metal
and glass exhibit a much different reflection than paper or canvas.
3.3.1 Ward Model
Our work uses the Ward distribution model [47], a specific type of BRDF.
This model was chosen because it is physically valid and has parameters
which relate to real properties of materials. Ward’s original work measured
reflectance data of a range of materials to calculate key values that could
be used to replicate the measured data in computer graphics. Specialized
instruments are used to measure the BRDF of actual materials to create
physically accurate models. From these tools the parameters of the func-
tion are derived which model the surface most accurately. Ward’s original
anisotropic function is shown in Equation (3.2) and (3.3). The parameters
are listed in Table 3.1 and illustrated in Figure 3.6.
fbd(θi, φi, θr, φr) =
ρd
pi
+ρs· 1√
cosθicosθr
· 1
4piαxαy
·exp
(
−2
(H•Tαx )
2 + (H•Bαy )
2
1 +H •N
)
(3.2)
L(θr, φr) = I
ρd
pi
+ Lsρs +
N∑
i=1
Liωicosθiρbd(θi, φi, θr, φr) (3.3)
This original Ward model is quite computationally intensive, especially
to be executed on a mobile device with limited resources. Therefore, we use
a simplified isotropic version of the algorithm described.
Isotropic means that our algorithm is invariant with respect to direction.
We are actually forced to use this because our devices cannot determine
the direction which the user is looking. For example, if the iPad is lying
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N Surface normal
L Light vector
V Viewing vector
R Reflected light vector
H Halfway vector
T Surface tangent vector
B Binormal vector
ρd Diffuse reflectivity of the surface
ρs Specular reflectivity of the surface
αx, αy Standard deviation of the surface in the x and y directions
I Indirect radiance
Ls Radiance from indirect semispecular contribution
Li Radiance from light source i
Table 3.1: Ward Parameters
Figure 3.6: Ward Model Vectors. Light vector (L), normal vector (N), halfway vector (H),
reflection vector (R), viewing vector (V), tangent vector (T), and bi-normal (B)
flat on a table, we cannot sense where at the table the viewing is sitting.
Therefore the αx and αy terms can be combined, which further simplifies
the exponential term. Additionally, the cosine of the altitude and azimuth
angles can be converted to a dot product of normalized vectors. Our final
simplified equation is seen in Equation (3.4).
BRDFward = color∗ (N •L)+ρs ∗ 1
N •R ∗
1
4piα2
∗exp
1− 1(N•H)2
α2
(3.4)
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3.3.2 Image representation
Our BRDF illumination model described in the previous section requires
information about the orientation of the surface through the use of normal
vectors. Therefore, we need additional information beyond simple color
values to simulate the Ward model.
Instead of working in terms of normal vectors, we have chosen to manip-
ulate our material and calculate paint transfer in terms of substance volume.
Height fields, or depth maps, store a value for each pixel that represents the
amount of material existing at that location. We can calculate the effective
normals from these heights, as will be explained next.
We chose to do most of our work with height field values because they
are more physically relevant to the effects we are implementing. Therefore,
we can calculate paint transfer in terms of volume between the canvas the
brush. This is more appropriate than the use of normal vectors, which deal
with surface orientation. Normal vectors would be more useful to handle
the bending and molding of a surface.
3.3.3 Conversions
As we have explained, most of our work is done with volume units in a
height field. Yet, we still need surface normal vectors to implement the
BRDF model for lighting effects. Here we will explain how we convert
height fields to a normal map. The relationship between these different
representations is illustrated in Figures 3.7, 3.8, and 3.9. Each image shows
a different possible height field and normal vector orientation. The surface
represented is shown by the line plot, the height values are shown by the bar
plot, and the resulting normal vector is shown by the arrow.
Calculating the effective normal vector from an area of height fields is
computed by finding the difference in height values of neighboring loca-
tions. The local area of pixels is shown in Figure 3.10. The immediate sur-
rounding pixels to the north, south, east, and west are considered. For each
location center (C) we consider the horizontally and vertically connected
pixels north (N), south (S), east (E), and west (W).
A vector in three-dimensional space is composed of x, y, and z values.
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Figure 3.7: Height field to normal vector conversion. The surface slope is shown with the
red line and the height values at each location are given by the blue bar graph. The normal
vector resulting from these is shown by the black arrow.
Using these surrounding pixels we find the contribution of each by calculat-
ing the difference in heights horizontally and vertically. The normal vector
becomes the cross-product of the values in the x and y directions.
dz
dx
=
H(W )−H(E)
2
(3.5)
dz
dy
=
H(S)−H(N)
2
(3.6)
(x,y) Pixel under consideration
C = (x,y) Central pixel
W = (x-1,y) West pixel
E = (x+1,y) East pixel
N = (x, y+1) North pixel
S = (x, y-1) South pixel
H(x,y) Height of pixel (x,y)
Table 3.2: Height to normal conversion parameters
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Figure 3.8: Height field to normal vector conversion
n =
[
pixelSize 0 dz/dx
]× [0 pixelSize dz/dy] (3.7)
n =
[
0 · dzdy − dzdx · pixSize dzdx · 0− pixSize · dzdy pixSize · pixSize− 0 · 0
]
(3.8)
n =
[
−dzdx −dzdy 1
]
(3.9)
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Figure 3.9: Height field to normal vector conversion
Figure 3.10: Pixel sampling neighborhood. North (N), West (W), Central (C), East (E),
and South (S)
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3.4 Interactive Input
Natural tangible interaction with the system is handled through two meth-
ods, gestures on the touch screen and rotating the device.
Users can directly interact with the canvas by touching precise locations
on the display. TangiPaint utilizes the capacitive touch screen that is coupled
with the high-resolution display. This direct interaction is more natural than
a keyboard and mouse system.
The orientation of the device is measured by the built-in accelerometer
and gyroscope. These components respond to the forces of gravity and are
used to calculate a rotation matrix. This matrix describes the offset from
the device from a frame of reference. The initial frame of reference is the
device in portrait position facing up. Equations (3.10),(3.11),(3.12) are ro-
tation matrices about the X, Y, and Z axes, respectively. These matrices are
combined into a single matrix, as shown in equation (3.13).
Rx(θ) =
1 0 00 cos(θ) −sin(θ)
0 sin(θ) cos(θ)
 (3.10)
Ry(θ) =
 cos(θ) 0 sin(θ)0 1 0
−sin(θ) 0 cos(θ)
 (3.11)
Rz(θ) =
cos(θ) −sin(θ) 0sin(θ) cos(θ) 0
0 0 1
 (3.12)
Rxyz(θx, θy, θz) = Rx(θx) ∗Ry(θy) ∗Rz(θz) (3.13)
If the device is still in the initial position, the rotation matrix will be equal
to the identity matrix, and no offset will be computed. Else the resulting
matrix is given according to the amount of offset in each direction. This is
illustrated in Figure 3.11.
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Figure 3.11: iPad Rotation shown around two axes.
3.4.1 Line Interpolation
The capacitive touch screen of the iOS device is the component that registers
and tracks user interaction. This touch tracking hardware polls the screen
for touch points at 60 Hz, or 60 times per second. As a user interacts with
the device, we are alerted when the interaction begins and when it ends. The
API announces intermediate touch points every time the screen is polled and
touches are detected. Using these locations, a line is then interpolated be-
tween them to connect a continuous path using the Bresenham line drawing
algorithm [12]. This algorithm was chosen for its efficiency and speed. This
interpolated path is traversed and the virtual brush is applied at each point.
Figure 3.12: Interpolation between touch points. The stroke path is shown by the black
line while the red dots signify the discrete locations given and the gray squares are the
interpolated points.
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Interpolation is illustrated in Figure 3.12. The grid shows the iOS co-
ordinate system and the red points are the touch locations. The black line
connects these locations and the gray coordinates are the points interpolated
along the path. The brush would then be applied to each gray interpolated
location.
3.4.2 Dirty Tiles
Since only small, localized sections of the canvas are modified in-between
each execution of the rendering loop, the entire canvas does not need to be
rasterized for each cycle. Once the height fields have been converted to nor-
mals, and the colors have been properly blended, then the system does not
need to recalculate those values until the user interacts with them again. To
save these unnecessary recalculations we implement a ”dirty tiles” tracking
system.
The tiles are sized to the longest length of the brush. Ideally, if the brush
passes through the center of a tile then only that tile, and no surrounding
tiles, will be marked dirty. The number of tiles is determined using equa-
tions (3.14), (3.15) and an additional tile is added if there are leftover pixels.
There are leftover pixels when the tile size does not evenly divide the screen
size. The screen coordinates are mapped to each tile using equation (3.16)
and (3.17).
numTilesWide = pixelsWide/tileSize (3.14)
numTilesHigh = pixelsHigh/tileSize (3.15)
tileX = coordinateX/tileSize (3.16)
tileY = coordinateY/tileSize (3.17)
Dirty tiles is a large improvement over a bounding box style of touch
tracking. While it is more complex, it performs much better with non-ideal
touches. For example, a diagonal swipe requires a bounding box the size
of the length and width of the affected area, while dirty tiles mark only
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those diagonal regions touched. Figure 3.13 illustrates the difference be-
tween these methods. Note the significant advantage in the number of pix-
els marked using the tiled approach. Here the screen swipe is shown in blue
and the left image shows the bounding box implementation while the right
image shows the dirty tiles implementation. Marked pixels are grayed and
outlined in red.
Figure 3.13: The left image shows bounding box tracking and the right image shows the
advantage of the dirty tiles tracking.
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3.5 Digital Canvas Implementation
The basis for our work is to enable realistic interactions with different types
of materials, textures, and canvases. Therefore we implement a more com-
plex digital canvas over and above a flat image. Depending on the material
and mode of interaction, the canvas holds various surface properties, such
as colors, heights, and more which we will explain in this section.
3.5.1 Layers
We use a multi-layered approach to implement our digital canvas. Each
layer holds different information, which is later blended and submitted to
the bidirectional reflectance distribution function.
The painting canvas holds image data as colors, heights, and reflectance
properties. Both the color and the height values are broken down into a
wet layer, dry layer, and blended layer that combines these two. Therefore,
each canvas holds seven textures of information about our scene. The color
and height layers are shown in Figure 3.14, the reflectance parameter map
is not. The dry layer describes the underlying physical canvas. The texture
and color of this dry layer is never modified, but only combined with the
wet layer to produce the final blended layer. The wet layer holds new infor-
mation based on the interactions of the user. As the user paints, smudges,
blends, and performs other actions, they are interacting with the wet layer.
In the end, the brush is blended into the wet layer, and the wet layer blends
with the dry layer, to produce a final blended layer. which is then submitted
to the BRDF, as shown in Figure 3.15, along with the reflectance parameter
map.
3.5.2 Color Datatype
Color images are defined by data arrays which hold red, green, blue, and
alpha values from zero to 255 of each pixel. Instead of using arrays of type
unsigned bytes, we use arrays of type vec4color. This is a struct datatype
we have defined to bundle color values. This serves to simplify the canvas
implementation by allowing direct lookup of pixels, instead of requiring an
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Figure 3.14: Canvas layers are divided into color and height values. Each of these is
separated into a wet and dry layer that are later combined and blended for rendering.
offset for each red, green, blue, and alpha values. Figure 3.16 illustrates an
array of RGBA values. Figure 3.17 illustrates a vec4color array and shows
how RGBA values are bundled. The vec4color datatype allows each array
location to represent an individual pixel.
3.5.3 Color Blending
Accurate color blending is an important factor of our system that needs to
be computed in real-time to be interactive. Artists and users need to see
the instant affects of their brush strokes on a canvas to properly account
for the new colors and textures created. There has been much research in
computer graphics and imaging sciences to more accurately model colors
as they occur in nature. This section discusses different approaches to color
mixing and our implementation.
Additive Mixing
The first basic type of color blending is additive mixing. In the RGB color
space, this approach considers the absence of color to be black when there
is no red, green, or blue contributions. Oppositely, when there are full con-
tributions from each red, green, and blue primary colors we see white. Most
digital displays, such as computer monitors, operate according to additive
color mixing. When there is no color on your monitor it displays black,
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Figure 3.15: Canvas blending. The brush interacts only with the wet layer, but the wet and
dry layers are combined and blended for rendering.
Figure 3.16: Array of RGBA values. Every four locations represent a single pixel color in
an image.
but as colors are added the output is brightened to white. This approach is
illustrated in Figure 3.18(right).
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Figure 3.17: Array of vec4color structs. Every location represents a single pixel color in
an image.
Figure 3.18: Additive (left) and Subtractive (right) color mixing examples. [52]
Subtractive Mixing
The second approach to color blending is through subtractive mixing. This
method performs oppositely to additive mixing. Here, colors are blended
by removing red, green, and blue color contributions. The absence of any
color is white, and as the red, green, and blue contributions are increased,
the color is subtracted and approaches black. This affect is shown in Fig-
ure 3.18(left). Print media exhibits properties of subtractive mixing. Start-
ing with a white paper, the color is darkened as more colors are added and
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R Reflectance
K Absorbtion coefficient
S Scattering coefficient
A Absorbance
h Height
Table 3.3: Kubelka-Munk Parameters
eventually becomes black. While it is more accurate to a physical represen-
tation, it is not exact. This is because in subtractive mixing there is still light
reflected from the subtracted color.
Kubelka-Munk Mixing
Neither of these approaches perfectly describes how color blends in the real
world. Therefore we have chosen to implement the Kubelka-Munk [29]
color mixing approach for its increased accuracy of color representation.
This algorithm describes a relationship between a color mixture and the
reflectance and concentration of those colors. The ratio of the total light
absorbed and scattered by the mixture is equal to the sum of the ratios of
light absorbed and reflected separately.
We use an optimized, opaque version of the Kubelka-Munk algorithm, as
defined in Equations (3.18)-(3.26), with the parameters listed in Table 3.5.3.
The absorbance, A, of each pigment is the ratio of the light absorbed, K,
to light scattered, S, as shown for each color channel in Equations (3.18)
(3.19) (3.20). The absorbance values are then mixed by the concentration
of each pigment, hwet and hdry, according to Equations (3.21) (3.22) (3.23).
The mixture is then converted back to reflectance, R for each color channel,
shown in Equations (3.24) (3.25) (3.26).(
K
S
)
R
=
(1−RR)2
2RR
= AR (3.18)(
K
S
)
G
=
(1−RG)2
2RG
= AG (3.19)(
K
S
)
B
=
(1−RB)2
2RB
= AB (3.20)
30
AR,mix = hwet ∗ ARwet + hdry ∗ ARdry (3.21)
AG,mix = hwet ∗ AGwet + hdry ∗ AGdry (3.22)
AB,mix = hwet ∗ ABwet + hdry ∗ ABdry (3.23)
RR = 1 + AR −
√
A2R + 2AR (3.24)
RG = 1 + AG −
√
A2G + 2AG (3.25)
RB = 1 + AB −
√
A2B + 2AB (3.26)
3.5.4 Blending Optimization
The Kubelka-Munk color blending serves to make the painting experience
more realistic. The downside is that it is very taxing on the processor to
perform these additional conversion and blending calculations.
To optimize this process we use a series of short-circuiting conditions
before calculating the blended color. We do this because many times the
colors under consideration do not have contributions from all three color
channels, and our algorithm converts and averages each color channel sep-
arately. For example, if simple blue and green paints were being blended,
then the algorithm does not need to convert and average the red channel,
because it would be zero before and after blending. This is illustrated in
algorithm 2. We short-circuit the algorithm if either weight is zero or if we
are blending the same color value.
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Input: value1, weight1, value2, weight2
Output: blendedvalue
if weight1 == 0 then
return value2;
end
else if weight2 == 0 then
return value1;
end
else if value1 == value2 then
return value1;
end
else
Blend Colors...
end
Algorithm 2: Short-circuit of color blending calculations. Exit early if either weight is
zero or the values are equal.
The second optimization we make for the blending algorithm is for con-
verting from RGB values to absorbance values (A). The RGB values of each
color range from zero to 255. Therefore, there are only 256 possible con-
versions from RGB to absorbance. We simplify this conversion by creating
a 256 value array that is used as a look-up table. The RGB value is provided
as the array index and the associated absorbance value is returned.
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3.6 Brush Modeling
The digital brush is modeled as a separate object, defined by its own set of
color and height maps. These two maps are combined to define the color
and amount of paint present on each bristle of the brush. When the brush is
generated, the amount of paint for each bristle is slightly randomized to give
texture and realism to the paint strokes. This effect is shown in Figure 3.19.
Figure 3.19: Brush bristle colors. The top cross section illustrates height values of a brush,
representing how much paint is held on each bristle. The bottom cross section shows the
paint streak that would result.
The brush holds a finite amount of paint, defined by its own height map.
This height map holds values that represent the amount of paint on each
bristle. Therefore, as strokes are applied they can begin thick, but as it is
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moved along the canvas then paint is deposited until it is thin or empty.
3.6.1 Bristle Optimization
The brush heads are optimized by limiting the number of pixels that need
to be recalculated for each stroke. As explained in the line interpolation
section, the brush is applied at each location along the path of the stroke.
Therefore, calculating the paint transfer and color blending at each bristle on
the brush repeatedly for every location that the brush is applied would result
in many overlapping pixels. These overlapping pixels lead to unnecessary
calculations and a major strain on the system. This problem is illustrated in
Figure 3.20. To reduce this number of calculations but retain the smoothness
of a stroke, only the bristles at the edges of the brush are recalculated.
Figure 3.20: Series of overlapping brush applications. The darker red areas indicate over-
lapping and recalculated pixels.
Figure 3.21 shows a bristle grid of a rounded brush. The red outer bristles
are used to calculate paint transfer and color blending as the brush is applied
along a stroke. The inner gray bristles are skipped because those locations
have already been touched by an outer bristle. The gray bristles are used for
the first brush application of a stroke. Therefore, the user can dab a single
location and apply the entire brush at that location.
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Figure 3.21: Bristle optimization. The white squares signify no bristle, red is an edge
bristle, and gray is an inner bristle.
35
3.7 Paint Transfer
TangiPaint implements bi-directional paint transfer between the brush and
the canvas. Therefore, as a user strokes along the screen, paint is transferred
and blended from the brush to the canvas, and from the canvas into the
brush. This creates textured strokes that streak colors realistically.
The transfer algorithm depends on the amount of paint on the canvas,
amount of paint on the brush, and the pressure with which the stroke is
being applied. This procedure is listed in algorithm 3. If there is more paint
on the brush, then a portion of it is transferred to the canvas, and if there is
more on the canvas, then a fraction is transferred to the brush. Paint transfer
is calculated for each bristle independently. Therefore some bristles may be
depositing paint while others are picking up.
Input: WetHeight,BrushHeight,BrushPressure,CanvasX ,CanvasY
Output: NewWetHeight,NewPaintHeight
HeightDifference = BrushHeight - (WetHeight * BrushPressure);
HeightTransfer = HeightDifference * XFER FRACTION;
HeightTransfer = HeightTransfer * Noise(CanvasX , CanvasY );
HeightTransfer = CLAMP( HeightTransfer, MIN TRANSFER,
MAX TRANSFER );
if HeightDifference >MIN TRANSFER then
// Brush ->Canvas
NewBrushHeight = BrushHeight - HeightTransfer;
NewWetHeight = WetHeight + HeightTransfer;
end
else if HeightDifference <MIN TRANSFER then
// Canvas ->Brush
NewBrushHeight = BrushHeight + HeightTransfer;
NewWetHeight = WetHeight - HeightTransfer;
end
else
No paint transferred...
end
Algorithm 3: Paint transfer calculation. Dependent on the volume of paint on the brush,
on the wet canvas, the stroke pressure, and a randomization factor.
Figure 3.22 illustrates the paint transfer process. The brush holds a finite
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Figure 3.22: Paint transfer from the brush to the canvas.
amount of paint that lessens as more paint is deposited onto the canvas. Only
a percentage of the paint is transferred depending on paint concentrations or
the brush and canvas, and the pressure with which the stroke is applied.
Therefore, as the brush depletes, less paint is transferred until it becomes
empty or picks up new paint. This functionality creates the realistic effect
of strokes that begin thick and end thin. The brush concentration is reset for
each new stroke, as if the artist was returning the their palette.
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3.8 Noise
Computer graphics and digital art often incorporate noise to produce more
realistic looking images. Noise is added to images to make them seem less
rigid and less digital. Noise masks sudden transitions intrinsic to digital
color representations of discrete integer values.
Noise serves as a randomizing function. Since computer generated im-
ages are too rigid, this degree of randomness causes the output to be irregu-
lar and interesting. Procedural texturing is a method of algorithmically gen-
erating a texture. We use Perlin noise [33], a procedural texturing approach
to noise generation. Perlin’s algorithm generates pseudo-random, yet re-
producible, noise values by combining functions of various frequencies and
amplitudes to create a noisy function. Figure 3.23 shows our procedural
Perlin noise texture and, for comparison, a simple random noise texture.
Note how Perlin noise produces smoother, more realistic effects than the
completely random texture.
Figure 3.23: Noise comparison between random (left) and Perlin (right).
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3.8.1 Perlin Optimization
Perlin noise improved the appearance of our results, but we found it com-
putationally expensive to use the algorithm Perlin provided in [34]. This
implementation created a procedural noise texture and returned the value at
the texture location specified for each invocation. The problem was that it
recomputed this entire texture for each use and only returned a noise value
for a single coordinate. Since a major advantage of Perlin noise is that it is
reproducible, we computed the procedural texture for each coordinate and
saved the results to be used as a look up table. Therefore this noise texture
was computed once offline and returned a value in an array when needed.
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Chapter 4
Results and Analysis
This section illustrates the capabilities of the TangiPaint system along with
an analysis of the system performance.
4.1 Performance
Here we compare and contrast the two methods of interacting with the sys-
tem. Those two methods are physical device motion, where the accelerom-
eter and gyroscope are measured to calculate the light position, and the sec-
ond is through touch, where the brush interacts with material on the canvas.
Our benchmarks have been obtained on the iPad 2. System measure-
ments were sampled using the iOS Instruments package. Each test case ran
the system for forty seconds under constant load with the rendering loop set
to 10 frames per second. The system load is the rate of touch interaction or
device movement. The system was sampled every second during execution.
The first 10 samples were eliminated to remove skewed measurements that
were affected by application loading and startup procedures. During the
application loading various interface components are initialized along with
our canvas components and use system resources and skew those samples.
4.1.1 Brush Size and Stroke Speed
The performance of brush interactions are most dependent on the size of
the brush head and the speed at which the stroke is applied. A larger brush
head will contain more bristles that need to be handled for paint transfer
and blending calculations. Figure 4.1 summarizes small, medium, and large
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brush heads. Each are applied as smooth strokes and quick swipes. This
summary is graphed in Figure 4.2. These benchmarks are explained further
below.
Figure 4.1: Performance measurements of various brush sizes and stroke speeds.
Figure 4.2: Graphical comparison of brush sizes and stroke speeds.
This summary illustrates that the CPU load increases with the size of the
brush and the speed with which it is applied. Inversely, the animation frames
per second and GPU utilization decrease as size and speed increase. This
effect is due to the CPU handling touch interaction while the GPU handles
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per-pixel lighting. Larger brush heads and faster strokes put a greater load
on the touch interaction handling and therefore the CPU.
Small Brush
Measurements taken with the small brush were sampled with a rounded
head of 11-pixel diameter. Painting actions with this brush size perform at
and above the set 10 frames per second. This shows that interactions with
the small brush, including paint transfer and color blending calculations,
can be executed without latency or any visible lag.
Figure 4.3: Measurements of a small brush with smooth strokes.
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Figure 4.4: Measurements of a small brush with quick strokes.
The small brush applied with slower, smooth strokes rendered an average
of 11.968 frames per second. The GPU utilization averaged 63.226% and
the CPU load averaged 44.158% for 30 samples. The same brush applied
with quicker strokes rendered an average of 11.290 frames per second with
GPU utilization of 62.387% and CPU load of 46.993%. Notice the larger
CPU load for quicker strokes. This is caused by more paint transfer and
blending calculations being executed in the same time period. These mea-
surements are listed in Figures 4.3 and 4.4, and graphed in Figures 4.5 and
4.6.
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Figure 4.5: Performance of a small brush with smooth strokes.
Figure 4.6: Performance of a small brush with quick strokes.
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Medium Brush
Measurements taken with the medium brush were sampled using a rounded
head with a 31-pixel diameter. Painting actions with this brush size per-
formed at the set 10 frames per second when using smooth strokes, but there
is a noticeable drop when applying faster strokes. This shows that interac-
tions with the medium brush can cause a slight latency if too many bristle
calculations are executed at once.
Figure 4.7: Measurements of a medium brush with smooth strokes.
The medium brush applied with smooth strokes rendered an average of
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10.419 frames per second with a GPU utilization of 54.484% and CPU load
of 56.161%. The same 31-pixel diameter brush applied with quick strokes
rendered 6.065 frames per second with a GPU utilization of 34.194% and
CPU load of 58.099%. These measurements begin to show a strain on the
system when using quicker strokes. Notice that CPU load increases to cal-
culate the additional paint transfer and blending values. Inversely, GPU
utilization decreases to as the system waits for the color and height textures
to be updated and submitted to the shader program. These measurements
are listed in Figures 4.7 and 4.8, and graphed in Figures 4.9 and 4.10.
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Figure 4.8: Measurements of a medium brush with quick strokes.
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Figure 4.9: Performance of a medium brush with smooth strokes.
Figure 4.10: Performance of a medium brush with quick strokes.
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Large Brush
Measurements taken with the large brush were sampled using a rounded
head with a 61-pixel diameter. The rendering loop for these measurements
was also set to 10 frames per second. Both stroke speeds produce a lag be-
tween the interaction and output response due to the large amount of bristles
that are being handled.
Figure 4.11: Measurements of a large brush with smooth strokes.
This large brush applied with smooth strokes rendered an average of
7.548 frames per second, GPU utilization of 41.710% and CPU load of
61.713%. This brush applied with quick strokes rendered only 1.161 frames
per second with a GPU utilization of 4.032% and CPU load of 60.340%.
These very noticeably indicate a latency between the interaction and output.
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Figure 4.12: Measurements of a large brush with quick strokes.
Smooth strokes and applications of the large brush still perform at an
interactive, acceptable rate that is faster than the quick, medium brush. Yet
quicker strokes with the large brush create a significant lag in the rendering
loop. The rendering frame rate and GPU utilization drop significantly as
the graphics hardware waits on the CPU to complete the paint transfer and
blending calculations. These measurements are listed in Figures 4.11 and
4.12, and graphed in Figures 4.13 and 4.14.
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Figure 4.13: Performance of a large brush with smooth strokes.
Figure 4.14: Performance of a large brush with quick strokes.
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4.1.2 Motion Speed
The second method of interaction is through physically tilting the device.
Changes to the orientation are measured by the built-in accelerometer and
gyroscope components and reported our rendering model. Figure 4.15 mea-
sures slow and quick movements of the device. Figure 4.16 graphs these
measurements for comparison.
Figure 4.15: Performance measurements of motion speed.
Figure 4.16: Graphical comparison of motion speed.
These measurements illustrate that the system performance is not depen-
dent on the rate at which the device moves. The accelerometer and gy-
roscope components are polled and updated at a constant rate. Therefore,
irregardless of the rate at which the device is tilted these values are still
measured in the same interval.
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Slow Movement
Slow movement of the device was performed by tilting the display in small
increments, as if a user was carefully inspecting individual pieces of the
artwork. No painting interactions were applied during these measurements.
Figure 4.17: Measurements of slow device movements.
When slowly tilting the display the system rendered an average of 11.452
frames per second. The GPU utilization averaged 63.355% and the CPU
load averaged 33.797%. Therefore, the system renders the lighting with no
delay. These values are listed in Figure 4.17 and are graphed in Figure 4.18.
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Figure 4.18: Performance of slow device movements.
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Quick Movement
Quick motions were applied by shaking the device and rotating it circularly.
These speeds naturally occur if the device is handed between users or moved
between landscape and portrait orientations. No painting interactions were
applied during these tests.
Figure 4.19: Measurements of quick device movements.
The system rendered an average of 11.484 frames per second while mov-
ing rapidly. The GPU utilization averaged 63.452% and the CPU load aver-
aged 35.967%. Therefore, there is no additional overhead created by quick
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Figure 4.20: Performance of quick device movements.
movements of the display. These results are tabulated in Figure 4.19 and
illustrated in Figure 4.20.
4.1.3 Analysis of Performance
The performance measurements listed in this section quantify the effects of
both modes of interaction.
Brush interaction is heavily dependent on the size and the speed of the
strokes applied. Smaller brushes perform faster than larger brushes, and
slower strokes faster than quick swipes. Larger brushes contain more bris-
tles, and each of these bristles need to calculate paint transfer and color
blending as they are applied. Our method of Kubelka-Munk color blending
can be an expensive operation when calculated for too many bristles, as seen
in our analysis. Notice how the rendered frames per second of the system
decreases as the size of the brush head increases. Frames per second was
also lower for quicker strokes in each case. Note that the CPU load increases
as it must calculate more bristle interactions for larger brushes and quicker
strokes.
Motion interaction is measured by the accelerometer and gyroscope com-
ponents. These device components are polled for values at a constant rate.
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Therefore performance should not be affected by the speed at which the de-
vice is moved. Slow or quick motions are reported to the operating system
at the same rate. Our measurements supported this hypothesis. Note that
the sampled frames per second are nearly identical for each case. The graph
illustrates the equality of system performance in terms of device motion.
These performance measurements listed in this section identify the bot-
tleneck of the system to be inherent to brush interactions with the canvas.
This brush interaction latency could be handled by limiting the maximum
diameter of the brush to a medium size.
4.2 Limitations
4.2.1 Resources
Our devices sacrifice computing power for mobility. The disadvantage to
using tablet computers and smartphones is that there is much less room to
hold hardware. The hardware chosen is minimized to the fewest compo-
nents and smallest space necessary. Therefore, our computing resources are
greatly restricted compared to our desktop counterparts. To handle this re-
striction, we efficiently balance our workload between the CPU and GPU,
as introduced in Figure 3.4. Additionally, we implement a series of opti-
mizations, as discussed in sections 3.5.2, 3.5.4, 3.6.1, and 3.8.1.
4.2.2 Pressure Sensitivity
Our devices do not report touch pressure. This limits our ability to sense the
strength at which strokes are applied to the canvas. In a physical painting,
brush pressure affects how much paint is laid down and how deep a stroke
digs into existing material.
We work around this limitation by implementing a pressure setting, shown
in Figure A.9. This allows the user to vary between deep, strong strokes to
light swipes. The problem remains that using a variable setting is unnatural
and in a real interaction a stroke my vary in pressure between the beginning
and the end of its application.
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4.2.3 Touch Tracking
The operating system of our devices provides alerts when a touch begins
and when it ends. In between those alerts, the touch screen is polled at a
rate of 60 Hz, or 60 times per second, for touches. Each polling returns a
discrete location of the user’s finger at a certain point in their swipe. This
discrete list of points requires our algorithm to interpolate the intermediate
locations of the path, because we are not alerted of each individual location
touched.
This polling rate is relatively quick, but has shown to be slow in relation
to typical speeds of a user’s swipe. With a fast curved swipe along the
screen we interpolate a straight line between each discrete location, but that
straight path does not directly follow the curved stroke. This is illustrated in
Figure 4.21 and an actual result is shown in Figure 4.22.
Figure 4.21: Theoretical interpolation limitation. A user’s swipe path is shown on the left.
The right image is our straight interpolation from the red touch points.
4.3 Canvases
Here we illustrate two of the canvases used in the TangiPaint system. Fig-
ure 4.23 displays a canvas substrate and 4.24 displays a burlap substrate.
Each is paired with its associated height map on the right. This combination
of color and texture produces the interactive lighting.
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Figure 4.22: Real interpolation limitation. A slow smooth swipe is shown in the leftmost
image, while the middle and right images were created with fast circular swipes.
4.4 Images
This section provides example artwork that has been created on the Tangi-
Paint system. Here we show possible ranges of parameters and the visual
effects they produce. A major advantage to digital art is that these values
can be modified in real-time on the fly.
4.4.1 Varying Reflectance Properties
Figure 4.25 captures a surface using three different levels of diffuse re-
flectance. Diffuse reflectance is reflected light from a source that has been
reflected at multiple angles. Note that the change appears in the unfocused
areas of the canvas that are not receiving direct light as the specular high-
light remains constant. The left image has 30% diffuse reflection, while the
middle has 60%, and the right 90%.
Figure 4.26 illustrates an image with three different levels of specular
reflectance. The left image has no specular reflection, the middle image has
5%, and the right 10%. Note that even low percentages of specular intensity
produce strong highlights.
Figure 4.27 displays images with multiple specular widths, alpha. This
parameter dictates the spread of the specular highlight, if it exists. The left
image has an α of 0.0001, the middle has 0.07, and the right, 0.15.
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Figure 4.23: Canvas substrate, color texture (left) and height map (right).
4.4.2 Varying Light Angles
As the light source is moved around an image, each piece of the canvas
interacts with the light differently. This interaction depends on the color,
thickness, and reflectance properties of each location. When the light shines
on a specific section, the texture is exposed.
When examining art in a museum or holding a physical canvas, people
naturally move around a painting to inspect various angles and see the tex-
tures of the work. Our lighting effect provides this interaction and simulates
a more realistic experience.
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Figure 4.24: Burlap substrate, color texture (left) and height map (right).
Figure 4.25: Varying diffuse reflectance ρd from 0.30 (left) to 0.60 (middle) to 0.90 (right).
Notice how the background areas of the image, those not under the highlight, are the most
affected.
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Figure 4.26: Varying specular intensity ρs from 0 (left) to 0.05 (middle) to 0.10 (right).
Note the change in the strength of the central highlight.
Figure 4.27: Varying specular width α from 0.0001 (left) to 0.07 (middle) to 0.15 (right).
This affects the size of the specular highlight in the center of the canvas. The left is a very
concentrated center, the middle is wider, and the right is a more spread, softer highlight.
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Figure 4.28: Example Art.
Figure 4.29: Example Art.
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Chapter 5
Future Work
Our system and research provides many novel capabilities and advance-
ments in tangible media and forms of interaction, there is still plenty of
room for continued development.
5.1 Artistic Development
There are an unlimited number of artistic possibilities that can be imple-
mented in a digital, tangible art application. TangiPaint is just the first step
in tangible media, so we began with the most common tools and materi-
als. Therefore future work could include the study and implementation of
artistic elements. These include more types of brushes, such as brush head
orientations. Additional types of paint, such as watercolors and acrylics.
Different types of paint have their own set of unique characteristics such
as opacity, glossiness, and highlight, and physical factors such as thickness
and flow.
Accuracy could also be refined and improved. Complex interactions of
light and color are challenging to implement in software due to the limita-
tions in processing, especially on mobile platforms. Therefore simplified
models are used to most efficiently render a scene, instead of more complex
models. TangiPaint takes advantage of a few heuristics to achieve the best
speed versus accuracy balance. Future work could include both optimizing
the algorithms implemented and increasing their accuracy.
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5.2 Computer Vision
Automatic detection of a viewing direction and lighting direction could be
used to more accurately render an image. TangiPaint simulates the users
position and the lighting direction through estimation. Mobile devices that
contain a camera could be utilized for face detection and light detection
instead of the current method of estimation.
5.2.1 Face Detection
Many common computer vision algorithms and libraries exist that can be
used for face detection. If a face could be detected, it could be used to up-
date the viewing vector of the Ward BRDF model. The previous tangiBook
system implemented on a MacBook Pro laptop utilizes this. Our limitation
is that on the tablet iOS devices, users are rarely directly in front of the
screen and camera and it can be very difficult to detect their location.
5.2.2 Light Detection
Similar to face detection, the camera of the iOS devices could be used to
detect the light source and lighting direction of the scene. This could be
done by finding the brightest point in the view of the camera and positioning
the light at this location. The lighting vector of the Ward BRDF model could
be continuously updated for a more accurate lighting simulation.
The complication in this method is that there may be multiple lights in
an environment. Choosing a single light may be challenging, especially as
the device tilts the detected light may not remain the strongest. This would
cause noise in the simulation by swapping light directions. Additionally,
shiny objects may have their own bright specular highlights that could be
incorrectly detected.
65
5.3 Applications
There are many possible applications of TangiPaint to the field of interactive
tangible media. A few of the possibilities we will discuss here are artistic
applications, painting restoration, and augmented reality.
5.3.1 Artistic Applications
TangiPaint simulates using real materials and surfaces in a digital environ-
ment. As we close the gap between physical paint and digital paint, we
are giving more power to the artists. The benefits of using digital media is
that they are reusable, material properties can be quickly altered, and work
can be saved indefinitely. This can be useful for a training application for
students. It would save money since extra materials would not need to be
purchased and it can be quickly reused, distributed, and saved.
TangiPaint could remain an art application and include more materials,
surfaces, and methods of interaction, such as engraving and molding.
5.3.2 Painting Restoration
The simulation of real paint and surface properties, along with the ability to
import and modify existing works gives artists the possibility to work on, re-
store, or experiment with pieces of art. We see this being potentially useful
for damaged paintings, aged works, or other modifications. Figure 5.1 illus-
trates an example of how the current system can restore a painting. Notice
the hole in the canvas and the missing tree branch. Using the color sampler
tool we select two colors from the remaining tree, red and orange hues, and
use those colors to fill the gap and realistically blend into the rest of the
painting.
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Figure 5.1: Painting restoration. This image is being repaired using the color sampler tool
to choose colors from the painting, then blended in with the brush.
5.3.3 Augmented Reality
New augmented reality applications render digital objects overlaid on top
of images from the outside world. The current limitation is that those ren-
dered objects are often flat and stick out from their surroundings very obvi-
ously. The ideas used in TangiPaint and interactive tangible media could be
extended to realistically render these digital objects more naturally. From
here, scenes could be rendered with virtual content that we could interact
with as if they were real.
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Chapter 6
Conclusion
This thesis introduced TangiPaint, a novel interactive tangible system for
mobile devices. Our goal was to remove the barrier between the real and
virtual worlds and connect users directly using natural modes of interac-
tion. We provide an all-in-one system which runs self-contained on Apple
iOS devices. The application takes advantage of the accelerometer, touch
screen, and high resolution display without requiring any additional or cus-
tom hardware.
TangiPaint successfully provided tangible interaction with various types
of media and modes of manipulation. The application allows artists to di-
rectly interact with a substrate and paints to create surfaces with rich colors
and textures. Realistic lighting effects are achieved using a Ward BRDF
model implemented as a GPU-based shader. Direct manipulation of the
canvas and lighting are provided though accelerometer-based tangible inter-
action.
We demonstrated how to use the TangiPaint application and explained
our intuitive interface that was easy and quick for users to pick up without a
learning curve. New users can begin working right away without any sort of
training. We provided images created with the TangiPaint application with
various effects and material properties.
A major advancement over the previous work is that our system per-
formed in real-time and displayed constant feedback in terms of color and
thickness. We benchmarked the application to identify bottlenecks. The
TangiPaint system represents a first step toward developing tools and media
for digital artists that look and behave like real materials.
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Appendix A
Using the System
This section provides a walkthrough of the TangiPaint system and its user
interface. Here we explain how to select a base canvas, choose tools to work
with, and pick paint colors. We also show how users can vary the physical
properties associated with the rendering model.
A.1 Choosing a substrate
A new file is started by choosing a substrate to work with. This is created
by opening the File menu and pressing ’New’, shown in Figure A.1 . A sub-
strate can be selected from a few sources, either chosen from a pre-defined
set of materials that already have associated color textures and height maps,
imported from the users library on their device, loaded from a previous ses-
sion, or an empty layer.
A.1.1 Pre-defined substrate
The TangiPaint system is packaged with a list of pre-defined substrates that
allow a beginner or first-time user to start working immediately. These ma-
terials include example art and textured canvases. These pre-defined sur-
faces may still be adjusted in terms of reflectance properties at any time.
This is done by varying the diffuse reflectance of the surface (ρd), specular
reflectance (ρs), and specular width (α) parameters in the Canvas menu.
The user can also select a simple empty layer. This choice is a flat, white
canvas with no texture. It is useful if the user does not need or want any of
the underlying surface to show through.
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Figure A.1: File and New File menus. Contain options for new files, saving, loading,
importing, and exporting.
A.1.2 Importing a substrate
The available substrates can be extended beyond those already included. We
allow users to import their own images, canvases, and materials from their
device’s local library.
This is done by selecting the ’Import Substrate from Library’ button un-
der the ’Canvas’ menu, as shown in Figure A.2. The user is first prompted
to select the color image from their photo library on the device. A selection
screen appears, displaying all the available files in the users photo library.
Next they are given the option of selecting an associated height map that will
describe the physical orientation of the layer. If no associated height map
is provided or the user does not have one, a flat texture will be substituted.
This prompt is shown in Figure A.3.
Once imported, this new material is added to the list of available sub-
strates and becomes an option for each new piece of work. These loaded
substrates are saved by TangiPaint and will persist if the original images
are removed from the photo library of the device. Imported materials can
still be removed from the system by selecting ’Edit’ from the Canvas menu,
pressing the red circle, and selecting Delete.
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Figure A.2: Import selection menu.
A.1.3 Saving and loading work
A work in progress may be saved or loaded at any time. Files are stored
locally on the device, and persist between sessions. The interface is shown
in Figure A.4.
Saving
To save the current working image, open the File menu from the toolbar, and
select the ’Save As...’ option. The application will prompt the user to in-
clude a filename. The filename must be a string of alpha-numeric characters.
The file is stored locally on the device and will persist between sessions. If
the application is removed then the associated data, and these saved files
are also deleted. The original images in the devices photo library are not
modified.
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Figure A.3: Import naming menu. Shows options for additionally importing an associated
height map or substituting a blank height layer.
Figure A.4: Save and load menus. The save menu can overwrite existing files or save as
new. The load menu gives the option of opening any saved files.
Loading
A previous session may be restored at any time. From the File menu, select
the ’Load’ option. The user will be provided with a list of previously saved
works to choose from. If none are available the application will indicate that
no files were found.
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A.2 Exporting Work
Work can be exported from the TangiPaint application to the device library.
There are two ways to export a piece of work, by taking a snapshot or by
exporting the layer information. Once exported, these images and layers
can be reused in other applications or even reimported back into TangiPaint.
A snapshot bakes the work into a single file, while exporting saves the indi-
vidual layers of the work. The difference is illustrated in Figure A.5.
Figure A.5: Snapshot vs. Export. A snapshot (left) simply flattens the image with lighting
and reflectance properties. Exporting (right) maintains individual layers of data.
A.2.1 Snapshot
The snapshot function saves a flat image of the current piece. This flat image
contains all the information rendered into a single representation. A snap-
shot is the simplest method of saving and exporting the artwork outside of
the application. This option captures the current lighting effects and surface
reflectances of the artwork.
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Figure A.6: Export menu. Provides options to save a snapshot, email a snapshot, or export
work to the device library.
Snapshots are captured by opening the File menu and selecting either the
”Snapshot to Library” or ”Email Snapshot” buttons.
Snapshot to Library
Selecting ”Snapshot to Library” will capture your current artwork with light-
ing and surface properties in a single file. This file is saved to the photo li-
brary of the device. From here the file is openly accessible and can be found
through the Photos app, other applications on the device, or by connecting
the device to a computer.
Email snapshot
Snapshots can be exported through emailed by selecting ”Email Snapshot”
from the File menu, shown in Figure A.6. When activated, an auxiliary
email view is displayed with the snapshot inserted as an attachment. This
view is displayed in Figure A.7
Emailing snapshots helps to streamline the exporting process. Instead of
exporting a piece to the photo library and then connecting that device to a
computer before it can be accessed, this function can send email right from
the application with the snapshot attached.
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Figure A.7: Emailing a snapshot. The image is inserted as a multimedia attachment.
A.2.2 Exporting Layers
Snapshots flatten all of the artwork information into a single image. While
snapshots are simple, they cannot be used to reconstruct the original model.
This is because the single image no longer retains information of the height
fields, normal vectors, or parameters values of the canvas and paint.
Instead, exporting layers saves all of the information used by the system
into multiple files. Our model is divided into the color layer, height field,
normal map, and BRDF parameter map. Each of these layers is saved into
an individual image file. The color layer is the flat color representation
of the image. The height field represents the amount of material at each
location. The normal map is derived from the height map to calculate each
normal vector, which signifies the surface orientation. Finally, the BRDF
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parameter map dictates the reflectance properties at each location, such as
diffuse reflectance, specular reflectance, and specular width. The textures
are illustrated in Figure A.8. This top left is the color image of the canvas,
the top right is the height fields, the bottom left is the normal map, and the
bottom right is the parameter map describing the reflectance properties of
the material.
These layers are exported by opening the File menu and selecting the
’Export Art to Library’ option. The application will then save four files that
can be accessed through the Photos app, other applications, or by connecting
the device to computer.
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Figure A.8: Export layers. Color image (top left), height fields (top right), normal map
(bottom left), and parameter map (bottom right).
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A.3 Selecting a tool
TangiPaint provides a variety of common artistic tools that can be used to
interact with a canvas. These are selected from the Tool menu on the ap-
plication toolbar. Once selected, the menu will drill down to specific tool
settings in the same window, if available. The tool menu is shown in Fig-
ure A.9.
Figure A.9: Tool menu. Provides option for Brush, Color Sampler, or Eraser. The brush
properties can be further customized in terms of size, shape, and pressure.
A.3.1 Brush
The brush can be customized in terms of size and pressure applied. Since
these iOS devices are not pressure sensitive, the hardware cannot detect
the strength of the strokes along the screen. Therefore we instead provide
this option for users to vary between quick and light strokes to deep and
heavy swipes. This pressure affects how deeply the brush penetrates into
the existing wet layer.
The brush head size and shape can be chosen as a rounded circle or flat-
tened rectangle. A preview is displayed in this menu that provides a quick
view of the selected brush head.
78
A.3.2 Color Sampler
The color sampler is an eyedropper tool that sets the current color to the
value at the selected location. A preview window is presented next to the
selected location displaying the color chosen, shown in Figure A.10. Upon
selection the active paint color is set to this newly chosen value.
Figure A.10: Color sampler tool. Touching a location on the canvas will select the color at
that pixel. A preview is provided and the brush color is automatically set.
This tool is useful for expanding on current pieces of art. As colors are
blended together, they produce new hues that the user did not explicitly set.
These new colors can be selected with the color sampler tool. Similarly, it
can be used for painting restoration. For example, the user can modify a
piece of art they have imported into TangiPaint using colors from the paint-
ing itself. Using existing colors, alterations to the painting look consistent
with the original piece.
A.3.3 Eraser
The eraser clears all paint and material from the active wet layer of the can-
vas. It will not modify the underlying base layer of the substrate. Therefore,
the eraser is best used when trying to remove wet paint while leaving the
texture of the canvas unchanged.
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A.4 Setting paint and surface properties
Material reflectance properties noticeably affect the perception of a surface
as it interacts with the light source. Our model simulates both diffuse and
specular reflection. Diffuse reflection is when rays of light scatter off a sur-
face at many different angles. Specular reflection is a concentrated reflec-
tion of light in a single direction off of a surface. Both types of reflection
are illustrated in Figure A.11, the black ray represents the incoming light,
the yellow ray is the reflected specular reflection, and the blue rays are the
diffuse reflectances.
Figure A.11: Incident light is shown by the black arrow, the diffuse reflection is shown by
the blue arrows, and the specular reflection is shown by the yellow arrow.
A.4.1 Surface properties
The reflectance properties of the substrate can be modified in the application
at any time. The user can adjust the glossiness using the diffuse reflectance
ρd, specular intensity ρs and specular width α parameter sliders in the Can-
vas menu, as seen in Figure A.12(left). These adjust the values submitted to
the Ward model for lighting in the last stage of rendering. These parameters
update in real-time and the user can view the effects on the canvas in the
same screen.
Diffuse reflectance, ρd, determines the brightness of the material from
directional light. Specular reflectance, ρs, sets the intensity of the specu-
lar highlight, and specular width, α, adjusts the size of the highlight. The
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Figure A.12: The canvas properties (left) can be varied in terms of diffuse reflectance ρd,
specular intensity, ρs, and specular width, α. The paint can be defined in terms of color,
reflectance, and thickness. A paint color preview is provided.
diffuse reflectance can range from 0.0 to 1.0, while the specular reflectance
ranges from 0.001 to (1.0 - diffuse reflectance). Finally, the specular width
can range from 0.001 to 0.15.
A.4.2 Paint properties
Paint is defined by its color, reflectance parameters, and thickness, as dis-
played in Figure A.12(right). These are the variables used to determine
how it is blended with the underlying canvas, blended with other paints, and
blended into the brush.
The paint color is chosen by additively mixing the red, green, and blue
color channels. These values are set with the top three sliders. Each chan-
nel can be set from 0 to 255, and the color preview box provides a sam-
ple swatch of the chosen pigment. The next two sliders determine the re-
flectance, or glossiness, of the paint. Specular reflectance, ρs and specular
width, α are set with the next two sliders. Diffuse reflectance is determined
implicitly by the RGB color values. Low RGB colors produces darker pig-
ments while high RGB values gives brighter colors.
Each paint stroke retains its color, reflectance, and thickness properties.
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Therefore, multiple strokes with different settings will each exhibit different
visual properties. As strokes are blended together these parameters mix.
A.5 Paint mixing
Paint is automatically blended as strokes are mixed. The resulting color
is a function of the input colors, gloss parameters, and thicknesses, as ex-
plained in the color blending section. This color mixing is illustrated in
Figure A.13. Note how the colors are realistically blended according to the
Kubelka-Munk color mixing process.
Figure A.13: Examples of paint color mixing.
Users can use the mixing palette provided in the Palette menu, shown in
Figure A.14. Here they can combine paints of different color, glossiness,
and thickness to preview before adding to their work. These palettes can
also be used to save colors and the user can return to sample them at any
time. The mixing palette is cleaned with the ’Clear’ button.
A.6 Interactive Viewing
As the screen is tilted, the device senses the movements reported by the
accelerometer and gyroscope, as illustrated in Figure A.15. The rendering
loop uses the most current values from each to calculate the orientation of
the surface and the elevation of the light source to calculate surface shad-
ing. This produces noticeable visual effects as the light interacts with the
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Figure A.14: Color mixing palette. Provides a separate area to test color mixing. Can be
cleaned with the ’Clear’ button.
artwork. The result realistically depends on the light position and the re-
flectance properties of the materials, as if the user was handling an actual
canvas with physical paint.
A.7 Interactive Lighting
The lighting direction can be repositioned by the user to achieve varied
lighting effects. Using a two-finger gesture, the azimuth and elevation of
the light source can be moved interactively. This interaction is illustrated
in Figure A.16. This feature allows the user to work on a flat surface while
experimenting with directional lighting effects.
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Figure A.15: Device orientation vs lighting directions. As the display is rotated the specular
highlight passes over the image.
Figure A.16: The light is adjusted using a two-finger gesture.
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