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SPECTRA OF GRAPH NEIGHBORHOODS AND SCATTERING
DANIEL GRIESER
Abstract. Let (Gε)ε>0 be a family of ’ε-thin’ Riemannian manifolds modeled
on a finite metric graph G, for example, the ε-neighborhood of an embedding
of G in some Euclidean space with straight edges. We study the asymptotic
behavior of the spectrum of the Laplace-Beltrami operator on Gε as ε→ 0, for
various boundary conditions. We obtain complete asymptotic expansions for
the kth eigenvalue and the eigenfunctions, uniformly for k ≤ Cε−1, in terms of
scattering data on a non-compact limit space. We then use this to determine
the quantum graph which is to be regarded as the limit object, in a spectral
sense, of the family (Gε).
Our method is a direct construction of approximate eigenfunctions from
the scattering and graph data, and use of a priori estimates to show that all
eigenfunctions are obtained in this way.
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1. Introduction
Consider a graph G with a finite number of vertices and edges embedded in Rn
with straight edges. For ε > 0 let Gε be the set of points of distance at most ε from
G. For small ε, Gε ’looks almost like’ G; in other words, the one-dimensional object
G should be considered as a good model for Gε, and so one expects many physical
and analytical properties of Gε to be understandable, in an approximate sense,
by corresponding properties of G. The property we analyze in this light here is
the spectrum of the Laplacian, under various boundary conditions. For motivation
from physics, see for example [13].
This problem has received some attention in the last decade. The case of Neu-
mann boundary conditions was analyzed at various levels of generality in [4], [6],
[15], [21], [5], where it was shown that for each k ∈ N the kth eigenvalue of the
Neumann Laplacian on Gε converges, as ε→ 0, to the kth eigenvalue of the second
derivative operator on the union of the edges of G, where at the vertices so-called
Kirchhoff boundary conditions are imposed. The question of what the correspond-
ing limiting behavior is for other, for example Dirichlet, boundary conditions was
characterized as ’very difficult’ in [5] and remained open until some partial progress
was made recently, see Section 1.4.
In this paper we solve this problem for a general mixed boundary problem,
where we impose Dirichlet boundary conditions on one part of the boundary and
Neumann conditions on the rest. Other boundary conditions, for example Robin,
are also possible. Instead of the setting of an embedded graph described above,
we consider the more general, and mathematically more natural, situation of a
shrinking family of Riemannian manifolds modeled on the graph: We now consider
G as an abstract metric graph, that is, for each edge e a positive number le (to
be thought of as half the edge length) is given. In addition, we have geometric
data: For each edge e an (n − 1)-dimensional Riemannian manifold Ye, and for
each edge v an n-dimensional Riemannian manifold Xv; all these manifolds are
compact and may have a piecewise smooth boundary; also, for each edge e incident
to a vertex v (denoted e ∼ v), we are given an identification (gluing map) of Ye
with a subset of the boundary of Xv, without overlaps. Then Gε is defined by
gluing cylinders of length 2le and cross section εYe (the factor denotes a rescaling
of the metric) to εXv for all pairs e ∼ v. Also given are subsets D and N of the
boundaries of each Xv and Ye, which yield corresponding subsets of Gε (or, for
Robin conditions, similar data). We investigate the Laplace-Beltrami operator on
Gε, where Dirichlet boundary conditions are imposed on D and Neumann conditions
on N. We suppose sufficient regularity of the boundary and the D/N decomposition
so that this problem has discrete spectrum.
Besides the ε-neighborhoods mentioned before this manifold setting includes the
case of the boundary of the ε-neighborhood of G (in this case, Gε itself has no
boundary). Our results imply the following theorem.
Theorem 1. Let µ1(ε) ≤ µ2(ε) ≤ . . . be the eigenvalues of the Laplacian on Gε,
with the given boundary conditions, repeated according to their multiplicity.
For each edge e, let νe be the smallest eigenvalue of −∆ on Ye, with the given
boundary conditions, and let ν = mine νe.
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There are numbers D ∈ N0, 0 < τ1 ≤ τ2 ≤ . . . ≤ τD ≤ ν and 0 ≤ b1 ≤ b2 ≤
· · · → ∞ so that for ε→ 0
µk(ε) = ε
−2τk +O(e−c/ε), k = 1, . . . , D(1)
µk(ε) = ε
−2ν + bk−D +O(ε), k > D(2)
In fact, we obtain much more precise information: complete asymptotics up to
errors of the form O(e−c/ε) also in the case k > D, uniform estimates not only for
fixed k but also for k on the order of ε−1 as well as detailed information on the
eigenfunctions, see the theorems below.
For Theorem 1 to be meaningful it is essential to identify the numbers τk and bk
in terms of the given data. We do this in two steps: First, we give general formulas
identifying these numbers in terms of scattering data of an associated non-compact
n-dimensional limiting problem. Second, we analyze how this scattering data can
be obtained from the given data. It turns out that in this second step the situation
of general boundary conditions carries some essential new features compared to
Neumann boundary conditions: while in this case one has D = 0 and the bk are
determined by the graph and the edge lengths alone (that is, independent of the
manifoldsXv, Ye), in generalD > 0 and the τk and bk depend also on transcendental
analytic information involving the manifolds Xv and Ye: The τk are L
2-eigenvalues
in the afore-mentioned limit problem, and the bk are eigenvalues of a quantum
graph whose vertex boundary conditions involve the scattering matrix of that limit
problem, see Theorems 2 and 3.
1.1. Main results. We now state our results more precisely. Because of the diver-
gence in (1), (2) it is more convenient, and for a proper understanding it turns out
to be essential, to rescale the problem: We multiply all lengths by ε−1. We denote
N := ε−1, XNG := ε
−1Gε
This rescales the eigenvalues by the factor ε2. In XNG , the vertex manifolds and
the cross sections of the edges are independent of N while the lengths of the edges
are 2Nle, and we are interested in the limit N →∞. Central to the analysis is the
limit object, to be thought of as limN→∞XNG ,
(3) X∞ :=
⋃
v
X∞v (disjoint union)
where the ’star’ X∞v of a vertex v of G is obtained by attaching a half infinite
cylinder [0,∞) × Ye to the vertex manifold Xv, for each edge e incident to v, see
Figure 1. Denote by Y the cross-section for X∞, i.e. the disjoint union of the Ye,
each one appearing twice (once for each endpoint). The graph structure is encoded
by a map σ : Y → Y which toggles the two copies of Ye for each edge e. See Section
2 for precise definitions.
Since X∞ is a non-compact space, the spectrum of the Laplacian −∆X∞ (with
corresponding boundary conditions) is no longer discrete. Its spectral theory is
obtained via scattering theory, that is, one considers it as compact perturbation of
[0,∞) × Y , the disjoint union of the edge cylinders. Let ν < ν1 be the smallest
and second smallest eigenvalue of the Laplacian of Y and let V be the eigenspace
corresponding to ν. The absolutely continuous spectrum of −∆X∞ is [ν,∞). To
each λ = ν + α2 ∈ [ν, ν1) is associated the scattering matrix S(α), a linear map
V → V depending holomorphically on α, and to each ϕ ∈ V a scattering solution
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Figure 1. The setup: XNG and X
∞
(generalized eigenfunction) Eα,ϕ. These are the main objects of scattering theory.
In addition, −∆X∞ may have discrete spectrum (L2-eigenvalues).
We also have linear maps L, σ : V → V where L encodes the edge lengths (it
equals leId on the subspace of V corresponding to the edge e) and σ is induced
by the graph structure map above. The maps σ and S(0) are involutions on V , so
they have only the eigenvalues ±1.
We need the following data derived from the spectral data of −∆X∞ :
• The L2-eigenvalues τ ′1 < τ ′2 < . . . < τ ′d < ν1 of −∆X∞ , with eigenspaces
E1, . . . , Ed ⊂ L2(X∞);
• the space P0 := Ker(Id− σ) ∩Ker(Id− S(0)) ⊂ V .
• the spaces Pz := Ker(Id− eiz2LσS(0)) ⊂ V for z > 0. This is non-zero for
a discrete set
(4) 0 < z1 < z2 < . . . the zeroes of f(z) = det(Id− eiz2LσS(0))
• for each i ∈ N, pairwise different holomorphic functions Zρi (α), ρ = 1, . . . , ri
with ri ∈ N, defined on C \ {α ∈ R : |α| ≥ ν1} and with
(5) Zρi (0) = zi
for each ρ, and holomorphically varying subspacesPρi ⊂ V with
⊕ri
ρ=1 Pρi (0) =
Pzi .
The Zρi and Pρi arise from a bifurcation analysis of Ker(Id − eiz2LσS(α)), see
Theorem 15.
Theorem 2 (Main Theorem). Denote by −∆XNG the Laplace-Beltrami operator
on XNG , with the given boundary conditions. For any λmax < ν1 there are c,N0 > 0
such that for N > N0 the spectrum of −∆XNG in [0, λmax] consists of (counting
multiplicities)
a) dim Ep many eigenvalues of the form τ ′p +O(e−cN ), for p = 1, . . . , d,
b) dimP0 many eigenvalues of the form ν +O(e−cN ),
c) dimPρi many eigenvalues of the form
(6) ν + β2 with β =
1
N
Zρi (
1
N
) +O(e−cN )
for each i ∈ N and ρ = 1, . . . , ri for which ν + β2 ≤ λmax.
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The constants c,N0 and the constants in the big O only depend on the spectral data
of ∆X∞ . In particular, the asymptotics are uniform for eigenvalues ≤ λmax.
In terms of ε = N−1 (6) gives an eigenvalue µ = ν + ε2z2i + O(ε
3) by (5), so
this implies Theorem 1: take D =
∑d′
p=1 dim Ep with d′ = max{p : τ ′p ≤ ν}; the
τk are the τ
′
p repeated dim Ep times; and the bk are 0 repeated dimP0 times, and
the numbers z2i repeated dimPi many times. The τp with p > d′ are invisible in
Theorem 1 since there k is fixed as ε→ 0.
Theorem 2 also describes eigenvalue µk with k → ∞ as ε → 0. We determine
the permitted range of k. From µk = ν + ε
2z2i + O(ε
3) ≤ λmax one obtains εzi <√
λmax − ν + O(ε), and the Weyl asymptotics for the zi, see Proposition 13, show
that this is equivalent to
(7) k ≤ ε−1
∑
e le
pi
√
λmax − ν +O(1).
See Theorem 16 for a more explicit description of eigenvalues with β close to some
β0 > 0.
We can also describe the eigenfunctions in terms of the scattering solutions and
of the eigenfunctions in Ep, with exponentially small errors, see Theorems 21, 22
and 24 and Corollary 23 for precise statements.
The restriction λmax < ν1 is made to keep the exposition at a reasonable length.
Our methods are such that a generalization to higher eigenvalues, taking into ac-
count several thresholds, should be fairly straightforward.
To identify the numbers bk in Theorem 1 in terms of the data, we recall that a
quantum graph is given by a metric graph (G with the edge lengths 2le) together
with a self-adjoint realization of the operator −d2/dξ2 acting on functions defined
on the disjoint union of the edges, where ξ is a variable along each edge, measuring
length; such a self-adjoint extension is given by boundary conditions at the vertices.
We state the boundary conditions obtained in our setting. Denote by
Ne := ker(∆Ye + ν)
the eigenspace for ν of the Laplacian on the cross section for an edge e. For
each vertex v let Vv =
⊕
e∼vNe, then clearly V =
⊕
v Vv corresponding to the
decomposition (3). Also, the scattering matrix S(α) is the direct sum of scattering
matrices Sv(α) : Vv → Vv. For each vertex v, Sv(0) is an involution on Vv. Denote
by ue the restriction of a function on G to the edge e, and by ∂nue(v) its inward
normal derivative at the endpoint v of e.
Theorem 3. The numbers bk in (2) are the eigenvalues of the operator −d2/dξ2
on the metric graph G with edge lengths 2le, defined on the space of functions u
which on each edge e are smooth and take values in Ne and which at each vertex v
satisfy the boundary conditions
(ue(v))e∼v ∈ (+1)− eigenspace of Sv(0)(8)
(∂nue(v))e∼v ∈ (−1)− eigenspace of Sv(0).(9)
Remarks.
(1) If, for some edge e, the lowest eigenvalue on Ye is bigger than ν, then
Ne = {0}, so ue has to be identically zero, which means that the edge e
may be omitted from G. In other words, only the ’thickest’ edges contribute
substantially to the eigenvalue µk(ε), for small ε.
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(2) If Ye is connected then Ne is one-dimensional, so it can be identified with
C. But in general there is no canonical eigenfunction, so this identification
is not canonical. However, if all Ye are the same connected Riemannian
manifold (for example, in the case of an ε-neighborhood of an embedded
graph, where they are balls) one may choose the same basis element in each
Ne, so one may think of u as a complex valued function and Vv ∼= Cdeg(v)
where deg(v) is the degree of v.
(3) Two special cases deserve to be mentioned:
• Dirichlet conditions at the vertex v correspond to Sv(0) = −Id. In
particular, if S(0) = −Id then the limit quantum graph is completely
decoupled (Dirichlet boundary value problem on each edge separately,
without interaction between edges).
• If all Ne are identified with C and Sv(0) has (+1)-eigenspace spanned
by the vector (1, 1, . . . , 1) then (8) says that u is continuous at v and
(9) (which is equivalent to (∂nue(v))e∼v ⊥ (1, . . . , 1)) that the sum of
normal derivatives of the ue vanishes at v. This is often called the
’Kirchhoff boundary condition’.
(4) Theorems 1 and 3 show clearly the two ingredients that determine the lead-
ing behavior of eigenvalues:
• The determination of S(0) and of the L2-eigenvalues τk is a tran-
scendental problem, depending on the vertex and edge manifolds (for
example, in the situation of the ε-neighborhood of an embedding, the
angle at which edges meet).
• Given S(0), the bk are determined solely by the combinatorics of the
underlying metric graph.
In the special case of pure Neumann boundary conditions and of Dirichlet
conditions with ’small’ vertex manifolds the leading behavior of eigenvalues
is determined by the metric graph alone, see Theorem 25. That is, it is
independent of the manifolds Xv, Ye. This may be seen as reason why the
general case is harder to analyze. These cases were known previously, see
[15], [21], [5] and [20].
It is known that ’usually’ (for example in the embedded situation) there
are L2-eigenvalues τ < ν, so they can not be neglected. See, for example,
[22], [2].
Using Theorem 3 one can show that for generic geometric data (for example, an
open dense set of Riemannian metrics on the vertex and edge manifolds) one has
S(0) = −Id, that is decoupled Dirichlet conditions for the quantum graph at all
vertices. This will be pursued in a separate paper.
1.2. Outline of the proof of the Main Theorem. We now give an outline of
the proof of Theorem 2, where for simplicity we assume that all le = 1: Let x be a
coordinate on the cylindrical part of X∞ and of XNG , measuring length along the
cylinder axis (going from 0 to N from both ends of the cylinder axis).
The proof consists of two steps: First, we use the spectral data on X∞ to con-
struct approximate eigenfunctions on XNG for large N and conclude the existence of
eigenvalues and eigenfunctions as claimed. Second, we show that all eigenfunctions
on XNG are obtained this way.
For clarity we assume in this outline that all multiplicities (i.e. dimensions of Ep
and Pz) are equal to one and that τp < ν for all p (no embedded eigenvalues). We
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will call a quantity ’very small’ if it is exponentially small as N →∞, i.e. O(e−cN )
for some c > 0.
Throughout, eigenvalues on XNG will be denoted µ, with µ = ν + β
2 if µ ≥ ν,
and spectral values for X∞ by λ, with λ = ν + α2 if λ ≥ ν.
Case I: Eigenvalues µ < ν − c: Here, everything is quite straightforward.
First step: If U is an eigenfunction on X∞ with eigenvalue λ = τp < ν
then U decreases exponentially in x. So if we simply cut off U smoothly
near x = N , making it zero near x = N , then we get a function on XNG
which satisfies the eigenfunction equation up to a very small error. A
simple spectral approximation lemma, Lemma 7, shows that −∆XNG has
an eigenvalue very close to λ. A spectral gap argument gives a similar
approximation for the eigenfunction.
Second step: This procedure can be reversed: If u is an eigenfunction onXNG
with eigenvalue µ < ν − c then it decreases exponentially in x, so cutting
it off near x = N yields a function on X∞ which satisfies the eigenfunction
equation up to a very small error. Since −∆X∞ has purely discrete spec-
trum near µ, it follows by the spectral approximation lemma that it has
an eigenvalue very close to µ. Therefore, there can be no eigenfunctions on
XNG in addition to those constructed in the first step.
Case II: Eigenvalues µ ∈ (ν + e−cN , λmax]: A basic observation is that any
eigenfunction u on XNG or generalized eigenfunction on X
∞ with eigenvalue λ ∈
(ν, ν1) can on the cylindrical part be written as Πu + Π
⊥u, where Πu, called the
leading part, is the first mode in the Y -direction. Πu is of the form
(10) Πu = e−iαxϕ+ eiαxψ, ϕ, ψ ∈ V, α := √λ− ν
and Π⊥u is exponentially decreasing in x.
First step: The scattering solutions E = Eα,ϕ have leading part of the
form (10) with ψ = S(α)ϕ. Since ΠE is not decaying as x→∞, we should
only cut off Π⊥E near x = N , in order to obtain a small error term when
constructing an approximate eigenfunction on XNG from E. Therefore, we
must require ΠEα,ϕ to satisfy matching conditions at x = N that make it a
smooth function on the cylindrical part of XNG . A short calculation shows
that this is equivalent to the equation
(11) M(α, ϕ) = 0, where M(α, ϕ) :=
[
Id− eiαN2LσS(α)]ϕ ∈ V.
Perturbation theory gives functions Zρi and spaces Pρi so that the solutions
of this equation are α = 1NZ
ρ
i (
1
N ) and ϕ ∈ Pρi ( 1N ). So for these α, ϕ the
function obtained from E = Eα,ϕ by cutting of Π
⊥E near x = N satisfies
the eigenvalue equation on XNG with a very small error. Therefore, one gets
eigenvalues as in (6).
Second step: It remains to show that for large N all eigenvalues µ ∈ (ν +
e−cN , λmax] on XNG are obtained in this way. This is the theoretically most
demanding part of the proof. Let u be an eigenfunction of −∆XNG with
eigenvalue µ = ν + β2, β > e−cN/2. An argument directly analogous to
the case µ < ν won’t work since it only yields that −∆X∞ has nonempty
spectrum near µ, which we know anyway. Rather, we need to show that
u is very close to some E = Eα,ϕ with (α, ϕ) satisfying (11) and with
α very close to β. The closeness of u,E would follow from closeness of
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the leading parts Πu,ΠE since they control the full function, and this is
proved in two steps: First, we prove an elliptic estimate which reflects the
essentials of scattering theory in a compact elliptic problem and implies
that eigensolutions whose Π⊥ part decays exponentially for x ≤ N (as Π⊥u
does) are close to scattering solutions (whose Π⊥ part decays exponentially
for x → ∞) with the same eigenvalue, see Lemmas 18 and 19. This is a
stable version of the existence and uniqueness of scattering solutions on
X∞. So we obtain some Eβ,ϕ0 very close to u. In a second step it is shown
that (β, ϕ0) must be very close to a solution of (11): Since u satisfies the
matching conditions at x = N and u − E is very small, E almost satisfies
these conditions, so M(β, ϕ) is very small; therefore, all that is needed is a
stable version of the analysis of (11) (which, however, is quite non-trivial).
Case III: Eigenvalues µ ∈ [ν − c, ν + e−cN ]: While the first step (construction
of approximate eigenfunction) presents no new difficulties, the second step (proof
that all eigenfunctions are obtained) is quite delicate. One difficulty is that the
representation (10) is not valid at α = 0 (it does not give all scattering solutions).
There is a straight-forward replacement, however. More serious is showing that any
eigenvalue µ ∈ [ν − c, ν) must actually be in (ν − e−cN , ν). This again requires a
delicate stability analysis of the matching condition.
Special care needs to be taken when the multiplicities are not equal to one, since
it is not enough just to construct eigenvalues, one also needs sufficiently many. A
useful tool here is the notion of distance between subspaces of a vector space which
we recall in Section 3.4.
If one is only interested in the case of fixed k as in Theorem 1 then some of the
proofs can be simplified considerably since the functions Zρi remain separated for
different i then. See, for example, Corollary 23. In particular the proof of Lemma
28 simplifies considerably in this case, and Theorem 29 is not needed.
1.3. Outline of the paper. In Section 2 we introduce the setup precisely and
some notation. Section 3 introduces the basic analytic tools, most importantly
separation of variables and distance between subspaces, as well as a basic spectral
approximation lemma. In Section 4 we recall the facts from scattering theory that
we need. In Section 5 we analyze which scattering solutions satisfy the matching
conditions, in particular, equation (11). The basic elliptic estimate and some con-
sequences are proven in Section 6. Theorem 2 and improvements of it are proven
in Section 7, and Theorem 3 in Section 8, where we also discuss some special cases.
In the Appendix we collect some basic results on one-parameter families of uni-
tary operators which are needed in the analysis of (11). Their proofs can be found
in [7].
1.4. Related work. As already mentioned, the Neumann problem was treated in
[4], [6], [15], [21], [5]. For Dirichlet boundary conditions, Post [20] derived the first
two terms of (2) in the case of ’small’ vertex neighborhoods, see Theorem 25. In
the recent preprint [17] Molchanov and Vainberg study the Dirichlet problem and
show that, in the context of Theorem 1, the µk(ε) − ε−2ν converge to eigenvalues
of the quantum graph described in Theorem 3; this was conjectured in [16], where
also some results on the scattering theory on non-compact graphs are obtained.
However, their statements are unclear as to whether the multiplicities coincide; also,
they do not consider the effect of L2 eigenvalues on X∞ or uniform asymptotics for
SPECTRA OF GRAPH NEIGHBORHOODS AND SCATTERING 9
large k. In [1] a related model is considered. The method in the previously cited
papers is to compare quadratic forms or to show resolvent convergence of some sort,
and in all cases only the leading asymptotic behavior is obtained.
Problems of the same basic analytic structure (cylindrical neck stretching to in-
finity, attached to fixed compact ends; usually with G consisting of one edge only)
were studied by various authors in the context of global analysis, where they occur
in a method to prove gluing formulas for spectral invariants. In their study of an-
alytic torsion (related to the determinant of the Laplacian), Hassell, Mazzeo and
Melrose [10] gave a very precise description of the resolvent (in the case of closed
manifolds, i.e. no boundary, but admitting edge neighborhoods which are not pre-
cisely cylindrical, just asymptotically), including its full asymptotic behavior as
ε → 0, using ideas of R. Melrose’s ’b-calculus’, a refined version of the pseudodif-
ferential calculus. More direct approaches were used by Cappell, Lee and Miller [3]
and by Mu¨ller [18] in the study of the η-invariant (for the Dirac operator instead
of the Laplacian) and by Park and Wojciechowski [19]. The author and Jerison [8]
prove a special case of Theorem 2 (where XNG is a plane domain obtained by at-
taching a long rectangle to a fixed domain, which is required to have width at most
the width of the rectangle) by a different method (matched asymptotic expansions)
and use it to prove a result about nodal lines of eigenfunctions; for this, one needs
to know the asymptotic behavior to second order (i.e. one order more than written
explicitly in (2)).
In the context of this literature, the main purpose of the present paper is to give
a mathematically rigorous yet straightforward derivation of the limiting problem
on the graph, allowing various boundary conditions, in a way that admits general-
ization to similar problems. For example, there are straightforward generalizations
to higher order operators, systems and Schro¨dinger operators with potential, as
long as one has a product type structure along the edges. We use existence of the
scattering matrix for manifolds with cylindrical ends as a ’black box’. The main
technical problem is the proof that all eigenfunctions are obtained by the given
construction; here the neighborhood of the threshold ν requires a special effort
(this is sometimes referred to as the problem with ’very small eigenvalues’ since the
eigenvalues are exponentially close to ν).
Notation: As usual constants c, C > 0 may have different values at each oc-
curence (unless otherwise stated). They depend on the data (the graph, the edge
lengths, the compact manifolds), but not on N . The L2 scalar product on a space
X is denoted by 〈u, v〉X =
∫
X uv and the L
2 norm by ‖ · ‖X .
2. The setup: Combinatorial and geometric data
The following data are given:
• Combinatorial data:
A finite graph G = (V,E), with vertex set V = V (G), edge set E =
E(G). Loops and multiple edges are allowed. Thus, E may be thought of
as a multiset of unordered pairs of vertices. If the vertex v is adjacent to
an edge e, we write v ∼ e. A half-edge is a pair (v, e) with v ∼ e, and we
denote by E the set of half edges, except that for a loop e at a vertex v
the element (v, e) appears twice in E (so formally E is really a multiset).
Sometimes we denote a half-edge by e if it arises from the edge e. The
neighborhood of a vertex v is the (multi-)set of half-edges incident to it.
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It will be useful to think of G as the disjoint union of the vertex neigh-
borhoods, with the ’ends’ of the half-edges glued together appropriately.
The glueing may be encoded by a map σ, where
σ : E → E(12)
(v1, e) 7→ (v2, e)(13)
if the edge e connects v1 and v2 (for a loop e, σ maps one copy of (v, e) to
the other). σ is an involution, that is σ2 = Id, and has no fixed points.
We also assume that a positive number le is given for each edge e, to be
thought of as half the length of e. Denote the shortest half edge length by
lmin = min
e
le.
• Geometric data:
– To each vertex v a compact Riemannian manifold (Xv, gXv ) with piece-
wise smooth boundary1, of dimension n
– to each edge e a compact Riemannian manifold (Ye, gYe) with smooth
boundary, of dimension n − 1; for a half edge e corresponding to an
edge e, we set Ye := Ye;
– to each half-edge (v, e) an isometry hv,e (gluing map) from Ye to a
subset of the boundary of Xv; we assume that (Xv, gXv ) is of product
type near hv,e(Ye), see below; also, for each v the sets hv,e(Ye) are
assumed to be disjoint (no overlaps of different edges);
– partitions of the boundary of each Ye and of the part of the boundary
of each Xv which is not in the image of any of these isometries, into
two pieces denoted by indices D and N (for Dirichlet and Neumann
boundary conditions); we assume sufficient regularity of this decompo-
sition so that the boundary value problems formulated below (before
(16)) are well-posed.
More generally, one may give a pair of non-negative functions a, b (of
sufficient regularity to make the problem below well-posed) on the
boundary of each Xv (outside the gluing part) and each Ye, with a, b
never vanishing simultaneously, to define Robin boundary conditions,
see below. The D/N decomposition corresponds to a, b being charac-
teristic functions of a partition of these boundaries into two parts.
From this data, we define Riemannian manifolds XN , 0 < N ≤ ∞, with piecewise
smooth boundary, as follows: First, for each half-edge e = (v, e) we attach a cylinder
with cross section Ye,
ZNe := [0, N)× Ye
to Xv, using the isometry hv,e. Thus, for each vertex v we get a manifold with
piecewise smooth boundary
XNv :=
[
Xv ∪
⋃
e: e∼v
ZNe
]
/{hv,e}v∼e
where the quotient means that each {0}×Ye is identified isometrically with a subset
of the boundary of Xv.
1for an exact definition of this, see for example [11]; for our purposes one may assume that the
data are such that the spaces XN defined below are smooth manifolds with boundary.
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On ZNe we put the cylindrical Riemannian metric
(14) gZNe = l
2
e dx
2 + gYe .
By assumption, (Xv, gXv) is of product type near Y
′
e := hv,e(Ye), which means that
a neighborhood of Y ′e in Xv is isometric to (0, ε) × Y ′e with the product metric,
for some ε > 0. This ensures that the metrics on Xv and Z
N
e define a smooth
Riemannian metric on XNv (it also fixes the smooth structure on X
N
v ).
Let
XN :=
⋃
v∈V
XNv
(disjoint union) and denote by
Y :=
⋃
e∈E
Ye, Z
N := [0, N)× Y =
⋃
e∈E
ZNe
the cross section resp. the cylindrical part of XN .
For finite N the pieces XNv are now glued together as prescribed by the graph
G to give the N -neighborhood, XNG , of G. More precisely, σ : E → E induces
bijections, also denoted σ, Ye → Yσ(e) (since both of these cross sections are just
copies of the same Ye), and therefore {N}× Ye → {N}× Yσ(e) for each e ∈ E, and
then
(15) XNG := X
N/σ
where XN is analogous to XN , except that x < N is replaced by x ≤ N . In other
words, XNG is the union of the Xv and cylinders [0, 2N ] × Ye for each edge e of
G, glued together according to the structure of G. (But our x coordinate will run
between 0 and N from both ends of the interval.) We also write
ZNG := Z
N/σ.
Clearly, the D/N decomposition of the boundaries of each Xv and of each Ye
gives a corresponding decomposition of the boundary of each XN , of XNG and Y ,
and ZN . The Riemannian metrics define Laplace operators ∆XN ,∆XNG ,∆Y ,∆ZN
on these spaces, for which we impose Dirichlet boundary conditions on the D part of
the boundary and Neumann boundary conditions on the N part (but no boundary
condition at the boundary piece {0}×Y of ZN ). More generally, one may consider
Robin boundary conditions, au+ b∂nu = 0, where the functions a, b on ∂X
N (etc.)
are induced by those on the boundaries of Xv, Ye, by making them independent of
the cylinder coordinate x.
By (14),
(16) ∆ZNe = l
−2
e
∂2
∂x2
+∆Ye .
Remark. The Riemannian metric (14) expresses the fact that the cylindrical part
ZNe has length Nle. Instead, one could use the coordinate ξ = xle, then one would
get the more standard form
(17) gZNe = dξ
2 + gYe , ∆ZNe =
∂2
∂ξ2
+∆Ye , ξ = xle,
and 0 ≤ ξ < leN on ZNe . The ξ-coordinate is more convenient for some calcula-
tions, but in the x-coordinate ZNe is given by the same range of x, 0 ≤ x < N , for
all e. We switch between these coordinates as is convenient.
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3. Basics of the analysis
3.1. Notation. Since Y is compact, the Laplacian ∆Y has compact resolvent and
therefore discrete spectrum. Let ν0 < ν1 < . . . be the eigenvalues of −∆Y , with
finite dimensional eigenspaces V0, V1, . . . . We also write
ν := ν0, V := V0.
Let Π be the orthogonal projection to V in L2(Y ), and Π⊥ = IdL2(Y ) −Π.
Let N ∈ (0,∞]. We decompose any u ∈ L2loc(XN) in its ’vertical’ Π and Π⊥
components, over the cylindrical part ZN :
u|ZN = Πu+Π
⊥u
where (Πu)(x) := Π(u(x, ·)) and similarly for Π⊥. Here and throughout the paper
we identify functions on ZN with functions on [0, N) whose values are functions on
Y . In particular,
Πu : [0, N)→ V, Π⊥u : [0, N)→ V ⊥.
Since Y =
⋃
e∈E Ye and ∆Y acts on each Ye separately, we have
(18) L2(Y ) =
⊕
e∈E
L2(Ye), V =
⊕
e∈E
Ve, Ve := ker(∆Ye + ν).
We write elements ϕ ∈ L2(Y ) as ϕ = (ϕe)e∈E with ϕe ∈ L2(Ye). If ϕ ∈ V then
ϕe ∈ Ve ∀e.
The data define two important linear maps L, σ : L2(Y )→ L2(Y ) which restrict
to linear maps L, σ : V → V :
The map L is diagonal with respect to the splitting (18) and encodes the edge
lengths
(19)
L : L2(Y ) → L2(Y )
L : V → V
}
, (ϕe) 7→ (leϕe).
The map σ is defined by the involution σ : E → E encoding the graph structure:
(20)
σ : L2(Y ) → L2(Y )
σ : V → V
}
, (ϕe) 7→ (ϕσ(e)).
We denote
(21) V ± := the ± 1 eigenspace of σ.
Since σ is a self-adjoint involution, the decomposition V = V +⊕V − is orthogonal.
For ϕ ∈ V we denote the corresponding decomposition ϕ = ϕ+ + ϕ−.
By (16) and (17), we have
∆ZN = L
−2 ∂
2
∂x2
+∆Y(22)
=
∞⊕
k=0
(
L−2
d2
dx2
− νk
)
=
∞⊕
k=0
(
d2
dξ2
− νk
)
(23)
with respect to the decomposition L2(Y ) =
⊕∞
k=0 Vk.
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3.2. Matching conditions at x = N . We regard functions on XNG as functions
on XN satisfying suitable matching conditions at x = N . For solutions of the
eigenfunction equation we get:
Lemma 4. Let u be an eigenfunction of −∆XN with eigenvalue λ.
Then u defines an eigenfunction of −∆XNG if and only if u extends smoothly to
x = N and
(24) u− = 0, (∂ξu)+ = 0, at x = N.
The upper ± refer to the σ-decomposition (21).
For α > 0 let
(25) MCα(u) := Πu
−
x=N +
i
α
Π(∂ξu)
+
x=N ∈ V.
Then MCα(u) = 0 if and only if Πu satisfies the matching conditions at x = N .
The particular scaling in (25) is motivated by the calculation (55).
Proof. This is just the fact that the solution to a second order elliptic partial
differential equation can be continued across a hypersurface, as a solution, if and
only if at the hypersurface it is continuous and its normal derivatives match. Set
Φ = ux=N , Ψ = (∂ξu)x=N . Then Φ
− = 12 (Φ − σΦ) and Ψ+ = 12 (Ψ + σΨ), so (24)
means Φe = Φσ(e), Ψe = −Ψσ(e) for all e, that is, continuity of u and of ∂ξu at
x = N in XNG . 
For a function on XN , when we write ux=N we always assume that u extends
smoothly to x = N .
3.3. Separation of variables. The following simple lemma is basic to all the
analysis.
Lemma 5. Let 0 < N ≤ ∞. Let u ∈ C2(ZN ) satisfy (∆ZN + λ)u = 0.
(a) The leading part of u has the form
Πu = e−
√
ν−λξϕ+ e
√
ν−λξψ if λ < ν,(26)
Πu = e−iαξϕ+ eiαξψ if λ > ν, λ = ν + α2(27)
Πu = ϕ+ ξψ if λ = ν,(28)
with ϕ, ψ ∈ V . (Replace ξ by xL to express this in terms of x.)
(b) If λ < ν1 then
(29) Π⊥u =
∞∑
k=1
e−
√
νk−λξϕk + e
√
νk−λξψk, ϕk, ψk ∈ Vk
(c) ϕ, ψ in (a) and ϕk, ψk in (b) are uniquely determined by u. If N =∞ and
u is polynomially bounded as ξ →∞ then ψ = 0 in (26) and ψk = 0 for all
k in (29).
(d) Assume N < ∞ and u extends to a solution on ZNG , or N = ∞ and u is
polynomially bounded. Then there is a constant C such that for all M ≤ N
we have
‖ux=M‖Y + ‖(∂ξu)x=M‖Y ≤ Ce−cM‖u‖Z1(30)
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if λ < ν, where c =
√
ν − λ lmin, and
‖Π⊥ux=M‖Y + ‖(Π⊥∂ξu)x=M‖Y ≤ Ce−cM‖Π⊥u‖Z1(31)
if λ < ν1, where c =
√
ν1 − λ lmin.
(e) If N <∞ and u is an eigenfunction on ZNG then, for the representation in
(29),
(32) ‖
∞∑
k=1
(νk)
1/4
√
νk − λψk‖Y ≤ Ce−2cN‖Π⊥ux=0‖Y
if λ < ν1 for any c <
√
ν1 − λlmin.
Proof. For k ∈ N0 let Πk : L2(Y ) → Vk be the projection and let uk = Πku :
[0, N)→ Vk. By (23), uk satisfies the differential equation
(33) (
d2
dξ2
+ λ− νk)uk = 0,
and this has the solutions given by the formulas in (a) and by the summands in (b).
Clearly, uk and therefore ϕ, ψ, ϕk, ψk are determined by u, and if u is polynomially
bounded then so is uk = Πku for each k, so (c) follows. This immediately gives
(d) in the case N =∞. If N <∞ and u extends to a solution on ZNG then u may
be regarded as function [0, 2N ]→ L2(Y ). We now use the coordinate x ∈ [0, 2N ].
If νk > λ then one can express the solution of (33) by its values at a, b, for any
0 < a < b < 2N : Write βk =
√
νk − λL, then
uk(x) =
sinh(x− a)βk
sinh(b − a)βk uk(b) +
sinh(b− x)βk
sinh(b− a)βk uk(a).
For any a ∈ (0, 1) and b ∈ (2N − 1, 2N) one obtains easily at x =M ≤ N :
‖uk(M)‖Vk ≤ Ce−
√
νk−λlminM (‖uk(a)‖Vk + ‖uk(b)‖Vk) .
Summing over k = 0, 1, 2, . . . in the case λ < ν yields the estimate on ux=M in
(30). The estimate on the derivative and estimate (31) are obtained similarly.
(e) follows similarly to (d), using Π⊥ux=0 =
∑
k ϕk+ψk, Π
⊥ux=2N =
∑
k e
−√νk−λNϕk+
e
√
νk−λNψk and ux=2N = σux=0. 
It is clear from the proof that the behavior of solutions is different for λ ≥ ν1.
For the purpose of this paper, we will always consider λ < ν1. Define λmax, αmax
by
(34) λmax = ν + α
2
max, λmax ∈ (ν, ν1) arbitrary,
then the estimates will always be uniform for λ ≤ λmax.
We define the ’boundary data’ of a function u on ZN as
(35) u0 := Πu|x=0, u1 := Π(∂ξu)|x=0.
Clearly, if u is an eigenfunction then (u0, u1) determine Πu uniquely: Instead of
the representation (26), (27), (28) for the leading part of an eigenfunction we use
the basis
Cλ(ξ) =


cos
√
λ− νξ (λ > ν)
1 (λ = ν)
cosh
√
ν − λξ (λ < ν)
, Sλ(ξ) =


sin
√
λ−νξ√
λ−ν (λ > ν)
ξ (λ = ν)
sinh
√
ν−λξ√
ν−λ (λ < ν)
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of solutions to (d2ξ + λ − ν)v = 0. This is more useful than the exponential basis
for λ near ν since it depends analytically on λ even at λ = ν. For a solution u of
(∆ZN + λ)u = 0 we have
(36) Πu = Cλu0 + Sλu1.
3.4. Distance between subspaces and spectral approximation. It will be
convenient to use the notion of distance between subspaces. Although it is standard,
we recall its definition and basic properties here.
If V,W are closed subspaces of a Hilbert space H then define
dist(V,W ) := inf
u∈V \{0}
dist(u,W )
‖u‖ ,
where dist(u,W ) = inf{‖u− w‖ : w ∈ W}. dist is not a distance function since it
is asymmetric (it does satisfy the triangle inequality, however).
It is elementary to check the following properties (see [12], for example):
Lemma 6. a) dist(V,W ) = ‖PWPV − PV ‖ where PV , PW are the orthogonal pro-
jections to V,W , respectively.
b) dist(V,W ) ≤ 1, and < 1 iff ΠW |V : V → W is injective.
Here, ΠW |V is the restriction of PW to V . In particular dimV ≤ dimW if
dist(V,W ) < 1.
c) If dist(V,W ) < 1 and dist(W,V ) < 1 then PV |W : V → W is an isomorphism
and dist(V,W ) = dist(W,V ). In this case we write
distsymm(V,W ) := dist(V,W ) = dist(W,V ).
d) If Vi, i ∈ I, are pairwise orthogonal then
(37) dist(
⊕
i
Vi,W ) ≤
∑
i
dist(Vi,W ).
e) If ui, i = 1, . . . ,K are pairwise orthogonal and dist(span{ui},W ) < (1 +
dimW )−1 for each i then K ≤ dimW .
(Proof of (e), for example: LetK ′ = dimW . IfK > K ′ then dist(span{u1, . . . , uK′+1},W ) <
(K ′ + 1)/(K ′ + 1) = 1, so K ′ + 1 < K ′ by (d) and(b), a contradiction.)
We will use the following standard spectral approximation lemma. We include
a proof for completeness.
Lemma 7 (Spectral Approximation Lemma). Let A be a selfadjoint operator in a
Hilbert space H. For an interval I ⊂ R let EigI(A) be the spectral subspace of A
corresponding to the spectral interval I.
Let λ0 ∈ R, ε, δ > 0. If W ⊂ Dom(A) is a linear subspace satisfying
(38) ‖(A− λ0)u‖ ≤ ε‖u‖ ∀u ∈W
then
(39) dist(W,Eig(λ0−δ,λ0+δ)(A)) ≤
ε
δ
.
In particular, if ε < δ then dimEig(λ0−δ,λ0+δ)(A) ≥ dimW .
An important consequence is that existence of spectral gaps implies good ap-
proximation of eigenfunctions: If A has no spectrum in {λ : ε ≤ |λ− λ0| < δ} then
W is ε/δ-close to Eig(λ0−ε,λ0+ε)(A).
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Proof. We may assume λ0 = 0. Let A =
∫
λdEλ be the spectral resolution of A.
Let Pδ be the the projection to Eig(−δ,δ)(A). If u ∈ Dom(A) is arbitrary then
(40) δ2‖u− Pδu‖2 ≤ ‖Au‖2
since δ2
∫
|λ|≥δ d(u,Eλ(u)) ≤
∫
|λ|≥δ λ
2d(u,Eλ(u)) ≤
∫
R
λ2d(u,Eλ(u)). Therefore, if
w ∈ W then ‖w − Pδw‖ ≤ εδ‖w‖, which was to be shown. The last claim follows
from Lemma 6b). 
4. Scattering theory background
Here we collect the facts from scattering theory that we need. A good reference
for this material is [9] (this may not be the earliest source).
Scattering theory is the spectral theory of an elliptic operator on a non-compact
space which has a ’simple’ structure at infinity, that is, is asymptotically equal to an
operator on a space for which the spectral decomposition may be written down fairly
explicitly. Among the central goals of scattering theory are the determination of
the absolutely continuous spectrum and of generalized eigenfunctions correponding
to it.
We will need fairly explicit spectral information on the operator −∆X∞ . Since
X∞ is cylindrical at infinity (that is, outside a compact subset), we take as explicit
model −∆′Z∞ , where the prime means that we impose Neumann boundary condi-
tions at x = 0 (Dirichlet would be equally possible), in addition to the boundary
conditions coming from the D/N decomposition (resp. Robin data) of ∂Y , in order
to make the operator essentially self-adjoint. The spectral theory of −∆′Z∞ is easy
to obtain, using separation of variables, i.e. (23). We use the ξ-coordinate on [0,∞)
for simplicity. It will be replaced by xL at the end.
Since − d2dξ2 on [0,∞), with Neumann condition at ξ = 0, has absolutely contin-
uous spectrum [0,∞), with generalized eigenfunctions cosαξ corresponding to the
spectral parameter α2, α ≥ 0, the decomposition (23) shows that the absolutely
continuous spectrum of the model is
specabs(−∆′Z∞) =
⋃
k≥0
[νk,∞) = [ν0,∞) = [ν,∞),
and that the functions
cos(
√
λ− νk ξ)ϕ for k, ϕ satisfying νk ≤ λ, ϕ ∈ Vk
span the generalized eigenfunctions of −∆′Z∞ with eigenvalue λ. That is, each such
function U satisfies −∆′Z∞U = λU and is polynomially bounded as ξ → ∞, and
any function with these properties is in the linear span of these functions.
The scattering theory for spaces with cylindrical ends shows that this picture
carries over to −∆X∞ , except for the possible appearance of discrete spectrum, and
a ’phase shift’ and exponentially decaying error term in the generalized eigenfunc-
tions.
First, we have the description of the spectrum:
Theorem 8. ([9]) The operator −∆X∞ is essentially self-adjoint on C∞0 (X∞). Its
unique self-adjoint extension (still denoted −∆X∞) has the following properties:
a) The pure point spectrum is a discrete subset of [0,∞).
b) The singularly continuous spectrum is empty.
c) The absolutely continuous spectrum is [ν,∞).
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Discreteness includes finite multiplicity.
We now discuss the generalized eigenfunctions (or ’scattering solutions’) E,
(41) −∆X∞E = λE, λ = ν + α2
for spectral values λ ∈ [ν, ν1). One could also consider values ν ≥ ν1, this would
mean using higher scattering matrices.
By Lemma 5, E|Z∞ = ΠE + Π⊥E where E has the explicit form (27) or (28)
and Π⊥E is a sum of exponentially decreasing and exponentially increasing terms.
By polynomial boundedness, the latter must vanish.
Theorem 9 ([9]).
a) (λ > ν) Assume that λ ∈ (ν, ν1) is not an L2-eigenvalue of −∆X∞ . For each
ϕ ∈ V there is a unique bounded solution E = Eα,ϕ of (41) satisfying (with
α =
√
λ− ν)
(42) ΠEα,ϕ = e
−iαξϕ+ eiαξϕ′ for some ϕ′ ∈ V.
b) (Scattering matrix) This defines a linear map
S(α) : V → V, ϕ 7→ ϕ′,
called the scattering matrix. S(α) ∈ End(V0) is holomorphic in α and extends
meromorphically to α ∈ C \ {α ∈ R : |α| ≥ √ν1 − ν}, holomorphic for real α.
Furthermore:
i) S(α) is unitary for α real.
ii) S(α)S(−α) = I for all α.
iii) S(0) is an involution, and S′(0) commutes with S(0).
c) (λ = ν) The space Sα = {Eα,ϕ : ϕ ∈ V } depends holomorphically on α for α as
in a) and extends holomorphically as in b). For α = 0 it is described as follows:
Let V± be the ±1 eigenspaces of S(0). For all Φ+ ∈ V+, Ψ− ∈ V− there is a
unique generalized eigenfunction E = E0,Φ+,Ψ− ∈ S0 satisfying
(43) ΠE0,Φ+,Ψ− = Φ+ ξΨ−, Φ = Φ+ +
i
2
S′(0)Ψ−,
Here, i2S
′(0)Ψ− ∈ V−.
The functions in (a) and (c) are all the generalized eigenfunctions, up to addition
of possible L2-eigenfunctions.
Note that if ν + α2 is an L2-eigenvalue, the function Eα,ϕ resp. E0,Φ+,Ψ− is
not uniquely determined by fixing its leading part, since the leading part of an
L2-eigenfunction is zero. However, it is determined by the additional requirements
that it lie in Sα and that this space depends continuously on α (for α 6= 0 this
means that α 7→ Eα,ϕ depends continuously on α).
Proof. This is mostly standard. Note that b)iii) follows from ii) by setting α = 0,
and from differentiating ii) at α = 0, which gives S′(0)S(0) − S(0)S′(0) = 0. This
implies that S′(0) preserves V±, and therefore the last claim in c). Equation (43)
will be explained below. 
In our context, we use the variable x, where ξ = xL. Therefore
ΠEα,ϕ = e
−iαxLϕ+ eiαxLS(α)ϕ(44)
ΠE0,Φ+,Ψ− = (Φ+ +
i
2
S′(0)Ψ−) + xLΨ−,(45)
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respectively.
Theorem 9 can be reformulated in terms of ’scattering subspaces’; we will use
this since it allows a more uniform treatment of the cases α 6= 0 and α = 0:
Recall the notation u0 = Πux=0, u
1 = Π∂ξux=0. Define the ’scattering subspace’
for α ∈ [−αmax, αmax] by
(46) Lα := {(E0, E1) : (∆X∞+ν+α2)E = 0, E polynomially bounded} ⊂ V ×V.
Since ΠE determines and is determined by (E0, E1), part a) of Theorem 9 may be
reformulated as follows:
(47)
Lα = {( (I + S(α))ϕ,−iα(I − S(α))ϕ ) : ϕ ∈ V } for α 6= 0 not an L2−eigenvalue,
and to each (E0, E1) ∈ Lα there is a unique scattering solution E with eigenvalue
ν + α2.
In particular, Lα is a dimV -dimensional subspace of V × V for these α; since
Lα = ΠSα it extends analytically to all |α| < √ν1 − ν. However, in general the
continuation to α = 0 cannot be obtained by setting α = 0 on the right of (47)
since this yields V+ × {0}, a space of lower dimension (unless S(0) = Id), so this
cannot be L0. In other words, the parametrization of Lα by ϕ does not extend
uniformly to α = 0. Therefore, we will also need another parametrization which
works (and is analytic) also at α = 0:
Lemma 10. For α > 0,
(48)
Lα = {(E0, E1) : E0 = ρ+ + i2S′(0)ρ− + αR0(α)ρ
E1 = ρ− − 12αS′(0)ρ− + α2R1(α)ρ,
ρ ∈ V }
for certain families R0(α), R1(α) of endomorphisms of V , depending analytically
on α for |α| ≤ αmax.
If S(α) = S(0) for all α then Lα = {(ρ+, ρ−) : ρ ∈ V } for all α.
Proof. Write S(α) = S(0) + αT + α2R(α), T := S′(0), by Taylor’s formula. By
(47), (E0, E1) ∈ V × V is in Lα (for α > 0) iff, for some ϕ ∈ V ,
E0 = (I + S(α))ϕ = 2ϕ+ + αTϕ− + αTϕ+ + α2R(α)ϕ
E1 = −iα(I − S(α))ϕ = −2iαϕ− + iα2Tϕ− + iα2Tϕ+ + iα3R(α)ϕ.
Here we used S(0)ϕ = ϕ+ − ϕ− and (Tϕ)± = Tϕ±. Write
(49) ρ+ = 2ϕ+, ρ− = −2iαϕ−,
then this becomes (48), with suitable R0, R1. The last statement is clear from this
derivation. 
In particular,
(50) L0 = {(ρ+ + i
2
S′(0)ρ−, ρ−) : ρ ∈ V },
and this explains (43).
5. Scattering solutions and matching conditions
In this section we analyze for which scattering solutions E the leading part ΠE
satisfies the matching condition at x = N .
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5.1. The case λ = ν.
Lemma 11. Let Φ+ ∈ V+, Ψ− ∈ V−. If N > 12lmin ‖S′(0)‖ then ΠE0,Φ+,Ψ− , given
by (45), satisfies the matching conditions (24) iff
(51) σΦ+ = Φ+, Ψ− = 0.
Proof. The matching conditions (24) for ΠE0,Φ+,Ψ− are
(52) (I − σ)(Φ+ + i
2
S′(0)Ψ− +NLΨ−) = 0, (I + σ)Ψ− = 0.
This is clearly satisfied if (51) holds. Conversely, if (52) holds then Φ++
i
2S
′(0)Ψ−+
NLΨ− and Ψ− are orthogonal, so
(53) 0 = 〈Φ+ + i
2
S′(0)Ψ− +NLΨ−,Ψ−〉 = 〈 i
2
S′(0)Ψ−,Ψ−〉+N〈LΨ−,Ψ−〉,
and Cauchy-Schwarz gives
‖ i
2
S′(0)Ψ−‖ · ‖Ψ−‖ ≤ 1
2
‖S′(0)‖ · ‖Ψ−‖2.
Since lmin‖Ψ−‖2 ≤ (LΨ−,Ψ−), this and (53) imply Ψ− = 0 if N > 12lmin ‖S′(0)‖,
and then (52) gives σΦ+ = Φ+. 
5.2. The case λ > ν. First, we express the matching conditions in terms of the
scattering matrix.
Lemma 12. Let α > 0, ϕ ∈ V . Then ΠEα,ϕ, given by (44), satisfies the matching
conditions (24) iff
(54) (I − eiαN2LσS(α))ϕ = 0.
Proof. Let ψ = S(α)ϕ. Then by (25)
(55)
MCα(Eα,ϕ) = [e
−iαNLϕ+ eiαNLψ]− +
i
α
[−iαe−iαNLϕ+ iαeiαNLψ]+
= e−iαNL
(
[ϕ+ e2iαNLψ]− + [ϕ− e2iαNLψ]+)
= e−iαNL(ϕ− e2iαNLσψ).
Here we used that σL = Lσ. (This reflects the fact that two half-edges corre-
sponding to the same edge have the same length.) ΠEα,ϕ satisfies the matching
conditions iff MCα(Eα,ϕ) = 0, so the claim follows. 
We now analyze the solutions (α, ϕ) of equation (54), and in particular their
asymptotic behavior as N →∞. It is convenient to introduce the rescaled variable
z := αN.
Let
U(z, α) = eiz2LσS(α)
for z > 0, where α ∈ [0, αmax]. We need to study the zero set
(56) Z = {(z, α) ∈ (0,∞)× [0, αmax] : det(I − U(z, α)) = 0}
and to each (z, α) ∈ Z the eigenspace ker(I−U(z, α)). Intersecting Z with the line
z = αN then gives the solutions of (54).
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The U(z, α) are unitary operators on V . Essential for the sequel is the ’mono-
tonicity’ in z:
(57)
1
i
∂U
∂z
U−1 = 2L > 0.
We begin with the case α = 0, which should be regarded as the limit N →∞.
Proposition 13. The set of z for which (z, 0) ∈ Z consists of a sequence 0 < z1 <
z2 < · · · → ∞. If Pzi denotes the kernel of I − U(zi, 0) then
(58)
∑
i:zi<A
dimPzi =
trL
pi
A+O(1), A→∞.
This is obvious in the case L = lI, i.e. if all edges of the graph have equal lengths,
since then Pz is just the eigenspace of σS(0) with eigenvalue e−iz2l.
Proof. By monotonicity, equation (57), we can apply Lemma 26 to the unitary
family z 7→ U(z, 0) with D(z) = 2L, and this gives the result. 
The structure of Z and the eigenspaces is then given as follows.
Proposition 14. Let z1, z2, . . . be as in the previous proposition. For each i ∈ N
there are ri ∈ N and pairwise different real analytic functions zρi , ρ = 1, . . . , ri,
defined on [0, αmax], such that
(59) zρi (0) = zi for each i, ρ
and
(60) Z =
⋃
i,ρ
{(zρi (α), α) : α ∈ [0, αmax]}.
There is a constant C0 such that
(61) | d
dα
zρi (α)| ≤ C0 for all i, ρ, α.
Furthermore, for each i, ρ there is a real analytic family of orthogonal projections
P ρi (α) on V , α ∈ [0, αmax], such that for each (z, α) ∈ Z
(62)
∑
i,ρ:zρi (α)=z
P ρi (α) = the projection to ker(I − U(z, α)).
Thus, Z is the union of graphs of functions of α with bounded derivatives, see
Figure 2. The ’non-linear eigenvalues’ zi at α = 0 may bifurcate into various z
ρ
i as
α increases. The sum in (62) is over the various branches that meet at (z, α), so for
almost all (z, α) it has only one term (in particular P ρi is uniquely determined).
Proof. Theorem 29 shows that Z is everywhere locally a union of graphs of analytic
functions, and these can be patched to functions on all of [0, αmax]. The theorem
gives also the projections. Applying the theorem at (zi, 0) gives (59).
It remains to prove (61). If z(α) = zρi (α) and ϕ(α) ∈ RanP ρi (α) is normal-
ized and chosen analytic in α then differentiating U(z(α), α)ϕ(α) = ϕ(α) gives
z′(∂zU)ϕ + (∂αU)ϕ + Uϕ′ = ϕ′. Taking the scalar product with ϕ one obtains,
since 〈Uϕ′, ϕ〉 = 〈ϕ′, U−1ϕ〉 = 〈ϕ′, ϕ〉, that z′〈(∂zU)ϕ, ϕ〉 + 〈(∂αU)ϕ, ϕ〉 = 0 and
hence, using ϕ = U−1ϕ and (57),
z′ = −〈e
iz2L 1
i σS
′(α)ϕ, ϕ〉
〈2Lϕ,ϕ〉 ,
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Figure 2. The solutions of det(I − U(z, α)) = 0
which is uniformly bounded as claimed. 
We now study the solutions of (54) and for this the intersection of Z with the
line z = αN , for fixed N . The following is quite obvious from Figure 2.
Theorem 15. (a) Fix arbitrary i, ρ. Then there is a unique point
(63) (αρi,N , z
ρ
i,N ) = intersection point of z = z
ρ
i (α) and z = αN
whenever N ≥ N0,i := C0 + ziαmax with C0 from (61).
Furthermore, zρi,N is real analytic in
1
N , i.e. z
ρ
i,N = Z
ρ
i (
1
N ) for a function
Zρi which is real analytic on [0, (N0,i)
−1]. Also, Zρi (0) = zi.
(b) The pairs (α, ϕ), 0 < α ≤ αmax, for which ΠEα,ϕ satisfies the matching
conditions (24) are given by
α = αρi,N =
1
N
zρi,N(64)
ϕ ∈ Pα,N :=
⊕
i,ρ:αρi,N=α
RanP ρi (α)(65)
for i = 1, 2, . . . satisfying N ≥ N0,i and ρ = 1, . . . , ri. The P ρi are defined
in Proposition 14.
Proof. (a) Fix i, ρ. The z-coordinates of the intersection points (63) are the so-
lutions of z = zρi (tz), where t =
1
N , that is, the zeroes of the function d(z) =
z − zρi (tz). We have d(0) = −zi < 0 and d(αmaxt ) = αmaxt − zρi (αmax) ≥ 0 for
t ≤ tmax := (N0,i)−1 since zρi (αmax) ≤ zi + C0αmax by integration of the bound
(61). Therefore, d has a zero z for each t ≤ tmax. The zero z is unique since
d′(z) = 1 − t(zρi )′(tz) > 0 for t < 1/C0 (which is satisfied for t ≤ tmax). Clearly,
for t = 0 the solution is z = zi by (59), and the inverse function theorem gives the
analytic dependence on t.
(b) By Lemma 12, ΠEα,ϕ satisfies the matching conditions iff (54) is satisfied.
The claim then follows from Proposition 14. 
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A more precise analysis yields the uniform behavior of the functions Zρi with
respect to i → ∞: Zρi (t) = zi + hρi (tzi) for functions hρi which vanish at zero and
have bounds on their derivatives independent of i. We will omit the proof since
we don’t need it. Instead, we prove the following slightly weaker consequence of
Theorem 15 about special regimes of solutions:
Theorem 16. Given α0 ∈ [0, αmax] and δ > 0, C > 0, the values of α in (64) in
the interval |α− α0| < CN−δ satisfy
(66) α =
bρi
N
+O(
1
N1+δ
)
where bρi = z
ρ
i (α0), that is, b = b
ρ
i are the solutions of
(67) det(I − eib2LσS(α0)) = 0,
and only the range |bρi − Nα0| < CN1−δ is considered. The constant implied in
(66) is uniform in i, ρ,N and δ.
In particular, for α0 = 0, δ = 1 we get: The solutions α with α < C/N are of
the form
(68) α =
zi
N
+O(
1
N2
)
This is already clear from Theorem 15a).
Proof. Let t = 1/N . If α = αρi (t) satisfies |α − α0| < Ctδ then |zρi (α) − zρi (α0)| <
C0Ct
δ by (61). From α = tzρi (α) it then follows that |α− tbρi | < C0Ctδ+1, that is,
(66). Finally, this estimate and |α − α0| < Ctδ imply |tbρi − α0| < Ctδ(1 + C0t),
and this yields the restricted range for bρi . 
We will also need the following stable version of Theorem 15b).
Theorem 17. Let N > 0. Assume α ∈ (0, αmax) and ϕ ∈ V are such that ΠEα,ϕ
satisfies the matching conditions up to an error
(69) ‖MCα(Eα,ϕ)‖V ≤ δ‖ϕ‖V ,
for some δ > 0.
a) Then there is i, ρ with
|α− αρi,N | ≤
2
lmin
δ
N
.(70)
b) Furthermore, there is C > 0 such that, if δ < C−1 and N > C, then the sum
Pα,δ,N =
⊕
β Pβ,N , with β ranging over |α− β| ≤ N−1
√
δ, is direct and, if P is
the projection to Pα,δ,N , then
(71) ‖ϕ− Pϕ‖V ≤ δ1/(2+2 dimV ) ‖ϕ‖V
Proof. By (55) we have eiαNLMCα(Eα,ϕ) =
(
I − eiαN2LσS(α))ϕ, so (69) implies
‖(I − eiαN2LσS(α))ϕ‖ ≤ δ‖ϕ‖. Write z = αN and
(72) U(z) = eiz2LσS(
z
N
),
then this reads
(73) ‖(I − U(z))ϕ‖ ≤ δ ‖ϕ‖.
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Now z 7→ U(z) is a monotone unitary family in the sense of (130), (131) since, with
a prime denoting derivative in z,
1
i
U ′U−1 = 2L+
1
iN
US−1S′U−1
where U is evaluated at z and S at z/N , and for N sufficiently large and α = z/N
bounded this is positive with bounds as in (131), where dmin can be taken as lmin.
Therefore, we can apply Lemma 28 with ε = δ. (70) follows from (135) (remem-
ber α = z/N) and (71) from (136). 
6. Elliptic estimates
We first state some fairly standard elliptic estimates on the ’compact part’
X0 :=
⋃
v∈V
Xv
of X∞. Since we consider the scattering theory results in Section 4 as a black
box in this article, we derive them from those results. In a more thorough and
systematic treatment, they could be derived directly from the theory of elliptic
boundary value problems and then used to derive the scattering theory results.
However, the boundary value problem is slightly non-standard since it involves a
non-local (pseudo-differential) boundary operator.
The boundary ∂X0 splits in two parts: The part where the cylinders ZN are
attached, which we may identify with Y (which we sometimes also call {x = 0}),
and the complement ∂X0 \Y . At the latter, we have boundary conditions given by
the D/N decomposition (resp. Robin data). At Y we will now impose boundary
conditions motivated from the scattering theory.
For u ∈ C∞(X0) and λ < ν1 let
B⊥(λ)u := Π⊥∂ξu|Y −Q(λ)(Π⊥u|Y ),
where for ϕk ∈ Vk, k ∈ N,
Q(λ)(
∞∑
k=1
ϕk) := −
∞∑
k=1
√
νk − λϕk,
if the sums converge. Q(λ) is the Π⊥ part of the Dirichlet to Neumann operator for
exponentially decreasing solutions of (∆Z∞ +λ)u˜ = 0, see (29). Thus, B⊥(λ)u = 0
iff Π⊥u˜ has no exponentially increasing part, where u˜ is the unique function on Z∞
satisfying (∆Z∞ + λ)u˜ = 0 and having the same value and normal derivative at
x = 0 as u at Y .
Consider the operator ∆X0 with domain Dom(∆X0) ⊂ H2(X0) defined by the
D/N boundary conditions (resp. Robin data) at ∂X0 \ Y . In order to obtain a
selfadjoint extension of ∆X0 we need in addition to impose boundary conditions
at Y . In addition to the condition B⊥(λ)u = 0 we need a condition involving
u0 := Πu|Y , u1 := Π∂ξu|Y . It is well-known and easy to check that selfadjoint
boundary conditions correspond to subspaces L ⊂ V ×V which are Lagrangian, i.e.
such that dimL = dimV and
(u0, u1), (v0, v1) ∈ L =⇒ 〈u0, v1〉 − 〈v0, u1〉 = 0.
Thus, for L Lagrangian and any λ the operator ∆X0 is selfadjoint on the domain
{u ∈ Dom(∆X0 : B⊥(λ) = 0, (u0, u1) ∈ L}.
We have the following elliptic estimates.
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Lemma 18. Let α ∈ [0, αmax]. Assume λ = ν + α2 is not an L2 eigenvalue of
−∆X∞. Let Lα be the scattering subspace (46), and let L′α be a Lagrangian subspace
of V ×V such that Lα∩L′α = {0}. Also, let PLα,L′α : V ×V → Lα be the projection
along L′α. There is a constant C so that if u ∈ C∞(X0) satisfies the D/N (resp.
Robin) boundary conditions at ∂X0 \ Y and
(74)
(∆ + λ)u = f in X0
B⊥(λ)u = g at Y
PLα,L′α(u
0, u1) = h
then
(75) ‖u‖H2(X0) ≤ C( ‖f‖L2(X0) + ‖g‖H1/2(Y ) + ‖h‖V×V ).
If α is varied and the L′α depend continuously on α then the constant C can be
chosen independent of α.
See Section 7.4 for a replacement in case ν + α2 is an L2-eigenvalue.
Proof. If u is a solution of the homogeneous problem, i.e. f = 0, g = 0, h = 0, then
g = 0 implies that u extends to a solution of (∆ + λ)u = 0 on X∞ with bounded
Π⊥ part and hence that u is a scattering solution. Then (u0, u1) ∈ Lα by definition
of Lα. h = 0 implies (u0, u1) ∈ L′α, hence (u0, u1) = 0 since Lα ∩ L′α = {0} and
therefore u ≡ 0 by uniqueness of scattering solutions.
Therefore, the map u 7→ ((∆ + λ)u,B⊥(λ)u, PLα,L′α(u0, u1)), Dom(∆X0) →
L2(X0)×H1/2(Y )× (V ×V ) is injective. It is also surjective, since for g = 0, h = 0
one has a solution u for any f by the Fredholm alternative (since the operator ∆X0+
λ is selfadjoint on the domain which consists of those u satisfying homogeneous
boundary conditions, has closed range and is injective), and arbitrary g, h can be
removed by replacing u by u− v, where v is any function in Dom(∆X0) satisfying
B⊥(λ)v = g, PLα,L′α(v
0, v1) = h. v exists by standard arguments, since X0 is
of product type near Y by assumption. Since Dom(∆X0) is complete with the
H2-norm the open mapping theorem gives (75).
To show that C can be chosen independent of α it suffices to show that it can
be chosen locally uniformly with respect to α. This can be proved as follows: Fix
α0 and let C0 be the constant for α = α0. Suppose u satisfies (74) for some α near
α0. This can be rewritten (∆ + λ0)u = f + (λ0 − λ)u, B⊥(λ0)u = g + (B⊥(λ0) −
B⊥(λ))u, PLα0 ,L′α0 (u
0, u1) = h + (PLα0 ,L′α0 − PLα,L′α)(u0, u1). Estimate (75) with
these data yields ‖u‖H2(X0) ≤ C0( ‖f‖L2(X0) + ‖g‖H1/2(Y ) + ε‖u‖H2(X0)), where
ε → 0 as α → α0 (independently of u), since all operators on the right in (74)
depend continuously on α. For ε < 1/2C0 the last term can be absorbed into the
left hand side, and the claim follows. 
Using (75) with u = E a scattering solution we get
(76) ‖E‖H2(X0) ≤ C‖(E0, E1)‖V×V for any scattering solution E.
When applying Lemma 18 we will need the following estimate which shows that
the exponentially increasing part, B⊥(λ)u, of an eigenfunction on XNG is very small.
Lemma 19. Let (∆XNG + µ)u = 0, µ < ν1. Then
(77) ‖B⊥(µ)u‖H1/2(Y ) ≤ Ce−cN‖u‖H2(X0).
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Proof. If Π⊥u =
∑∞
k=1 e
−√νk−µξϕk + e
√
νk−µξψk with ϕk, ψk ∈ Vk then B⊥(µ)u =∑∞
k=1
√
νk − µψk. Since ∆Y is an elliptic operator of order 2, with eigenvalues νk,
it follows that ‖B⊥(µ)u‖H1/2(Y ) ≤ ‖
∑∞
k=1(νk)
1/4√νk − µψk‖L2(Y ), and then (32)
together with the trace theorem gives the claim. 
We will need that scattering solutions for different spectral values whose leading
parts satisfy the matching conditions are almost orthogonal on XN :
Lemma 20. Let α, α′ ∈ AN and ϕ ∈ Pα,N , ϕ′ ∈ Pα′,N . If α 6= α′ then the
restrictions of E = Eα,ϕ, E
′ = Eα′,ϕ′ to XN are almost orthogonal, i.e.
|〈E,E′〉XN | ≤ Ce−cN‖E‖XN‖E′‖XN .
Proof. With λ = ν + α2, λ′ = ν + (α′)2 we have by Green’s formula
(λ− λ′)〈E,E′〉XN = 〈λE,E′〉XN − 〈E, λ′E′〉XN = −〈∆E,E′〉XN + 〈E,∆E′〉XN
= 〈Ex=N , ∂ξE′x=N〉Y − 〈∂ξEx=N , E′x=N 〉Y
Since ΠE, ΠE′ satisfy the matching conditions at x = N , the Π part of the lat-
ter scalar products vanishes, and only the Π⊥ part remains. Writing Π⊥E =∑∞
k=1 e
−√νk−λLxϕk, ϕk ∈ Vk, and similarly for Π⊥E′, we get
(λ− λ′)〈E,E′〉XN =
∞∑
k=1
(
√
νk − λ−
√
νk − λ′)〈e−
√
νk−λLNϕk, e−
√
νk−λ′LNϕ′k〉
= (λ′ − λ)
∞∑
k=1
(
√
νk − λ+
√
νk − λ′)−1〈e−
√
νk−λLNϕk, e−
√
νk−λ′LNϕ′k〉,
and since the latter sum is bounded by
Ce−cN
√∑
k
‖ϕk‖2
√∑
k
‖ϕ′k‖2 = Ce−cN‖Π⊥Ex=0‖Y ‖Π⊥E′x=0‖Y
and since ‖Ex=0‖ ≤ C‖E‖X0 by elliptic regularity, the claim follows. 
7. Proof of the Main Theorem
In this section we prove the main theorems. We treat separately the following
cases: Eigenvalues on XNG arising from L
2−eigenvalues on X∞ below the essential
spectrum; eigenvalues on XNG arising from the continuous spectrum on X
∞ but
away from the threshold, i.e. bigger than ν + e−cN for suitable c > 0; eigenvalues
on XNG arising from the threshold.
In each case, the proof proceeds in two steps: In Step 1, we construct the eigen-
values on XNG from approximate eigenfunctions constructed from the (generalized)
eigenfunctions on X∞. In Step 2 we show that in this way all eigenfunctions are
obtained.
We assume at first there −∆X∞ has no L2-eigenvalues in [ν, λmax]. The modifi-
cations needed in case there are such eigenvalues are described in Section 7.4.
We use the following notation: For a selfadjoint operator A and I ⊂ R let
EigI(A) be the spectral subspace for the spectral interval I. If A has only discrete
spectrum in I, this is the span of the eigenfunctions of A with eigenvalues in I.
Also, let
EigI,N := EigI(−∆XNG ).
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We will construct approximate spectral subspaces EigappI,N , defined in each case sep-
arately, using a cutoff function defined as follows. Choose χ ∈ C∞(R) satisfying
χ(x) = 1 for x ≤ − 12 and χ(x) = 0 for x ≥ − 13 and set
(78) χN (x) = χ(x−N).
Thus, if u is a function on XN then χNu equals u for x ≤ N − 1 and is identically
zero for x ≥ N − 13 .
Note that one could not hope to approximate individual eigenfunctions on XNG
by approximate eigenfunctions if the eigenvalues lie very close together.
7.1. Eigenvalues arising from L2 eigenvalues on X∞. For I ⊂ (0, ν) let
(79) EigappI,N := span{χNu : u ∈ EigI(−∆X∞)}.
Theorem 21. For any c0 > 0 there is N0 > 0 such that for N ≥ N0 the eigenvalues
µ ≤ ν − c0 of −∆XNG lie within Ce−cN of the L2-eigenvalues of −∆X∞ .
For each L2-eigenvalue λ < ν of −∆X∞ we have
(80) distsymm(EigI,N ,Eig
app
{λ},N ) ≤ Ce−cN , I = (λ− CecN , λ+ Ce−cN).
Here c =
√
ν − λmax where λmax is the largest eigenvalue of −∆X∞ less than ν.
Proof. Step 1: Show that the approximate eigenfunctions are actually such:
(81) dist(Eigapp{λ},N ,EigI,N) < 1.
In particular, −∆XNG has at least dimEig
app
{λ},N many eigenvalues in I.
Proof: Let W = Eigapp{λ},N . For w = χNu ∈ W one has
∆w = χN (∆u) + 2∇χN∇u + (∆χN )u = −λχNu+ 2L−2χ′N∂xu+ L−2χ′′Nu,
and since χ′N , χ
′′
N are supported in (N − 1, N), one obtains from (30), applied with
M ∈ (N − 1, N), that
(82) ‖(∆XNG + λ)w‖XNG ≤ Ce
−cN‖w‖XNG .
Since W ⊂ Dom(∆XNG ) we may apply the Spectral Approximation Lemma 7 to the
operator A = −∆XNG , with λ0 = λ and ε = Ce−cN , δ = 2ε, and this gives (81).
Step 2: Show that any eigenvalue µ of −∆XNG is in some I = (λ−CecN , λ+Ce−cN)
and that
(83) dist(EigI,N ,Eig
app
{λ},N ) ≤ Ce−cN .
Proof: Let u be an eigenfunction of −∆XNG , with eigenvalue µ ≤ ν − γ. Then
w = χNu ∈ Dom(∆X∞) satisfies (with c1 = √γ)
‖(∆X∞ + µ)w‖X∞ ≤ Ce−c1N‖w‖X∞ .
This follows from exponential decay of w and is proved in the same way as (82). This
implies |µ− λ| ≤ Ce−c1N for some λ ∈ spec(−∆X∞) (in particular, c1 may be re-
placed by c). Since µ ≤ ν−γ, λ must be an L2 eigenvalue of −∆X∞ . Now apply the
Spectral Approximation Lemma 7 to A = −∆X∞ , W = span{w}, with λ0 = µ and
ε = Ce−cN , δ = dist(µ, spec(−∆X∞)\{λ}). Since the interval (µ−δ, µ+δ) intersects
the spectrum of −∆X∞ only in λ, we get dist(span{w},Eig{λ}(−∆X∞)) < Ce−cN ,
and this implies (using exponential decay again)
(84) dist(span{u},Eigapp{λ},N ) ≤ Ce−cN .
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Finally, applying this to an orthonormal basis of eigenfunctions of −∆XNG with
eigenvalues in I, we get (83) from (37).
End of proof: The first statement of the theorem is contained in Step 2, and (81)
and (83) together imply (80) by Lemma 6c). 
7.2. Eigenvalues arising from the interior of the continuous spectrum. To
define the approximate eigenspaces, recall Theorem 15. Let
AN = {αρi,N : i = 1, 2, . . . ; ρ = 1, . . . , ri, αρi,N ∈ (0, αmax]}, ΛN = {ν+α2 : α ∈ AN}.
Recall that α ∈ AN iff ΠEα,ϕ satisfies the matching conditions for some ϕ 6= 0. The
corresponding space of ϕ is Pα,N from (65). Therefore, the function
(85) E˜α,ϕ =
{
Eα,ϕ on X
0
ΠEα,ϕ + χNΠ
⊥Eα,ϕ on ZN
is smooth on XNG and in the domain of ∆XNG .
For I ⊂ R let
EigappI,N := span{E˜α,ϕ, ν + α2 ∈ I, α ∈ AN , ϕ ∈ Pα,N}.
Also, if I = (A,B) and δ > 0 then let
Iδ := (A− δ, B + δ).
We call dimPα,N the multiplicity of α resp. of λ = ν + α2.
Theorem 22. Assume −∆X∞ has no L2-eigenvalues in [ν, λmax]. The numbers
λ ∈ ΛN are the approximate eigenvalues of −∆XNG , with approximate eigenfunctions
linear combinations of E˜α,ϕ, ϕ ∈ Pα,N . The errors are of order e−cN .
More precisely, given a sufficiently small c0 > 0 there are constants C, c > 0
such that:
a) Let µi be the eigenvalues bigger than ν+e
−2c0N of −∆XNG , arranged in increasing
order and counted with multiplicity. Also, let λi be the elements of ΛN , arranged
in increasing order and counted with multiplicity. Then, for all i,
(86) |λi − µi| ≤ Ce−cN .
b) Let I ⊂ (ν + Ce−cN , λmax]. If there is no λ ∈ ΛN in I2Ce−cN \ I then
(87) distsymm(EigI′,N ,Eig
app
I,N ) ≤ Ce−cN , I ′ = ICe−cN .
See Section 7.4 for the modifications needed in case there are L2-eigenvalues in
[ν, λmax].
The statement in b) is complicated due to the possible crossings of the branches
zρi for different i in Figure 2. These do not occur on the line z = αN for bounded
i (corresponding to fixed k as in Theorem 1), and one obtains:
Corollary 23. The eigenvalues of −∆XNG form clusters of width Ce−cN around
the λ ∈ ΛN . For any C0 > 0 there are c > 0, N0 such that for N ≥ N0 the clusters
around the λ ≤ ν + C0N−2 are disjoint and the span of eigenfunctions of −∆XNG
corresponding to the λ-cluster has distance less than e−cN from
span{E˜α,ϕ : ϕ ∈ P(α)}
where λ = ν + α2, P(α) = ker(I − eiαN2LσS(α)).
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Proof. The first statement is just (86). There are only a bounded number of λ ∈ ΛN
satisfying λ ≤ ν + C0N−2 by the Weyl asymptotics (58). They are polynomially
separated, i.e. there are K ∈ N, c > 0 (depending on C0) so that |λ − λ′| ≥ cN−K
for any two different such values, by Theorem 15 and the fact that the Zρi are
different analytic functions. This implies the disjointness of clusters for large N
and that the separation condition in Theorem 22b) is satisfied for I = {λ}, and
this gives the last claim. 
Proof of Theorem 22. As always, we write λ = ν + α2.
Step 1: Show that the approximate eigenfunctions are actually such: For any
intervals as in the theorem we have, for C sufficiently large,
(88) dist(EigappI,N ,EigI′,N ) < 1.
Proof: Let λ ∈ ΛN and let Wλ = Eigapp{λ},N . For w = E˜α,ϕ ∈Wλ one has
∆w = −λw + 2L−2χ′N∂xΠ⊥Eα,ϕ + L−2χ′′NΠ⊥Eα,ϕ,
and since χ′N , χ
′′
N are supported in (N − 1, N), one obtains from (31), applied to
u = Eα,ϕ with M ∈ (N − 1, N), that
(89) ‖(∆XNG + λ)w‖XNG ≤ Ce
−cN‖w‖XNG .
Since Wλ ⊂ Dom(∆XNG ) we may apply the Spectral Approximation Lemma 7 to
the operator A = −∆XNG , with λ0 = λ and ε = Ce−cN and δ > 0 to be chosen, and
this gives
(90) dist(Eigapp{λ},N ,Eig(λ−δ,λ+δ),N ) ≤ Ce−cN/δ.
If δ = 2Ce−cN then this is (88) with I = {λ}.
To obtain (88) for arbitrary I, first observe that (90) implies dist(Eigapp{λ},N ,EigJ,N ) ≤
Ce−cN/δ for any interval J containing (λ − δ, λ + δ). Next, use Lemma 20 to-
gether with a version of (37) for almost orthogonal subspaces to conclude that
dist(EigappI,N ,EigIδ,N ) ≤
∑
λ∈I∩ΛN
(dist(Eigapp{λ},N , Iδ) +Ce
−cN). Since ΛN has at most
O(N) elements, the left hand side is bounded by NCe−cN/δ. Hence, choosing
δ = 2NCe−cN (or e−c
′N with c′ smaller than c and N large) one obtains (88).
Step 2: Show that each eigenvalue µ > ν+ e−2c0N of −∆XNG is exponentially close
to some λ ∈ ΛN and that, under the assumptions of the theorem,
(91) dist(EigI′,N ,Eig
app
I,N) ≤ Ce−cN .
Proof: Let (∆XNG + µ)u = 0, µ = ν + β
2, so β > e−c0N . For E = Eα,ϕ recall the
notation (E0, E1) = (ΠEx=0,Π∂ξEx=0) ∈ V × V . For α ∈ AN denote
(92) Fα,N = {(E0, E1) : E = Eα,ϕ, ϕ ∈ Pα,N}.
Step 2a: (u0, u1) is close to Lβ by the elliptic estimate:
(93) dist(span{(u0, u1)},Lβ) ≤ Ce−cN .
Proof: Apply the basic elliptic estimate, Lemma 18, as follows: Let (E0, E1)
be the orthogonal projection of (u0, u1) to Lβ . This corresponds to a scattering
solution E for spectral value µ. Let v = u− E. From (∆ + µ)E = 0, B⊥(µ)E = 0
it follows that v satisfies (74) with f = 0, g = B⊥(µ)u, L′β = the orthogonal
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complement of Lβ and h = 0. From Lemma 19 it follows that ‖g‖H1/2(Y ) ≤
Ce−cN‖u‖H2(X0), and then (75) gives
(94) ‖v‖H2(X0) ≤ Ce−cN‖u‖H2(X0), v = u− E.
This implies ‖u‖H2(X0) ≤ C‖E‖H2(X0), and with (76) we get
(95) ‖u‖H2(X0) ≤ C‖(E0, E1)‖V×V .
Next, the trace theorem implies ‖(v0, v1)‖V×V ≤ C‖v‖H2(X0), and so (94) gives
(96) ‖(v0, v1)‖V×V ≤ Ce−cN‖(E0, E1)‖V×V ,
which after writing E = u − v and absorbing the v term into the left hand side
gives ‖(v0, v1)‖V×V ≤ Ce−cN‖(u0, u1)‖V×V , that is (93).
Step 2b: Use the matching conditions to show: (93) implies
dist(β,AN ) ≤ Ce−cN(97)
dist(span{(u0, u1)},
⊕
α∈AN :|α−β|<Ce−cN
Fα,N) ≤ Ce−cN .(98)
The Fα,N are defined in (92).
Proof: Since (∆XN+µ)v = 0 one obtains from (36), using | cosβN | ≤ 1, |β−1 sin(βN)| ≤
N , that
‖MCβ(v)‖V ≤ ‖(v0‖V + (N + 1
α
)‖v1)‖V ≤ ec0N‖(v0, v1‖V×V .
From MCβ(u) = 0 we have MCβ(E) = −MCβ(v), and then (96) gives
(99) ‖MCβ(E)‖V = ‖MCβ(v)‖V ≤ Ce−c1N‖(E0, E1)‖V×V .
where c1 = c − c0. If E = Eβ,ϕ then clearly ‖(E0, E1)‖V×V ≤ C‖ϕ‖V , so we can
apply the Stability Theorem 17 with δ = Ce−c1N and obtain (97) with c = c1, as
well as dist(span{ϕ},⊕α′ Pα′,N ) ≤ Ce−c2N where c2 = c1/(2 + 2 dimV ) and the
sum is over α′ ∈ AN satisfying |α−α′| ≤ Ce−c1N/2. This implies that (E0, E1) and
hence, by (96), (u0, u1) has distance at most Ce−c2N from
⊕
α′ Fα′,N , and hence
(98), with c = c2.
End of proof of Step 2: The estimate ‖v‖XN ≤ CN‖(v0, v1)‖V×V for eigensolu-
tions on XN which are a difference of a scattering solution and an eigenfunction on
XNG (use (31) and a modification of the derivation of (76)) shows that (98) implies
(100) dist({u},EigappJ,N ) ≤ Ce−cN , J = (µ− Ce−cN , µ+ Ce−cN ).
Finally, we apply this to an orthonormal set of eigenfunctions u with eigenvalues
in I ′. Lemma 6e) gives dist(EigI′,N ,Eig
app
I′′,N ) ≤ Ce−cN with I ′′ = (I ′)Ce−cN =
I2Ce−cN and hence (91), since by assumption any λ ∈ I ′′ ∩ ΛN must already lie in
I.
End of proof of Theorem 22: (88) and (91) give part b) of the Theorem by
Lemma 6b). Part a) then follows easily: Since ΛN has O(N) elements, we may
cover it by intervals Ik of length at most CNe
−cN , satisfying the hypothesis of b)
(note that any λ ∈ ΛN is at least ν + cN−2 by (59),(64) since z1 > 0). The µi
must then be in the Ce−cN -neighborhoods of the Ik by b), and this implies a), with
slightly smaller c. 
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7.3. Eigenvalues close to the threshold ν. Recall from Lemma 11 that ΠE0,Φ+,Ψ−
satisfies the matching conditions at x = N iff σΦ+ = Φ+ and Ψ− = 0. Denote
V ++ := V+ ∩ V +, Φ++ = the projection to V ++ of Φ ∈ V.
Note that, since σ and S(0) do not commute in general, some care is needed with
this notation. For example, usually Φ+ 6= Φ+++Φ−+ (with Φ−+ defined analogously).
For Φ ∈ V ++ let
(101) E˜0,Φ,0 :=
{
E0,Φ,0 on X
0
ΠE0,Φ,0 + χNΠ
⊥E0,Φ,0 on ZN
and
(102) Eigappν,N := {E˜0,Φ,0 : Φ ∈ V ++ }.
Here we prove the following:
Theorem 24. Suppose ν is not an L2-eigenvalue of −∆X∞ . There are c0 > 0 and
c, C > 0 such that all eigenvalues of −∆XNG in the interval (ν − c0, ν + e−2c0N ) are
actually in I := (ν − e−cN , ν + e−cN), and
(103) distsymm(EigI,N ,Eig
app
ν,N ) ≤ Ce−cN .
See Section 7.4, esp. (123), for the modification needed in case ν is an L2-
eigenvalue.
Proof. Step 1: Show that the approximate eigenvalues are actually such:
(104) distsymm(Eig
app
ν,N ,EigI,N ) < 1.
Proof: This is proved in exactly the same way as (88) (with I = {λ}).
Step 2: Show that each eigenvalue µ ∈ (ν − c0, ν + e−2c0N ) of −∆XNG is in I and
that
(105) dist(EigI,N ,Eig
app
ν,N ) ≤ Ce−cN .
Proof: Define
(106) F0,N = {(E0, E1) : E = E0,Φ,0, Φ ∈ V ++ }
analogous to (92). Let u be an eigenfunction of −∆XNG , with eigenvalue µ. Let
δ = |ν − µ|.
Since there are no scattering solutions with µ < ν we compare u with a scattering
solution for λ = ν.
Step 2a: (u0, u1) is close to L0 by the elliptic estimate:
(107) dist(span{(u0, u1)},L0) ≤ Cδ′, δ′ := δ + e−cN .
Proof: Denote
Φ = u0, Ψ = u1, E = E0,Φ+,Ψ− .
We apply the elliptic estimate, Lemma 18, to the difference v = u − E, with
λ = ν and L′0 = {(v0, v1) : (v0)+ = 0, (v1)− = 0}. By (50), this is transver-
sal to L0. v satisfies (∆ + ν)v = (∆ + ν)u = (ν − µ)u and PL0,L′0(v0, v1) = 0
(since (v0, v1) ∈ L′0 by construction). Also, B⊥(ν)v = B⊥(ν)u = B⊥(µ)u +
(B⊥(ν) − B⊥(µ))u, and (77) gives ‖B⊥(µ)u‖H1/2(Y ) ≤ Ce−cN‖u‖H2(X0) while
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clearly ‖(B⊥(ν) − B⊥(µ))u‖H1/2(Y ) ≤ C|ν − µ| · ‖u‖H2(X0). The elliptic estimate
(75) now gives
(108) ‖v‖H2(X0) ≤ Cδ′‖u‖H2(X0), δ′ := δ + e−cN .
For δ sufficiently small, this implies ‖u‖H2(X0) ≤ C‖E‖H2(X0). Using (76) and
‖(v0, v1)‖V×V ≤ C‖v‖H2(X0) from the trace theorem we get ‖(v0, v1)‖V×V ≤
Cδ′‖(E0, E1)‖V×V , that is, (107).
Step 2b: Use the matching conditions to show: (107) implies that there is a
constant c0 > 0 so that for µ > ν − c0
|µ− ν| ≤ Ce−cN(109)
dist(span{(u0, u1)},F0,N) ≤ Ce−cN .(110)
Proof: First, note that E0 = Φ+ + TΨ− (with T := i2S
′(0)), E1 = Ψ− and
v0 = u0 − E0 = Φ− − TΨ−, v1 = u1 − E1 = Ψ+ imply that (107) is equivalent to
(111) ‖Φ− − TΨ−‖+ ‖Ψ+‖ ≤ Cδ′(‖Φ+‖+ ‖Ψ−‖).
Using 〈Φ,Ψ〉 = 〈Φ+,Ψ+〉+ 〈Φ−,Ψ−〉 one gets from this
(112) |〈Φ,Ψ〉| ≤ Cδ′‖Φ‖2 + C‖Ψ‖2.
Note that this estimate does not involve the V± splitting. This is essential for the
argument.
We now consider the cases µ < ν and µ ≥ ν separately.
The case µ < ν
For the sake of clarity we assume for the following argument that L = I. The
case of general L requires only adjusting the constants.
Let a =
√
δ and t = tanh aN . The matching conditions (24) for Πu = Φcoshax+
Ψ sinhaxa are
Φ− + a−1tΨ− = 0(113)
atΦ+ +Ψ+ = 0.(114)
This implies 〈Φ,Ψ〉 = 〈Φ+,Ψ+〉+ 〈Φ−,Ψ−〉 = −at‖Φ+‖2 − a−1t‖Ψ−‖2 and so
|〈Φ,Ψ〉| = at‖Φ+‖2 + a−1t‖Ψ−‖2(115)
‖Φ‖2 = ‖Φ+‖2 + a−2t2‖Ψ−‖2(116)
‖Ψ‖2 = a2t2‖Φ+‖2 + ‖Ψ−‖2(117)
Now (112) implies that at least one of the following inequalities must hold:
at ≤ Cδ′ + Ca2t2(118)
a−1t ≤ Cδ′a−2t2 + C.(119)
Multiply the second inequality by a2, plug in δ′ = a2 + e−cN and use 0 < t < 1
to see that the second inequality implies the first. So (118) holds. We claim that
there is a0 > 0 so that a < a0 implies a ≤ Ce−cN . To see this, first observe that
the Ca2t2 term on the right may be absorbed into the left for sufficiently small a,
since t < 1. So we get at ≤ Ca2 + Ce−cN . Now for a > N−1 we have t ≥ tanh 1,
so the a2 term may be absorbed into the left, which yields a ≤ Ce−cN , while for
a ≤ N−1 we have t ≥ c′aN for some constant c′ > 0, and this gives a ≤ Ce−cN/2.
We have shown that a2 = |ν − µ| ≤ Ce−cN if a < a0, that is, (109).
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In particular, a−1t ∼ N . Now use (112) again in conjunction with (115)-(117),
where we keep only the Ψ− term on the left hand side, to obtain N‖Ψ−‖2 ≤
Ce−cN(‖Φ+‖2+N2‖Ψ−‖2)+C‖Ψ−‖2. For large N the Ψ− terms on the right may
be absorbed, and one obtains ‖Ψ−‖ ≤ Ce−cN‖Φ+‖. Together with (113) this gives
(120) ‖Φ−‖ ≤ Ce−cN‖Φ‖.
Also, since (114) gives ‖Ψ+‖ ≤ Ce−cN‖Φ+‖, we obtain
(121) ‖Ψ‖ ≤ e−cN‖Φ‖.
Now (111) implies
(122) ‖Φ−‖ ≤ e−cN‖Φ‖.
Finally, (120) and (122) imply by an elementary argument ‖Φ−Φ++‖ ≤ Ce−cN‖Φ‖.
Therefore, ‖(Φ,Ψ)− (Φ++, 0)‖ ≤ Ce−cN‖(Φ,Ψ)‖, that is, (110).
The case µ ≥ ν: Let again a = √δ, but now t = tan aN , with a−1t := N
if a = 0. Since we assume a ≤ Ce−cN for this case, we may argue as in the
last part of the argument for µ < ν (starting with the paragraph before (120)).
Observe that now (114) is replaced by −atΦ+ + Ψ+ = 0, which yields |〈Φ,Ψ〉| =
|at‖Φ+‖2 − a−1t‖Ψ−‖2| instead of (115) (so (112) gives only weaker conclusions
than before), but the conclusions are still valid since at‖Φ+‖2 ≤ Ce−cN‖Φ+‖2.
End of proof of Step 2: Exactly as in the proof of Theorem 22, it follows from
Step 2b that dist(span{u},Eigapp0,N ) ≤ Ce−cN ; applying this to an orthonormal basis
of EigI,N and using Lemma 6d),e) we get the claim.
End of proof of Theorem 24: The claim follows directly from Steps 1 and 2,
using Lemma 6b). 
7.4. The case of embedded L2-eigenvalues. Here we sketch the modifications
necessary in the arguments to deal with the case that −∆X∞ has L2-eigenvalues
embedded in the essential spectrum. For simplicity we will restrict to the analysis
of eigenvalues near ν, in case that ν is an eigenvalue of −∆X∞ . The case of L2-
eigenvalues bigger than ν is treated similarly.
Let H = {u ∈ L2(X∞) : (∆X∞ + ν)u = 0}. If H 6= 0, Theorem 24 holds with
the definition of Eigappν,N replaced by
(123) Eigappν,N := {E˜0,Φ,0 :,Φ ∈ V ++ }+ {χNu : u ∈ H}.
Also, Theorem 22 continues to hold as stated (if there are embedded eigenvalues
λ > ν then its statement has to be modified in a straightforward way).
To prove this, we have to first modify the elliptic estimate, Lemma 18. We are
interested in α near 0. Let H0 be the space of restrictions of elements of H to
X0 and H⊥0 its orthogonal complement in L2(X0). Then the elliptic estimate as
stated cannot hold since the homogeneous problem (i.e., f = g = h = 0 in (74))
has solution space H0. However, the same argument as given there shows that the
same estimate holds if u ∈ H⊥0 , and this gives
(124) ‖u− P0u‖H2(X0) ≤ C( ‖f‖L2(X0) + ‖g‖H1/2(Y ) + ‖h‖V×V )
where P0 : L
2(X0)→ H0 denotes the orthogonal projection.
Next, we have the following almost orthogonality statement analogous to Lemma
20:
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If u is an eigenfunction of −∆XNG , with eigenvalue µ 6= ν, then
(125) ‖P0u‖H2(X0) ≤ C e
−cN
|µ− ν| ‖u‖X0.
For the proof it suffices to show the same estimate for the L2(X0) norm of P0u by
standard elliptic regularity, and for this we need to show |〈u, u′〉| ≤ C e−cN|µ−ν|‖u‖·‖u′‖
for all u′ ∈ H0, with scalar product and norms in L2(X0). For this, do the analogous
calculation as at the start of the proof of Lemma 20, then use that Πu′ = 0 and
that ‖u′x=N‖Y ≤ Ce−cN‖u′‖, ‖Π⊥ux=N‖Y ≤ Ce−cN‖u‖, with the same estimate
for the ξ-derivatives.
Now the proof of Theorem 22 goes through as before since for µ > ν + Ce−c0N
(125) shows that (124) reduces to the ’old’ elliptic estimate (75).
For the proof of Theorem 24 we first observe that Step 1 may be proved simply
by a combination of the proofs of the Steps 1 in Theorems 21 and 22. Next, for
Step 2 we may assume right away that |µ − ν| ≤ Ce−cN since otherwise the ’old’
elliptic estimate holds (see the previous paragraph) and the proof does not need to
be modified. Now for an eigenfunction u of −∆XNG let u0 ∈ H be the eigenfunction
of −∆X∞ restricting to P0u, and let u˜ = u−u0. Then, since u˜|X0 = (I−P0)(u|X0),
(124) is just the ’old’ elliptic estimate for u˜, so the proofs of Steps 2a and 2b go
through for u˜ instead of u as before (with minor modifications when using (77), and
the matching conditions only satisfied up to an exponentially small error because
of the u0 term, which is inessential for the resulting estimate), and this gives that
u˜ is exponentially close to an E˜0,Φ,0 and hence that u = u0 + u˜ is exponentially
close to Eigappν,N .
7.5. Proof of Theorem 2. First, choose c0 > 0 so that the conclusion of Theorem
24 holds. Since P0 = V ++ , (103) gives the eigenvalues in Theorem 2b), by Lemma
6b) (and actually precise information on the eigenfunctions). Next, with this c0
apply Theorem 21, then (80) gives the eigenvalues a) (for τp < ν), and Theorem
22, then (86) gives the eigenvalues in c). The eigenvalues close to those τp which
are ≥ ν are obtained using the argument in the preceding subsection. The cited
theorems also give that there are no other eigenvalues.
8. Identifying the quantum graph; special cases
Proof of Theorem 3. We first discuss how to obtain the eigenvalues of a quantum
graph. The metric graph (G, 2L) (that is, the graph G with given edge lengths
2le, considered as a one-dimensional simplicial complex, i.e. as a union of intervals
glued at the vertices) is just the space X1G defined in (15), with vertex and edge
manifolds all equal to a point. Here we disregard the dimension requirement on
the vertex and edge manifolds; but since the dimension requirement was never
used (except implicitly in the validity of the theorems of scattering theory) we
may use all previous results except those on scattering theory. Scattering theory
is replaced as follows. A boundary condition at the vertices of G corresponds to a
scattering matrix SG(α), defined for α 6= 0 by the requirement that the function
e−iαξϕG + eiαξSG(α)ϕG on X1 satisfy the boundary condition for each ϕG ∈ VG.
By Lemma 12 this function satisfies the matching condition at x = 1, i.e. extends
to a smooth function on the metric graph, iff
(126) (I − eiα2LσSG(α))ϕG = 0.
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Since νG = 0, this means that the positive eigenvalues of this quantum graph are the
squares of those α for which (126) has a solution ϕG 6= 0 (counted with multiplicity,
defined as dimension of the space of those ϕG).
On the other hand, from (6) and (59) we have that the positive bk in Theorem 1
are precisely the squares of those z > 0 for which (I − eiz2LσS(0))ϕ has a solution
ϕ 6= 0, counted with multiplicity.
It follows that we should choose boundary conditions for the quantum graph
such that
(127) SG(α) = S(0) for all α.
In particular, we should take VG = V , which leads us to consider functions which
on the edge e take values in Ne; Lemma 10 shows that (127) yields the boundary
conditions (8), (9). Finally, Lemma 11 shows that also the zero eigenvalues of the
quantum graph correspond to the bk = 0. 
Note that the proof also gives a correspondence of the leading parts of eigen-
functions (since they are determined by ϕG and ϕ).
We recover previously known results easily. The operator on the quantum graph
in Theorem 3 is sometimes called the limit operator. For the following statement,
see the remarks after that theorem, and for the notation the beginning of Section
6.
Theorem 25. Suppose all vertex and edge manifolds are connected. Let λ0 be the
smallest eigenvalue of −∆X0,N , where N means that, in addition to the D/N (resp.
Robin) boundary conditions at ∂X0 \ Y , we impose Neumann boundary conditions
at Y . Then −∆X∞ has no L2-eigenvalues ≤ λ0, and:
a) If λ > ν then we have Dirichlet conditions, i.e. decoupling, in the limit operator.
b) If λ = ν = 0 then we have Kirchhoff boundary conditions in the limit operator.
In particular, for Neumann boundary conditions on all of ∂XNG one has Kirchhoff
boundary conditions, as proved in [5].
Proof. We prove the following stronger statement: If λ < λ0 then the equation
(∆X∞ + λ)u = 0 can have no bounded solution, and if λ = λ0 = 0 the only
bounded solutions are constant on each X∞v .
By Theorem 3, with Remark 3 following it, this implies the theorem since L2-
solutions are bounded and since elements in the (+1)-eigenspace of S(0) correspond
to bounded solutions by Theorem 9c).
First, by Lemma 5, for a bounded solution u with λ ≤ ν we must have ψ =
0, ψk = 0 ∀k in (26) resp. (28) and (29), and this implies
〈ux=0, (∂ξu)x=0〉Y ≤ 0.
The same is true for an L2-solution for any λ. Green’s theorem implies
λ
∫
X0
|u|2 =
∫
X0
u(−∆u) = −〈ux=0, (∂ξu)x=0〉Y +
∫
X0
|∇u|2(128)
≥
∫
X0
|∇u|2,(129)
so
R
X0
|∇u|2R
X0
|u|2 ≤ λ if u|X0 6≡ 0. Since u|X0 may be taken as test function in the
variational characterization of λ0, this implies λ0 ≤ λ and hence the first claim. If
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λ = λ0 = 0 then it implies ∇u ≡ 0, so u is constant on X0v (since X0v is connected)
and hence on X∞v by unique continuation. Note that for ν = 0 connectedness of Ye
implies that Ne ∼= C canonically (the constant functions). 
9. Appendix: Monotone unitary families
In this appendix we collect some results on analytic one-parameter families of
unitary operators which we need. Discussion and proofs can be found in [7].
Let U(x) be a family of unitary operators on a Hermitian vector space V , of
dimension M <∞, depending real analytically on x ∈ R. Then
(130) D(x) :=
1
i
U ′(x)U(x)−1
is symmetric, where U ′(x) is the derivative with respect to x. Assume that U is
monotone, i.e. D(x) is positive for all x, and more precisely that there are constants
dmin, dmax, d2 > 0 such that
(131) dminI ≤ D(x) ≤ dmaxI, ‖U ′′(x)‖ ≤ d2 for all x.
Denote
W (x) = Ker(I − U(x)) and Z = {x : W (x) 6= {0}}.
Thus x ∈ Z iff U(x) has eigenvalue one.
A special case of this setup is U(x) = eixU0 for a unitary U0. Then Z is discrete
and 2pi-periodic, and W (x) is the eigenspace of U0 with eigenvalue e
−ix. The
following statements generalize this and well-known facts about eigenspaces to our
more general situation.
Lemma 26. Z ⊂ R is a discrete subset, and more precisely for all A < B
(132)
∣∣∣∣∣
∑
x:A<x<B
dimW (x) − 1
2pi
∫ B
A
trD(x) dx
∣∣∣∣∣ < M(:= dimV )
The following lemma mimics the independence of the eigenspaces.
Lemma 27. Let I be an interval of length at most 2dmind2M . Then the spaces W (x),
x ∈ I, are independent, i.e.
(133) If ϕx ∈W (x) for each x ∈ I ∩ Z and
∑
x
ϕx = 0 then ϕx = 0 ∀x.
The following lemma gives a stable version of almost orthogonality.
Lemma 28. Assume ϕ ∈ V \ 0 satisfies
(134) ‖(I − U(x0))ϕ‖ ≤ ε‖ϕ‖.
Then
(135) dist(x0,Z) ≤ 2ε
dmin
.
Furthermore, there is a constant C only depending on dmin, dmax, d2,M such that
if ε < C−1 then, with PW denoting the projection to
⊕
|x−x0|≤√εW (x),
(136) ‖ϕ− PWϕ‖ ≤ Cε1/2(M+1)‖ϕ‖.
We also need a fact about 2-parameter perturbations.
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Theorem 29. Let U(x, y) be a unitary operator in a finite-dimensional Hermitian
vector space depending real analytically on x, y ∈ R. Assume
(137)
1
i
∂U
∂x
U−1 > 0 at (x0, y0).
Then the set {(x, y) : U(x, y) has eigenvalue one} is, in a neighborhood of (x0, y0),
a union of real analytic curves x = xj(y). The corresponding projections Pj(y)
to the eigenspace of U(xj(y), y) with eigenvalue one are also analytic functions
of y 6= y0, extending analytically to y = y0, and
∑
j Pj(y0) is the projection to
ker(I − U(x0, y0)).
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