Scalable parallel computing is essential for processing large scale-free (power-law) graphs. The distribution of data across processes becomes important on distributed-memory computers with thousands of cores. It has been shown that twodimensional layouts (edge partitioning) can have significant advantages over traditional one-dimensional layouts. However, simple 2D block distribution does not use the structure of the graph, and more advanced 2D partitioning methods are too expensive for large graphs. We propose a new two-dimensional partitioning algorithm that combines graph partitioning with 2D block distribution. The computational cost of the algorithm is essentially the same as 1D graph partitioning. We study the performance of sparse matrix-vector multiplication (SpMV) for scale-free graphs from the web and social networks using several different partitioners and both 1D and 2D data layouts. We show that SpMV run time is reduced by exploiting the graph's structure. Contrary to popular belief, we observe that current graph and hypergraph partitioners often yield relatively good partitions on scale-free graphs. We demonstrate that our new 2D partitioning method consistently outperforms the other methods considered, for both SpMV and an eigensolver, on matrices with up to 1.6 billion nonzeros using up to 16,384 cores.
INTRODUCTION
The need for computations on large data sets has grown rapidly. We are concerned with data that can be represented as graphs, where typically vertices represent data objects and edges represent relationships. Very large data sets are common in data mining, social network analysis, and communication networks. The graphs are highly irregular, and are often scale-free with a power-law degree distribution. These properties make them significantly different from graphs in scientific computing, which come mostly from meshes and discretizations such as finite elements.
Computations on scale-free graphs fall mainly into two categories: graph algorithms and linear algebra analysis.
Both are important tools to analyze large graphs and networks, but we focus on the latter. A well-known algorithm for web graphs is PageRank [26] , which in its simplest form is the power method applied to a matrix derived from the weblink adjacency matrix. A more computationally challenging area is spectral graph analysis. Eigenvalues and eigenvectors of various forms of the graph Laplacian are commonly used in clustering, partitioning, community detection, and anomaly detection. However, computing eigenvalues is computationally intensive. For large problems, iterative methods are needed, which rely heavily on the sparse matrixvector product (SpMV). SpMV time can dominate solve time in an eigenvalue computation. For example, for a representative social network graph (com-orkut) with a commonly used row-wise block layout on 64 processes, SpMV took 95% of the eigensolver time. Any reduction in SpMV time, then, can significantly reduce eigensolve time. We show later that by improving the data layout for this problem, we can reduce SpMV time by 69% and overall solve time by 64%. Therefore, we focus on parallel SpMV performance. Although the eigenvalue problem is our primary target, our work applies immediately to iterative methods for linear and nonlinear systems of equations as well.
Parallel computing on scale-free graphs is very challenging. Such graphs have little locality, so partitioning them for distributed-memory computers is hard. Often the structure of the graph is ignored in the partitioning (as in [34] ), as traditional graph partitioners are thought to not work well. We show that in many cases, there is enough structure that it can be exploited.
Our main contributions are:
• A new algorithm for 2D (edge) partitioning,
• An empirical comparison of several 1D and 2D distributions for scale-free graphs and the effect on SpMV, • Evidence that current graph and hypergraph partitioners are useful for scale-free graphs, and • A demonstration of the impact of data distribution in a parallel eigensolver for scale-free graphs.
BACKGROUND
Partitioning (load balancing) is the problem of assigning data and computation to processes. Its goal is to balance the load (data, computation) while also reducing interprocess communication. For SpMV, both the matrix and vectors must be distributed and considered in the data layout. Since we focus on numerical algorithms using SpMV, we mainly use matrix terminology in our discussion below. However, since an undirected graph corresponds to a symmetric sparse matrix, we present both graph and matrix views.
Parallel SpMV
Suppose both the matrix A and the vectors x, y have been distributed among processes in some way. The parallel SpMV y = Ax generally has four phases:
1. Expand: Send xj to the processes that own a nonzero aij for some i. The matrix partitioning problem [5] is to decide how to distribute both the matrix and the vectors among processes. For 1D distributions, only the first two phases are necessary. For 2D distributions, all phases are required and, notably, there are two separate communication phases (expand and fold). This communication is illustrated in Figure 1 . We do not discuss the details of the expand and fold phases, but note that the communication can be implemented in several ways [18] .
Our focus is on iterative methods, such as eigenvalue solvers or PageRank. In this case, the vectors x and y should have the same distribution; otherwise, communication is incurred to remap one of the vectors in each iteration.
1D (Vertex) Partitioning
The most common way to partition a sparse matrix is by rows. Each process owns a set of rows and the nonzeros within those rows. This row-based approach is known as a 1D partition for matrices, or a vertex partition for graphs. The vector entries are distributed in the same manner as the matrix rows. The simplest 1D partition evenly distributes the n rows among p processes in a block fashion, such that each process owns approximately n/p consecutive rows. This distribution is the default in many matrix libraries, for example, Epetra [1] in Trilinos [19] . Although this partitioning balances the rows, it does not balance the nonzeros. For mesh-based computing, typically the variation in vertex degrees (nonzeros per row) is low, so disregarding the nonzeros is not an issue. Scale-free graphs usually have a power-law degree distribution, meaning some rows have many more nonzeros than others. This disparity can cause some processes to run out of memory, or to be much slower than other processes since the SpMV work is proportional to the number of nonzeros.
The preferred partitioning method for mesh-based simulations is graph partitioning. Here, the objective is to balance the load and reduce communication at the same time. Mathematically, we wish to minimize the edge cuts in the graph subject to a balance constraint (rows or nonzeros). Unless stated otherwise, we will always balance the nonzeros (as this is most important for SpMV). The graph partitioning problem has been well studied, and good parallel software (e.g., ParMetis [22] , Scotch [27] ) is available.
A drawback of graph partitioning is that it does not accurately model communication cost. Hypergraphs generalize graphs, and hypergraph partitioning can be used to accurately model communication volume. However, hypergraph partitioning is more expensive to compute than graph partitioning and yields similar results in practice for symmetric problems [28] . Hypergraph partitioning is available in Zoltan [7] , PaToH [11] , and hMetis [21] .
2D (Edge) Partitioning
Two-dimensional matrix distributions have long been used in dense linear algebra [25] . Typically, these distributions are Cartesian, so each process owns the intersection of a subset of rows with a subset of the columns. Examples are the 2D block and cyclic distributions, which are used in the ScaLAPACK library [6] . These distributions limit the communication and the number of messages. Suppose the processes are arranged in a √ p × √ p grid. Then the maximum number of messages per process is O( √ p), as compared to O(p) for 1D distributions.
This approach also applies to sparse matrices [18] . In sparse 2D (edge) partitioning, the nonzeros of the matrix, or equivalently, the edges of the graph are assigned to processes. The most common 2D partitionings are Cartesian, but in the most general case, one could assign each nonzero aij independently to a process. The advantage of nonzerobased (edge-based) 2D partitions, is that one can exploit Algorithm 1 2D Graph/Hypergraph Partitioning Input: Sparse matrix A and vector x of dimension n. pr, #processes in the row dimension and pc, #processes in the column dimension, of the pr × pc process grid. (p = prpc). Output: part, Sparse matrix of dimension n, partij is the part assignment for the nonzero aij.
1: Partition the rows and columns of A into p parts using graph or hypergraph partitioning. 2: Let rpart denote the partition of rows and columns. {Comment: rpart also defines the vector distribution.} 3: [procrow, proccol] = NONZERO-PARTITION (rpart, pr, pc) 4: for each nonzero aij do 5: {Comment: Assign aij to process (procrow(i), proccol(j)) in the pr × pc process grid.} 6: partij = procrow(i) + proccol(j) * pr {Comment: using column-major process numbering} 7: end for the structure of the matrix, but the downside is that the number of messages is generally higher than for Cartesian distributions.
In the 2D block distribution both rows and columns are divided into √ p parts. However, using the block partitioning along both rows and columns creates a subtle difficulty: there is no good compatible vector distribution over p processes. The most natural choice is to align one vector with the rows and another with the columns, but different distributions of x and y would then be needed in SpMV. Instead, we desire a matrix distribution in which the diagonal entries are spread among all p processes. Such a partition can be obtained by partitioning the rows into p "stripes" as shown in Figure 2 , which corresponds to a block cyclic distribution along the rows but a block partitioning along columns. For further details, see [5, Ch.4] . This method was successfully used in [34] for scale-free graphs.
Several other 2D methods have been proposed for scientific computing. In the fine-grain method [12] , a hypergraph model is employed where each nonzero is a vertex. This model is optimal in terms of communication volume, but the number of messages may be high, and such partitions are expensive to compute. The coarse-grain method [13] is a Cartesian 2D method that also uses hypergraphs to reduce communication volume. As such, it is closely related to our new method, but it requires two partitioning steps, one for rows and another for columns. The second step requires multiconstraint hypergraph partitioning, which is currently available only in the serial PaToH [11] library. The Mondriaan method [33] uses hypergraph partitioning to do recursive bisection on the matrix in different directions (along rows or columns). The resulting distribution is not Cartesian, so does not have the O( √ p) bound on the number of messages per process. A 2D partitioning method based on vertex separators and nested dissection was recently proposed [8, 9] . These partitioning methods have different strengths and weaknesses [14] . Although all these methods reduce communication (in some metric) compared to the block and random methods, they can be quite expensive to compute so they are often not suitable for very large scale-free graphs. There is no parallel software publicly available for these methods.
Randomization for Load Balancing
A significant issue when partitioning scale-free graphs is that it is difficult to load balance both the number of rows and number of nonzeros at the same time. The basic 1D and 2D block methods balance the number of rows, but can have significant load imbalance in the nonzeros. (We have observed up to 130x imbalance.) The nonzero imbalance causes load imbalance in the local SpMV computation, and may cause some processes to run out of memory.
Randomization is a simple but powerful technique. Each row (and corresponding vector entry) is assigned to a random process. Since the expected number of rows and nonzeros is uniform for all processes, this method generally achieves good load balance in both metrics. The drawback of this method is that communication volume increases if the given graph/matrix has some locality. Therefore, randomization is a poor load balancing method for finite elements and meshbased computations. Nevertheless, it is a viable approach for highly irregular graphs such as scale-free graphs.
Related Work
Yoo et al. [34] considered both SpMV and eigensolvers for scale-free graphs. They compared 1D-block and 2D-block partitions, demonstrating the scalability benefits of 2D distribution for scale-free graphs up to an impressive 5B edges and 32K processors. Their partitions did not exploit the structure of the graphs to reduce communication volume. In addition, the preferential-attachment graphs generated for their experiments [35] did not require load balancing, as their graph generator produced an equal number of nonzeros on each processor. Thus, they showed, for scale-free graphs, the benefit that can be achieved solely by reducing message counts via 2D distribution. We present a comparison of the most common matrix partitioning schemes for scale-free graphs with graph and hypergraph partitioners that exploit graph structure. We also present a new 2D partitioning algorithm and show that it almost always outperforms the existing methods.
Partitioning for web graphs and PageRank was studied in [10, 15] . They compared several partitioning methods, both 1D and 2D. When additional information is available, such as the host and domain names for web pages, this information can be exploited [15] . The recent GPS graph processing system [29] has an option to use Metis graph partitioning, which was shown to reduce run-time for PageRank and some graph algorithms.
Multilevel partitioning for scale-free graphs has been considered in [3] . This work indicates that current graph partitioners need to be modified to work better on scale-free graphs. To the best of our knowledge, no such software is currently publicly available, so we use only general-purpose partitioners.
2D CARTESIAN GRAPH PARTITIONING
For mesh-based applications, 1D graph partitioning reduces communication volume and cost by exploiting the structure of the graph underlying the mesh to maintain locality of dependencies within processors. The same 1D graph-partitioning methods are often assumed to be less effective for highly irregular problems such as scale-free graphs. For such graphs, the 2D-block and 2D-random distributions are effective because they limit the number of messages per process. Remarkably, we show it is possible to combine the best of these two approaches. First, we use graph (or hypergraph) partitioning to lower the communication volume. Then we impose a Cartesian 2D structure on the edges (nonzeros) to limit the number of messages. We call this new data distribution 2D Cartesian Graph Partitioning, although other partitioning methods (such as hypergraph partitioning) may also be used. Note that we use this phrase to indicate that graph partitioning is used to exploit the structure of the graph, as opposed to the block approach used in [34] .
Since we are interested in matrix computations based on a graph, we will adopt below the sparse matrix point of view. Since the sparsity structure of a matrix corresponds to a graph (or hypergraph), everything could alternatively have been phrased in terms of graphs (hypergraphs).
The 2D Partitioning Algorithm
Algorithm 1 describes our approach at a high level, while Algorithm 2 formally defines the nonzero mapping in terms of two functions φ and ψ.
Algorithm 1 can be explained succinctly in matrix terms: Let P be the permutation matrix associated with the graph partition of A. Partition the permuted matrix P T AP by the block 2D method from Section 2.3, where the block sizes correspond to the part sizes from the graph partition. We do not explicitly permute the matrix in an implementation; this permutation is a purely conceptual point of view. Figure 3 shows the distribution on the permuted matrix, where the labels on the rows and columns correspond to the part numbers from the partitioning step. The (φ, ψ) pair in Algorithm 2 maps nonzeros to a process in a logical 2D grid. There are other possible choices for φ and ψ, in particular, φ and ψ could be interchanged.
Algorithm 1 is a two-step method where, in graph terms, Algorithm 2 NONZERO-PARTITION(rpart, pr, pc) Input: rpart, 1D-part assignment for the rows and columns; pr, #processes in the row dimension; and pc, #processes in the column dimension, of the pr × pc process grid. Output: procrow, proccol, vectors of dimension n that give the mapping to process rows and columns, respectively. 1: for k= 0 to n − 1 do 2:
{Comment: procrow(k) = i =⇒ row k in the matrix is assigned to row i of the 2d process grid.} 4:
proccol
{Comment: proccol(k) = j =⇒ column k in the matrix is assigned to column j of the 2d process grid.} 6: end for we first partition the vertices and then the edges. For the first step, any vertex partitioning method can be used. We recommend standard graph or hypergraph partitioning, with weights to balance the number of nonzeros. Graph partitioners are generally faster than hypergraph partitioners, but hypergraph partitioners usually provide lower communication volume. After partitioning, all boundary vertices incur communication. However, which process needs to communicate with which other process is determined by the edge partitioning. Thus, in the second step, we partition the edges to minimize the number of messages. This is accomplished by a 2D Cartesian approach. Figure 4 shows a graph partitioned into six parts, represented by colored circles. Each color represents a part, consisting of both vertices and edges. The first phase in our algorithm determines the part assignment (color) for all vertices and edges within a part (circle). For simplicity, internal vertices and edges are not shown. In the second step, we assign the inter-cluster (cut) edges to parts. In Figure 4 , we show exactly two edges between each pair of subgraphs, in reality there could be more or less but they will all have the same assignment. If the matrix is symmetric, it corresponds to an undirected graph; otherwise we interpret it as a directed graph. Typically, in matrix form undirected edges are stored twice ((i, j) and (j, i)), and these may be assigned differently. Figure 4 shows the part assignments (colors) for all possible cut edges. To minimize communication volume, it is beneficial to assign an edge (i, j) to the part of either vertex i or vertex j. We see that is the case for edges that go between vertices in parts that have been aligned either horizontally or vertically. See, for example, the edges labeled a and b in Figure 4 between the orange and blue parts. Some of the edges that go diagonally have counter-intuitive assignments. For example, edges c and d between the blue and green parts are orange and light blue, respectively. The edge assignment is prescribed by the 2D distribution defined in Algorithm 2. This assignment reduces the number of messages, but increases communication volume.
The most expensive step by far is the (hyper)graph partitioning; other operations are simple integer operations that take insignificant time. Therefore, 2D graph partitioning takes no more time to compute than the standard 1D graph partitioning. We also expect the data redistribution (migration) time to be similar to 1D partitioning. A significant advantage of our approach is that current software for partitioning can be re-used without modifications. We note that our algorithm does not guarantee balance in the number of nonzeros even if the 1D partition is balanced. However, under the (reasonable) assumption that the diagonal blocks have more nonzeros than the off-diagonal blocks, we expect that the 2D distribution also has a fairly good load balance. This idea is shown in Figure 3 , where the framed diagonal blocks indicate that they are relatively dense compared to the off-diagonal blocks.
One possible improvement is to simply evaluate several 2D distributions based on the same graph partitioning and pick the "best" (for example, best load balance). As noted earlier, the functions φ and ψ in Algorithm 2 can be interchanged, giving two different distributions to evaluate. The additional time to do this evaluation would be small relative to the graph partitioning time.
Analysis and Comparison
Our 2D graph partitioning has several nice properties. Number of messages: For a pr × pc process grid, the number of messages per process is pr + pc − 2 = O( √ p), just as in the 2D block distribution. Communication volume: The communication volume is similar to that of 1D graph partitioning, but may vary depending on the sparisty pattern.
Load balance: The load balance in the vector is the same as for the 1D partitioning method (graph or hypergraph). Each process swaps some off-diagonal blocks with other processes. Assuming the distribution of nonzeros is uniform across all off-diagonal blocks, the load balance in nonzeros is roughly the same as the 1D method.
Overall, we expect the 2D graph partitioning method to be very competitive versus other distributions. Compared to 1D graph partitioning, it has similar communication volume but fewer messages per process. Compared to 2D block or 2D random, it has the same number of messages but lower communication volume. Load balance may be somewhat worse than 1D graph partitioning, but for large core counts the communication time dominates SpMV, so some imbalance is tolerable.
IMPLEMENTATION
Our numerical tests use the Trilinos [19, 20] framework. Trilinos is a collection of inter-operable C++ packages for scientific computing. Parallel computing is supported via MPI.
We use Trilinos' Epetra package [1] 
In fact, Epetra implements the four phases as in Section 2.1. The expand communication corresponds to an import and the fold to an export. Epetra automatically constructs the Importer and Exporter based on the sparse matrix and its maps. The communication is therefore essentially point-to-point, which may not be optimal (see [18] ).
In our implementation, we first read the sparse matrix from a file, and send each nonzero aij to its intended owner based on the specified distribution scheme. Once each process has its nonzero values, we construct the row map with entries indicated by the process' nonzeros. We then begin matrix construction, inserting the nonzeros into the matrix. We also construct the vector map, using it as both range and domain map for the matrix. Finally, we call FillComplete() for the matrix, which sets up the column map, importer and exporter transparently to the user.
To compute eigenvalues and eigenvectors, we use Trilinos' Anasazi [4] package. Anasazi is templated on the matrix and vector, so can be used with a variety of data types; we use it with Epetra. Anasazi contains a collection of different eigensolvers, including Block Krylov-Schur (BKS) and LOBPCG. Preliminary experiments indicate BKS is effective for scale-free graphs, so we use it in our experiments. BKS is a block version of the Krylov-Schur method [32] and is closely related to the implicitly restarted Arnoldi method. We use block size one, as we did not observe any advantage of larger blocks on scale-free graphs.
EXPERIMENTS AND RESULTS

Setup and Data
To demonstrate the effectiveness of the various partitioning strategies, we ran experiments to evaluate the performance of both SpMV and actual eigensolves on real scale free graphs from the University of Florida Matrix Collection [17] and the Stanford Network Analysis Platform (SNAP) [24] . We also used generated data, including a BTER matrix used in community detection [31] and R-MAT [16] graphs with parameter settings from the Graph500 benchmark [2] . Three R-MAT sizes were selected to provide some intuition about the scalability of the parallel distributions. Details of the matrices are in Table 1 . Because we are interested on eigenanalysis of graph Laplacians, we used symmetric matrices in our experiments; for unsymmetric matrices A, we constructed the symmetric matrix as A + A T . Our 64-to 4096-process experiments were run on the cab cluster at Lawrence Livermore National Laboratory. This cluster has Intel Xeon processors with 16 cores per node; in our experiments, we assigned one MPI rank to each core. The nodes are connected by an Infiniband QDR network. Our 16K-process experiments were run on NERSC's Hopper Cray XE6. Each node has two 12-core AMD Magny-Cours processors; nodes are connected by a custom mesh network.
For all experiments, we report time only for SpMV or eigensolves, not including time to read, partition or distribute matrices. Graph/hypergraph partitioning was done as a pre-processing step on a stand-alone workstation, using only 1-64 cores. This pre-processing approach is relevant to production analysis environments, where partitions might be reused for several analyses with different goals (clustering, commute-time, bipartite detection, etc.), and where parallelcomputing resources are reserved for such analyses. For use-cases requiring very few matrix operations, one must consider the partitioning cost relative to the SpMV time reduction achieved by using a more effective partition.
Impact of data layout on SpMV
We first assessed the impact of data layout on sparse matrix-vector multiplication. For each matrix, we distributed the data according to one of the following algorithms: We used ParMETIS 4.0.2 (through Zoltan's interface) for graph partitioning of the smaller matrices (hollywood-2009, com-orkut, cit-Patents, com-liveJournal, wb-edu, bter). Thus, for these matrices, 1D-GP is a traditional graph-partitioning approach to matrix distribution. For the larger matrices on which ParMETIS struggled to obtain a partition, we used Zoltan's parallel hypergraph partitioner in Trilinos v11.0 for the 1D-HP and 2D-HP methods. We used the same rowbased graph or hypergraph partition rpart for 1D-GP/HP and for 2D-GP/HP as described in Algorithm 2.
We then recorded the time to do 100 SpMV per matrix per distribution, as well as statistics on the load balance, total communication volume, and maximum number of messages required for both the expand and fold phases. We examined strong scaling, varying the number of processes from 64 to 4096. To show how the methods extend to larger core counts, we ran some experiments with 16,384 cores. Complete timing results are in Table 2 . Based on these results, we make several observations. First, we note that, in all but one test case, the 2D-GP and 2D-HP methods produced faster SpMV than all other methods tested. The reduction in SpMV time varied from -5.9% (the only negative result) obtained on 64 processes with the uk-2005 matrix to 81.6% on 4096 processes with the rmat 24 matrix. Average and median reductions are 33% and 29%, respectively. The reported improvements are conservative, as the comparisons are between 2D-GP/HP and the best of the remaining methods for a given matrix and processor configuration. For example, had we instead chosen to compare against 2D-Random (the second best method) for all instances, we would have removed the one negative result and shown higher improvements than reported in Table 2 .
The profile plot in Figure 6 graphically shows the same result. This figure shows the fraction of all problems (yaxis) for which each method requires less SpMV time than a specified multiple of the best method (x-axis), where the best method is determined separately for each problem. If a single method is the best for all the problems, it will be a line parallel to the y axis at the x value of 1. In other words, the closer the slope is to the y axis, the better the method is. Specifically in Figure 6 , the (x, y) pair (2, 0.4) shows for 40% of the problems, 1D-GP/HP results in SpMV times within 2x of the time of the best method for those problems. Conversely, for 60% of the problems 1D-GP/HP results in SpMV times that are worse than 2x of the best method, which in our case is always 2D-GP/HP. The figure also shows that for 97.5% of the problems, 2D-GP/HP is the best method. Thus, we conclude that incorporating both graph or hypergraph partitioning with a 2D data distribution can yield significant reductions in SpMV time on large numbers of processes.
Second, in general, 2D methods provided lower SpMV execution times than 1D methods for large process counts. When we consider a profile plot for runs on 1000 or more processes (Figure 7) , we see the 1D distributions clearly result in slower SpMV than 2D methods. Reductions in SpMV time can be attributed to the reduced number of messages needed in 2D distributions. Indeed, the number of messages appears to be more important than the total communication volume in reducing the SpMV execution time. The details for the com-liveJournal matrix in Table 3 support this claim. In this table, we show the maximum number of messages per process per SpMV and the total communication volume (number of doubles sent) per SpMV. For all 1D distributions, the maximum number of messages approaches the number of processes p, while for all 2D layouts, the number of messages approaches 2 √ p. 2D data layouts have smaller SpMV times than their 1D counterparts due to this reduced numbers of messages, even though the total communication volume is often higher in 2D than 1D. The strong-scaling plots in Figure 5 further demonstrate the benefit of 2D data layouts. For the test matrices displayed, both 1D and 2D methods scale to 1024 processes. However, above 1024 processes, 1D's scaling disappears even for the large rmat 26 matrix, due to the increased number of messages needed. Scalability of all 2D methods, however, is maintained to 4096 processes.
Third, while graph and hypergraph partitioning often have been thought to be ineffective for scale-free graphs, we found them almost always to be beneficial, even with 1D distributions. The results in Table 2 and the profile plot in Figure 6 Matrix Description show that 1D-GP is competitive with methods 2D-Block and 2D-Random for moderate process counts. The detailed results in Table 3 provide an example. In this table, imbalance is defined to be the maximum number of nonzeros per process divided by the average number of nonzeros per process; thus, an imbalance of 1.0 is perfect balance. Applying graph partitioning in 1D-GP partitioning lowered the imbalance in the number of nonzeros per process compared to 1D-Block. It also reduced the total communication volume and, in some cases, the maximum number of messages compared to 1D-Block and 1D-Random. As a result, 1D-GP reduced the SpMV time. Graph partitioning provided similar benefits Finally, we note that simple randomization of the assignment of data to processes can often (but not always) have benefit to SpMV performance in both 1D and 2D. While randomization increases total communication volume, the improvements it yields in load balance often compensate for increased communication costs. This effect can be seen in the com-liveJournal results in Table 3 . Table 2 : Comparison of the time for 100 SpMV operations. For the 1D-GP/HP and 2D-GP/HP methods, an indication of whether graph partitioning (GP) or hypergraph partition (HP) was used for the matrix is included with the matrix name. The reduction in SpMV time using 2D-GP/HP versus the next lowest time in the row is in the last column. Note that, because the 16K-process runs were done on a different platform from the 64-to 4096-process runs, the execution times are not directly comparable. The -indicate runs for which the time to read the matrix from file and assemble it in memory exceeded 15 minutes.
was reduced by randomization in both 1D and 2D, but randomization increased the total communication volume. For the 4096-and 16K-process experiments, randomization increased the number of messages as well. Still, SpMV time is reduced in almost all cases compared to 1D-Block and 2D-Block. For severely imbalanced problems such as this one, randomization can be a fast and effective tool for quick load balancing. However, if the original distribution is nearly balanced, the increased communication volume associated with randomization can cause SpMV execution times to increase. The wb-edu matrix, for example, exhibits a maximum load imbalance of 9.1 for 2D-Block on 4096 processes. Randomization reduces this load imbalance to 1.1, but increases communication volume from 6M doubles to 87M doubles. As a result, SpMV time increases from 1.14 seconds to 5.01 seconds. The reduction in imbalance is not sufficient to com- pensate for the increased communication.
While most of our experiments focused on strong-scaling, we ran experiments that approximate weak scaling. The three R-MAT matrices in Table 1 were generated with 2 22 , 2 24 , and 2 26 vertices and nearly constant average degree so that the number of nonzeros increased by roughly a factor of four for each larger matrix. Note, however, that weakscaling in scale-free graphs differs from that in, say, a finite element simulation. In a finite-element simulation, the structure of the mesh and the resulting matrix does not change significantly when the problem size is increased by, say, mesh refinement. Thus, the number of neighboring processes remains nearly constant and "straight-line" weak scaling is an achievable goal. For scale-free graphs, however, the properties of the matrix change more significantly when the problem size is increased. For example, the maximum number of nonzeros/row (i.e., the maximum vertex degree) increases when the problem size is increased. For our R-MAT matri- ces, the maximum number of nonzeros/row increases from 60K for rmat 22 to 359K for rmat 26. This increase can affect the communication costs, making traditional straightline scaling elusive. Still, the results in Figure 8 give a sense of how our methods perform for problems with similar structure but varying sizes. We show the times for 100 SpMV for 256 processes with rmat 22, 1024 processes with rmat 24, and 4096 processes with rmat 26, using the 1D-Block, 1D-HP, 2D-Block and 2D-HP methods. 2D-HP maintained the best weak scalability, with execution times increasing from 0.63 seconds on 256 processes to 1.86 seconds on 4096 processes. 1D-HP also maintained reasonable weak scalability to 4096 processes. The block-based methods, however, lose scalability due primarily to imbalance in the number of nonzeros per process. For example, the 2D-Block method has imbalance of 24.5 on 256 processes, 56.4 on 1024 processes, and 130.5 on 4096 processes. 2D-HP maintains load imbalance between 1.2 and 2.5 for all process configurations, while increasing communication volume relative to 2D-Block by no more than 13%.
Impact of data layout on eigensolvers
In addition to evaluating the performance of SpMV, we evaluated the performance of our data distributions in actual eigensolver computations for a subset of the matrices. For each matrix A (or, for directed graphs, A + A T ), we used the Block-Krylov Schur (BKS) [32] method with block size set to one to find the ten largest eigenvalues and associated eigenvectors of the normalized Laplacian matrix
, where D is the diagonal matrix of degrees (i.e., dii is the degree of vertex i), and I is the identity matrix. This computation is motivated, for example, by the search for bipartite subgraphs of graphs [23] . For each experiment, we solved the eigenproblem to tolerance 10 −3 using randomly generated initial vectors. To reduce the impact of differences in the random vector generation on the number of iterations required for convergence and, thus, on the timing comparisons, we repeated each solve ten times with different initial vectors. For each matrix and distribution, we reported the average solution time over ten solves.
While SpMV is a key kernel of BKS, other operations (e.g., orthogonalization) are also significant and have work proportional to the length of the vectors. Thus, an ideal partition would balance both the number of matrix nonze- Table 4 : Comparison of the average eigensolve time over ten solves (in seconds) using 1D and 2D data distributions. Methods 1D-GP-MC and 2D-GP-MC use multiple partitioning constraints to balance both matrix nonzeros and matrix rows. The reduction in eigensolve time using 2D-GP-MC or 2D-HP versus the next lowest time in the row (excluding 2D-GP) is in the last column.
ros and the number of vector entries in each process. Toward that end, we used ParMETIS' multiconstraint graph partitioner [30] , setting two weights per row: unit weight for the row, and the number of nonzeros in the row. The results, labeled 1D-GP-MC and 2D-GP-MC, are compared with the other 1D and 2D methods in Table 4 . For the rmat 26 matrix, we used hypergraph partitioning for 1D-HP and 2D-HP due to the matrices' size; multiconstraint partitioning was not available with hypergraph partitioning. In Table 4 , the reductions in solve time shown in the last column compare 2D-GP-MC (or, for rmat 26, 2D-HP) with the next lowest execution time for the matrix and process configuration. We exclude 2D-GP from these comparisons, to more clearly compare with other methods. For all matrices, 2D-HP or 2D-GP-MC reduces overall solve time. The hollywood-2009 matrix, in particular, benefits greatly from using 2D-GP-MC to balance the vector entries as well as the matrix nonzeros. Details are in Table 5 . For 2D-Block, SpMV time dominates the solve time, due to imbalance in the number of nonzeros per process. For 2D-GP, however, SpMV time is a small fraction of solve time (down to only 25% of solve time). The remaining time is dominated by vector-based calculations, which are highly imbalanced. For 2D-Random and 2D-GP-MC, both nonzeros and vector entries are balanced, resulting in lower overall solve time. The lower communication volume achieved with 2D-GP-MC relative to 2D-Random further reduces the solve time.
The com-orkut matrix also benefits from multiconstraint partitioning, but the reductions are less dramatic. This matrix experiences less severe imbalance in both nonzeros (maximum imbalance is 6.9) and vector entries (maximum imbalance is 3.9) than the hollywood-2009 matrix, so multiconstraint partitioning has less effect.
As with SpMV, overall strong scaling is improved by using 2D data layouts, as shown in Figure 9 . This figure is very similar to Figure 5 , in that scalability for 1D methods is lost above 1024 processes, due to the increased number of messages needed for scale-free graphs. Scalability is maintained above 1024 processes for the 2D data layouts.
CONCLUSIONS
We have presented a new 2D partitioning method that uses graph or hypergraph partitioning to exploit the struc- Table 5 : Metrics including imbalance in the matrix nonzeros and vector entries, the maximum number of messages per process, the total communication volume (doubles per SpMv), the amount of solve time spent in SpMV, and the total eigensolve time are shown for the hollywood-2009 matrix.
ture of scale-free graphs. We have compared our new method to other existing 1D and 2D partitioning methods on a collection of ten large graphs. Our results show that the new method reduces the run time for SpMV in almost all (41 out of 42) test cases. The run time is reduced by up to 81% compared to the best other method. We also observed that graph/hypergraph partitioning can be helpful even with the traditional 1D data distribution. We conclude that it is worth exploiting the structure of scale-free graphs, and even general-purpose partitioning tools can do so. We believe that better (1D) partitioning algorithms and software should be developed for scale-free graphs. Our 2D method can immediately use any such improved algorithm. We studied the impact of partitioning on an eigensolver. We observed that scalability improved with 2D partitioning in general, and with our method in particular. The reduction in run time was up to 45% compared to the best other method. These results were for computing ten eigenpairs. We expect the results for fewer eigenpairs would have been even better as the SpMV is then a larger fraction of the total computation. In most of our test cases, the SpMV no longer dominates run time.
Although our test matrices were structurally symmetric, our approach extends to nonsymmetric matrices. We plan to describe and compare nonsymmetric extensions in future work. It would also be interesting to compare against the Mondriaan [33] and coarse-grain [13] methods (for problems that can be partitioned in serial).
