Abstract. So far, efficient algorithmic countermeasures to secure the AES algorithm against (first-order) differential side-channel attacks have been very expensive to implement. In this article, we introduce a new masking countermeasure which is not only secure against first-order sidechannel attacks, but which also leads to relatively small implementations compared to other masking schemes implemented in dedicated hardware. Our approach is based on shifting the computation of the finite field inversion in the AES S-box down to GF (4). In this field, the inversion is a linear operation and therefore it is easy to mask. Summarizing, the new masking scheme combines the concepts of multiplicative and additive masking in such a way that security against firstorder side-channel attacks is maintained, and that small implementations in dedicated hardware can be achieved.
Introduction
Securing small hardware implementations of block ciphers against differential side-channel attacks [8] has proven to be a challenging task. Hardware countermeasures, which are based on special leakage-resistant logic styles, typically lead to a significant increase of area and power consumption [14] . Algorithmic countermeasures also lead to a significant increase of area, if implemented in hardware. Nevertheless, algorithmic countermeasures can be tailored towards a particular algorithm, and hence, they can be optimized to a certain extent.
In case of the AES algorithm, several algorithmic countermeasures have been proposed [2] , [6] , and [13] . They are all based on masking, i.e., the addition of a random value (the mask) to the intermediate AES values. However two of them, [2] and [13] , are both susceptible to a certain type of (first-order) differential side-channel attack, the zero-value attack. The latter one has turned out to be vulnerable even to standard differential side-channel attacks as well [1] . The countermeasure presented in [6] is not suitable for hardware implementations. The weakness of these three countermeasures is the way in which they secure the intermediate values occurring in the AES SubBytes operation. The SubBytes operation is the non-linear component within AES, which makes it particularly difficult to mask.
In this article, we propose a secure masking scheme for the AES algorithm, which is particularly suited for implementation in dedicated hardware. In order to achieve security, we use a combination of additive and multiplicative masking. The most tricky part when masking AES is to mask its non-linear operation, which is the finite field inversion (short: inversion) in the S-box, i.e., the SubBytes operation. All other operations are linear and can be masked in a straightforward manner as it is for example shown in [2] . Hence, this article focuses on the inversion operation in the S-box only.
The masking scheme for the inversion presented in this article is based on composite field arithmetic, which has already been previously used for efficient S-box implementations in hardware [15] . However, while in [15] the inversion is performed in GF (16), we shift the inversion down to GF (4) in this article. The motivation for this is the fact that the inversion in GF (4) is a linear operation, which can be masked easily.
Because of that we can build a masking scheme with very nice properties. The approach presented in this article for example has a much smaller area-time product than [2] . It also has the advantage of being secure against all first-order differential side-channel attacks. In addition, it can be implemented in software as well.
The remainder of this article is organized as follows. In Section 2 we motivate our research by discussing zero-value attacks on multiplicative masking schemes. Our analysis shows the need for masking schemes which are secure against zerovalue attacks. Such a new secure scheme is introduced in Section 3. Arguments for the security of our scheme are provided in Section 4. The efficiency in hardware compared to other masking schemes is discussed in Section 5. We conclude our research in Section 6
Discussion of Multiplicative Masking Schemes
The masking schemes proposed in [2] and [13] are susceptible to so-called zerovalue attacks. In this section, we analyze the effectiveness of zero-value attacks against these masking schemes.
In AES, an AddRoundKey operation is performed prior to the first encryption round and thus, prior to the first time when the inversion needs to be computed. If a key byte k equals a data byte d, then the result of AddRoundKey, which is x = d + k, equals zero. This observation can readily be used in an attack which is referred to as zero-value attack and was introduced in [6] .
Let t denote a power measurement (trace) and let the set of all traces t be denoted by T . Suppose a number of AES encryptions is executed and their power consumption is measured. Assume that the input texts are known. For all 256 possible key-bytes k , we do the following. We define a set M 1 which contains those measurements with k = d right before the SubBytes transformation. We also define a set M 2 which contains the measurements with k = d right before the SubBytes transformation.
shows a considerable peak at the point in time when the masked SubBytes operation has been performed. This is due to the fact that set M 1 contains the measurements in which the 0-value is manipulated in the inversion. If k = k , then the definition of the sets is meaningless. Hence, no difference between the sets can be observed.
The difficulty in this scenario is that one needs enough traces in M 1 to reduce the variance, i.e. to get rid of noise. In [9] it has been estimated that around 64 times more measurements are needed in a zero-value attack than in a standard differential side-channel attack. This number indicates that zero-value attacks still pose a serious practical threat and must be avoided.
Combined Masking in Tower Fields
In order to thwart zero-value attacks, we have developed a new scheme which works with combinations of additive and multiplicative masks. Throughout the whole cipher, including the SubBytes computation, the data is concealed by an additive mask.
Before going into the details of our new scheme, we review some necessary facts about the efficient implementation of SubBytes first.
Inversion in GF (256)
Our SubBytes design follows the architecture we have proposed in [15] (we call this approach S-IAIK from now on) . This architecture is based on composite field arithmetic [5] , and has very low area requirements. Thus, it is ideally suited for small hardware implementations. In this approach, each element of GF (256) is represented as a linear polynomial a h x + a l over GF (16).
The inversion of such a polynomial can be computed using operations in GF (16) only :
The element p 0 is defined in accordance with the field polynomial which is used to define the quadratic extension of GF (16), see [15] .
In the following subsections we present the mathematical formulae for our masking scheme.
Masked Inversion in GF (256)
In our masking scheme for the inversion, which we call Masked SubBytes IAIK (short: MS-IAIK) from now on, all intermediate values as well as the input and the output are masked additively. In order to calculate the inversion of a masked input value, we first map the value as well as the mask to the composite field representation as defined in [15] . This mapping is a linear operation and therefore it is easy to mask. After the mapping, the value that needs to be inverted is represented by (a h + m h )x + (a l + m l ). Note that both elements in the composite field representation are masked additively.
Our goal is that all input and output values in the computation of the inverse are masked. Hence, we have to modify (3)- (7), by introducing functions f a h , f a l , f d and f d , as follows:
The function f a h , f a l , f d and f d are functions on GF (16).
Derivation of the Functions
This section shows how to transform (4)- (7) into (9)- (12) .
Transforming Equation 4 into Equation 9
. Suppose that we calculate (4) 
Comparing the result of this calculation to (9) shows that the desired and masked result, a h × d + m h , is only part of the result of (13) . All the terms that occur in addition due to the masks, have to be removed. These terms can be easily removed by adding the terms
and m h . This is done by the function f a h , which takes five elements of GF (16) as input, and produces an element of GF (16) as output.
If
One has to take care when adding correction terms that no intermediate values are correlated with values, which an attacker can predict. It needs to be pointed out that the formulae, which we derive in this section, do not lead to a secure implementation when directly implemented. The secure implementation of these formulae requires the addition of an independent value to the first intermediate value that is computed. This becomes clear from the security proof given in Section 4.
Another aspect, which we do not treat in this article, is the discussion of the particular choice of the masks m h , m l , m d and m d . In our implementation in dedicated hardware, see [11] for details, we decided to re-use masks as often as possible. For example, in our implementation of (9) we set v = m d = m l and u = m h = m h . Consequently, in our implementation we calculate the function f a h as shown in (15) .
The term which is labelled as dm 4 refers to the masked data. The terms which are labelled as c 1 to c 7 in this equation are the so-called correction terms which are applied by the function f a h . It can be seen in the subsequent paragraphs that we can re-use several of these correction terms. This significantly reduces the area required for our implementation.
At first sight our numbering scheme for the masked-data terms and the correction terms might look erratic. However, the indices of the dm i and c j indicate when a certain value would be calculated during an implementation. For instance, the masked data is labelled by dm 4 in this formula, because it would be calculated only later. Equations (9)- (12) show, that the result of (12) is needed for (9) and (10) . Therefore, (9) would be calculated later.
The reason why we make a difference in labelling masked-data terms and correction terms is that it makes it easier to see how many additional operations are introduced by the masking scheme. All terms labelled by dm i have to be calculated in the original S-box design (S-IAIK, [15] ) as well. However, all terms labelled by c j are the corrections that we have to apply. Thus, these are the additional operations, which are introduced by the masking.
In the same style as for (4), we subsequently transform (5) and (6).
Transforming Equation 5 into Equation 10
. In order to transform (5) into (10) we define a function f a l that applies the appropriate correction terms. The function f a l takes seven elements of GF (16) as input and gives one element of GF (16) as output. (10) .
In our implementation, we set u = w (i.e. m l = m l ) and x = m d = m h . Hence, in our implementation, we calculate f a l as is shown in (17).
As in the previous paragraphs, the terms that are labelled by c i are correction terms.
Transforming Equation 6 into Equation 11
. In order to transform (6) into (11) we define a function f d that applies the appropriate correction terms (as demonstrated in the previous paragraphs).
The function takes six elements of GF (16) as inputs and gives an element of GF (16) as result.
If we choose r = a h + m h and s = a l + m l , t = p 0 , u = m h , v = m l and w = m d then we get (11) .
In our implementation we set w = m l . Consequently, we calculate f d in our implementation as shown in (19).
As in the previous paragraphs, the terms that are labelled by c j or c j are correction terms.
Transforming Equation 7 into Equation 12. Calculating the inverse in GF (16) can be reduced to calculating the inverse in GF (4) by representing GF (16) as quadratic extension of GF (4).
In short, an element of GF (4)×GF (4) is a linear polynomial with coefficients in GF (4), i.e., a = (a h x + a l ), with a h and a l ∈ GF (4). The same formulae as given in (17) -(19) can be used to calculate the masked inverse in GF (4)×GF (4). In GF (4), the inversion operation is equivalent to squaring:
; the inversion operation preserves the masking in this field.
Security of our Masking Scheme
In this section, we show that all the operations discussed in Section 3, are secure. We follow the security notion that has been introduced in [4] and strengthened by [3] :
Definition 1 An algorithm is said to be secure if for all adversaries A and all realizable distributions
This definition is equivalent to the perfect masking condition given in [3] for standard differential SCA. Counteracting higher-order differential SCA is not within the scope of this article.
In the following paragraphs we will show that all data-dependent intermediate values that occur in (17) 2 × p. Definition 1 does imply that regardless of the hypotheses, which an attacker can make, the distributions, which are derived by using these hypotheses, are identical. Consequently, we must proof that every operation that is performed in our masking scheme, leads to an output whose distribution does not depend (in a statistical sense) on the input.
Our proof is divided into two parts. In the first part, which consists of the Lemmas 1 to 4, we show that the data-dependent intermediate values are all secure. In the second part, which consists of Lemma 5, we show that also the summation of the intermediate results can be done securely.
We re-use the Lemmas 1 and 2 of [3] :
and independent of a. Then, a + m is uniformly distributed regardless of a. Therefore, the distribution of a + m is independent of a.
be independently and uniformly distributed in GF (2 n ). Then the probability distribution of
Therefore, the distribution of (a + m a ) × (b + m b ) is independent of a and b.
These two lemmas cover almost all data-dependent operations in our masking scheme. The operation (a + m a ) × m b is covered by Lemma 3.
Therefore, the distribution of (a + m a ) × m b is independent of a. Lemma 4 Let a ∈ GF (2 n ) be arbitrary and p ∈ GF (2 n ) a constant. Let m a ∈ GF (2 n ) be independently and uniformly distributed in GF (2 n ). Then, the distribution of (a + m a ) 2 and (a + m a ) 2 × p is independent of a.
Proof. According to Lemma 1, a + m a is uniformly distributed in GF (2 n ). This is straightforward because for an arbitrary but fixed a, a+m a is a permutation of GF (2 n ). Hence, (a+m a ) 2 gives all quadratic residues of GF (2 n ), regardless of a. This implies that the distribution of (a+m a )
2 is independent of a. Consequently, also the distribution of (a + m a )
2 × p (p is a constant) is independent of a.
The Lemmas 1 to 4 show that all major operations of our masking scheme are secure. However, more intermediate results occur in the masking scheme because we add the major operations, and thus, produce implicitly more intermediate results than are directly visible from the formulae.
Lemma 5 shows that these intermediate results can be added in a secure way.
Lemma 5 Let a i ∈ GF (2 n ) be arbitrary and M ∈ GF (2 n ) be independent of all a i and uniformly distributed in GF (2 n ).
Then the distribution of
Proof. The proof for this lemma follows directly from Lemma 1.
Lemma 5 shows that for secure implementations, the order in which the terms of a sum are added, is important! In particular, every summation of variables must start with the addition of an independent mask M .
Comparison of Masking Schemes
A high-level comparison of the three masking schemes, S-Akkar, S-Blömer and MS-IAIK shows that in terms of area, our scheme leads to the smallest implementation. Table 1 lists the number of high-level operations (multiplication, multiplication with a constant and square) in GF (16) of each of the three schemes. We have not included a count of the GF (4) operations for S-Blömer and MS-IAIK because they do not contribute significantly to the area. We have also not included an XOR count in GF (16) because the number of XORs is highly dependent on the amount of fresh masks which are available. In the following, we discuss hardware implementations of S-Akkar and S-Blömer in more detail.
S-Akkar
S-Akkar makes use of multiplications in finite fields. In particular, 4 multiplications, 1 inversion and 2 XORs in addition to the original inversion have to be computed. All operations are performed in the finite field with 256 elements. For a fair comparison, we assume that all multipiers are based on the same, optimized multipliers which we consider for the implementation of S-IAIK. Because S-IAIK uses composite field arithmetic, three GF (16) multipliers and one GF (16) constant-coefficient multiplier had to be combined according to [10] in order to build a GF (2) [x]/(x 8 + x 4 + x 3 + x + 1) multiplier. Counting only the largest component of this circuit, which are the GF (16) multipliers, we see that this implementation requires 4 × 3 = 12 GF (16) multipliers. Hence, the implementation of S-Akkar is much bigger than an implementation of our masking scheme.
S-Blömer
S-Blömer suggests a comparable technique for counteracting (single-order) differential side-channel attacks as we do. In this article, an implementation strategy for a dedicated hardware implementation is outlined. In this strategy, the architecture of the SubBytes operation is based on [12] . In [12] , the authors have used the Itho-Tsujii algorithm [7] for computing the multiplicative inverse over a finite field. The Itho-Tsujii inversion algorithm leads to the same inversion formulae as used in [15] .
The major difference between [15] and [12] is that in [15] , field polynomials have been chosen that lead to particularly efficient finite field arithmetic. In [12] , other field polynomials have been chosen that lead to a less efficient finite field arithmetic. Thus, S-Blömer suffers from this drawback.
S-Blömer leads to a larger SubBytes implementation than our proposal MS-IAIK. This is based on the fact that in S-Blömer high-level operations such as the finite field multiplication and the finite field squaring are masked. As a consequence, correction terms are computed more often than necessary. In particular, correction terms which involve multiplications cannot be re-used. This, in combination with the less efficient finite field arithmetic, leads to an increase in area.
S-Blömer requires the computation of three masked multiplications in GF (16). One masked multiplication requires 4 ordinary GF (16) multiplications. Hence, S-Blömer requires 12 GF (16) multipliers according to [12] .
Conclusions
In this article, we have presented a new secure and efficient scheme for masking the intermediate value of an AES SubBytes implementation. To motivate our research, we have discussed zero-value attacks on multiplicative masking schemes first. Zero-value attacks pose a serious practical threat. Therefore we have introduced a new masking scheme which does not succumb to these attacks. We have given arguments for the security of our scheme. In addition, we have compared the number of operations needed in our scheme with other masking schemes; our scheme requires the least amount of operations.
