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1 Introduction
In studying an algebra g, one often finds it useful to consider the Killing
metric on g. From a mathematical perspective, this allows some insight into
some of the algebra’s properties. For instance, g is a compact Lie group if the
Killing metric associated with the adjoint representation is positive definite.
As another example, it is often the case that the Killing metric computed
from the trace over a given representation (“rep”) may say something about
its reducibility or irreducibility. It also figures prominently in the analysis
of certain infinite-dimensional Lie algebras; if one has a finite-dimensional
Lie algebra g, then the central extension which appears in the commutation
relations of the affine algebra ĝ depends explicitly upon the Killing metric of
g.
However, from a physicist’s point of view, the importance of this ob-
ject does not lie so much in its usefulness as a way of studying the abstract
structure of an algebra, but rather as a tool in constructing a physical theory.
Perhaps the most obvious example of this is when one wants to find quadratic
casimirs; recall that the quadratic casimir of a Lie algebra g is central within
the universal enveloping algebra U(g). Therefore, given an irreducible rep-
resentation (“irrep”) of g, the matrix corresponding to the quadratic casimir
is proportional to the identity, and the constant of proportionality labels the
irrep. In constructing a physical theory for which g is a symmetry algebra,
one (generally) requires that a particle in the spectrum of our theory lives in
an irrep of g, and therefore the good quantum numbers describing this par-
ticle will include not only the weights of the irrep, but also the value of the
quadratic casimir. (The most familiar example of this is g =su(2), where the
quadratic casimir is ~J2, which of course takes the value j(j+1) in the spin j
irrep.) These casimirs are constructed (for the cases where g is semisimple)
using the Killing metric, and therefore the utility of finding such a metric is
obvious.
Another very important way in which the Killing metric appears is in
the construction of lagrangeans, in the following fashion: suppose one wishes
to construct a Yang-Mills theory in which g is the Lie algebra of the gauge
group. If Γ is the gauge field 1-form, and ρ the rep in which it lives, the
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action is (up to a multiplicative constant)
S =
∫
trρ(F ∧ ⋆F ) + . . . , (1.1)
where F = dΓ + Γ ∧ Γ is the field strength 2-form. If Γ ≡ ρ(TA)Γ
A, where
{TA} are the generators of g, then one sees the appearance of the Killing
metric η
(ρ)
AB := trρ (TATB) associated with this rep:
S =
∫
η
(ρ)
ABF
A ∧ ⋆FB + . . . (1.2)
Thus, knowledge of the Killing metric is vital to the construction of a Yang-
Mills theory, since it shows up explicitly in the gauge field kinetic energy
term.
The purpose of this work is to extend the concept of a Killing metric
to the case where the algebra in question is a quasitriangular Hopf algebra.
As just stated, such a metric is of extreme utility when one considers a
physical theory which has some global or local symmetry, so if one wants
to formulate such a theory where the symmetry algebra is a quantum rather
than a classical one, and examine its particle content, scattering amplitudes,
etc., the Killing metric will be of great importance.
The sections immediately following this Introduction will serve princi-
pally to establish the language and notation which appear throughout this
paper, namely, those of Hopf algebras and quantum Lie algebras, and should
be treated as brief reviews, since the majority the material therein may be
found in more detail elsewhere. The main thrust of this work starts in Sec-
tion 5, where the Killing form on an arbitrary quasitriangular Hopf algebra
is first introduced, and then the Killing metric is found by specifying to the
case of a quantum Lie algebra. Uq(su(N)), and specifically Uq(su(2)), will
then be treated in order to illustrate the connections with the classical case
and provide concrete examples of the results. In addition, there is an Ap-
pendix containing useful information about the element u which plays such
an important role in the formulation of the Killing form.
2 Quasitriangular Hopf Algebras
Not surprisingly, given the subject of this paper, it will be necessary to review
the basics of the representation theory of Hopf algebras and quasitriangular
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Hopf algebras (the latter of which gives rise to quantum groups). First, a
very brief reminder: a Hopf algebra (HA) U is a unital associative algebra
(with unit 1) over a field k1 on which there exist the following linear maps:
the coproduct (or comultiplication) ∆ : U→ U⊗U, the counit ǫ : U→ k, and
the antipode S : U→ U, which satisfy the conditions
(∆⊗ id)∆(x) = (id⊗∆)∆(x), ∆(xy) = ∆(x)∆(y),
(ǫ⊗ id)∆(x) = (id⊗ǫ)∆(x) = x, ǫ(xy) = ǫ(x)ǫ(y),
·(S ⊗ id)∆(x) = ·(id⊗S)∆(x) = 1ǫ(x), (2.1)
x, y ∈ U. Furthermore, if a *-structure is desired, the involution θ : U → U
must be an idempotent antilinear map such that
θ(S(θ(x))) = S−1(x), ǫ(θ(x)) = ǫ(x)∗, ∆(θ(x)) = (θ ⊗ θ)(∆(x)), (2.2)
where ∗ is the conjugation in k. (These are just the defining properties; if the
reader is interested in learning more about HAs, s/he may refer to [1, 2, 3].)
Before proceeding to the next subsection, it is necessary to introduce some
terminology: by the “rep of a HA U”, I will always mean a 1-to-1 linear map
ρ from U to some finite-dimensional matrix group over the field k such that
ρ(xy) = ρ(x)ρ(y), just as in the classical case. A “irrep” is a nonreducible
rep of U, with reducibility also being defined in the same sense as in the
classical case, i.e. the existence of a common nonzero null eigenvector for all
matrices in the rep. The reduction of a rep ρ to irreps {ρi} as a direct sum⊕
i ρi then follows accordingly.
Notice that nowhere in these definitions has there been any mention of
anything but the structure of U as an algebra; the fact that U is a Hopf algebra
appears when one considers tensor product reps of U, whose constructions
are defined via the coproduct, namely, if ρij and ρ̂
A
B are two reps of U, then
the tensor product rep ρ⊗ ρ̂ is defined by
(ρ⊗ ρ̂)iAjB(x) := ρ
i
j(x(1))ρ̂
A
B(x(2)), (2.3)
where ∆(x) ≡ x(1)⊗x(2) is the very useful Sweedler notation for the coproduct
[1]. Therefore, the HA structure will emerge when, for example, one wants
to find the irreps {ρi} which appear in the decomposition ρ⊗ ρ̂ =
⊕
i ρi.
1Throughout this work, the term “numerical” is equivalent to “k-valued”.
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One final note for this subsection: when the deformation parameter q
is introduced later, it will always be treated as a formal variable; in other
words, as an arbitrary element of the field k. There exist situations, however,
where the actual value of q is important, e.g. when k = C, the quantity 1+q2
vanishes when q = ±i, and this may cause certain expressions to blow up,
or irreps to suddenly become reducible, or the like. In this work, however,
these situations will not be considered.
2.1 Representations of Hopf Algebras
Two HAs (both over the same field k) U and A are said to be dually paired if
there exists a nondegenerate inner product 〈 , 〉 : U⊗ A→ k such that their
respective units, coproducts, counits, and antipodes satisfy
〈xy, a〉 = 〈x⊗ y,∆(a)〉 ,
〈1, a〉 = ǫ(a),
〈∆(x), a⊗ b〉 = 〈x, ab〉 ,
ǫ(x) = 〈x, 1〉 ,
〈S(x), a〉 = 〈x, S(a)〉 , (2.4)
and if a *-structure exists, the involutions satisfy
〈θ(x), a〉 = 〈x, θ(S(a))〉∗ , (2.5)
where x, y ∈ U and a, b ∈ A. (It easy to show that all the relevant consistency
relations to ensure that the two algebras are indeed HAs are satisfied.)
One may also use this dual pairing constructively: if given a HA U, to-
gether with a N × N matrix rep ρ : U → MN (k), it is possible to define
another HA dually paired with U [4]; this new HA A is taken to be the one
generated by the N2 elements Aij defined through
ρij(x) ≡
〈
x,Aij
〉
. (2.6)
The faithfulness of the rep guarantees that this inner product is nondegen-
erate, and thus that the elements of the matrix A are uniquely determined;
furthermore, the fact that ρ is an algebra map immediately gives
∆(Aij) = A
i
k ⊗A
k
j , ǫ(A
i
j) = δ
i
j , S(A
i
j) = (A
−1)ij. (2.7)
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The multiplication on A, i.e. products between the entries of A, will of course
depend upon the explicit form of the coproduct on U, through the third of
(2.4).
2.2 Representations of Quasitriangular Hopf Algebras
and Quantum Groups
A quasitriangular Hopf algebra (QHA) [5] is a HA U together with an in-
vertible element, the universal R-matrix, R = rα ⊗ r
α ∈ U⊗ U (summation
implied), which satisfies the relations
(∆⊗ id)(R) = R13R23,
(id⊗∆)(R) = R12R23,
(σ ◦∆)(x) = R∆(x)R−1, (2.8)
where σ(x⊗ y) = y ⊗ x, and the subscripts on R are a shorthand for
R12 = rα ⊗ r
α ⊗ 1,
R13 = rα ⊗ 1⊗ r
α,
R23 = 1⊗ rα ⊗ r
α. (2.9)
As a consequence of (2.8), R satisfies the quantum Yang-Baxter equation
(QYBE)
R12R13R23 = R23R13R12. (2.10)
Of vital importance to the eventual introduction of the Killing form on a
QHA U will be the element u, defined by
u := ·(S ⊗ id)(R21) = S(r
α)rα. (2.11)
u is invertible, with inverse u−1 = rαS2(rα), and generates the square of the
antipode on U by conjugation, i.e.
S2(x) = uxu−1. (2.12)
A consequence of this property is that the element c := uS(u) is central in
U.
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Given a rep ρ, the commutation relations between the entries of A may
be explicitly determined by using the last of the properties of the universal
R-matrix from (2.8): if
Rijkℓ :=
〈
R, Aik ⊗A
j
ℓ
〉
(2.13)
is the N2 × N2 dimensional numerical R-matrix of A, one finds the “RAA
equation” [6]
RA1A2 = A2A1R, (2.14)
where the matrix indices have been replaced by the subscripts in an obvious
way. It is immediate that the QYBE has a numerical counterpart, usually
simply referred to as the Yang-Baxter equation (YBE):
R12R13R23 = R23R13R12 (2.15)
(which takes the form R̂12R̂23R̂12 = R̂23R̂12R̂23 when one uses the permuta-
tion matrix P ijkℓ := δ
i
ℓδ
j
k to define R̂
ij
kℓ := (PR)
ij
kℓ ≡ R
ji
kℓ).
This leads to the following definition: a HA A which is dually paired with
a QHA U by means of a representation ρ in this manner is called a a matrix
pseudogroup or, more commonly nowadays, a quantum group (QG) [5].
(2.15) was obtained from (2.10) by applying the given rep to all three
spaces of U⊗ U⊗ U, e.g.
(ρ⊗ ρ⊗ ρ)(R12R13R23) = R12R13R23. (2.16)
It is also useful to consider the cases where one takes the rep in only one or two
of the tensor product spaces. To see this, define the matrices L± ∈ MN (U)
by
L+ := (id⊗ρ)(R) ≡ rαρ(r
α),
L− := (ρ⊗ id)(R−1) ≡ ρ(S(rα))r
α. (2.17)
From the properties of R, one then finds that
∆(L±) = L±⊗˙L±, ǫ(L±) = I,
S(L+) = (L+)−1 = (id⊗ρ)(R−1), S(L−) = (L−)−1 = (ρ⊗ id)(R)(2.18)
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((M⊗˙N)ij := M
i
k ⊗ N
k
j). Now, one can apply the rep to any two of the
three spaces involved in (2.10) to find
L±1 L
±
2 R = RL
±
2 L
±
1 , L
−
2 L
+
1 R = RL
+
2 L
−
1 . (2.19)
The numerical matrices for L± also follow:
ρij((L
+)kℓ) = R
ik
jℓ,
ρij((L
−)kℓ) = (R
−1
21 )
ik
jℓ. (2.20)
(As the reader shall see, these will figure very prominently in the construction
of QLAs.)
3 Actions and Coactions
In the classical case, a Killing form for an algebra g is defined so that it
is invariant under some action of g on itself (e.g. the adjoint action in the
case of a Lie algebra); therefore, since the goal is to extend the definition to
include QHAs, one must discuss the ways in which a QHA can act on itself
before proceeding further in this direction. This requires introducing the
concepts of actions and coactions. (A fuller discussion of the ideas presented
here may be found in [7].)
3.1 Actions
Suppose U is a HA and V a unital associative algebra (both over the same
field k); a (left) action or generalized (left) derivation of U on V is a linear
map ⊲ : U⊗ V → V satisfying
(xy)⊲v = x⊲(y⊲v), 1⊲v = v,
x⊲(vw) = (x(1)⊲v)(x(2)⊲w), x⊲1 = 1ǫ(x). (3.1)
for all x, y ∈ U and v, w ∈ V. (Note that this is merely another way of
saying that ⊲ defines a linear rep of U with right module V. A right action
⊳ of U on V can be defined similarly.) U may therefore be interpreted as an
algebra of differential operators acting on elements of V from the left, and, as
such, may be thought of as providing a means for generalizing infinitesimal
transformations.
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There are two extremely important examples of such generalized deriva-
tions, both of which will be relevant for this work:
• The (left) adjoint action of a Hopf algebra U on itself is defined as the
linear map
ad
⊲ : U⊗ U→ U given by
x
ad
⊲y := x(1)yS(x(2)). (3.2)
In an undeformed Lie algebra, where ∆(x) = x⊗ 1+ 1⊗ x and S(x) =
−x, this reduces to the usual commutator x
ad
⊲y ≡ [x, y].
• If U and A are two dually paired Hopf algebras, one may define the
(left) action of U on A as
x⊲a := a(1)
〈
x, a(2)
〉
. (3.3)
As stated above, this allows the interpretation of U as an algebra of
differential operators which act on elements of A (“functions”).
3.2 Coactions
A is a HA and V is again a unital associative algebra; a (right) coaction of
A on V is a linear map ∆A : V → V ⊗ A satisfying
(∆A ⊗ id)∆A(v) = (id⊗∆)∆A(v), (id⊗ǫ)∆A(v) = v, (3.4)
for all v ∈ V. (Many of the following equations will be written using the
“Sweedleresque” notation ∆A(v) = v
(1)⊗v(2)
′
, where the unprimed elements
live in V, the primed elements in A.) A left coaction A∆(v) = v
(1)′ ⊗ v(2)
may be defined similarly. If A1 and A2 are two HAs which coact on V from
the left and from the right respectively, it will in general be assumed that
they commute with one another, i.e.
(A1∆⊗ id)∆A2(v) = (id⊗∆A2)A1∆(v). (3.5)
Finally, if v has the property that ∆A(v) = v ⊗ 1, it is said to be right-
invariant.
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One coaction which will appear later in this work is the (right) adjoint
coaction ∆Ad : A→ A⊗ A of A on itself, defined via
∆Ad(a) := a(2) ⊗ S(a(1))a(3). (3.6)
A comment on terminology: as the reader may have guessed, the reason
for the term “coaction” is because of duality. If U and A are dually paired
HAs, and ⊲ is a (left) action of U on some unital associative algebra V, then
there is a natural way to induce a (right) coaction of A on V via
v(1)
〈
x, v(2)
′
〉
= x⊲v. (3.7)
The interpretation of this particular coaction is straightforward: it is the
generalization of a finite transformation of an element of V, as opposed to
the infinitesimal transformation provided by the action.
Of particular interest here is the case where V = U, and the action in
question is the adjoint action
ad
⊲ . Then the coaction ∆A : U → U ⊗ A
uniquely defined by this pairing, written as y 7→ y(1) ⊗ y(2)
′
, is given by
x
ad
⊲y = y(1)
〈
x, y(2)
′
〉
. (3.8)
Notice that this coaction is an algebra map, i.e. ∆A(xy) = ∆A(x)∆A(y).
This will not in general be the case, as the reader can see from the adjoint
coaction ∆Ad above, which is not an algebra map from A to A⊗ A.
4 Quantum Lie Algebras
4.1 Basics of Quantum Lie Algebras
Let U be a HA; it is also a quantum Lie algebra (QLA) iff there exists a finite-
dimensional subspace g ⊂ U (dim g = n) which has the following properties2:
(I) as a vector space, U ≡ Uq(g), i.e. the universal enveloping algebra
(UEA) of g, modulo commutation relations;
2This set of conditions is in effect the dually paired version of the one required for the
existence of a general differential calculus [8].
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(II) the adjoint action
ad
⊲ closes on g, i.e. U
ad
⊲g ⊆ g;
(III) ∆(x) ∈ (g⊗ 1)⊕ (U⊗ g) for all x ∈ g;
(IV) for all x ∈ g, ǫ(x) = 0.
The q subscript in (I) simply indicates that the commutation relations may be
deformed relative to the classical case. (In QG language, q is the parameter
describing the degree of deviation of the QHA from the undeformed case, the
latter of which corresponds to q = 1.)
Let {TA|A = 1, . . . , n} be a linearly independent basis for g [9]; the above
properties require that
∆(TA) = TA ⊗ 1 +OA
B ⊗ TB, ǫ(TA) = 0, S(TA) = −S(OA
B)TB, (4.1)
where the n2 elements OA
B ∈ U must satisfy
∆(OA
B) = OA
C ⊗OC
B, ǫ(OA
B) = δBA , S(OA
B) = (O−1)A
B. (4.2)
Condition (II), the closure of g under the adjoint action of U, allows the
definition of the k-numbers R̂ABCD and fAB
C via
TA
ad
⊲TB := fAB
CTC , OC
Bad⊲TD := R̂
AB
CDTA (4.3)
(from which one can also show S−1(OD
A)
ad
⊲TC = (R̂
−1)ABCDTB). R̂ is referred
to as the R-matrix of g, and the fs are, as in the classical case, just the
structure constants. Now, note that the definition of the adjoint action (3.2)
implies the identity
xy ≡ (x(1)
ad
⊲y)x(2); (4.4)
therefore, using (4.1–4.3), one can show that
TATB − R̂
CD
ABTCTD = fAB
CTC ,
R̂
EF
ABOE
COF
D = OA
EOB
F
R̂
CD
EF ,
TAOB
C − R̂DEABOD
CTE = fAB
DOD
C − OA
DOB
EfDE
C ,
OA
BTC = R̂
DE
ACTDOE
B. (4.5)
The first of these is the deformation of the classical commutation relation
between the generators; the others are due to the difference between the
10
coproducts of the deformed algebra and the classical versions ∆(TA) = TA⊗
1 + 1⊗ TA.
The self-consistency of these relations also requires
R̂12R̂23R̂12 = R̂23R̂12R̂23. (4.6)
(Despite the appearance of a very Yang-Baxterlike equation here, the numer-
ical matrix R̂ is not the rep of a universal R-matrix, which is good, because
so far no mention has been made of any quasitriangularity of U.)
4.2 The Adjoint Representation
The closure of g under the adjoint action defines the adjoint rep ad of U in
the usual way, i.e.
x
ad
⊲TA = ad
B
A(x)TB. (4.7)
This motivates the introduction of an n× n matrix AAB with entries in the
dually paired HA A, defined through〈
x,AAB
〉
:= adAB(x). (4.8)
It follows that
fAB
C ≡
〈
TA,A
C
B
〉
, R̂ABCD ≡
〈
OC
B,AAD
〉
. (4.9)
Furthermore, by using (3.8), the coaction of A on U is
∆A(TA) = TB ⊗ A
B
A. (4.10)
The coproduct, counit, antipode, and commutation relations on A have
rather familiar forms:
∆(AAB) = A
A
C ⊗ A
C
B, ǫ(A
A
B) = δ
A
B,
S(AAB) = (A
−1)AB, R̂A1A2 = A1A2R̂,
fAB
D
A
C
D = A
D
AA
E
BfDE
C . (4.11)
The above properties of A imply several numerical relations among the R-
matrix and structure constants: for instance, if one takes the inner product
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of AMN and the first of (4.5), the deformed version of the Jacobi identity
appears:
fAL
MfBN
L − R̂CDABfCL
MfDN
L = fAB
CfCN
M . (4.12)
Repeating this for the others just recovers (4.6), as well as
R̂
DC
BNfAD
M − R̂DEABR̂
MC
DFfEN
F = R̂MCDNfAB
D − R̂DFBN R̂
ME
ADfEF
C ,
R̂
MB
ADfCN
D = R̂DEACR̂
FB
ENfDF
M . (4.13)
4.3 Quasitriangular Quantum Lie Algebras
Given any QHA U with rep ρ, one can immediately obtain a QLA in the
following way [10]: using the matrices L±, define the matrix Y ∈ MN (U)
[11, 12] by
Y := L+S(L−) ≡ (ρ⊗ id)(R21R) ≡ ρ(r
αrβ)rαr
β. (4.14)
As a consequence of (2.18) and (2.19), this matrix satisfies
∆(Y ij) = (L
+)ikS((L
−)ℓj)⊗ Y
k
ℓ, ǫ(Y
i
j) = δ
i
j ,
S(Y ij) = S
2((L−)kj)S((L
+)ik), R21Y1RY2 = Y2R21Y1R. (4.15)
To find the coaction of the dually paired HA A on Y , there is the following
trick [7]: for a ∈ A, define Υa ∈ U as
Υa := 〈R21R, a⊗ id〉 (4.16)
Now, note that for x ∈ U, one may use the fact that R21R is central in ∆(U)
to show that
x
ad
⊲Υa =
〈
x, S(a(1))a(3)
〉
Υa(2) . (4.17)
Thus, from (3.8),
∆A(Υa) = Υa(2) ⊗ S(a(1))a(3). (4.18)
(Note the appearance of the adjoint coaction (3.6) in this equation.) Since
Y ≡ ΥA, where A is the QG matrix, it immediately follows that
∆A(Y
i
j) = Y
k
ℓ ⊗ S(A
i
k)A
ℓ
j . (4.19)
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Furthermore, (4.17) indicates that the adjoint action of U on any element in
the subspace {Υa|a ∈ A} returns another element of the same subspace. In
particular,
x
ad
⊲Y ij =
〈
x, S(Aik)A
ℓ
j
〉
Y kℓ, (4.20)
which is simply a linear combination of the entries of Y .
Notice that in the classical limit, R → 1⊗1, so Y → I1; therefore, define
the matrix X by
X :=
I1− Y
λ
, (4.21)
where λ is a parameter which vanishes in the classical limit, and describes the
deviation of Y from unity in the deformed case. Using the aforementioned
properties of Y , one immediately finds
∆(X ij) = X
i
j ⊗ 1 + (L
+)ikS((L
−)ℓj)⊗X
k
ℓ, ǫ(X) = 0,
S(X ij) = −S
2((L−)ℓj)S((L
+)ik)X
k
ℓ,
R21X1RX2 −X2R21X1R =
1
λ
(R21RX2 −X2R21R), (4.22)
and A coacts on X as3
∆A(X
i
j) = X
k
ℓ ⊗ S(A
i
k)A
ℓ
j. (4.23)
Therefore, as was the case with Y , the adjoint action of x ∈ U on an entry
of X returns a linear combination of entries of X , so if g is defined as the
subspace of U spanned by the entries of X over k, the UEA Uq(g) satisfies
all four criteria needed for a QLA. To connect to the contents of Section 4.1,
one first computes the adjoint action of one entry of X on another:
X ij
ad
⊲Xkℓ =
1
λ
[
δijX
k
ℓ − (R
−1
21 X2R21R)
im
nℓR˜
nk
jm
]
(4.24)
(see (A.3) for the definition of R˜). Now, comparison of (4.24) with (4.5)
immediately leads to the identifications
T(ij) ≡ X
i
j, O(ij)
(kℓ) ≡ (L+)ikS((L
−)ℓj), A
(ij)
(kℓ) ≡ S(A
k
i)A
j
ℓ, (4.25)
3Although this work is concerned primarily with the right coaction of the QG A on U,
there is also a left coaction x 7→ 1⊗ x, i.e. U is left-invariant. The construction presently
being discussed reproduces this, and motivates calling the resulting QLA “bicovariant”
[7, 8].
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and
R̂
(ab)(cd)
(ij)(kℓ) = R˜
mk
jnR̂
sd
mℓ(R̂
−1)niraR̂
rb
sc,
f(ij)(kℓ)
(rs) =
1
λ
[
δijδ
k
r δ
s
ℓ − R˜
mk
jn(R̂
−1)nitr(R̂
2)tsmℓ
]
. (4.26)
There are three important sum relations which follow from these last two
identifications:
fAB
CIC = 0, R̂
CD
ABIC = δ
D
A IB, R̂
CD
ABID = δ
C
BIA − λfAB
C , (4.27)
where, for the sake of simplicity, the quantity I(ij) := δ
i
j has been introduced.
There is also the additional relation IBA
B
A = IA1.
(To explain an earlier parenthetical comment, I should point out that the
numerical R-matrix in this rep, i.e. RABCD :=
〈
R,AAC ⊗ A
B
D
〉
, is
R
(ab)(cd)
(ij)(kℓ) = R˜
mk
jnR̂
sb
mℓR̂
ni
rc(R̂
−1)rdsa, (4.28)
which is not equal to R̂(cd)(ab)(ij)(kℓ).)
5 The Killing Form
5.1 The Killing Form for a Quasitriangular Hopf Al-
gebra
Recall that for a Lie algebra g over a field k, a Killing form η is defined to be
a symmetric invariant linear map from g ⊗ g to k, i.e. η(x ⊗ y) = η(y ⊗ x)
and η([z, x]⊗ y) + η(x⊗ [z, y]) = 0 (cf. [13]). (Such a form always exists for
finite-dimensional Lie algebras: one needs only take the trace of two elements
in the adjoint rep of g.) Now, with all the formalism developed so far, it is
finally possible to define an object on a QHA which generalizes these required
properties, in the following way:
Definition Let U be a QHA with universal R-matrix R and rep ρ. The
linear map η(ρ) : U⊗ U→ k, the Killing form associated with ρ, is given by
η(ρ) (x⊗ y) := trρ (uxy) (5.1)
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for x, y ∈ U4.
η(ρ) defined in this way has the following properties:
η(ρ) (y ⊗ x) = η(ρ)
(
x⊗ S2(y)
)
,
η(ρ)
(
(z(1)
ad
⊲x)⊗ (z(2)
ad
⊲y)
)
= η(ρ) (x⊗ y) ǫ(z), (5.2)
for all x, y, z ∈ U. The first of these is immediate from the properties of u
and the cyclicity of the trace:
η(ρ) (y ⊗ x) = trρ (uyx)
= trρ
(
(uyu−1)ux
)
= trρ
(
ux(uyu−1)
)
= η(ρ)
(
x⊗ S2(y)
)
. (5.3)
The second is obtained by noting that
trρ
(
u(z
ad
⊲x)
)
= trρ
(
uz(1)xS(z(2))
)
= η(ρ)
(
z(1) ⊗ xS(z(2))
)
= η(ρ)
(
xS(z(2))⊗ S
2(z(1))
)
= trρ
(
uxS(S(z(1))z(2))
)
= trρ (ux) ǫ(z), (5.4)
so that by replacing x by xy above, the result follows.
The first of (5.2) is obviously a generalization of the “symmetry” of the
Killing form, since S2 = id in the classical case; since the adjoint action
ad
⊲ is
the HA generalization of the classical commutator, the second expresses the
desired invariance property of η(ρ). In fact, this identification may be made
more obvious by realizing that the latter may be rewritten as
η(ρ)
(
(z
ad
⊲x)⊗ y
)
+ η(ρ)
(
x⊗ ((−S(z))
ad
⊲y)
)
= 0. (5.5)
4This differs from the definition in [15] by an overall antipode, i.e. η(ρ) (x⊗ y) :=
trρ (S(uxy)), which corresponds to taking the trace over the contragredient rep.
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The invariance under the adjoint action may be thought of as how the
Killing form behaves under an “infinitesimal” transformation; however, recall
that
ad
⊲ also induces the “finite” transformation (3.8). Using this fact, one
sees that the left-hand side of the second of (5.2) becomes
η(ρ)
(
(z(1)
ad
⊲x)⊗ (z(2)
ad
⊲y)
)
= η(ρ)
(
x(1) ⊗ y(1)
) 〈
z(1), x
(2)′
〉 〈
z(2), y
(2)′
〉
= η(ρ)
(
x(1) ⊗ y(1)
) 〈
∆(z), x(2)
′
⊗ y(2)
′
〉
= η(ρ)
(
x(1) ⊗ y(1)
) 〈
z, x(2)
′
y(2)
′
〉
. (5.6)
The right-hand side is equivalent to η(ρ) (x⊗ y) 〈z, 1〉, so since these must
agree for all z ∈ U,
η(ρ)
(
x(1) ⊗ y(1)
)
x(2)
′
y(2)
′
= η(ρ) (x⊗ y) 1. (5.7)
which expresses the “finite” invariance of the Killing form.
5.2 The Killing Metric for a Quantum Lie Algebra
In the case when U is not only a QHA but also a QLA with generators
{TA|A = 1, . . . , n}, one can define the Killing metric associated with the rep
ρ as
η
(ρ)
AB := η
(ρ) (TA ⊗ TB) . (5.8)
It is now convenient to introduce the quantities τA (ρ) := trρ (uTA); one
can deduce from the results of the previous sections that these “deformed
traces” must satisfy
trρ
(
u(TA
ad
⊲TB)
)
= fAB
CτC (ρ) = 0,
trρ
(
u(OA
Bad⊲TC)
)
= R̂DBACτD (ρ) = δ
B
AτC (ρ) ,
trρ (uTB)A
B
A = τB (ρ)A
B
A = τA (ρ) 1. (5.9)
The first of (5.9) implies that by multiplying (4.5) by u and tracing over ρ,
η
(ρ)
AB satisfies
η
(ρ)
AB = R̂
CD
ABη
(ρ)
CD = D
C
Aη
(ρ)
BC (5.10)
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(see (A.17) for the definition of D), which expresses the “symmetry” of the
Killing metric. One can also obtain the “total antisymmetry” of the structure
constants in a similar way; since the counits of all the generators vanish, (5.2)
requires that
0 = η(ρ)
(
(TC(1)
ad
⊲TA)⊗ (TC(2)
ad
⊲TB)
)
= η(ρ)
(
(TC
ad
⊲TA)⊗ TB
)
+ η(ρ)
(
(OC
Dad⊲TA)⊗ (TD
ad
⊲TB)
)
= fCA
Dη(ρ) (TD ⊗ TB) + R̂
ED
CAfDB
Fη(ρ) (TE ⊗ TF ) . (5.11)
Therefore,
fCA
Dη
(ρ)
DB + R̂
ED
CAfDB
Fη
(ρ)
EF = 0. (5.12)
By using (4.10), together with (5.7), the invariance of the Killing metric
under finite transformations takes the form
η
(ρ)
CDA
C
AA
D
B = η
(ρ)
AB1. (5.13)
5.3 Quadratic Casimirs
Now, suppose that η
(ρ)
AB is invertible, i.e. there exists a numerical matrix
η(ρ)AB such that
η
(ρ)
ACη
(ρ)CB = η(ρ)BCη
(ρ)
CA = δ
B
A . (5.14)
Then (5.13) implies that AACA
B
Dη
(ρ)CD = η(ρ)AB1; this in turn indicates
that the quadratic casimir defined by
Q(ρ) := η(ρ)ABTATB (5.15)
is central. Why? First, note that Q(ρ) is right-invariant:
∆A(Q
(ρ)) = η(ρ)AB∆A(TA)∆A(TB)
= TCTD ⊗ η
(ρ)AB
A
C
AA
D
B
= TCTDη
(ρ)CD ⊗ 1
= Q(ρ) ⊗ 1. (5.16)
Now, recall (3.8) and (4.4); the first of these states that if y ∈ U is right-
invariant, x
ad
⊲y = ǫ(x)y for all x. The second therefore implies
xy = (x(1)
ad
⊲y)x(2) = ǫ(x(1))yx(2) = yx, (5.17)
17
namely, any right-invariant element of U is central. Since the right-invariance
of Q(ρ) has just been demonstrated, it follows that the quadratic casimir
commutes with everything in the algebra, just as in the classical case.
5.4 The Canonical Killing Metric
Suppose that there exists at least one rep ρ0 for which the associated Killing
metric η
(0)
AB is invertible, i.e. η
(0)AB exists. Given another rep ρ, define the
numerical matrix KAB(ρ) by
KAB(ρ) := η
(0)ACη
(ρ)
CB, (5.18)
so that η
(ρ)
AB ≡ η
(0)
ACK
C
B(ρ). Therefore, (5.12) may be rewritten in terms of
η(0) and K (ρ):
0 = fCA
D
(
η
(0)
DFK
F
B(ρ)
)
+ R̂EDCAfDB
F
(
η
(0)
EMK
M
F (ρ)
)
= −
(
R̂
ED
CAfDF
Mη
(0)
EM
)
KFB(ρ) + R̂
ED
CAfDB
Fη
(0)
EMK
M
F (ρ)
= R̂EDCAη
(0)
EM
(
KMF (ρ)fDB
F − fDF
MKFB(ρ)
)
. (5.19)
Since both R̂ and η(0) are invertible, this may be multiplied by (R̂−1)CAPNη
(0)LP
to obtain the matrix equation
[K (ρ), ad(TN )]
L
B = 0, (5.20)
i.e. the matrix K (ρ) commutes with all the generators in the adjoint rep.
Therefore, if the adjoint rep is irreducible, Schur’s lemma can be applied,
which would indicate that K (ρ) is proportional to the identity matrix. This
in turn gives the result that η
(ρ)
AB ∝ η
(0)
AB for all ρ, so that, up to a multiplicative
constant, all Killing metrics may be written in terms of a canonical, i.e. rep-
independent, Killing metric ηAB. Once the normalization of η is fixed, this
allows the definition of the index I (ρ) of the rep ρ in exact analogy with the
classical case, i.e. η
(ρ)
AB ≡ I (ρ) ηAB.
The existence of at least one rep where the Killing metric is invertible
has been assumed in the above proof, so since all metrics are proportional to
ηAB, the canonical Killing metric itself must be invertible. This fact implies
the existence of a rep-independent quadratic casimir Q := ηABTATB, which
of course will still be central in the QLA. Therefore, as in the classical case,
for any rep ρ, Q ≡ I (ρ)Q(ρ).
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5.5 Comments on the Adjoint Representation
Before proceeding to the particular case where the QLA of interest is Uq(su(N)),
it is necessary to consider some of the consequences of the trace relations
(5.9), specifically as pertains to the adjoint rep. These relations are obvi-
ously trivially satisfied for τA (ρ) ≡ 0, which is the case for the classical
compact Lie algebras, where the generators are traceless in all reps. How-
ever, there is no reason to assume that this tracelessness condition still holds
when the object in question is a QLA (or even a classical noncompact Lie
algebra, for that matter), i.e. there may exist a rep ρ such that τA (ρ) does
not vanish. If this is in fact the case, one is then able to deduce the existence
of another numerical object DA which satisfies
fAB
CDB = 0. (5.21)
Why should this quantity exist? From the last of (5.9), τA (ρ) 1 is an algebra-
valued eigenvector of At with eigenvalue unity. The transpose of any matrix
has the same eigenvalues as the original, so this implies the existence of a
numerical quantity DA such that DA1 is a nonzero algebra-valued eigenvector
of A with unit eigenvalue, i.e.
A
A
BD
B = DA1. (5.22)
This in turn implies (5.21), as well as
R̂
CA
BDD
D = δABD
C . (5.23)
(4.10) and (5.22) together give the important result that the quantity
T0 := D
ATA (5.24)
is right-invariant, and therefore commutes with the entire algebra. Now,
assume that the deformed trace of this element τ0 (ρ) := trρ (uT0) vanishes
for all reps. Therefore, if ρ is an irrep of U, then Schur’s lemma states that
there exists a k-number µ(ρ) such that ρ(T0) = µ(ρ)I, where I is the identity
matrix in the corresponding irrep. Thus, τ0 (ρ) = µ(ρ)trρ (u). The quantity
trρ (u) may be thought of as the “deformed dimension” of the irrep, and it is
assumed here that it is always nonvanishing; hence, the condition τ0 (ρ) = 0
implies that µ(ρ) vanishes. However, if this holds for all irreps, then T0 must
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be identically zero as an element of U. The linear independence of the n
generators {TA} then leads to the conclusion that D
A ≡ 0, contrary to the
initial assumption, namely that there exists a nonvanishing DA. Therefore,
there must exist a rep ρ′ for which τ ′0 := τ0 (ρ
′) 6= 0, and hence the individual
traces τ ′A := τA (ρ
′) are also nonvanishing.
The existence of this particular rep allows the definition of a new set of
generators {T ′A|A = 1, . . . , n} as
T ′A := TA −
τ ′A
τ ′0
T0. (5.25)
(Note that these are traceless in the rep ρ′.) The commutation relations and
adjoint actions now take the forms
T ′AT
′
B − R̂
CD
ABT
′
CT
′
D =
[
fAB
C − (δDA δ
C
B − R̂
CD
AB)
τ ′D
τ ′0
T0
]
T ′C (5.26)
and
T0
ad
⊲T0 = 0, T
′
A
ad
⊲T0 = 0,
T0
ad
⊲T ′A = D
BfBA
CT ′C , T
′
A
ad
⊲T ′B =
(
δDA −
τ ′A
τ ′0
DD
)
fDB
CT ′C , (5.27)
However, the primed generators are not linearly independent, becauseDAT ′A ≡
0, so they do not form a basis for g. However, if one of them, for instance
T ′n, is replaced by T0, then {T0, T
′
a|a = 1, . . . , n−1} is a linearly independent
collection of n vectors, and therefore is a basis for g. (For the rest of this
work, when a capital index A appears on a primed generator, it will take
the values A = 0, 1, . . . , n− 1, with T ′0 = T0, and a small index a the values
a = 1, . . . , n− 1.)
The structure constants f ′ in this new basis, and thus the matrices in the
adjoint rep, are easily obtained from (5.27), and the reader can immediately
see that
f ′00
0 = f ′00
a = f ′a0
0 = f ′a0
b = f ′0a
0 = f ′ab
0 = 0, (5.28)
i.e. the only nonvanishing structure constants are f ′Aa
b. In this basis all the
matrices in the adjoint rep will be block-diagonal, with a zero in the upper
left-hand corner and an (n − 1) × (n − 1) matrix as the lower right-hand
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submatrix (corresponding to the (00) and (ab) entries respectively). This set
of matrices closes under multiplication, so the (n− 1)× (n− 1) matrices
ad′ab(T
′
A) := f
′
Ab
a (5.29)
form a rep of the QLA.
6 The Quantum Lie Algebra Uq(su(N ))
The discussions and conclusions just presented in Section 5 closely parallel
those usually found when talking about undeformed compact Lie algebras,
e.g. the existence of a rep for which the associated Killing metric is invert-
ible, irreducibility of the adjoint rep, tracelessness of the basis, etc. For the
classical compact Lie algebras, all these assumptions hold: the Killing met-
ric in the adjoint rep is positive definite (this is actually the definition of a
compact Lie algebra) and thus invertible, the adjoint rep is an irrep, and
all the generators are traceless (the “S” in SU(N)). Thus, results like the
existence of ηAB and a rep-independent quadratic casimir follow. However,
these assumptions may not be valid for a deformed Lie algebra; hence, to use
any of the conclusions of the previous section, one must first ask how many
of these still hold for a QLA.
Because the classical Lie algebra su(N) is the one which is most famil-
iar to most physicists, the deformed version Uq(su(N)) is the best example
with which to illustrate many of the results just obtained. This Section will
examine this particular QLA in detail.
6.1 R-Matrix Construction
As shown in Section 4.3, if a numerical R-matrix for a QHA is given, a QLA
may be constructed; Uq(su(N)) is the QLA found by this method using the
numerical R-matrix for the QG SUq(N), which in the fundamental rep is
given by multiplying the R-matrix for AN−1 in [6] by q
− 1
N [14]:
R = q−
1
N
q∑
I
EII ⊗EII +
∑
I 6=J
EII ⊗ EJJ + λ
∑
I>J
EIJ ⊗EJI
 , (6.1)
where EIJ is the N × N numerical matrix whose only nonzero entry is a
1 at (I, J), the tensor product which appears is that between numerical
21
spaces, and k = R. (λ := q − q−1 is the parameter referred to earlier which
describes how the QG differs from the classical group as a function of q.) The
normalization for the matrix D is chosen so that D = diag(1, q2, . . . , q2(N−1)),
which fixes the constants α and β from the Appendix to be q2N−1−
1
N and
q1−
1
N respectively.
The commutation relations (4.22) and adjoint actions (4.24) follow, with
the structure constants given by (4.26). Now that they are known explicitly
in terms of the above numerical R-matrix, one can immediately obtain several
results specific to Uq(su(N)): first of all, suppose that V(ij) := V
i
j is a null
eigenvector of the transposed adjoint matrices, i.e.
f(ij)(kℓ)
(rs)V(rs) ≡
1
λ
R˜mkjn(R̂V2 − R̂
−1V2R̂
2)nimℓ = 0. (6.2)
From this, it follows that V2 must commute with R̂
2. This implies that V
must be a multiple of the identity matrix: to see why, suppose V2 commutes
with a matrix M̂ such that M˜ exists, where M ijkℓ := M̂
ji
kℓ. If this is the
case, then
0 = M˜mjkn(M̂V2 − V2M̂)
ni
mℓ
= M˜mjknM
in
mrV
r
ℓ − M˜
mj
knV
i
sM
sn
mℓ
= δikV
j
ℓ − V
i
kδ
j
ℓ , (6.3)
which can only be satisfied if V ij ∝ δ
i
j . The numerical R-matrix for SUq(N)
satisfies the quadratic characteristic equation R̂2 − q−
1
N λR̂ − q−
2
N I = 0, so
V2 commutes with R̂. Since R˜ exists, the above result applies, and all null
eigenvectors of the transposed adjoint matrices must be proportional to the
identity. This implies that since the traces τ(ij) (ρ) are such eigenvectors, all
of them are equal to a rep-dependent constant times the identity. (From
(4.27), it is easily seen that these also satisfy the first two of (5.9) as well.)
In fact, for the fundamental rep fn, in which the matrices take the form
fnij(T(kℓ)) =
1
λ
(I − R̂2)ikjℓ, (6.4)
a quick calculation gives
τ(ij) (fn) = q
− 1
N
([
1
N
]
q
[N ]q−1 − 1
)
δij (6.5)
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(where I have used the standard notation for the “quantum number”,
[m]q :=
q2m − 1
q2 − 1
, (6.6)
so called because as q → 1, [m]q → m). In the classical limit, this vanishes
for all N . This should come as no surprise: after all, the adjoint rep of the
classical Lie algebra su(N) is irreducible, so there cannot exist any common
nonzero null eigenvector for the matrices ad(TA)
t. However, for q 6= 1, this
is nonvanishing, and so it implies the existence of T0 and will allow the
construction of the N2 − 1 primed generators, which together with T0 give
a basis for g. The same sort of argument allows one to determine that all
matrices W (ij) := W ji satisfying f(ij)(kℓ)
(rs)W (kℓ) = 0 must be proportional
to (D−1)j i. From (5.21), this includes D
A, so D(ij) ∝ (D−1)ji.
The arguments just given have two immediate consequences: first of all,
assume there exists a vector ~e = (e1, . . . , en−1) which satisfies ad′(T ′A) ·~e = ~0;
since each ad(T ′A) is block-diagonal with a zero as its (00) entry, then any
vector of the form (ν, ~e), ν being some constant, will be a null eigenvector
of ad(T ′A). However, it has just been shown that all such eigenvectors are
proportional to D−1, and thus to DA. In the primed basis, D0 = 1 and Da =
0, so any vector annihilated by all the adjoint matrices must be a multiple of
(1,~0). This implies that ~e must vanish, and that there are no shared nonzero
null eigenvectors of the matrices ad′(T ′A). One therefore concludes that the
(N2 − 1)-dimensional rep of Uq(su(N)) given by ad
′ is in fact an irrep, and
ad′(T0), being central, will be proportional to the identity matrix.
Second, notice that
τ(ij) (ρ)
τ0 (ρ)
D(kℓ) =
1
tr(D−1)
δij(D
−1)ℓk, (6.7)
which is independent of the constants of proportionality for both τ(ij) (ρ) and
D(ij). The generators T0 and T
′
(ij) therefore take the forms
T0 = tr(D
−1X), T ′(ij) = X
i
j −
1
tr(D−1)
tr(D−1X)δij . (6.8)
(The above expression for T0 together with (A.14) provides further proof
that T0 is right-invariant, and thus central.) A consequence of the rep-
independence of (6.7) is that the primed generators are traceless in all reps,
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not just the one for which τ ′0 is nonvanishing (e.g. fn). Thus, when one
of them is replaced by T0 to obtain a linearly independent basis for g, the
result is that the QLA is generated by the (N2− 1)-dimensional subspace of
traceless basis elements g′ = {T ′a} and a central element T0. In fact, this also
implies that T0 must vanish in the classical limit, because g
′ = su(N) in this
case, and one requires that Uq(su(N))→ U(su(N)).
Uq(su(N)) supposedly describes a deformation of a unitary algebra, so a
hermiticity condition on its elements must be imposed: this is given in terms
of the involution acting on the matrices L± as θ(L±) := S(L∓)t, which implies
that the generator matrix is hermitian, i.e. θ(X) = X t, or θ(T(ij)) = T(ji). If
the subspace g is to be a vector space over R as in the classical case, then for
x ∈ g, θ(x) = x. Being just a linear combination of the generators, such an
element x may therefore be written
x = ξATA = tr(ΞX), (6.9)
where ξ(ij) ≡ Ξj i are the numerical coordinates of x in the basis {T(ij)}. For
x to be self-adjoint, the matrix Ξ must be hermitian.
6.2 Properties of the Killing Metric
In the fundamental rep fn, the generators are given by (6.4), and u by
q1+
1
N
−2ND (see Appendix), so the Killing metric associated with the funda-
mental rep in the basis {T(ij)} may be found explicitly:
η
(fn)
(ij)(kℓ) = q
− 1
N
(
q
[
1−
1
N
]
q
−
1
q
[
1 +
1
N
]
q−1
+ q
2
N
−3
[
1
N
]2
q−1
[N ]q−1
)
δijδ
k
ℓ
+q1−
3
N
−2NδiℓD
k
j . (6.10)
Now, suppose one switches to the primed basis and computes the Killing
metric for a rep ρ which reduces to irreps {ρi}. Then
η
(ρ)
0a = trρ (uT0T
′
a)
=
∑
i
trρi (uT0T
′
a)
=
∑
i
µ(ρi)trρi (uT
′
a) , (6.11)
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which vanishes due to the tracelessness of the primed generators in all reps.
Furthermore, since T0 is central, then η
(ρ)
a0 ≡ η
(ρ)
0a , so the Killing metric will
be a block-diagonal matrix with η
(ρ)
00 in the upper left-hand corner and the
(N2 − 1)× (N2 − 1) matrix η
(ρ)
ab in the lower right-hand corner.
Any element x ∈ g may be written either as in (6.9), or in terms of
the primed basis as x = ξ0T0 + ξ
aT ′a, from which it follows from (6.8) that
ξ0 = trΞtrD−1 . As the reader has just seen, the Killing metric is block-diagonal
in the primed basis, so η
(fn)
AB ξ
AξB = η
(fn)
00 (ξ
0)2+η
(fn)
ab ξ
aξb. Therefore, by using
(6.10),
η
(fn)
ab ξ
aξb = η
(fn)
AB ξ
AξB − η
(fn)
00 (ξ
0)2
= η
(fn)
(ij)(kℓ)
[
Ξj iΞ
ℓ
k − (D
−1)j i(D
−1)ℓk
(
trΞ
trD−1
)2]
= q1−
3
N
−2N
[
tr(DΞ2)−
(trΞ)2
trD−1
]
= q1−
3
N
−2Ntr
[
D
(
Ξ−
trΞ
trD−1
D−1
)2]
= q1−
3
N
−2Ntr
∣∣∣∣D 12Ξ− trΞtrD−1D− 12
∣∣∣∣2 , (6.12)
where the fact that D is hermitian and positive definite (recall that there
is a basis where it is diagonal with each entry being the square of a real
number) has been used. The quantity above is thus always nonnegative, and
vanishes only when Ξ ∝ D−1, i.e. x ∝ T0 and ξ
a = 0. The Killing metric
η
(fn)
ab constructed using only the primed generators is positive definite, and
thus invertible.
Therefore, the matrix K (ρ) from (5.18) can be constructed by using ρ0 =
fn, and it too will be block-diagonal. In particular, its upper left-hand
entry will be η(fn) 00η
(ρ)
00 . However, when K (ρ) is then multiplied by any
matrix in the adjoint rep, the result will have a zero in this spot, since all
adjoint matrices have a vanishing entry there. The commutation relation
(5.20) hence says nothing about this particular entry, and instead becomes
a statement only about the (N2 − 1)× (N2 − 1) submatrices. In fact, since
it has already been demonstrated that the rep of the algebra given by the
(N2−1)× (N2−1) submatrices of the adjoint is an irrep, the result obtained
in Section 5.4 follows, and all of the submetrics η
(ρ)
ab will be proportional to
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some canonical Killing metric ηab. Since this includes the invertible metric
η
(fn)
ab , it follows that the canonical Killing metric is itself invertible as well.
This fact implies that the rep-independent quadratic casimir Q can be
constructed, and therefore, together with T0, classifies irreps of Uq(su(N)).
However, due to the block-diagonality of the Killing metric, it is immediately
seen that the rep-independent quadratic casimir computed using only the
primed generators, i.e. Q′ := ηabT ′aT
′
b, may be written as
Q′ = Q− η00T0
2. (6.13)
Both terms on the right-hand side are central, so Q′ is as well. Therefore, in
classifying an irrep ρ of Uq(su(N)), Q may be replaced by Q
′.
6.3 Hopf Algebraic Structure
The primed generators are just linear combinations of the original ones, so
they all have vanishing counit. Also, (5.28) indicates that f ′Aa
0 = 0, and
therefore U
ad
⊲g′ ⊆ g′. g′ hence is a subspace of U which satisfies criteria (II)
and (IV) of the definition of a QLA. Furthermore, as was shown in 6.1, it
is spanned by traceless generators and its (N2 − 1)-dimensional adjoint rep
is an irrep. These facts lead to the results in Section 6.2, in which it was
found that the Killing metric and quadratic casimir computed using only
the elements of g′ have all the properties which one would expect for the
analagous quantities for the undeformed Lie algebra su(N), i.e. invertibility,
centrality, etc. Also, T0 → 0 in the classical limit Uq(su(N))→ U(su(N)).
All of this certainly seems to suggest that it is possible to follow the
classical example, and define the QLA Uq(su(N)) to be that subspace of U
generated by g′. Unfortunately, this isn’t the case; if the reader recalls (5.26),
s/he sees that the primed generators do not close under multiplication–T0
makes an appearance. It can also be shown that T0 appears explicitly in the
coproducts of the primed generators as well, so Uq(g
′) doesn’t satisfy (I) or
(III). T0 must be included as a generator, and therefore one cannot follow
the classical example and obtain su(N) from gl(N) simply by throwing away
the “traceful” central element after imposing the hermiticity condition. (In
contrast, at the QG level, there is a way to obtain SUq(N) and preserve the
HA structure [14].)
However, from the point of view of an irrep ρ of Uq(su(N)), the exact
HA structure is not so important; the coproduct, counit and antipode will
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not enter into the discussion, and T0 may be replaced by µ(ρ) in relations
like (5.26). The other good quantum numbers will be the ones obtained
from considering g′, namely Q′ and the weights associated with the Cartan
subalgebra of g′, as in the classical case. Of course, if one wants to find higher
reps from the tensor product of two irreps, the HA structure is absolutely
vital, and will generally give results different from the classical case (e.g. if
N = 2, and ρj is the spin j irrep, ρj1⊗ρj2 may no longer be ρ|j1−j2|⊕. . .⊕ρj1+j2,
but some deformed version instead).
6.4 Other Quantum Lie Algebras
Recall a very important assumption made in the discussion of Uq(su(N)),
namely, that the numerical R-matrix satisfies a quadratic characteristic equa-
tion. This lead to the result that all of the traces τA (ρ) were proportional
to one another, and thus the primed generators (except T0, of course) were
traceless in all reps. It also lead to an explicit form of DA, which then im-
plied the irreducibility of the rep ad′. Once these were in hand, the canonical
Killing metric and the like followed.
For the QG SUq(N), this was in fact the case; however, what about the
other QLAs corresponding to the deformed versions of the classical compact
Lie algebras so(N) and sp(N
2
)? As given in [6], the numerical R-matrices of
SOq(N) and SPq(
N
2
) satisfy the cubic characteristic equations
(R̂− qI)(R̂+ q−1I)(R̂− ǫqǫ−N) = 0, (6.14)
where ǫ = 1 for SOq(N) and ǫ = −1 for SPq(
N
2
). Therefore, the condition
that V2 and R̂
2 commute does not imply that V2 commutes with R̂.
However, recall that the existence of a quadratic characteristic equation
was not essential; what was necessary was the existence of M˜ , which for
an arbitrary QLA means that one must be able to find the matrix ˜(RPR).
At the present time, the author does not know if this matrix always exists
for QLAs other that Uq(su(N)); however, by using (6.4) (which still gives
the fundamental rep if the appropriate numerical R-matrix is plugged in),
τA (fn) may be calculated for these other QLAs, with the results being
τ(ij) (fn) =
(
qǫ−N − qN−ǫ
)
δij . (6.15)
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So, even though it has not been shown for all reps, this at least seems to hint
that the same results may be obtained for Uq(so(N)) and Uq(sp(
N
2
)) as for
Uq(su(N)), and therefore the same conclusions follow.
This is not the whole story, however; for Uq(su(N)), an irreducible (N
2−
1)-dimensional adjoint rep was easily interpreted as a deformation of the clas-
sical case. However, the adjoint reps for so(N) and sp(N
2
) have dimensions
given by 1
2
N(N − ǫ), due to the fact that both are endowed with a metric
C and an accompanying orthogonality restriction on their elements. This
metric also exists in the deformed case, and obviously must be taken into
account when discussing the adjoint rep. The QLA of these groups has been
studied (cf. [16]), but how to extend the results of this work to such QLAs
remains an open problem.
7 Example: Uq(su(2))
In this Section, some explicit calculations for the case of the QLA Uq(su(2))
will be presented, and will (hopefully) serve to illustrate many of the results
from the previous sections.
Consider the unital associative algebra generated by the elements {H,X+, X−},
modulo the Jimbo-Drinfel’d commutation relations [17, 18]
[H,X±] = ±2X±,
[X+, X−] =
qH − q−H
λ
, (7.1)
where q ∈ R. This algebra is actually a QHA: the coproducts, counits,
antipodes, and conjugates of these elements are given by
∆(H) = H ⊗ 1 + 1⊗H, ∆(X±) = X± ⊗ q
1
2
H + q−
1
2
H ⊗X±,
ǫ(H) = ǫ(X±) = 0,
S(H) = −H, S(X±) = −q
±1X±,
θ(H) = H, θ(X±) = X∓, (7.2)
and the universal R-matrix by [19]
R =
∞∑
n=0
(1− q−2)n
[n]q!
q
1
2
(H⊗H+nH⊗1−n1⊗H)Xn+ ⊗X
n
−, (7.3)
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where the “quantum factorial” is defined as
[n]q! :=
{
1 n = 0,∏n
m=1 [m]q n = 1, 2, . . .
(7.4)
This QHA is usually denoted by Uq(su(2)), and is the deformed version of
the classical su(2) Lie algebra.
The fundamental reps for both the deformed and undeformed cases coin-
cide, i.e. the matrices
fn(H) =
(
−1 0
0 1
)
, fn(X+) =
(
0 0
−1 0
)
, fn(X−) =
(
0 −1
0 0
)
,(7.5)
satisfy the Jimbo-Drinfel’d commutation relations for any value of q. For
this rep, one can obtain the numerical R-matrix
R = q−
1
2

q 0 0 0
0 1 0 0
0 λ 1 0
0 0 0 q
 , (7.6)
and the matrices  L± from (2.17):
L+ =
(
q−
1
2
H −q−
1
2λX+
0 q
1
2
H
)
, L− =
(
q
1
2
H 0
q
1
2λX− q
− 1
2
H
)
. (7.7)
One may now find the QLA from this QHA by taking the above expres-
sions for L± and constructing the 2 × 2 matrix X . The generators T1, T+,
T− and T2 are defined to be the entries of X , via
X =
(
T1 T+
T− T2
)
. (7.8)
(Notice from the hermiticity condition that T1 and T2 are self-adjoint, and
θ(T±) = T∓.)
Using the change of basis introduced earlier, it is easily seen that T0 =
T1 +
1
q2
T2 and T
′
± = T±. However, the connection with the classical case is
a bit more obvious if, instead of T ′1, one defines T3 := q
2T ′1 =
1
[2]
q−1
(T1 − T2).
Using this basis, the adjoint actions are
T0
ad
⊲T0 = 0, Ta
ad
⊲T0 = 0, T0
ad
⊲Ta = −λ [2]q−1 Ta (7.9)
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(where a = +,−, 3), as well as
T3
ad
⊲T3 = −λT3, T±
ad
⊲T∓ = ±
[2]q−1
q
T3,
T3
ad
⊲T± = ±q
∓1T±, T±
ad
⊲T3 = ∓q
±1T±. (7.10)
The commutation relations may also be found, albeit with a bit more
work, since R̂ is a 16 × 16 matrix. However, when all is said and done, one
finds that T0 is indeed central as expected, and the other generators satisfy
q∓1T3T± − q
±1T±T3 = ±
(
1−
λ
[2]q−1
T0
)
T±,
T+T− − T−T+ =
[2]q−1
q
(
1−
λ
[2]q−1
T0
)
T3 +
λ [2]q−1
q
T 23 . (7.11)
(Note that if T0 is replaced by −λ
[
1
2
]
q
[
3
2
]
q−1
I, and then the redefinitions
q → q−
1
2 , T± →
√
q
1
2
[2]q
[2]
q
1
2
T±, T3 →
1√
[2]q
T0, (7.12)
are made, then one recovers the commutation relations for SUq(2) in [20].
As the reader will see in the next subsection, T0 does indeed have this value
in the fundamental irrep.)
In the following two subsections, the two obvious reps to consider, namely,
the fundamental and adjoint, will be examined in detail.
7.1 Fundamental Representation
The numerical matrices for the generators {T1, T+, T−, T2} in the 2 × 2 fun-
damental rep fn of Uq(su(2)) may be found by using (6.4), where R is given
by (7.6). Then, by switching the basis as described above, one obtains the
matrices
fn(T0) = −λ
[
1
2
]
q
[
3
2
]
q−1
(
1 0
0 1
)
, fn(T3) =
1
[2]q−1
(
−1 0
0 1
q2
)
,
fn(T+) =
(
0 0
−1
q
0
)
, fn(T−) =
(
0 −1
q
0 0
)
. (7.13)
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(Note that as previously argued, T0 does in fact vanish as q → 1.) It is of
course necessary to find the matrix D, i.e. u in this rep. By using the explicit
form of R and the material in the Appendix, this is a simple calculation, with
the result being
fn(u) = q−
5
2
(
1 0
0 q2
)
. (7.14)
The 4 × 4 Killing metric using all the generators will be block-diagonal,
with the (00) entry being η
(fn)
00 = q
− 1
2 [2]q−1
[
1
2
]2
q
[
3
2
]2
q−1
and the 3 × 3 metric
computed in the basis {T+, T−, T3} given by
η
(fn)
ab = q
− 7
2

0 q 0
1
q
0 0
0 0 q
[2]
q−1
 . (7.15)
This must be proportional to the canonical Killing metric, of course, but one
is free to choose the normalization (and thus define the index). The choice
in this work will be
ηab :=
(
q +
1
q
)
0 q 0
1
q
0 0
0 0 q
[2]
q−1
 , (7.16)
so that I (fn) = q
−
9
2
[2]
q−1
. The rep-independent quadratic casimir thus has the
form
Q′ =
1
q2 [2]q−1
(
q2T+T− + T−T+ + [2]q−1 T
2
3
)
. (7.17)
(If the substitutions (7.12) are once again made, then this agrees with the
SUq(2) casimir in [20] up to an overall factor of
q2+1
q(q+1)2
.) When the matrix
reps for the generators are put into this expression, one finds
fn(Q′) =
[3]q−1
[2]q [2]q−1
(
1 0
0 1
)
. (7.18)
Recall that the classical expressions for the index and quadratic casimir
in the spin j irrep are 1
3
j(j + 1)(2j + 1) and j(j + 1)I respectively, and so
for the fundamental rep, i.e. j = 1
2
, I (fn) = 1
2
and fn(Q′) = 3
4
I. For q = 1,
the reader can immediately see that the results just obtained agree precisely
with these values.
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7.2 Adjoint Representation
Using the structure constants for Uq(su(2)) from (7.10), it is trivial to find
the generators in the 3 × 3 adjoint rep ad′; in the basis {T+, T−, T3}, they
take the forms
ad′(T0) = −λ [2]q−1
 1 0 00 1 0
0 0 1
 , ad′(T3) =

1
q
0 0
0 −q 0
0 0 −λ
 ,
ad′(T+) =
 0 0 −q [2]q−10 0 0
0 1
q
0
 , ad′(T−) =
 0 0 00 0 1q [2]q−1
−1
q
0 0
 ,(7.19)
and, again using the methods from the Appendix, u is
ad′(u) =

1
q2
0 0
0 1
q6
0
0 0 1
q4
 . (7.20)
η
(ad′)
00 =
1
q2
λ2 [2]2q−1 [3]q−1 in this case, and the 3× 3 Killing metric is
η
(ad′)
ab =
[4]q−1
q3

0 q 0
1
q
0 0
0 0 q
[2]
q−1
 (7.21)
so that I (ad′) =
[4]
q−1
q4[2]
q−1
. The rep-independent quadratic casimir in the
adjoint rep is
ad′(Q′) =
[4]q−1
[2]q−1
 1 0 00 1 0
0 0 1
 . (7.22)
Once again, for q = 1, both I (ad′) and ad′(Q′) agree with the classical values
in the adjoint rep (j = 1).
(The author suspects that the general forms for the two central quantities
T0 and Q
′ in the spin j irrep ρj are
ρj(T0) = −λ [j]q [j + 1]q−1 I, ρj(Q
′) =
[2j]q [2(j + 1)]q−1
[2]q [2]q−1
I, (7.23)
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but unfortunately he has not been able to come up with a general proof for
either. Oh well.)
A final comment: if one instead chooses the basis {T−,
√
[2]
q−1
q
T3, T+} for
the matrix form of the canonical Killing metric, then
ηab ∝
 0 0
1
q
0 1 0
q 0 0
 . (7.24)
Interestingly, this is the metric for the QG SOq2(3) [6]. There is some ev-
idence that the classical equivalence between the groups SO(3) and SU(2)
extends to a “deformed equivalence” between the QGs SOq2(3) and SUq(2)
[21], and the result here supports this.
8 Conclusions
In considering a QHA U, the presence of the universal R-matrixR implies the
existence of the element u. It was then shown in Section 5 that, together with
a rep of U, this permits the introduction of a Killing form with properties
(symmetry, invarianve under the adjoint action) corresponding to those used
to define such an object for the familiar classical case. If the QHA is also a
QLA generated by g, the Killing metric is just given by plugging two basis
elements of g into the Killing form.
Under certain assumptions such as invertibility and irreducibility of the
adjoint rep, this Killing metric allows for the definitions of quantities which
are present in the undeformed case, like quadratic casimirs, the canonical
Killing metric, and the index of a rep. These assumptions are valid for the
classical compact Lie algebras, and it was demonstrated that they also hold
for the particular case of the QLA Uq(su(N)), but that the classical results
are reproduced only for the (N2−1)-dimensional subspace g′ spanned by the
traceless generators.
Therefore, if one wants to construct a physical theory in which the matter
lives in irreps of Uq(su(N)), the states would be labeled by the quantum
numbers corresponding to the values of T0 and Q
′ in that rep, as well as
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by the weights from the deformed Cartan subalgebra. For example, in the
particular case of Uq(su(2)), the doublet living in the fundamental irrep (“up”
and “down” quarks, maybe?) would consist of the states (with the ordering
|T0, Q
′, T3〉)
|±〉 :=
∣∣∣∣∣−λ
[
1
2
]
q
[
3
2
]
q−1
,
[3]q−1
[2]q [2]q−1
,±
q∓1
q [2]q−1
〉
, (8.1)
and the triplet living in the adjoint irrep would be
|±〉 :=
∣∣∣∣∣−λ [2]q−1 , [4]q−1[2]q−1 ,±q∓1
〉
, |0〉 :=
∣∣∣∣∣−λ [2]q−1 , [4]q−1[2]q−1 ,−λ
〉
.(8.2)
As q → 1, the latter two quantum numbers approach their classical values,
and the quantum number given by T0 vanishes, as it must, since for the
usual case of su(2), T3 and Q
′ form a maximal set of commuting operators.
Interestingly, however, there may exist circumstances where the value of T0
actually removes a degeneracy; this would occur if, for some value of q,
there are two states with the same quantum numbers given by the quadratic
casimirs and weights, but different ones given by T0. Then even though
these two states would coincide in the q = 1 case, they are distinct for the
deformed case, and would be distinguishable particles in a theory with a
deformed symmetry group.
In the context of Yang-Mills theories, the formalism here developed will
also come in handy; if F ≡ TAF
A is the QLA-valued field strength 2-form,
and x = ξATA ∈ g (where the coordinates ξ
A are 0-forms), then the fact that
ad
⊲ is an action implies that
trρ
(
u
(
x
ad
⊲ (F ∧ ⋆F )
))
= trρ
(
u(x(1)
ad
⊲F ) ∧ ⋆(x(2)
ad
⊲F )
)
= ξAǫ(TA)trρ (uF ∧ ⋆F )
= 0, (8.3)
so if F 7→ x
ad
⊲F describes an infinitesimal gauge transformation, as it does in
the undeformed case, the above trace is gauge-invariant. Thus, the quantity
η
(ρ)
ABF
A ∧ ⋆FB may be used in the action as the kinetic energy of the gauge
field.
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For the case of Uq(su(N)) (and perhaps others as well), where the Killing
metric is block-diagonal in the primed basis, then by writing F = F 0T0 +
F aT ′a, the action takes the form
S =
∫ (
η
(ρ)
ab F
a ∧ ⋆F b + η
(ρ)
00 F
0 ∧ ⋆F 0
)
+ . . . , (8.4)
which, for the particular example where N = 2 and ρ = ad, is
S =
[4]q−1
q3
∫ (
qF+ ∧ ⋆F− +
1
q
F− ∧ ⋆F+ +
q
[2]q−1
F 3 ∧ ⋆F 3
)
+
λ2
q2
[2]2q−1 [3]q−1
∫
F 0 ∧ ⋆F 0 + . . . . (8.5)
Because T0, and thus η
(ρ)
00 , vanishes in the classical limit, the term involv-
ing F 0 will not be present in the undeformed case of su(N), but must be
included for q 6= 1 in order to guarantee invariance under the adjoint action.
In fact, since the subspace g′ is the part of U which survives in the classical
limit, the term quadratic in F 0 might be better interpreted as an interaction
term in the lagrangean rather than part of the kinetic energy. This view is
further supported by the fact that since η
(ρ)
00 will be small when q is close to
1, it may be thought of as a perturbation parameter.
These examples demonstrate that from the point of view of physics, the
existence of a deformed Killing metric (at least for Uq(su(N))) provides ad-
ditional structure which may in fact have consequences when constructing a
theory with a quantum symmetry. In fact, it is possible that there may be
ways to retain some of this extra structure even in the classical case (e.g. if
λF 0 is kept nonzero in the Uq(su(2)) Yang-Mills example above). This, how-
ever, remains an open question, and (in the author’s opinion) worth further
study.
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A Appendix: The Matrix D
If ρ is a rep of a QHA U, and A is the associated QG, the numerical matrix
D is defined to be ρ(u), where u is the element defined by (2.11):
Dij := α
〈
u,Aij
〉
(A.1)
(α is just a overall normalization constant). Several results follow immedi-
ately: first of all, an explicit computation using the definition of u leads to
the result
I = αtr1(D
−1
1 R̂
−1) = α−1tr2(D2R̂), (A.2)
where trJ is shorthand for the trace over the J
th pair of indices, e.g. the (ij)
th
element of the rightmost expression in the above equation is α−1DmnR̂
in
jm.
These relations can be “inverted” in the sense of solving them for D and
D−1 by using the following: given an N2×N2 numerical matrix M , one may
define the matrix M˜ = [(M t1)−1]t1 (tJ denotes transposing with respect to
the J th pair of indices) which satisfies
M imnℓM˜
nk
jm = M
mi
ℓnM˜
kn
mj = δ
i
jδ
k
ℓ . (A.3)
Hence, by using (A.2), one can find expressions for D and its inverse:
D = αtr2(PR˜), D
−1 = α−1tr2(P
˜(R−1)). (A.4)
Recall that the element c := uS(u) is central in U; therefore, in an irrep,
ρ(c) must be proportional to the unit matrix. Hence, define the constant β
by means of the identity 〈
c, Aij
〉
= (αβ)−1δij. (A.5)
Using the explicit expressions for c and u, one obtains
I = β−1tr1(D
−1
1 R̂) = βtr2(D2R̂
−1), (A.6)
or, by “inverting”,
D = β−1tr1(P
˜(R−1)), D−1 = βtr1(PR˜). (A.7)
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The dual version (in the QG A, that is) of (2.12) is
S2(A) = DAD−1. (A.8)
This identity, the definition of the D-matrix, and (2.14) give
(D−1)tAtDtS(A)t = S(A)t(D−1)tAtDt = 1, (A.9)
and (2.14) and (A.9) together then imply that
R˜ = D−11 R
−1D1 = D2R
−1D−12 . (A.10)
Then from either this relation or the fact that (S2 ⊗ S2)(R) = R, it follows
that
D1D2R = RD1D2. (A.11)
The properties of D just described imply the following: if M is an N ×N
matrix, then
tr1(D
−1
1 R
−1M1R)
i
j = tr1(D
−1
1 R21M1R
−1
21 )
i
j
= tr(D−1M)δij . (A.12)
Also, if the elements of M commute with the elements of A,
tr(D−1S(A)MA) = tr(D−1M). (A.13)
In particular, if M is a matrix on which A right coacts via ∆A(M
i
j) =
Mkℓ ⊗ S(A
i
k)A
ℓ
j, then (A.9) implies
∆A(tr(D
−1M)) = tr(D−1M)⊗ 1. (A.14)
For this reason, tr(D−1M) is called the invariant trace of M .
For QLAs, this matrix makes its appearance in the following way: the
matrix R˜, defined by means of (A.3) using the numerical R-matrix R̂ of the
QLA, is given by
S(OC
A)
ad
⊲TD = R˜
AB
CDTB. (A.15)
Notice that (4.2) implies that
S2(TA) = S
2(OA
B)TCS(OB
C)
= S(OA
B)
ad
⊲TB
= DBATB, (A.16)
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where the numerical matrix D is defined through (A.15) as
D
A
B = R˜
CA
BC , (A.17)
which is precisely the same as (A.4) in QLA language. Similarly, D satisfies
S2(OA
B) = DCAOC
D(D−1)BD,
D1D2R̂ = R̂D1D2,
R˜
AB
CD = (D
−1
1 R̂
−1
D2)
AB
DC . (A.18)
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