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Abstract 
In this letter, we report the visualization of topologically protected spin textures, in the form of magnetic skyrmions, 
in recently discovered monoatomic-thin two-dimensional CrI3. By combining density functional theory and atomistic 
spin dynamic simulation, we demonstrate that an application of out-of-plane electric field to CrI3 lattice favors the 
formation of sub-10 nm skyrmions at 0 K temperature. The spin texture arises due to a strong correlation between 
magneto-crystalline anisotropy, Dzyaloshinskii-Moriya interaction and the vertical electric field, whose shape and 
size could be tuned with the magnetic field. Such finding will open new avenues for atomic-scale quantum engineering 
and precision sensing.     
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With Moore’s law of device scaling seeking transformative changes for future of electronics, there has been 
proposals with number of alternate ideas among which spin-based electronics (spintronics) constitutes a paradigm 
shift.1 Electronic spin angular momentum (or simply, spin), a fundamental degree of freedom, could be coupled and 
manipulated in the periodic crystals in solids in number of ways that makes the spintronics one of the intriguing 
researches in condensed matter physics and device engineering. Moreover, since the discovery of graphene in 2004 
there has been a surge of two-dimensional (2D) materials with wide variety of electronic properties such as semimetals 
(e.g., graphene), semiconductors (e.g., MoS2), metals (e.g., TaS2), superconductors (e.g., NbSe2), and insulators (e.g., 
h-BN).2-4 Spin-lattice coupling is a growing field of interest in these emerging nanoscale materials with the ultimate 
goal to study the spin transport to develop 2D spintronics. For example, graphene has been shown to have high 
electrical spin transport at room temperatures and molybdenum disulfide (MoS2) has been shown to have high optical 
spin/valley polarization.5,6 Magnetic skyrmions, a quasiparticle with topologically spin textures hosted in condensed 
matter system, are of great recent interest due to both fundamental physics study of spins as well as their applications 
in logic and memory devices.7,8 Since its first theoretical proposal in 2006 in condensed matter systems by Robler et 
al. owing to the chiral interactions led by lack of inversion symmetry, there has been number of material systems, both 
in bulk and thin films, that demonstrate this spontaneous ground states without the assistance of external field and/or 
the proliferation of topological defects.9,10,7 While bulk materials such as MnSi show a Bloch type skyrmions with 
chiral interactions and/or topological defects, a Néel type skyrmions are generally observed in thin films and surfaces 
with broken inversion symmetry at the interface. The above two growing fields in nanoscale materials (2D materials 
and Néel type skyrmions) were obscured to imagine as until recently 2D-magnets were not realized experimentally 
and was theoretically challenged by Mermin and Wagner.11 However, after Huang et al. and Gong et al. demonstrated 
the first atomic thin 2D magnets recently there have been new interest in possible observation of 2D skyrmions.12-16 
CrI3, with an Ising-type ferromagnetic ordering in monolayer at temperature below 45 K, shows a crossover from 
ferromagnetic to antiferromagnetic in the monolayer-bilayer transition. CrI3 bilayer demonstrates electrical field 
control of 2D linear magnetoelectric-induced antiferromagnetic-ferromagnetic switching.17 Both Dzyaloshinskii-
Moriya type interaction (DMI) (due to broken inversion symmetry and spin-orbit coupling) induced skyrmions as well 
as 2D Moire (due to van der Waals heterostructure of ferromagnetic monolayer on antiferromagnetic substrate) 
induced skyrmions have been recently proposed.15,16 Although the theoretical report by Liu et al. has shown very 
important finding for future DMI-induced discovery of experimental 2D skyrmions, understanding on their large scale 
(sample scale) evolution and dynamics is missing that is further needed for skyrmionics device physics study. The 
study, furthermore, has been made on density functional theory (DFT) calculations, which only analyzes few atoms, 
limiting a device scale geometry to study the skyrmionic dynamics. This present letter, by exploiting a combined DFT 
and an atomistic spin dynamics simulation, reports on the DMI-induced skyrmionic study, particularly their spatial-
temporal evolution from an initial randomly spin-polarized state as well as their size dependent study on magnetic 
field.  
DFT calculation: Calculations were carried out using DFT18, 19 as implemented in QUANTUM ESPRESSO code.20 
We used the PBEsol generalized gradient approximation (GGA) as exchange and correlation potential.21 We have 
used fully relativistic norm-conserving pseudopotentials.22, 23 A plane-wave cutoff of 70 Ry,  a 10x10x6 Monkhorst-
Pack24 k-point mesh for bulk geometries and a 8 × 8 × 1 k-point grid for slab geometries were used. For calculations 
with Cr, we used DFT+U25,26  with U=3 eV,. All the geometric structures are fully relaxed until the force on each atom 
is less than 0.002 eV/Å, and the energy-convergence criterion was 1x10-6eV. Results from our DFT calculations were 
then used as input to construct maximally localized Wannier functions using WANNIER90.29, 28  
Spin Dynamics Simulation: Although the present letter extensively reports the spin dynamics simulation to 
visually represent the skyrmionics structure in CrI3, first the electric-field induced magneto-crystalline anisotropy 
energy (MAE, K) and the DMI interaction were calculated following density functional theory (DFT) and are later 
used as input parameters for the spin dynamics simulation. Both the DFT and spin dynamics simulation (for studying 
the dynamic behavior of the magnetic moments) were made in a monolayer CrI3 configuration. Bulk CrI3 crystallizes 
in a rhombohedral (𝑅3̅) symmetry below T~ 210 K and a monoclinic (𝐶2𝑚) crystal symmetry above it.29 However, 
irrespective of the two symmetries, their monolayers become identical due to their relative difference in the c direction 
[see Fig.1]. In a CrI3 monolayer the magnetic moments are present on the Cr atoms which form a graphene like 
(honeycomb) hexagonal lattice. Therefore, a continuous magnetic vector field approximation used in micromagnetic 
approach does not consider the underlying honeycomb lattice and could not provide an accurate spin dynamics 
calculation. Atomistic spin dynamics (ASD) simulation as used in this study, on other hand, considers the underlying 
crystal lattice and thus could be used to construct each spin vector arising because of magnetic moment on every 
chromium atom.30,31 Recently developed Spirit ASD simulation tool was used for CrI3 monolayer structure for the 
solution of Landau-Lifshitz Gilbert (LLG) equation 30 
𝑑𝒎
𝑑𝑡
=  −|𝛾|𝒎 × 𝑯𝑒𝑓𝑓 + 𝛼 (𝒎 ×
𝑑𝒎
𝑑𝑡
)   [1] 
Where, 𝛾 is the gyromagnetic ratio, m is the magnetic moment vector of each chromium atom, 𝛼 is the Gilbert damping 
coefficient and 𝑯𝑒𝑓𝑓 is the effective magnetic field of the system given by 
𝑯𝑒𝑓𝑓(𝒙) = −∇𝑯(𝒙)      [2] 
Where, 𝑯 is the Hamiltonian of the system.31 The Hamiltonian consists of exchange, anisotropy, Zeeman and 
Dzyaloshinskii-Moriya interaction (DMI) terms. Hence the Hamiltonian can be written as: 
𝐻 = 𝐻𝑒𝑥 + 𝐻𝑎𝑛𝑖 + 𝐻𝑧 + 𝐻𝐷𝑀𝐼      [3] 
where 𝐻𝑒𝑥, 𝐻𝑎𝑛𝑖 , 𝐻𝑧 and 𝐻𝐷𝑀𝐼  are the individual Hamiltonian terms for exchange, anisotropy, Zeeman and DMI 
respectively. Upon expansion, the Hamiltonian becomes 
𝐻 = − ∑ 𝐽𝑖𝑗𝒏𝑖 ∙ 𝒏𝑗<𝑖𝑗> − ∑ ∑ 𝐾𝑗(𝐾𝑗 ∙ 𝒏𝑖)
2
𝑗𝑖 − ∑ 𝜇𝑖𝑖 𝑩 ∙ 𝒏𝒊 − ∑ 𝑫𝑖𝑗 ∙ (𝒏𝑖 × 𝒏𝑗)<𝑖𝑗>    [4] 
Where, Jij is the Heisenberg symmetric exchange, Kj is the single ion magnetic anisotropy, B is the external magnetic 
field and Dij is the DMI. The pairing index denotes the unique set of interacting spins at the respective sites. 𝐾𝑗 denotes 
the direction of the anisotropy and the magnetic moment is described as 𝒎𝑖 = 𝜇𝑖𝒏𝑖.   
The simulation set up was made by placing two spins in a sublattice/unit cell formed by a graphene-like hexagonal 
symmetry honeycomb lattice of chromium atoms. This spin-lattice mimics the magnetic moments present on the Cr 
atoms in a CrI3 monolayer. We have considered a system of fifty unit-cells along a and b directions (see Figures). 
Recent works. 14,32,33 on a monolayer CrI3 suggested that the magnetic anisotropy and the DMI can be tuned in a 
monolayer CrI3 by the application of an electric field in out of plane direction. At equilibrium conditions (no external 
perturbation applied to the system), a CrI3 lattice possesses an inversion crystal symmetry. While an applied electric 
field in the vertical direction to the plane of CrI3 causes both the iodine planes to move in opposite directions it will 
move the chromium plane along the direction of the field, leading to a breaking of the inversion symmetry. This 
breaking of inversion symmetry with unequal-distanced iodine planes from chromium plane leads to Rashba-type the 
spin-orbit coupling giving rise to a net DMI in the system. We have calculated both the magneto-crystalline anisotropic 
energy, MAE (K) and the DMI values of 0.51 meV and 0.18 meV respectively, per Cr atom, with vertical electric 
field of 2.0 V/nm using DFT calculation. The out-of-plane electric field, however, had a little effect on the exchange 
energy and the magnetic moments associated with the Cr-I bonds, consistent with report by Liu et al.14 For the spin 
dynamics calculation, we have considered the Néel type DMI corresponding to different electric field values. Periodic 
boundary conditions were considered in our system to rule out any possible effects arising from shape-induced 
anisotropy. For the spin dynamics simulation, we set the CrI3 system in a paramagnetic state (in contrast to its 
ferromagnetic ordering), where all the spins are aligned randomly using a random seed value in the simulation and let 
the system evolve with the dynamics following LLG equation mentioned above. For consistency, the initial spin states 
and the random seed value were both kept uniform in all our simulations carried out for various cases. All our 
simulations were carried out in an idealistic temperature of zero kelvin. 
Figure 1a and 1b show the side view and top view crystal structure of multilayer CrI3 in Rhombohedral (𝑅3̅) symmetry 
respectively. Figure 1c and 1d show the side view and top view crystal structure of CrI3 multilayer, respectively, but 
in monoclinic (𝐶2𝑚) symmetry. The chromium atoms are shown in blue spheres and the iodine atoms, bonded to the 
top and bottom of chromium atoms, are shown in purple spheres. Fig. 1a and Fig. 1c also show the relative stacking 
of the van der Waal’s layers in both the geometries. Figure 1e and 1f show the atomic arrangements of chromium and 
iodine atoms in a monolayer CrI3 in a side view and top view configuration respectively. It should be noted that the 
relative arrangement of Cr atoms in a CrI3 monolayer is independent of its 𝑅3̅ and 𝐶2𝑚 crystal structure. Our DFT 
calculated lattice parameter values for 𝑅3̅, 𝐶2𝑚 bulk crystal structures and monolayer of CrI3 that are shown in Table 
1 and are consistent with the earlier reports.14,29,34 Other crystal parameters, such as the three lattice angles, Cr-I bond 
length, the formation energy (ground state 𝑅3̅ and excited state 𝐶2𝑚), and the relative formation energy of monolayer-
to-bilayer CrI3 are mentioned in the Table 1. The magnetic moment, gyromagnetic ratio, and the Heisenberg exchange 
were calculated to be 3 𝜇𝐵, 0.23 and 2.53 meV respectively, which are comparable to the previous reported values.
14-
16, 34 Here 𝜇𝐵 stands for a Bohr’s magneton, fundamental unit of spin angular momentum. The yellow arrows pointing 
all up in Figure 1g denote the magnetic moments of adjacent chromium atoms showing a ferromagnetic (FM) coupling 
in a monolayer CrI3. DFT calculations were also employed to calculate the MAE (K) value at equilibrium conditions. 
However, owing to its lack of crystal inversion symmetry, CrI3 does not possess a DM interaction at equilibrium 
conditions.  
Figure 2a shows the calculated band structure of monolayer CrI3 along the crystallographic points shown in horizontal 
direction with energy in vertical direction. A band gap of ≈ 0.8 eV at -point is in good agreement with previously 
published report.35 Next, using the non-collinear self-consistent field DFT method, we compute the important 
parameter MAE (K) under an vertical external applied electric field of 2.0 V/nm (as we will discuss later), where it 
becomes maximum at  ≈ 900 (where  is the angle between Cr-I bond and the in-plane CrI3 structure). The angle 
dependent MAE (K) values of monolayer CrI3 is shown in Figure 2b (the inset shows the optimized crystal structure).     
The sample for atomistic spin dynamics simulation was constructed by using a spin lattice of CrI3 (a lattice with 
magnetic moments of Cr atoms, arranged in a honeycomb graphene-like geometry), as shown in Figure 3a. All the 
spins shown in white are aligned in +𝑧 direction. The colour map for spins is shown in lower right corner of Figure 
3a, depicting an RGB pattern. By beginning our simulation from a paramagnetic state and using the equilibrium 
magneto-crystalline anisotropy and zero DMI of CrI3, no spin texture was visible as expected. Later, an external 
electric field perturbation to the CrI3 structure was implemented in the simulation by using DFT calculated DMI, K, 
and J (exchange) values (similar values are also reported in ref. 14, 15). Even with an electric field of |𝐄| = 1.2 V/nm 
(with 0 T out-of-plane magnetic field), a saturated FM state was obtained as the stable configuration, similar to the 
one shown in Figure 3a. This could be understood from the underlying competitive interactions as governed by the 
Hamiltonian (equation 4): while the Zeeman energy will cause topologically unaffected to the spin structure, the 
exchange and the anisotropy terms tend to align the spins in a collinear manner but the DMI tend to rotate the spins 
away from each other (DMI will instead cause a canted configuration.). With the exchange and anisotropy apparently 
dominating over the DMI in the case of |𝐄| = 1.2 V/nm, a FM single domain state is favored causing to see a saturated 
spin structure in Figure 3a. Note that a system having just DMI term in the Hamiltonian will always experience a 
spiral state as the ground state. Therefore, a spin saturation (FM ground state) in Figure 3a indicates a smaller DMI 
caused by the electric field that is unable to spiral the spins. To validate our arguments, we considered a hypothetical 
case where we kept all other parameters same as the above case (|𝐄| = 1.2 V/nm field perturbation) but reduced the 
anisotropy energy per Cr atom by ~ 70%. Subsequently the spin dynamics simulation was performed on the system 
with same initial paramagnetic state and the system was allowed to relax in time to attain the ground state at 0 T 
magnetic field. It is important to mention that, although a ~70% reduced MAE (K) case does not correspond to any 
applied electric field strengths in our DFT calculation but such an effect and quantification in the reduction of MAE 
with external field is of future interest to us. The ASD simulation leads to a mixture of chiral domains, skyrmions and 
skyrmions with opposite chirality mediated through a 540° domain walls as seen in other counterparts such as thin 
film magnets.36 The simulation was further conducted by keeping the parameters unchanged but by varying the 
magnetic field from 0 T to 1.0 T. Figure 3b to Figure 3e shows that the size of skyrmions gradually reduces and the 
density of chiral domains in the CrI3 sample decreases with the increase in magnetic field. Figure 3f shows the 
magnified version of one of the skyrmions at the stable ground state achieved at 1.0 T magnetic field (Figure 3e).  
Number of studies on different 2D materials are being reported on the application of vertical electric field to 
understand the effects of crystal structure in monolayer limit, and its correlation with strain and band gap etc.37 A band 
gap tuning of 0 to 250 meV in bilayer graphene and it can be substantially tuned in rippled monolayer MoS2 by an 
application of vertical electric fields, leading to improved device performances.38,39 Application of a vertical electric 
field application is also carried out in case of monolayer CrI3, where Liu et al. have shown a tuning of MAE and DMI 
with the application of the external field.14,15 Our DFT calculations for equilibrium CrI3 monolayer structure as well 
as a field of 2.0 V/nm is consistent with the report by Liu et al. With a |𝐄| = 2.0 V/nm applied field and considering 
a Néel type DMI (in-plane of CrI3), we observe a 60 % increase in the DMI energy and a 28 % decrease in the 
anisotropy energy from its values calculated at |𝐄| = 1.2 V/nm. Such an effect is significant in CrI3 due to the FM 
ground state coupling. As a result of the DMI, the system breaks the inversion symmetry leading to an increase in 
spin-orbit coupling (Rashba-type). On the other hand, the opposing trends in the DMI and the MAE values favors the 
spin spiraling effects we discussed earlier. ASD simulation was then performed on the equilibrium structure with a 
paramagnetic ground state and with the new DMI and K input parameters. As shown in Figure 4a, even at a zero 
magnetic field, a |𝐄| = 2.0 V/nm applied vertical electric field to CrI3 monolayer lattice generates chiral domains and 
onset of skyrmions. Subsequent simulations were carried out for increasing out-of-plane magnetic fields and the stable 
ground states were observed. Figure 4b to Figure 4d show gradual decrease in the chiral domain density and formation 
and gradual increase of more skyrmionic states in the system. As discussed earlier in the hypothetical case, while the 
exchange and anisotropy aligns the spins along the FM ground state the Rashba spin-orbit induced DMI is strong 
enough to spiral them away, eventually forming the topological spin textures. DMI is strong enough to cause these 
competing effects even at zero magnetic field. As earlier, Figure 4e shows the magnified version of one of the 
skyrmions at the stable ground state achieved at 1.0 T magnetic field. The skyrmion diameter (D, as indicated in Figure 
4e) was calculated by counting the number of lattice constants over which the chromium spin flips from an up-state 
at the periphery to down-state at the center and then again to up-state at the opposite periphery. A consistent decrease 
in size of the skyrmions was observed with increasing the magnetic field, with maximum size of 6.9 nm at zero 
magnetic field and minimum of 4.14 nm at 1.0 T field. Figure 4f shows the plot of the size of skyrmions vs. the 
magnetic field for a fixed electric field of 2.0 V/nm.  
In summary, although a monolayer of CrI3 lacks breaking of inversion symmetry, a vertical electric field of 
2 V/nm induces appropriate magneto-crystalline anisotropy and DMI that combine favors hosting of skyrmions of 
sub-10 nm diameters at 0 K temperature. The spin textures evolve with chiral domains at zero magnetic fields to fully 
formed skyrmions at about 1T. Moreover, they show characteristic features of decreasing their size with increasing 
magnetic field, similar to their earlier observation in thin film magnets interfaced with metals with high spin-orbit 
coupling. Our work will provide guidelines for experimental observation of atomic thin skyrmions in monolayer 
magnets and paves the way for use of van der Waals magnets for atomic-scale quantum engineering and precision 
sensing.       
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 Table: Calculated crystal parameters, formation energy and monolayer-bilayer formation energy of CrI3. 
Lattice Parameters ?̅?3 C2/m 
a (Å) 6.91 6.89 
b (Å) 6.91 11.79 
c (Å) 19.83 6.93 
α 90 90 
β 90 108.63 
γ 120 90 
Cr-I 2.88 2.73 
Energy Difference 
E
formation
 (meV/atom) 0 2.1 
Monolayer 
 DFT (this work) Experiment (ref. 29) 
a (Å) 6.963  6.867 
Cr-I bond length l (Å) 2.76 2.727 
Relative formation Energy Monolayer to Bilayer: EFM-EAFM = 0.038 eV 
 
 
 
 
 
 
 
 
 
Figure caption 
Figure 1. Crystal structure of CrI3: Bulk CrI3 van der Waal stacking in rhombohedral (𝑅3̅) symmetry (side view, in a 
and top view in b). (c) and (d) show side view and top view, respectively, of bulk CrI3 van der Waal stacking in 
monoclinic (𝐶2𝑚) symmetry. Figure (e) and (f) show the side view and top view of monolayer CrI3 respectively. 
Figure (f) shows the ferromagnetic ordering of monolayer CrI3.    
Figure 2. (a) Energy band structure of CrI3 monolayer using DFT calculations, showing a band gap opening of 0.8 
eV at -point; (b) Angular dependence of magneto-crystalline anisotropic energy (MAE, K) with change of the spin 
orientations of Cr atoms (i.e., Cr-I chemical bond) from its horizontal alignment (i.e., in-plane direction).  
Figure 3. CrI3 spin lattice for atomistic spin dynamics calculation. (a) The magnetic moments of Cr atoms are arranged 
in a honeycomb graphene-like geometry. The white color indicates spin alignment in +𝑧 direction, bottom right inset 
shows the spin orientation color map and top left inset shows the crystallographic axes. Figure (b) – (e) show the spin 
dynamics calculation (LLG) and the ground state configuration of spins at various magnetic fields when CrI3 
undergoes a vertical electric field 1.2 V/nm and with a hypothetical ~ 70% reduced anisotropy, forming mixture of 
chiral domains and skyrmions to pure skyrmionic states. Figure (f) shows a magnified view.  
Figure 4. Atomistic spin dynamics calculation for CrI3 spins with actual external electric field of 2.0 V/nm applied 
vertically to the plane of CrI3. DFT calculated parameters (such as the DMI and K values at 2.0 V/nm) are used as the 
spin dynamics simulation inputs. Figure (a) – (d) show the spin dynamics calculation (LLG) and the ground state 
configuration of spins at various magnetic fields, forming mixture of chiral domains and skyrmions to pure skyrmionic 
states. Figure (e) shows the magnified image and the diameter of a single skyrmion. Figure (f) shows a gradual 
decrease of skyrmionic diameter with applied magnetic field.  
 
 
 
 
 
 
  
 
 
 
 
 
 
 
Figure 1 Behera et al.  
 
  
 
 
 
 
 
 
Figure 2 Behera et al.  
 
 
  
 
 
 
 
 
 
Figure 3 Behera et al. 
 
 
  
 
 
 
 
 
 
Figure 4 Behera et al. 
