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Abstract— The reliability and delay of Slepian-Wolf distributed
source coding (DSC) in sensor networks is analyzed under the
random access setting. Consider a network of N sensors that
observes correlated information from the environment and sends
the local data to a central processor through direct transmission
links. Due to the low message rate in sensor networks, we adopt
the slotted ALOHA random access protocol where the time is
divided into synchronized time slots and each sensor is allowed to
access the time slots with independent probabilities. To eliminate
the redundancy in the transmitted data, the sensors encode
the local messages based on the Slepian-Wolf DSC method.
Specifically, we assume that the sensors’ message are encoded
with a sequential dependency among each other and, thus, must
be decoded one after the other such that the decoding of a
particular message is reliant on the successful decoding of all
the messages encoded earlier in the sequence. In this case, the
loss of one message may result in the failure of other messages
and the delay in the successful decoding of a particular message
also varies from sensor to sensor. In this work, we analyze the
performance of Slepian-Wolf DSC in random access networks in
terms of the rate of successful decoding and the average delay
of each message. Specifically, we propose and compare different
transmission probability assignments for DSC in the ALOHA
network and emphasize the importance of the MAC design.
I. INTRODUCTION
Sensor networks consists of a large number of miniature
devices that are deployed to collect information from the
environment, communicate the local observations among each
other or to a central processor, and actuate an intelligent and
timely response based on the application. Due to the dense
deployment of sensors and the spatial correlation of physical
events, the observations made by the sensors are often highly
correlated and redundant. When all sensors transmit their raw
measurements to the central processor, the network will be
rapidly congested by the large number of messages, resulting
in a communication deadlock. Even under low traffic systems,
the energy consumed in transmitting the redundant messages
or in the retransmission of congested packets may often be
detrimental to the development of sensor network applications.
To eliminate the redundancy in the messages, many works
in the literature propose the use of data aggregation [1]–[3],
where the data transmitted by each sensor is jointly processed
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at the relaying sensors enroute to its destination in a multi-
hop system. In fact, a joint routing and data compression
scheme has been proposed [3] where it is shown that the data
generated by a network with spatially correlated observations
can be reduced to O(logN) which is smaller than the well-
known transport capacity O(
√
N) [4]. However, data aggre-
gation techniques rely on the exchange of information among
aggregated sensors. Therefore, to achieve high efficiency in the
data aggregation, the routing of messages must go through a
large number of sensors in the network which requires high
complexity in the network layer and results in a large delay.
To resolve these issues, distributed compression techniques
[5] have been proposed for sensor networks based on the
theory of Slepian and Wolf [6] distributed source coding
(DSC). It is shown that the Slepian-Wolf DSC can achieve the
efficiency of the optimal centralized compression scheme by
compressing locally each sensor’s message without the exact
knowledge of the other sensors’ data. However, with DSC,
each sensor’s message can be successfully decoded only if all
the other messages are received and jointly processed at the
destination. As a result, the loss of one message may cause the
decoding failure of other messages. Hence, the performances
of DSC, in terms of reliability or delay, are closely coupled
with the multiple access strategy and, thus, requires a cross-
layered design between the source coding and MAC.
In this work, we consider the transmission of the local DSC
messages with the use of slotted ALOHA random access pro-
tocols, through direct transmission links to the data gathering
node. In this system, the time is divided into synchronized
time slots and each user is allowed to transmit in each time
slot with independent probabilities. Conventionally, each user
is treated as equal and is assigned with the same transmission
probability in order to maintain the fairness among users.
However, for sensors employing DSC, the importance of each
sensor’s message is no longer equal and should be taken into
consideration in designing the MAC protocol.
The main contribution of this work is to analyze and
compare the performance of different transmission strategies
in the DSC slotted ALOHA system. Specifically, we provide
the analysis on the average number of successfully decoded
messages at each instant in time and the average delay of
each message. We propose transmission strategies that assign
high probabilities to sensors whose absence at the destination
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may cause large amounts of decoding failures among others.
Specifically, we assume that the sensors’ messages are encoded
with a sequential dependency among each other and, thus,
must be decoded in the same sequential order, one after the
other, where the decoding of each node relies on the successful
decoding of all sensors earlier in the sequence. Therefore,
the first sensor in the sequence should be given the highest
probability to transmit in each time slot. However, an unequal
probability assignment among sensors may result in the loss
of throughput in conventional networks and, thereby, delay
the transmission of sensors later in the sequence. We observe
a tradeoff between the reliability and the average delay. The
reliability and efficiency of DSC has also been studied in [7],
but no specific MAC was proposed.
The remainder of this paper is organized as follows. Section
II illustrates the system architecture and the DSC encod-
ing/decoding rules. Section III analyzes the average number
of successfully decoded messages at each time instant. In
Section IV, we analyze the average delay of each message. In
Section V, the numerical and simulation results are presented
for performance evaluation. Finally, the conclusion is drawn
in Section VI.
II. SYSTEM MODEL
Consider a sensor network that consists of one data sink
node and N distributed sensor nodes. Let the time be divided
into equal time slots with an interval that is greater or equal to
the time needed to transmit a packet with the maximum length.
We assume that the sensors’ transmissions are synchronized
to the time slots such that at most one message is transmitted
in each time slot. Without loss of generality, we set the length
of each time slot equal to 1. Therefore, the transmission in the
m-th time slot takes place during the time t ∈ [m,m + 1).
At the beginning of every M time slots, the sensors observe
the data X1, X2, · · · , XN from the environment and encodes
the data into the messages H1, H2, · · · , HN using Slepian-
Wolf distributed source coding. Let Xi be the data at sensor
i and let Hi be the message corresponding to Xi. Suppose
that the messages are encoded sequentially in the order of
their indices such that the data Xi is encoded based on its
correlation with X1, · · · ,Xi−1. Thus, the message Hi has
length H(Xi|X1, · · · ,Xi−1), for i ≥ 2 and the length of
H1 is H(X1). Due to the sequential encoding, the messages
must also be decoded sequentially at the destination, as shown
in Fig. 1. For example, the data Xi can be successfully
reconstructed only when the messages {H1, · · · ,Hi} are
successfully received by the data sink.
Suppose that the sensors transmit their local data to the
sink through direct transmission links using a slotted ALOHA
random access protocol. In this system, sensor i attempts
to access the channel in each time slot with probability pi
if Hi has not been received successfully by the sink node.
The message is received successfully if and only if only one
node is transmitting in that time slot, i.e., the collision model.
Note that, due to the sequential decoding requirement, the
successfully received messages are not necessarily decoded
: Sensor
: Sink
( )3 1 2,H X X X
( )2 1H X X( )1H X
( )11 ,, −NN XXXH  
Decoding Order
( )4 1 2 3, ,H X X X X
( )1 1 2, ,N NH X X X− − 
Fig. 1. Sequential decoding of DSC.
successfully. If the message Hi is successfully received by
the sink, sensor i will be acknowledged and the message will
not be transmitted again in the subsequent time slots.
The performance is evaluated based on the rate of successful
reconstruction and the average delay of decoding each mes-
sage. The success rate is defined as the ratio between the num-
ber of data that is reconstructed at the sink and the total number
of sensors. If only the messages {H1, · · · ,Hn,Hn+2, · · · } are
successfully received at the sink, only the first n sensors’ data
can be reconstructed since Hn+1 was not received. In this case,
the success rate is equal to n/N . Let Dn be the average delay
for reconstructing the data from the first n sensors, i.e., it is the
average number of time slots needed to receive successfully
the messages {H1, · · · ,Hn}.
To study the effect of the MAC design in transmitting
DSC messages, we analyze and compare the performance
of three transmission strategies. In the first scenario, we
consider the case where all sensors have the same transmission
probability, i.e., pi = p for i = 1, · · · , N , similar to that
in the conventional slotted ALOHA protocol. However, when
employing DSC, the messages encoded earlier in the sequence
must be received before other messages can be decoded. In this
case, their probability of successful transmission and delay
dominate the performance of this system. Therefore, in the
second and the third scenarios, the transmission probability
of each sensor is weighted by its importance. Specifically, in
the second scenario, the transmission probability of sensor i
is linearly decreasing with respect to the sensor index. We set
pi = α− β × (i− 1), for i = 1, · · · , N, (1)
where α is the transmission probability of H1 and β is
the linear slope. In the third scenario, we apply a two-level
probability assignment where we set
pi =
{
ph, for 1 ≤ i ≤ K
pl, for K < i ≤ N , (2)
where ph > pl. This method is applicable when the informa-
tion of the first K sensors is the most desirable.
In the following, we first derive the analysis on the success
rate and the average delay for a general set of transmission
probabilities. We then compare the performance of the above
mentioned strategies through numerical simulations.
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III. ANALYSIS OF THE SUCCESS RATE
Due to the sequential decoding requirement, the data from
some sensors cannot be successfully decoded even when
the corresponding messages have been received by the sink.
Hence, the performance of this system should be measured by
the rate of successful reconstruction instead of the throughput.
We note that the difference between our system and the
conventional slotted ALOHA system is that, in our case, no
new traffic is generated within the M transmission time slots
and, thus, the traffic will decrease with time as the messages
gradually become successful in their transmissions.
Let G[m] be defined as the traffic load for time slot m,
i.e., the expected number of transmission attempt in time slot
m. Initially, each sensor will have a packet to transmit and,
therefore, the average traffic load is equal to the sum of the
transmission probabilities of all sensors, i.e.,
G[1] =
N∑
i=1
pi. (3)
The probability that a message is successfully received by the
sink in the first slot is
P r[1] =
N∑
i=1
pi
N∏
j=1,j =i
(1− pj) =
N∑
i=1
pi
N∏
j=1,j =i
qj , (4)
where qj = 1−pj . If the number of sensors N is large enough
and pi  1 for all i, P r[1], following the slotted ALOHA
analysis, can be approximated as
P r[1] ≈
N∑
i=1
pi × e−G[1] = G[1]× e−G[1]. (5)
To evaluate the remaining traffic after the first time slot,
one must consider all combinations of the messages that could
have been transmitted successfully in the previous time slots.
The combination of these events increases exponentially as
the number of time slots increases. Hence, we compute an
approximation of the average traffic load for the subsequent
time slots by deducting the expected delivery in each time
slot based on its approximated traffic. If the packet of sensor i
has been successfully delivered in a time slot, this successful
probability is pi
∏N
j=1,j =i qj and the deducted traffic is pi.
Therefore, the approximated average traffic in the second time
slot is
G¯[2] ≈ G[1]−
N∑
i=1
pi ×

pi
N∏
j=1,j =i
qj


= G[1]−
∑N
i=1 p
2
i
∏N
j=1,j =i qj∑N
i=1 pi
∏N
j=1,j =i qj
N∑
i=1
pi
N∏
j=1,j =i
qj
≈ G[1]−
∑N
i=1 p
2
i∑N
i=1 pi
×G[1]e−G[1], (6)
where we use the approximation that
∏N
j=1,j =i qj ≈
∏N
j=1 qj
when N is large enough and pi  1 for all i. According to
(5) and (6), we can iteratively calculate the average remaining
traffic load at the beginning of time slot m as follows:
G¯[m] = G¯[m− 1]−
N∑
i=1
pi
2
N∑
i=1
pi
G¯[m− 1]e−G¯[m−1], for m ≥ 2.
(7)
The value G¯[m] is used in the following to approximate the
expected traffic load in the m-th time slot.
Suppose that the message Hi has not yet been transmitted
before the m-th time slot. This message will again fail to reach
the sink either if it does not transmit or that the transmission
collides with the transmission from other sensors. Therefore,
the probability that it does not reach the sink is expressed as
qi + pi
(
1− e−(G¯[m]−pi)
)
.
After M time slots, the probability that sensor i can success-
fully deliver its message to the sink is
PSi (M) ≈ 1−
M∏
m=1
[
qi + pi
(
1− e−(G¯[m]−pi)
)]
. (8)
Considering the instant at the ending of time slot M , the
probability that the packets corresponding to sensor 1 to sensor
i have been successfully delivered but the packet of sensor
(i + 1) has failed is
i∏
j=1
PSj (M)×
(
1− PSi+1(M)
)
.
In such a case, only the first i packets can be successfully
reconstructed in the sink. If the number of slots M is smaller
than N , the number of received messages is no more than M .
Thus we have the rate of successful reconstruction as
RR(M) =
1
N
M∑
i=1
i

 i∏
j=1
PSj (M)×
(
1− PSi+1(M)
)

 . (9)
On the other hand, if M ≥ N , we have
RR(M) =
1
N
N∑
i=1
i

 i∏
j=1
PSj (M)×
(
1− PSi+1(M)
)

 , (10)
where PSN+1(M) is set to be 0.
IV. DELAY ANALYSIS
In the previous section, we provided the approximate analy-
sis of the average success rate at each instant in time. In many
cases, we are also interested in the average delay needed to
reconstruct the data from each sensor. We note that the delay
is also strongly coupled with the transmission probability of
others. For example, if pi = 0, the average delay of sensor
j, for all j > i, is infinite regardless of its transmission
probability. In this section, we derive the average delay of
each message using the Markov chain analysis given below.
Let B[k] = (B1[k], B2[k], · · · , BN [k]) be the vector in-
dicating the success of each message at time slot k, where
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Bi[k] ∈ {0, 1}. Specifically, let Bi[k] = 1 if the message
from sensor i was received before time k, including time
k, even when it has not yet been successfully decoded, and
let Bi[k] = 0, otherwise. The vector B[k] can take on 2N
possible values. Since the sensors transmit with independent
probabilities in each time slot, B[k] will be independent of
B[k − 2] when given the realization of B[k − 1]. Therefore,
we can model the problem as a Markov Chain with 2N states,
denoted by S0, S1, · · · , S2N−1, where the state (b1, · · · , bN ) is
represented by the state S∑
i bi2
(N−i) , e.g. S0 = (0, 0, · · · , 0)
and S2N−1 = (1, 1, · · · , 1). The state S0 indicates the state
where no message is received and S2N−1 is the state where
all messages are received and, thus, successfully decoded.
Assume that the initial state B[0] = S0. If the transmission of
sensor i was successful in the first time slot, there will be a
transition from state S0 to state Sbi2N−i , so on and so forth.
The transition probability from Si to Sj is denoted by Pij .
Due to the sequential decoding requirement, the message
from sensor i is successfully decoded if and only if the
messages H1, · · · ,Hi have been received up to that point.
The number of time slots for which sensor i is successfully
decoded is equal to the number of transitions that it takes to
go from state S0 to one of the states S2N−2N−i , · · · , S2N−1,
which are the states that have bj = 1 for all j ≤ i. The average
delay is then the mean time to absorption [8] of the Markov
Chain where S2N−2N−i , · · · , S2N−1 are set as the absorbing
states with the probability of self transition equal to 1.
Let el be the average number of transitions before the
chain arrives at an absorbing state given that it is currently
in state Sl, i.e., it is the conditional mean time to absorption.
Suppose that S2N−2N−i , · · · , S2N−1 are the absorbing states.
The conditional mean time to absorption can be computed by
solving the set of linear equations
el =
2N−1∑
i=0
Pli(1+ei), for l = 0, · · · , 2N −2N−i−1, (11)
and el = 0 for l = 2N − 2N−i, · · · , 2N − 1. Since the initial
state is S0, the average delay that is required to receive the
message Hi is equal to e0.
In Fig. 2, we show the state diagram of the Markov Chain
for N = 2 where the states S0 = (0, 0), S1 = (1, 0), S2 =
(0, 1) and S3 = (1, 1). Fig. 2(a) illustrates the chain used
to compute the average delay of H2 and Fig. 2(b) illustrates
the case for H1. Given that we are in state S0, the transition
to state S1 will occur if sensor 1 transmits while sensor 2
remains silent. Therefore, P01 = p1q2, where q2 = 1 − p2.
Similarly, P02 = q1p2. Let Tn(pi1 , pi2 , · · · , piK ), for n ≤ K,
be the average delay for receiving the messages from sensors
i1, · · · , in. By solving the mean time to absorption equations,
the average delay for successfully decoding H2 is
T2(p1, p2) =
1 + q1p2/p1 + p1q2/p2
p1q2 + q1p2
and the average delay for successfully decoding H1 is
T1(p1, p2) =
1 + q1p2/p1
p1q2 + q1p2
.
S0: (0,0)
S1: (1,0) S2: (0,1)
S3: (1,1)
1 2 1 2p p q q+
1 2q p1 2p q
1
1q2q
2p 1p
(a) S3 absorbing
S0: (0,0)
S1: (1,0) S2: (0,1)
S3: (1,1)
1 2 1 2p p q q+
1 2q p1 2p q
1
1q1
1p
(b) S1, S3 absorbing
Fig. 2. The state-transition diagrams for N = 2.
Using the results of T2(p1, p2) and T1(p1, p2), we can
compute the average delay of each message when N = 3.
Let us first compute the average delay for the message H3.
Suppose that H1 has successfully transmitted in the first time
slot. In this case, the two other messages H2 and H3 must be
transmitted in order to correctly decode H3. At this point, the
problem reduces to the case with two users and the average
delay from that point on is T2(p2, p3). Similarly, we can
compute this for the case where H2 or H3 were successful
in the first slot. If no message succeeds in the first time slot,
there is still an average time T3(p1, p2, p3) before the transition
enters the absorbing state. Hence, the average delay of H3, i.e.,
T3(p1, p2, p3), must satisfy the following equation
T3(p1, p2, p3)=1+T3(p1, p2, p3)(1−p1q2q3−q1p2q3−q1q2p3)
+T2(p2, p3)p1q2q3 + T2(p1, p3)q1p2q3 + T2(p1, p2)q1q2p3,
and the average delay is given by
T3(p1, p2, p3)
=
1+T2(p2, p3)p1q2q3+T2(p1, p3)q1p2q3+T2(p1, p2)q1q2p3
p1q2q3 + q1p2q3 + q1q2p3
.
When we are to compute T2(p1, p2, p3) or T1(p1, p2, p3),
we must be careful whether or not the successful message
in the first time slot is the one of interest. Specifically, for
T2(p1, p2, p3), the message H3 is not of interest and the
reception of H3 will not decrease the subscript, i.e., if H3 was
received in the first time slot, the average time to absorption
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Fig. 3. The average traffic load G¯[m] versus slot number m.
still remains to be T2(p1, p2). As a result, we have
T2(p1, p2, p3)
=
1+T1(p2, p3)p1q2q3+T1(p1, p3)q1p2q3+T2(p1, p2)q1q2p3
p1q2q3 + q1p2q3 + q1q2p3
.
Following the same approach, we can derive the average delay
of each message given the total number of sensors N .
Proposition 1: Given the transmission probabilities p =
(p1, p2, · · · , pN ) and the number of sensors N , the average
delay of receiving the n-th message is given by
Tn(p)=
1 +
n∑
i=1
piTn−1(p(i))
N∏
j=1
j =i
qj+
N∑
i=n+1
piTn(p(i))
N∏
j=1
j =i
qj
N∑
i=1
pi
N∏
j=1,j =i
qj
(12)
for n ≥ 1, where p(i) = (p1, · · · , pi−1, pi+1, · · · , pN ) and
T0(p) = 0.
The average delay of each node is computed iteratively.
Intuitively, if the goal is to minimize the delay for receiving the
first n nodes, one could set the probability pj = 0 for all j > n
and let pj = G/n for j ≤ n, where G is the total traffic in
the network. This is a special case of strategy III described in
Section II. In this case, the last term in the numerator becomes
zero and the problem is reduced to the case of minimizing
Tn(p) for a network of n sensors. However, this transmission
probability assignment does not give an ideal performance in
terms of the success rate.
The success rate and the average delay of the three trans-
mission strategies described in Section II are compared in the
following section.
V. PERFORMANCE EVALUATION
In the simulation, we consider a sensor network with N =
20 nodes. In Fig. 3, we show the average traffic load G¯[m]
versus the slot number m for different initial traffic loads G[1]
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Fig. 4. The average rate of successful reconstruction RR(M).
= 0.5, 1, 1.5 or 2. We observe that the results given in (7)
well approximate the average traffic load obtained through
simulation. In the following, we set the initial traffic load to
G[1] = 1.5 and compare the success rate and the average delay
for the different scenarios given in Section II. Specifically,
for Scenario I, we set the transmission probabilities as p =
G[1]/N = 0.075; for Scenario II, the probabilities are given
by (1) with the parameters α = 0.09875 and β = 0.0025; for
Scenario III, the probabilities are assigned according to (2)
with K = 15, ph = 1.2/13 and pl = 0.3/13; and, similarly,
for Scenario IV, we set K = 15, ph = 0.1 and pl = 0.
In Fig. 4, we show the average rate of successful recon-
struction RR(M) versus the number of available slots M .
When the number of available slots increases, the success
rate approaches 1 for scenarios I - III. However, for Scenario
IV, the success rate is limited to 0.75 since the transmission
probability is set to 0 for the last 5 sensors. For scenarios II -
IV, a higher success rate is achieved when M is small, since
the transmission probabilities favor the nodes with a small
index. On the other hand, when M is large enough, Scenarios
I and II have a better performance; whereas, Scenario III has
a worse performance since most of the remaining sensors are
with the small transmission probability pl. In Fig. 5, we show
the standard deviation (STD) of the number of reconstructed
messages versus the number of available slots M . Clearly,
Scenario II has a smaller STD in the number of reconstructed
messages than Scenario I, and also outperforms Scenario III
when M is large, which implies a more stable performance.
In Fig. 6, we show the average delay versus the number
of reconstructed messages for N = 14 and K = 10. The
parameters are adjusted such that G[1] = 1.5. As shown in
Fig. 6, the average delay for the messages with a smaller
index can be decreased if the messages with a larger index
are assigned with a small probability to transmit. However,
the delay increases rapidly for the messages with a larger
index as the difference between the probabilities increases.
This shows that a different set of transmission probabilities
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2007 proceedings. 
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should be applied depending on the data of interest.
VI. CONCLUSION
In this work, we analyzed the performance of distributed
source coding in random access networks. Specifically, we
derived and compared the average rate of successful recon-
struction and the average delay of each message for dif-
ferent transmission probability assignments. Through these
discussions, we highlight the importance of cross-layered
transmission control in DSC systems since the importance of
each message can no longer be considered as equal.
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