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Abstract
We show, as our main theorem, that if a Lipschitz map from a compact Rie-
mannian manifold M to a connected compact Riemannian manifold N , where
dimM ≥ dimN , has no singular points on M in the sense of F.H. Clarke, then
the map admits a smooth approximation via Ehresmann’s fibrations. We also show
the Reeb sphere theorem for a closed Riemannian manifold M of m := dimM ≥ 2
which admits a Lipschitz function F : M −→ R with only two singular points,
denoted by z1, z2 ∈M , in the sense of Clarke by assuming that there is a constant
c between F (z1) and F (z2) such that F
−1(c) is homeomorphic to an (m − 1)-
dimensional sphere. In the proof of our sphere theorem we use a corollary arising
from the process of the proof of the main theorem above.
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1 Introduction
1.1 Motivation arising from Sakai’s question
1.1.1 Background: Grove–Shiohama theory for distance functions
Armed with the Toponogov comparison theorem [58], Grove–Shiohama theory [20] about
critical points of distance functions on complete Riemannian manifolds has played a fun-
damental role in the study of the relationships between curvature and topology: Let X
be a complete Riemannian manifold, d its distance function, and TxX the tangent space
at each x ∈ X . Fix p ∈ X , and set
(1.1) dp(x) := d(p, x)
for all x ∈ X . Note that dp is a Lipschitz function and is smooth on X \ ({p} ∪ Cut(p))
where Cut(p) denotes the cut locus of p.1 Grove and Shiohama gave the following mean-
ingful definition in order to do research into how dp behaves.
1A point q = γ(t0) on a unit speed geodesic γ : [0,∞) −→ X emanating from p is called a cut point of
p along γ, if t0 = sup{t > 0 | t = d(p, γ(t))}, i.e., t0 is the last value of t > 0 such that γ|[0, t] is minimal.
The cut locus of p, denoted by Cut(p), is, by definition, the set of all cut points of p along all of the
geodesics emanating from p.
2
Definition 1.1 ([20]) A point q ∈ X \ {p} is said to be critical for dp (or a critical point
of dp) in the sense of Grove–Shiohama if for each v ∈ TqX \ {oq} there is a unit speed
minimal geodesic segment γ : [0, dp(q)] −→ X emanating from p = γ(0) to q = γ(dp(q))
such that
∠
(
−
dγ
dt
(dp(q)), v
)
≤
π
2
where ∠(−(dγ/dt)(dp(q)), v) denotes the angle between two vectors −(dγ/dt)(dp(q)) and
v in TqX . For convenience we also call p a critical point of dp.
For instance, if X is compact, then Berger’s lemma [2] shows that a point q ∈ X satisfying
dp(q) = max{dp(x) | x ∈ X} is critical for dp. See [5] for other examples of critical points.
Note that for any critical point x ∈M \ {p} of dp, x ∈ Cut(p) holds by Definition 1.1.
Next they were interested to know how the critical points of dp affect the topological
shape of X , and established Morse theory for the function on a closed region without
critical points of it, which was reinforced by Gromov [16] as follows.
Lemma 1.2 (Gromov’s isotopy lemma) If 0 < R1 < R2 ≤ ∞, and if dp has no
critical points on BR2(p) \ BR1(p), then BR2(p) \ BR1(p) is homeomorphic to ∂BR1(p) ×
[R1, R2] where BRi(p), i = 1, 2, denote the metric open balls with center p and radius Ri.
Conversely they narrowed their study down to how a lower curvature bound controls
the distribution of the critical points of dp, and found out the Toponogov comparison
theorem [58] derives information on the topological shape of X with a lower curvature
bound from the existence of the critical points of the function. Applying the isotopy lemma
together with this observation they finally obtained one of the most beautiful theorems
in global Riemannian geometry, called the diameter sphere theorem, which states the
following.
Theorem 1.3 ([20]) If the sectional curvature of X is bounded from below by 1, and if
the diameter of X is greater than π/2, then X is homeomorphic to the sphere.
Grove–Shiohama method, i.e., ideas and approaches above, advanced the study of
the relationships between lower curvature bounds and topology. For example, making
full use of the method and a technique of algebraic topology, Gromov [16] obtained a
striking theorem which asserts that if Y is a compact, connected Riemannian manifold of
dimY = n with nonnegative sectional curvature, then there is a constant δ(n) > 0 such
that the sum of the Betti numbers over any field is bounded above by δ(n). One can see
other applications of the method in [1], [19], [22], [26], [27], and so on.
1.1.2 Sakai’s question and our purpose
In view of such influences of Grove–Shiohama theory on global Riemannian geometry
Sakai [52] gave the following question as one of his interests:
“Can we further develop Morse theory for distance functions?”
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The purpose of this article is to tackle his question by employing Clarke’s nonsmooth
analysis. That is, we will extend the notion of critical points of distance functions on
Riemannian manifolds to that of “singular” ones of “arbitrary Lipschitz maps” between
Riemannian ones, and in the absence of singular points, we will show the existence of a
family of Ehresmann’s fibrations which approximate an arbitrary Lipschitz map between
compact manifolds without curvature assumption (our main theorem). Moreover we will
show the Reeb sphere theorem for Lipschitz functions on closed Riemannian manifolds
which corresponds to that for smooth ones [46], [32].
1.2 Main theorem
In this subsection we will give precisely the statement of our main theorem. Let M and
N be smooth manifolds. A smooth map f : M −→ N is called Ehresmann’s fibration (or
a locally trivial fibration) if for each x ∈ N there are an open neighborhood Ux of x and
a diffeomorphism g : f−1(Ux) −→ Ux × f
−1(x) such that the diagram
f−1(Ux)
g
//
f |
f−1(Ux) ##❍
❍❍
❍❍
❍❍
❍❍
Ux × f
−1(x)
π
yyrr
rr
rr
rr
rr
r
Ux
commutes where π : Ux × f
−1(x) −→ Ux, π(p, q) := p, denotes the projection to the first
factor. Note that π is a smooth map.
Our main theorem is now stated as follows:
Theorem 1.4 (Main Theorem) Let F : M −→ N be a Lipschitz map from a compact
Riemannian manifoldM to a connected compact Riemannian manifold N where dimM ≥
dimN . If F has no singular points on M in the sense of Clarke, then for any η > 0 there
is a constant κ(η) > 0 satisfying the following properties: For each ε ∈ (0, κ(η)) there is
Ehresmann’s fibration fε from M onto N such that
maxx∈M dN(fε(x), F (x)) < η and Lip(fε) ≤ (1 + η) Lip(F ).
Here Lip(fε) and Lip(F ) are the Lipschitz constants of fε and F , respectively, i.e.,
(1.2) Lip(fε) := sup
{
dN(fε(x), fε(y))
dM(x, y)
∣∣∣∣ x, y ∈M,x 6= y}
and
(1.3) Lip(F ) := sup
{
dN(F (x), F (y))
dM(x, y)
∣∣∣∣ x, y ∈M,x 6= y}
where dM and dN denote the distance functions of M and N , respectively.
Remark 1.5 Let us mention several remarks on Theorem 1.4:
1. The definition of a singular point of Lipschitz maps in the sense of Clarke will be
given in Section 2.1.
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2. fε is the composite of a projection and a global smooth approximation of F where
N is isometrically embedded into Euclidean space of higher dimension by the Nash
embedding theorem.
3. The reason why M is assumed to be compact that in our approximation method,
the injectivity radius ofM must have a positive lower bound, for we use Riemannian
mollifiers in the local step (see Section 4). So, if M is not compact, then we need
to assume such a lower bound, where it is not necessary for N to be compact.
4. Taking the third remark above into account, we can alter the assumption of the
absence of singular points on the whole M to the one that N admits a compact set
K such that F−1(K) has no singular points of F , where it is not necessary for N
to be compact. If M is not compact, then we have to assume additionally that F is
proper.
5. The existence of a family of immersions which approximate an arbitrary Lipschitz
map between compact manifolds was discussed by the author and Tanaka [28].
6. The related result is the Yamaguchi fibration theorem [63], which is highly significant
in global Riemannian geometry: Let X and Y be complete Riemannian manifolds of
dimX = n and dimY = k, respectively, where n ≥ k. Assume that both sectional
curvatures are bounded from below by −1, and that the injectivity radius of Y has
a lower bound δ > 0. He then showed that there is a constant ε(n, δ) > 0 such that
if dGH(X, Y ) < ε(n, δ), then there is a fibration f : X −→ Y which is an almost
Riemannian submersion where dGH denotes the Gromov–Hausdorff distance (see [18]
for the definition of the distance). He also gave this type of fibration theorem for
Alexandrov spaces [64], where note that the condition for the injectivity radius was
replaced by that for the radius of strainers. Moreover Fujioka [12] showed a locally
trivial fibration theorem for Alexandrov spaces assuming a lower positive bound for
the volume of the space of directions.
7. Research by Perel’man [40], [41] is one of developments corresponding to Sakai’s
question. He established Morse theory for distance functions on Alexandrov spaces,
and obtained a superb result, called the stability theorem: For a compact Alexandrov
space X with curvature bounded from below by k, there is a constant ε(X) > 0
such that if a compact Alexandrov space Y with same curvature bound satisfies
dGH(X, Y ) < ε(X), then Y is homeomorphic to X . Note that he showed, as the
main theorem in [41], the locally fibration theorem for admissible maps, derived
from distance functions, from an open neighborhood on an Alexandrov space onto
an open set in Euclidean space. Moreover Perel’man and Petrunin [42], [43] refined
the theory into semiconcave functions on Alexandrov spaces. Their studies have
been succeeded to many other researches such as [13], [14], [34], [35], [36], [38], etc.
1.3 Reeb’s sphere theorem for Lipschitz functions
In the process of proving Theorem 1.4 we obtain the following corollary of a proposition
for Lipschitz maps between Riemannian manifolds:
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Corollary 1.6 (Corollary 5.8 in Section 5) Let F be a Lipschitz function on a compact
Riemannian manifold M , and F˜ε : M −→ R the global smooth approximation of F (see
Definition 4.10 for ℓ = 1). If p ∈ M is nonsingular for F in the sense of Clarke, then
there are two constants λ(p) > 0 and ε0(p) > 0 such that if ε ∈ (0, ε0(p)), then
grad F˜ε 6= 0
on the metric open ball Bλ(p)(p) with center p and radius λ(p) where grad F˜ε denotes the
gradient vector field of F˜ε. In particular F˜ε has no critical points on Bλ(p)(p) for an ε > 0
sufficiently small.
Applying this corollary and a well-known theorem in Morse theory, we show Reeb’s
sphere theorem for Lipschitz functions:
Theorem 1.7 Let M be a closed Riemannian manifold of m := dimM ≥ 2 admitting a
Lipschitz function F : M −→ R with only two singular points, denoted by z1, z2 ∈ M , in
the sense of Clarke. If there is a constant c between F (z1) and F (z2) such that F
−1(c)
is homeomorphic to an (m − 1)-dimensional sphere, then M is homeomorphic to an m-
dimensional sphere.
Remark 1.8 We give here some remarks on Theorem 1.7:
1. Let X be a closed Riemannian manifold of m := dimX ≥ 2, p ∈ X , and dp the
distance function of X given by Eq. (1.1). We then see that a point x ∈ X is
critical for dp in the sense of Grove–Shiohama if and only if x ∈ X is singular
for it in that of Clarke (Proposition 2.25 and Lemma 2.26). Theorem 1.7 thus
contains Reeb’s sphere theorem for distance functions [51, Proposition 2.10] as a
special case. Indeed assume that dp has only two critical points p, q. From Berger’s
lemma [2], q is a unique point satisfying dp(q) = max{dp(x) | x ∈ X}. Let inj(X)
be the injectivity radius of X , see Eq. (4.1) for the definition of inj(X). Note that
inj(X) > 0 and inj(X)/2 < dp(q), for X is compact (see [51, Corollary 4.14]). Fix
r ∈ (0, inj(X)/2)(⊂ (0, dp(q))). Since Br(p) ⊂ Binj(M)(p), the Gauss lemma shows
that the boundary d−1p (r) of Br(p) is the geodesic sphere, i.e., an (m−1)-dimensional
smooth submanifold of X orthogonal to all geodesics emanating from p, which is
homeomorphic to an (m − 1)-dimensional sphere. Therefore our sphere theorem
contains [51, Proposition 2.10].
2. Theorem 1.7 yields the diameter sphere theorem (Theorem 1.3). Indeed let X be
a complete Riemannian manifold whose sectional curvature is bounded from below
by 1 and diameter, denoted by diam(X), is greater than π/2. Let p and q be points
of X such that diam(X) = d(p, q). The Toponogov comparison theorem together
with Berger’s lemma [2] shows that the set of all critical points of dp in the sense
of Grove–Shiohama is {p, q}, and hence the remark above implies that Theorem 1.7
yields Theorem 1.3.
3. Since M in Theorem 1.7 is a twisted sphere, we see, by [4], [25], [33], [45], and
[54], that M is diffeomorphic to the standard sphere for dimM ≤ 6. Moreover the
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Weinstein deformation technique for metrics shows that M admits a metric such
that there is a point whose cut locus consists of a single point. It is the worthy of
note that every exotic sphere of dimension greater than 4 admits such metrics by
the Smale h-cobrdism theorem [55], [56] together with the deformation technique.
Organization of this article. In Section 2 we define “intrinsically” the generalized
differential of Lipschitz maps between Riemannian manifolds (Definitions 2.4 and 2.7)
and singular points of them in the sense of Clarke (Definition 2.12), which are notions in
Clarke’s nonsmooth analysis.
Giving intrinsic definitions to them is another aim of this article.
That is, although we had given the definitions in [28], the identification, which has often
been done in [28], of the set of all linear mappings of tangent spaces and the vector
space of matrices seems to have given not only an impression hard to read it, but also a
misunderstanding that the definitions depend of the choice of charts. To prevent them we
thus employ parallel translations along minimal geodesics in our definitions. This is the
big difference between our definitons and those in [28]. Moreover we generalize several
results in [7] to Riemannian manifolds, for underlying manifolds in [7] are Euclidean
spaces. Furthermore we also define the generalized gradient of Lipschitz functions on
Riemannian manifolds (Definition 2.17) and study the relationship between the gradient
and the generalized differential of them. As an example of singular points of Lipschitz
functions we show finally that critical points of distance functions in the sense of Grove–
Shiohama are singular ones of them in that of Clarke (Proposition 2.25 and Lemma 2.26).
In Section 3 we define the adjoint of the generalized differential of Lipschitz maps
between Riemannian manifolds (Definition 3.7), and discuss surjectivity and injectivity of
the generalized differential near a nonsingular point of a given Lipschitz map (Propositions
3.10 and 3.11, respectively). These propositions show that the set of all singular points
of the map is a closed set in its source space (Corollary 3.13).
In Section 4 we first define a local smooth approximation of an arbitrary Lipschitz map
between Riemannian manifolds on a strongly convex ball as the Riemannian convolution
smoothing (Definiton 4.3), and next define the global smooth approximation of the map
via a smooth partition of unity (Definiton 4.10). This section is also devoted to the study
of properties of the smooth map and the differential of it.
In Section 5 we give the proof of our main theorem (Theorem 1.4). For this we first
make preparations, where the target space of a Lipschitz map F on a compact manifold is
isometrically embedded into Euclidean space of higher dimension by the Nash embedding
theorem. Under the assumptions of the theorem, we show, broadly speaking, that a
global smooth approximation of F carries on surjectivity of the generalized differential of
F (Proposition 5.7). As a corollary of Proposition 5.7 we get Corollary 1.6 as Corollary
5.8. Armed with those preparations together with the tubular neighborhood theorem, we
show the main theorem.
In Section 6 we show Reeb’s sphere theorem for Lipschitz functions (Theorem 1.7) by
making use of Corollary 1.6 and a theorem ([31, Theorem 2.31], or [32, Theorem 3.1]) in
Morse theory.
7
Acknowledgements. The author expresses his sincere thanks to Professors M. Koiso, A.
Katsuda, A. Mitsuishi, and Y. Otsu who attended his intensive course about [28], orga-
nized by Koiso, at Kyushu university in the summer of 2017 and gave him many critical
remarks on [28]. Their remarks started him considering intrinsic definitions of the gener-
alized differential and singular points of Lipschitz maps. He wishes to thank Professor N.
Nakauchi for helpful discussions about the intrinsic definitions in Section 2. And last but
not least he is grateful to Professor K. Shiohama for his strong encouragement during the
preparation of this work.
2 Nonsmooth analysis in Riemannian geometry
Catch the flow of mathematics in its source. Only the source of other
theory comes in handy in own study.
—K. Oka, [39]
Rockafellar [47] very first introduced the notion of the subdifferential of convex functions
on a convex set in Euclidean space in order to replace smoothness assumption by convexity
one in the study of optimization problems, and gave great deals of improvement in the
study. His theory, convex analysis, continues to influence not only on pure mathematics,
but also on economics and engineering (cf. [48]).
As one of generalizations of Rockafellar’s notion above to “nonconvex” objects, Clarke
[6], [7] established nonsmooth analysis for Lipschitz maps between Euclidean spaces. For
example, in [7], he generalized the inverse function theorem for smooth maps between
Euclidean spaces to that for Lipschitz ones. Nonsmooth analysis has played an important
role in control theory, differential equations, function analysis, mechanics and plasticity,
optimization, etc (see [8], [9]).
As it was mentioned in the organization paragraph of Section 1, the aim of this section
is to define intrinsically the generalized differential of Lipschitz maps between Riemannian
manifolds and singular points of them in the sense of Clarke in order to dispel the misun-
derstanding and bad impression arising from definitions of them in [28]. We also define
the generalized gradient of Lipschitz functions on Riemannian manifolds and devote our-
selves to studying the relationship between the generalized gradient and the generalized
differential of them. As an example of singular points of Lipschitz functions we show,
with a full detailed proof, that the notion of critical points of distance functions in the
sense of Grove–Shiohama is equivalent to that of singular ones of them in that of Clarke.
2.1 An intrinsic definition of the generalized differential of Lip-
schitz maps
We first recall the Whitehead convexity theorem. This theorem not only allows us to define
intrinsically the generalized differential of Lipschitz maps between Riemannian manifolds,
but also plays an important role in our smooth approximation method for such maps. A
proof of the theorem can be found in [62] or [10, Proposition 4.2, pp. 76–77].
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Theorem 2.1 (Whitehead’s convexity theorem) Let X be a Riemannian manifold
and dX the distance function of X. Then for each x ∈ X there is a constant α(x) > 0
such that
(a) the open ball Bα(x)(x) := {y ∈ X | dX(x, y) < α(x)} is strongly convex, which means
that for any two points p, q ∈ X in the closure Bα(x)(x) there is a unique geodesic
segment γ : [0, 1] −→ X emanating from p = γ(0) to q = γ(1) such that
γ(0, 1) ⊂ Bα(x)(x);
(b) the exponential map expx |Bα(x)(ox) : Bα(x)(ox) −→ Bα(x)(x) at x is a diffeomorphism
where Bα(x)(ox) := {v ∈ TxX | ‖v‖ < α(x)} and ox denotes the origin of the tangent
space TxX at x.
Throughout this subsection let M and N be Riemannian manifolds of dimM = m,
dimN = n, respectively, and
F : M −→ N
a locally Lipschitz map.
2.1.1 The mixture of the differential of Lipschitz maps
An immediate consequence from Theorem 2.1 is the following:
Lemma 2.2 For each p ∈M there are two open balls Br(p)(p) ⊂M and Bt(p)(F (p)) ⊂ N
such that
(i) both Br(p)(p) and Bt(p)(F (p)) satisfy (a) and (b) of Theorem 2.1;
(ii) F (Br(p)(p)) ⊂ Bt(p)(F (p));
(iii) F |Br(p)(p) : Br(p)(p) −→ Bt(p)(F (p)) is Lipschitz continuous.
Proof. Fix p ∈ M . By Theorem 2.1 for x = F (p) there is an open ball Bt(p)(F (p)) ⊂ N
satisfying (a) and (b) for X = N and α(x) = t(p) := t(F (p)). Since F is locally Lipschitz,
from Theorem 2.1 again for x = p, we can choose r(p) > 0 so that the open ball Br(p)(p) ⊂
M satisfies not only (a) and (b) (for X = M and α(x) = r(p)), but also (ii) and (iii) in
this lemma. ✷
Moreover we need the parallel translation for the aim of defining intrinsically the
generalized differential of F , so we give its notation together with a note:
Definition 2.3 Only if two points x, y in M (or in N) admits a unique minimal geodesic
segment emanating from x to y, then we denote by
τxy : TxM −→ TyM
the parallel translation along the unique geodesic.
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For each x ∈M we denote by
L(TxM,TF (x)N)
the set of all linear mappings of TxM to TF (x)N . Since L(TxM,TF (x)N) is isomorphic to
the vector spaceM(n,m;R) of n×m-matrices with real entries, L(TxM,TF (x)N) is an nm-
dimensional vector space. We then topologize L(TxM,TF (x)N) with the operator norm
‖ · ‖, so that, throughout this article, we regard L(TxM,TF (x)N) as a finite dimensional
normed vector space with ‖ · ‖.
Fix p ∈M . Choose the two balls
Br(p)(p) ⊂M, Bt(p)(F (p)) ⊂ N
satisfying all three properties (i)–(iii) in Lemma 2.2. From Rademacher’s theorem [44]
there is a set EF ⊂ M of Lebesgue measure zero such that the differential dF of F
exists on Br(p)(p) \ EF . Since F is Lipschitz on Br(p)(p), and since the two parallels
τ pq (q ∈ Br(p)(p)) and τ
F (q)
F (p) are linear isometries on Br(p)(p), Bt(p)(F (p)), respectively,
{τ
F (q)
F (p) ◦ dFq ◦ τ
p
q }q∈Br(p)(p)\EF is a bounded set in L(TpM,TF (p)N). Since Br(p)(p) \ EF is
dense in Br(p)(p), there is a sequence {xi}i∈N ⊂ Br(p)(p) \ EF such that limi→∞ xi = p
and the sequence {τ
F (xi)
F (p) ◦dFxi ◦ τ
p
xi
}i∈N converges to a point in L(TpM,TF (p)N) by letting
i → ∞. Hence we can introduce the notion of the “mixture” of the differential of F as
follows:
Definition 2.4 (compare [28]) For each p ∈M we call the set
(2.1) KF (p) :=
G ∈ L(TpM,TF (p)N)
∣∣∣∣∣ ∃{xi}i∈N ⊂ Br(p)(p) \ EF such thatlim
i→∞
xi = p, lim
i→∞
τ
F (xi)
F (p) ◦ dFxi ◦ τ
p
xi
= G

the mixture of the differential of F at p. Note here that, from (ii) of Lemma 2.2, the
parallel translation τ
F (xi)
F (p) : TF (xi)N −→ TF (p)N can be defined.
Remark 2.5 By Definition 2.4, for any p ∈ M , KF (p) is a nonempty bounded set in
L(TpM,TF (p)N).
Lemma 2.6 For each p ∈M , KF (p) is a compact subset of L(TpM,TF (p)N).
Proof. Since L(TpM,TF (p)N) is a finite dimensional normed vector space, and since
KF (p) is a bounded set in the normed space, it is sufficient to show that KF (p) is a
closed set in L(TpM,TF (p)N). In effect, take any sequence {Ak}k∈N ⊂ KF (p) which con-
verges to some G ∈ L(TpM,TF (p)N) by letting k → ∞. From Definition 2.4, for each
k ∈ N there is a sequence {x(k)i }i∈N ⊂ Br(p)(p) \ EF such that
(2.2) lim
i→∞
x
(k)
i = p, lim
i→∞
τ
F (x
(k)
i )
F (p) ◦ dFx(k)
i
◦ τ p
x
(k)
i
= Ak.
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Since limk→∞Ak = G, for any ε > 0 there is a number kε ∈ N such that ‖G−Ak‖ < ε/2
for all k ≥ kε. Choose j0 ≥ kε and fix it. From Eq. (2.2) we have
lim
i→∞
x
(j0)
i = p, lim
i→∞
τ
F (x
(j0)
i )
F (p) ◦ dFx(j0)i
◦ τ p
x
(j0)
i
= Aj0.
For the ε above there is a number iε ∈ N such that
‖Aj0 − τ
F (x
(j0)
i )
F (p) ◦ dFx(j0)i
◦ τ p
x
(j0)
i
‖ <
ε
2
for all i ≥ iε. We then see, by the triangle inequality, that for any i ≥ iε,
‖G− τ
F (x
(j0)
i )
F (p) ◦ dFx(j0)i
◦ τ p
x
(j0)
i
‖ ≤ ‖G− Aj0‖+ ‖Aj0 − τ
F (x
(j0)
i )
F (p) ◦ dFx(j0)i
◦ τ p
x
(j0)
i
‖
<
ε
2
+
ε
2
= ε,
and hence limi→∞ τ
F (x
(j0)
i )
F (p) ◦dFx(j0)i
◦τ p
x
(j0)
i
= G. Since limi→∞ x
(j0)
i = p, we have G ∈ KF (p),
which means thatKF (p) is closed in L(TpM,TF (p)N). SinceKF (p) is a closed and bounded
set in L(TpM,TF (p)N), KF (p) is therefore compact. ✷
2.1.2 The generalized differential of Lipschitz maps
Now the generalized differential of F :M −→ N is intrinsically defined as follows:
Definition 2.7 (compare [28]) For each p ∈M we call the set
(2.3) ∂F (p) := Conv(KF (p))
the generalized differential of F at p ∈M where Conv(KF (p)) denotes the convex hull of
the mixture KF (p) of the differential of F at p.
Remark 2.8 We give here four remarks on Definition 2.7: Fix p ∈M .
1. Clarke [7] originally named ∂F (p) the generalized Jacobian of F at p whereM andN
are Euclidean spaces, denoted by Rm, of the same dimension m. This is because we
can use the atlas {(Rm, idRm)} with a single chart on Rm where idRm : Rm −→ Rm
denotes the identity map, so without referring to independence of the choice of
charts we can define ∂F (p) as follows:
(2.4) ∂F (p) := Conv
({
A ∈M(n,m;R)
∣∣∣∣ ∃{xi}i∈N ⊂ Rm \ EF such thatlim
i→∞
xi = p, lim
i→∞
(JF )xi = A
})
where (JF )xi denotes the Jacobian matrix of F at xi.
2. It follows from [47, Theorem 2.1] that ∂F (p) is the smallest convex set containing
KF (p), i.e.,
∂F (p) = Conv(KF (p)) =
⋂
{Z |Z is convex in L(TpM,TF (p)N) with KF (p) ⊂ Z}.
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3. Since dimL(TpM,TF (p)N) = nm, Carathe´odory’s theorem ([3], [57]) gives
∂F (p) =
{
g ∈ L(TpM,TF (p)N)
∣∣∣∣∣ g =
∑ℓ
i=1 aiGi, 1 ≤ ℓ ≤ nm+ 1
Gi ∈ KF (p), ai ≥ 0,
∑ℓ
i=1 ai = 1
}
.
4. If dFp exists, then dFp ∈ ∂F (p). Moreover, if F is of class C
1 on Br(p)(p), then
∂F (p) is a singleton, which means ∂F (p) = {dFp}.
Lemma 2.9 For any p ∈M , ∂F (p) is a compact convex subset of L(TpM,TF (p)N).
Proof. From Lemma 2.6 and [47, Theorem 17.2] we get the assertion. ✷
Remark 2.10 Clarke very first showed the same statement as in Lemmas 2.9 in the case
where M and N are Euclidean spaces of the same dimension, see [7, Proposition 1].
Lemma 2.11 For each p ∈ M and any ε > 0 there is a constant µ(p, ε) ∈ (0, r(p)) such
that
τ
F (x)
F (p) ◦ ∂F (x) ◦ τ
p
x ⊂ Uε(∂F (p))
holds for all x ∈ Bµ(p, ε)(p) where
τ
F (x)
F (p) ◦ ∂F (x) ◦ τ
p
x := {τ
F (x)
F (p) ◦ g ◦ τ
p
x | g ∈ ∂F (x)}
and Uε(∂F (p)) denotes the ε-open neighborhood of ∂F (p) in L(TpM,TF (p)N).
Proof. Suppose that the assertion of the lemma is false. Then there are a point p0 ∈M
and a constant ε0 > 0 such that for any µ ∈ (0, r(p0)),
(2.5) τ
F (q)
F (p0)
◦ ∂F (q) ◦ τ p0q 6⊂ Uε0(∂F (p0))
holds for some q ∈ Bµ(p0). Since Bµ(p0) \EF is dense in Bµ(p0), in virtue of Eq. (2.5) we
can choose a point q′ ∈ Bµ(p0) \EF (close enough to q) such that
(2.6) τ
F (q′)
F (p0)
◦ ∂F (q′) ◦ τ pq′ 6⊂ Uε0(∂F (p0)).
Set Nr(p0) := N∩ (1/r(p0),∞). Note that B1/i(p0) ⊂ Br(p0)(p0) for each i ∈ Nr(p0). It then
follows from the fourth one of Remark 2.8 and Eq. (2.6) that for any i ∈ Nr(p0) there is a
point xi ∈ B1/i(p0) \ EF such that
τ
F (xi)
F (p0)
◦ dFxi ◦ τ
p0
xi
6∈ Uε0(∂F (p0))
holds. We hence get two sequences
{xi}i∈Nr(p0) ⊂ B1/i(p0) \ EF and {τ
F (xi)
F (p0)
◦ dFxi ◦ τ
p0
xi
}i∈Nr(p0) ⊂ L(Tp0M,TF (p0)N)
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such that for any i ∈ Nr(p0),
(2.7) dM(p0, xi) <
1
i
where dM denotes the distance function of M , and that
(2.8) ‖τF (xi)F (p0) ◦ dFxi ◦ τ
p0
xi
− ∂F (p0)‖ ≥ ε0.
From Eq. (2.7) we have
(2.9) lim
i→∞
xi = p0.
Since {τ
F (xi)
F (p0)
◦ dFxi ◦ τ
p0
xi
}i∈Nr(p0) is a bounded set in L(Tp0M,TF (p0)N), there is a subse-
quence {ik}k∈N of {i}i∈Nr(p0) such that {τ
F (xik )
F (p0)
◦ dFxik ◦ τ
p0
xik
}k∈N can converge to a point
g ∈ L(Tp0M,TF (p0)N) by letting k → ∞. Since Eq. (2.9) implies limk→∞ xik = p0, we
have
(2.10) g ∈ KF (p0) ⊂ ∂F (p0).
Since limk→∞ τ
F (xik )
F (p0)
◦ dFxik ◦ τ
p0
xik
= g, for the ε0 above there is a number k0 ∈ N such
that
(2.11) ‖g − τ
F (xik )
F (p0)
◦ dFxik ◦ τ
p0
xik
‖ <
ε0
2
holds for all k ≥ k0. We then see, by the triangle inequality, Eqs. (2.8), (2.10), and (2.11),
that for any k ≥ k0,
0 = ‖∂F (p0)− g‖ ≥
∣∣∣‖∂F (p0)− τF (xik )F (p0) ◦ dFxik ◦ τ p0xik‖ − ‖τF (xik )F (p0) ◦ dFxik ◦ τ p0xik − g‖∣∣∣ > ε02 ,
which is a contradiction. ✷
2.1.3 Nonsingular points of Lipschitz maps
Now that we have defined the generalized differential of Lipschitz maps between Rieman-
nian manifolds, it is time to define intrinsically singular points of them:
Definition 2.12 A point p ∈ M is said to be nonsingular for F (or a nonsingular point
of F ) in the sense of Clarke if every element in ∂F (p) is of maximal rank, i.e.,
rank(g) = min{m,n}
for all g ∈ ∂F (p).
Remark 2.13 Clarke [7] very first introduced the notion of singular points of Lipschitz
maps between Euclidean spaces of the same dimension. We shall give examples of singular
points of Lipschitz maps in Sections 2.3 and 2.4.
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2.2 The relationship between the generalized differential and
the generalized gradient of Lipschitz functions
In this subsection we shall define the generalized gradient of Lipschitz functions on Rie-
mannian manifolds and study the relationship between the generalized gradient and the
generalized differential of the functions.
Throughout this subsection let M be a Riemannian manifold of dimM = m with a
Riemannian metric 〈 · , · 〉,
F :M −→ R
a locally Lipschitz function, and t the standard coordinate of R.
Fix p ∈ M . By Theorem 2.1 there is a strongly convex open ball Br(p)(p) such that
expp |Br(p)(op) : Br(p)(op) −→ Br(p)(p) is a diffeomorphism. For each x ∈ Br(p)(p) the
parallel translation τ px : TpM −→ TxM is thus defined in the sense of Definition 2.3. Note
that the parallel translation τxy : TxR −→ TyR is always defined for all x, y ∈ R, for R
is Euclidean. Let KF (p) be the mixture of the differential of F , as a map, at p defined
by Eq. (2.1) for TF (p)N = TF (p)R, and EF a set of Lebesgue measure zero such that dF
exists on Br(p)(p) \EF . The gradient vector field of F , denoted by gradF , can be defined
on Br(p)(p) \ EF , because
〈(gradF )x, u〉
d
dt
∣∣∣∣
F (x)
= u(F )
d
dt
∣∣∣∣
F (x)
= dFx(u)
for all x ∈ Br(p)(p) \ EF and for u ∈ TxM .
Definition 2.14 We call the set
>F (p) :=
{
w ∈ TpM
∣∣∣∣∣ ∃{xi}i∈N ⊂ Br(p)(p) \ EF such thatlim
i→∞
xi = p, lim
i→∞
(gradF )xi = w
}
the mixture of the gradient of F at p.
Remark 2.15 Since F is Lipschitz, >F (p) is a nonempty bounded subset in TpM . In
the same manner as in the proof of Lemma 2.6 we can see that >F (p) is compact.
Lemma 2.16 For any G ∈ KF (p) there is a vector w
(G) ∈ >F (p) such that for each
v ∈ TpM ,
G(v) = 〈w(G), v〉
d
dt
∣∣∣∣
F (p)
.
Proof. Fix G ∈ KF (p). The definition of KF (p) gives a sequence {xi}i∈N ⊂ Br(p)(p) \EF
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satisfying limi→∞ xi = p and limi→∞ τ
F (xi)
F (p) ◦dFxi◦τ
p
xi
= G. We then have for any v ∈ TpM ,
G(v) =
(
lim
i→∞
τ
F (xi)
F (p) ◦ dFxi ◦ τ
p
xi
)
(v) = lim
i→∞
τ
F (xi)
F (p)
(
dFxi
(
τ pxi(v)
))
(2.12)
= lim
i→∞
τ
F (xi)
F (p)
(
τ pxi(v)(F )
d
dt
∣∣∣∣
F (xi)
)
= lim
i→∞
τ pxi(v)(F )
d
dt
∣∣∣∣
F (p)
= lim
i→∞
〈
(gradF )xi, τ
p
xi
(v)
〉 d
dt
∣∣∣∣
F (p)
.
Since limi→∞ τ
p
xi
(v) = v, the existence of G and Eq. (2.12) show that there is a vector
w(G) ∈ TpM such that w
(G) = limi→∞(gradF )xi. Eq. (2.12) therefore gives
(2.13) G(v) =
〈
lim
i→∞
(gradF )xi, v
〉 d
dt
∣∣∣∣
F (p)
= 〈w(G), v〉
d
dt
∣∣∣∣
F (p)
for all v ∈ TpM , which is the desired equation in this lemma. ✷
Definition 2.17 Set
⊛F (p) := Conv(>F (p)).
We call this convex set ⊛F (p) the generalized gradient of F at p.
Remark 2.18 We will give here three remarks on ⊛F (p):
1. Clarke [6] very first defined the generalized gradient of Lipschitz functions on Rm.
2. ⊛F (p) is compact in TpM by [47, Theorem 17.2].
3. Since dimTpM = m, we have
⊛F (p) =
{
X ∈ TpM
∣∣∣∣∣ X =
∑ℓ
i=1 αiwi, 1 ≤ ℓ ≤ m+ 1
wi ∈ >F (p), αi ≥ 0,
∑ℓ
i=1 αi = 1
}
by the Carathe´odory theorem ([3], [57]).
Let ∂F (p) be the generalized differential of F at p.
Lemma 2.19 For any g ∈ ∂F (p) there is a vector X(g) ∈ ⊛F (p) such that for each
v ∈ TpM ,
g(v) = 〈X(g), v〉
d
dt
∣∣∣∣
F (p)
.
Proof. Fix g ∈ ∂F (p). By Carathe´odory’s theorem (the third one of Remark 2.8) there
are vectors G1, G2, . . . , Gℓ ∈ KF (p) and nongenative constants a1, a2, . . . , aℓ where 1 ≤
ℓ ≤ m + 1 such that g =
∑ℓ
k=1 akGk and
∑ℓ
k=1 ak = 1. By Lemma 2.16 for each k ∈
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{1, 2, . . . , ℓ} there is a vector w(k) := w(Gk) ∈ >F (p) such that Gk(v) = 〈w(k), v〉(d/dt)|F (p)
holds for all v ∈ TpM . From this we have
(2.14) g(v) =
ℓ∑
k=1
akGk(v) =
ℓ∑
k=1
ak〈w
(k), v〉
d
dt
∣∣∣∣
F (p)
=
〈 ℓ∑
k=1
akw
(k), v
〉
d
dt
∣∣∣∣
F (p)
.
Since
∑ℓ
k=1 akw
(k) ∈ ⊛F (p), setting X
(g) :=
∑ℓ
k=1 akw
(k), we get the desired equation in
this lemma. ✷
Lemma 2.20 p is singular for F if and only if op ∈ ⊛F (p).
Proof. We first assume that p is singular for F . Then there is a point g0 ∈ ∂F (p) such
that dim Im g0 = rank(g0) = 0 where Im g0 denotes the image of g0. By Lemma 2.19,
there is a vector X(0) := X(g0) ∈ ⊛F (p) such that g0(v) = 〈X
(0), v〉(d/dt)|F (p) holds for all
v ∈ TpM . Since dim Im g0 = 0,
oF (p) = 〈X
(0), v〉
d
dt
∣∣∣∣
F (p)
for all v ∈ TpM where oF (p) denotes the origin of TF (p)R, hence X(0) = op, and finally
op = X
(0) ∈ ⊛F (p).
We next assume op ∈ ⊛F (p). By Carathe´odory’s theorem (the third one of Remark
2.18) there are vectors w1, w2, . . . , wℓ ∈ >F (p) and nonnegative constants α1, α2, . . . , αℓ
where 1 ≤ ℓ ≤ m+1 such that op =
∑ℓ
k=1 αkwk and
∑ℓ
k=1 αk = 1. Define the linear map
f0 : TpM → TF (p)R by
f0(v) :=
〈
ℓ∑
k=1
αkwk, v
〉
d
dt
∣∣∣∣
F (p)
for all v ∈ TpM . Since
∑ℓ
k=1 αkwk ∈ ⊛F (p), Carathe´odory’s theorem together with
Eqs. (2.13), (2.14) shows that f0 ∈ ∂F (p). Since f0(v) = oF (p) for all v ∈ TpM , rank(f0) =
dim Im f0 = 0, and hence p is singular for F . ✷
Remark 2.21 In [6] and [28] a point p ∈M is called noncritical for F if op 6∈ ⊛F (p).
2.3 Examples I: Singular points of Lipschitz maps
The first example tells us that Definition 2.7 enables us to examine Lipschitz maps which
is C0 but not C1 for behaviour in greater detail.
Example 2.22 Define the map (function) F : R −→ R by
F (x) =
 x2 sin
1
x
(x 6= 0),
0 (x = 0).
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It is easily seen that F is locally Lipschitz. By the definition of F , it is differentiable on
R \ {0}. Since
(2.15) lim
x→0
x sin
1
x
= 0,
an easy computation shows that (dF/dx)(0) = 0. Thus F is differentiable on R. Note
that it is not C1 at x = 0, for
(2.16)
dF
dx
(x) = 2x sin
1
x
− cos
1
x
(x 6= 0).
The advantage of employing Definition 2.7 however lies in the fact that ∂F (0) has points
more than (dF/dx)(0) = 0. Indeed, since | cos(1/x)| ≤ 1 for all x ∈ R, for each α ∈ [−1, 1]
we can easily choose a sequence {x
(α)
i }i∈N ⊂ R which converges to 0 by letting i → ∞
such that limi→∞(dF/dx)(x
(α)
i ) = α ∈ KF (0), and hence KF (0) = [−1, 1]. For instance,
in the case of α = −1/2, set
1
x
(− 1
2
)
i
:=
π
3
+ 2(i− 1)π
for each i ∈ N. It is clear that limi→∞ x
(−1/2)
i = 0. For any p, q ∈ R let τ
p
q : TpR −→ TqR
denote the parallel translation2 along the chord, which means the line segment, of R
joining them. Fix v ∈ T0R, and let v := a(d/dx)|0. From Eqs. (2.13), (2.15), and (2.16),
we have (
lim
i→∞
τ
F (x
(− 12 )
i )
F (0) ◦ dFx(−
1
2 )
i
◦ τ 0
x
(− 12 )
i
)
(v) = lim
i→∞
dF
dx
(x
(− 1
2
)
i ) · a
d
dy
∣∣∣∣
F (0)
(2.17)
= −a · lim
i→∞
cos
(
π
3
+ 2(i− 1)π
)
d
dy
∣∣∣∣
0
= −
a
2
d
dy
∣∣∣∣
0
where y denotes the standard coordinate of the target space R of F . Since(
lim
i→∞
τ
F (x
(− 12 )
i )
F (0) ◦ dFx(−
1
2 )
i
◦ τ 0
x
(− 12 )
i
)
(v) = a
(
lim
i→∞
τ
F (x
(− 12 )
i )
F (0) ◦ dFx(−
1
2 )
i
◦ τ 0
x
(− 12 )
i
)(
d
dx
∣∣∣∣
0
)
,
we obtain
lim
i→∞
τ
F (x
(− 12 )
i )
F (0) ◦ dFx(−
1
2 )
i
◦ τ 0
x
(− 12 )
i
= −
1
2
∈ KF (0)
by Eq. (2.17) under the natural identification L(T0R, TF (0)R) =M(1, 1;R) = R.
Getting back on our topic, since KF (0) = [−1, 1], the second one of Remark 2.8 gives
∂F (0) = [−1, 1]. Since ∂F (0) has the zero map 0, rank(0) = 0 holds, and hence the point
x = 0 is singular for F .
2We will also use this notation in the next example.
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In the next example we observe a monotonicity of Lipschitz functions near their non-
singular points. This observation is true in a general case, i.e., in the next section, we
shall show that of Lipschitz maps between Riemannian manifolds near their nonsingular
points, see Proposition 3.11.
Example 2.23 Let f1(x) := |x| − 1, f2(x) := (x − 2)
2 − 1 on R. Define the map
F : R −→ R by F (x) := max{f1(x), f2(x)} on R, i.e.,
F (x) =
{
x− 1 on [1, 4],
(x− 2)2 − 1 on R \ [1, 4].
which is convex, and hence locally Lipschitz. Note that F is not differentiable at x = 1, 4.
So we will investigate the difference between ∂F (1) and ∂F (4) below.
We first compute ∂F (4). Take any two sequences {α+i }i∈N ⊂ (4,∞) and {α
−
i }i∈N ⊂
(1, 4) such that limi→∞ α
±
i = 4. Fix v ∈ T4R, and let v := a(d/dx)|4. Since α
+
i ∈ (4,∞)
for all i ∈ N, we have, in the same manner of Example 2.22,(
lim
i→∞
τ
F (α+
i
)
F (4) ◦ dFα+i ◦ τ
4
α+i
)
(v) = lim
i→∞
dF
dx
(α+i ) · a
d
dy
∣∣∣∣
F (4)
= a · lim
i→∞
df2
dx
(α+i )
d
dy
∣∣∣∣
3
= a · lim
i→∞
2(α+i − 2)
d
dy
∣∣∣∣
3
= 4a
d
dy
∣∣∣∣
3
where y denotes the standard coordinate of R, which is the target space of F , and hence
we get
G+ := lim
i→∞
τ
F (α+i )
F (4) ◦ dFα+i ◦ τ
4
α+i
= 4 ∈ KF (4).
As well as above, since α−i ∈ (1, 4) for all i ∈ N, we see that(
lim
i→∞
τ
F (α−i )
F (4) ◦ dFα−i ◦ τ
4
α−i
)
(v) = lim
i→∞
df1
dx
(α−i ) · a
d
dy
∣∣∣∣
F (4)
= a
d
dy
∣∣∣∣
3
,
and we thus get
G− := lim
i→∞
τ
F (α−i )
F (4) ◦ dFα−i ◦ τ
4
α−i
= 1 ∈ KF (4)
under the natural identification L(T4R, T3R) = M(1, 1;R) = R. Making convex combi-
nations of G+ and G−, we have λG+ + (1 − λ)G− = λ · 4 + (1 − λ) · 1 = 3λ + 1 for all
λ ∈ [0, 1]. It therefore follows from Carathe´odory’s theorem that ∂F (4) = [1, 4]. Since
∂F (4) does not contain the zero map, the point x = 4 is nonsingular for F . Note that F
is increasing near x = 4.
We finally compute ∂F (1). Take any two sequences {β+i }i∈N ⊂ (1, 4) and {β
−
i }i∈N ⊂
(−∞, 1) such that limi→∞ β
±
i = 1. Since β
+
i ∈ (1, 4) and β
−
i ∈ (−∞, 1) for all i ∈ N, the
same argument above gives
H+ := lim
i→∞
τ
F (β+i )
F (1) ◦ dFβ+i ◦ τ
1
β+i
= lim
i→∞
df1
dx
(β+i ) = 1 ∈ KF (1)
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and
H− := lim
i→∞
τ
F (β−i )
F (1) ◦ dFβ−i ◦ τ
1
β−i
= lim
i→∞
df2
dx
(β−i ) = −2 ∈ KF (1).
Since λH+ + (1 − λ)H− = 3λ − 2 for all λ ∈ [0, 1], we get, by Carathe´odory’s theorem,
that ∂F (1) = [−2, 1], and hence that the point x = 1 is singular for F . In particular F is
not monotone near x = 1 and has the minimum value 0 at x = 1.
Example 2.24 ([7, Remark 1]) Let F : R2 −→ R2 be the map defined by F (x, y) :=
(|x|+y, 2x+|y|). Note that F is not differentiable at (x, y) = (0, 0). Since each coordinate
function of F is convex, the similar calculation as in Example 2.23 gives
∂F (0, 0) =
{(
s 1
2 t
) ∣∣∣∣ |s| ≤ 1, |t| ≤ 1} .
Since det
(
s 1
2 t
)
= st − 2 6= 0 (|s| ≤ 1, |t| ≤ 1), the point (x, y) = (0, 0) is nonsingular
for F .
2.4 Examples II: Critical points of distance functions in the
sense of Grove–Shiohama are singular ones of them in that
of Clarke.
In this section we shall show the heading with a detailed proof. Let M be a complete
Riemannian manifold of dimM = m with a Riemannian metric 〈 · , · 〉, and d the distance
function of it. Fix p ∈M . Define the map dp :M −→ R by
dp(x) := d(p, x)
for all x ∈ M . Note that dp is a Lipschitz function. In what follows, for each x ∈ M
let Br(x)(x) denote a strongly convex open ball, guaranteed by Theorem 2.1, such that
expx |Br(x)(ox) is a diffeomorphism, and Edp a set of Lebesgue measure zero such that the
differential of dp exists onM \Edp . All the geodesics will be normalized in this subsection.
Proposition 2.25 q ∈ M \ {p} is singular for dp in the sense of Clarke if and only if q
is critical for dp in that of Grove–Shiohama.
Proof. Assume that q ∈M \{p} is singular for dp in the sense of Clarke. By Lemma 2.20,
oq ∈ ⊛dp(q) holds where ⊛dp(q) denotes the generalized gradient of dp at q. It follows from
Carathe´odory’s theorem that there are vectors w1, w2, . . . , wℓ ∈ >dp(q) and nonnegative
constants α1, α2, . . . , αℓ where 1 ≤ ℓ ≤ m+1 such that oq =
∑ℓ
k=1 αkwk and
∑ℓ
k=1 αk = 1
where >dp(q) denotes the mixture of the gradient of dp at q. Fix v ∈ TqM . We then have
(2.18) 0 =
〈 ℓ∑
k=1
αkwk, v
〉
=
ℓ∑
k=1
αk〈wk, v〉.
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Since αk ≥ 0 for all k ∈ {1, 2, . . . , ℓ}, Eq. (2.18) shows that there is a number k0 ∈
{1, 2, . . . , ℓ} such that
(2.19) 〈wk0, v〉 ≤ 0.
Since wk0 ∈ >dp(q), there is a sequence {x
(k0)
i }i∈N ⊂ Br(q)(q)\Edp such that limi→∞ x
(k0)
i =
q and limi→∞(grad dp)x(k0)i
= wk0. Since M is complete, for each i ∈ N there is a minimal
geodesic segment γi : [0, dp(x
(k0)
i )] −→ M emanating from p to x
(k0)
i , and hence we obtain
the sequence {γi}i∈N of such geodesics. Since the set Sm−1p := {u ∈ TpM | ‖u‖ = 1} is
compact, we can assume, by taking a subsequence of {(dγi/dt)(0)}i∈N ⊂ Sm−1p if necessary,
that limi→∞(dγi/dt)(0) ∈ Sm−1p exists. Set u := limi→∞(dγi/dt)(0). Since limi→∞ x
(k0)
i =
q, {γi}i∈N converges to a minimal geodesic segment γ∞ : [0, dp(q)] −→M emanating from
p to q given by γ∞(t) = expp tu. Moreover, from [51, Proposition 4.8 of Chap. III] we have
for every i ∈ N,
(2.20) (grad dp)x(k0)i
=
dγi
dt
(dp(x
(k0)
i )).
Note that ‖(grad dp)x(k0)i
‖ = 1 for each i ∈ N. Since Eq. (2.20) gives
wk0 = lim
i→∞
(grad dp)x(k0)i
=
dγ∞
dt
(dp(q)),
we see, by Eq. (2.19), that
0 ≥ 〈wk0, v〉 =
〈
dγ∞
dt
(dp(q)), v
〉
= ‖v‖ cos∠
(
dγ∞
dt
(dp(q)), v
)
,
hence
∠
(
−
dγ∞
dt
(dp(q)), v
)
≤
π
2
,
holds for all v ∈ TqM , and finally q is therefore critical for dp in the sense of Grove–
Shiohama.
We next assume that q is critical for dp in the sense of Grove–Shiohama. Fix v ∈
Sm−1q := {u ∈ TqM | ‖u‖ = 1}. Since q is critical for dp, there is a minimal geodesic
segment σ(v) : [0, dp(q)] −→M emanating from p to q such that
(2.21) ∠
(
−
dσ(v)
dt
(dp(q)), v
)
≤
π
2
.
Since expq |Br(q)(oq) is a diffeomorphism onto Br(q)(q), we have a unique minimal geodesic
cv : (−r(q), r(q)) −→ Br(q)(q) given by cv(s) := expq sv for all s ∈ (−r(q), r(q)). Since
(expq)
−1 is a diffeomorphism from Br(q)(q) onto Br(q)(oq), it follows from [61, Lemma
6.5] that we can choose a sequence {si}i∈N ⊂ (−r(q), r(q)) such that limi→∞ si = 0 and
cv(si) ∈ Br(q)(q) \Edp. To shorten notation we set y
(v)
i := cv(si) for each i ∈ N. Note that
limi→∞ y
(v)
i = q. Since M is complete, for each i ∈ N there is a minimal geodesic segment
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ηi : [0, dp(y
(v)
i )] −→ M emanating from p to y
(v)
i , and hence we get the sequence {ηi}i∈N
of such geodesics. By the same argument above we can assume that {ηi}i∈N converges
to a minimal geodesic segment η∞ : [0, dp(q)] −→ M emanating from p to q. From [51,
Proposition 4.8 of Chap. III],
(2.22) (grad dp)y(v)i
=
dηi
dt
(dp(y
(v)
i ))
holds for each i ∈ N. Since
lim
i→∞
(grad dp)y(v)i
=
dη∞
dt
(dp(q))
by Eq. (2.22), setting w(v) := (dη∞/dt)(dp(q)), we get
(2.23) w(v) = lim
i→∞
(grad dp)y(v)i
∈ >dp(q).
Combining Eqs. (2.21), (2.23) and [23, Lemma 2.1] shows that
∠(−w(v), v) = ∠(− lim
i→∞
(grad dp)y(v)i
, v) ≤ ∠
(
−
dσ(v)
dt
(dp(q)), v
)
≤
π
2
,
and hence we get
(2.24) ∠(w(v), v) ≥
π
2
.
Since the above v ∈ Sm−1q was arbitrarily taken, for each v ∈ S
m−1
q we take w
(v) ∈ >dp(q)
satisfying Eq. (2.24), and we set W := {w(v) ∈ >dp(q) | v ∈ S
m−1
q }. Thanks to Eq. (2.24),
W is not contained in an open half space of TqM , which implies oq ∈ Conv(W ) ⊂ ⊛dp(q).
Lemma 2.20 therefore shows that q is singular for dp. ✷
Lemma 2.26 p is also singular for dp in the sense of Clarke.
Proof. Note that dp is differentiable on Br(p)(p) \ {p}, for the set has no cut points of
p. We first show that >F (p) = Sm−1p . Indeed, since all the geodesics are normalized, it
follows from [51, Proposition 4.8 of Chap. III] that
>dp(p) =
{
w ∈ Sm−1p
∣∣∣∣∣ ∃{xi}i∈N ⊂ Br(p)(p) \ {p} such thatlim
i→∞
xi = p, lim
i→∞
(grad dp)xi = w
}
,
and hence >dp(p) ⊂ S
m−1
p . Thus it is sufficient to prove S
m−1
p ⊂ >dp(p). Fix v ∈ S
m−1
p .
Let σv : (−r(p), r(p)) −→ Br(p)(p) be a minimal geodesic defined by σv(t) := expp tv
for all t ∈ (−r(p), r(p)). Let {ti}i∈N be a sequence of constants ti ∈ (−r(p), r(p)) \ {0}
converging to 0 by letting i → ∞. Set xi := σv(ti) for each i ∈ N. Note that xi ∈
Br(p)(p) \ {p}. Combining the Gauss lemma (cf. [51, (1) of Proposition 2.3 of Chap. III])
and [51, Proposition 4.8 of Chap. III] gives that
(grad dp)σv(ti) =
dσv
dt
(ti) = (d expp)tivv.
Since limi→∞(grad dp)σv(ti) = limi→∞(d expp)tivv = (d expp)opv = v, we get v ∈ >dp(p),
i.e., Sm−1p ⊂ >dp(p) holds. Therefore >dp(p) = S
m−1
p .
Since >dp(p) = S
m−1
p , ⊛dp(p) = Conv(S
m−1
p ) = {X ∈ TpM | ‖X‖ ≤ 1} holds, hence
op ∈ ⊛dp(p), and finally Lemma 2.20 shows that p is singular for dp in that sense. ✷
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3 The adjoint of the generalized differential of Lips-
chitz maps
In this section we shall define the adjoint of the generalized differential of Lipschitz maps
between Riemannian manifolds, and study surjectivity and injectivity of the generalized
differential near a nonsingular point of a given Lipschitz map. Finally we show that the
set of all singular points of the map is a closed set in its source space.
3.1 Adjoints of linear mappings between inner product spaces
In this subsection we have compiled some basic facts on adjoints of linear mappings
between inner product spaces. These facts play an important role in Sections 3.2, 3.3,
and 5.1.
For simplicity let V and W be inner product spaces of finite-dimensions over the field
R, 〈 · , · 〉V and 〈 · , · 〉W inner products of V and W , respectively, and L(V,W ) the set
of all linear mappings of V to W , which is a finite-dimensional vector space. The Riesz
representation theorem3 then gives the following beautiful theorem:
Theorem 3.1 (cf. [49, Theorem 10.1]) For any f ∈ L(V,W ) there exists a unique map
f ∗ : W −→ V satisfying
(3.1) 〈v, f ∗(w)〉V = 〈f(v), w〉W
for all v ∈ V and all w ∈ W . In particular f ∗ is linear.
Definition 3.2 The linear mapping f ∗ : W −→ V defined by Eq. (3.1) is called the
adjoint of f .
In what follows, for each f ∈ L(V,W ) let f ∗ denote the adjoint of it.
Lemma 3.3 (cf. [49, Theorem 10.2]) For any f, g ∈ L(V,W ) and any α ∈ R we have
(i) (f ∗)∗ = f ;
(ii) (f + g)∗ = f ∗ + g∗;
(iii) (αf)∗ = αf ∗.
Lemma 3.4 (cf. [49, Theorem 10.4]) rank(f ∗) = rank(f) holds for all f ∈ L(V,W ).
3.2 Definition of the adjoint of the generalized differential
In this subsection we shall devote ourselves to formulating the notion of the adjoint of
the generalized differential of Lipschitz maps between Riemannian manifolds.
Throughout this subsection letM and N be Riemannian manifolds of dimM = m and
dimN = n with the Riemannian metrics 〈 · , · 〉M and 〈 · , · 〉N , respectively, F : M −→ N
3For any functional λ on V there is a unique a ∈ V such that λ(v) = 〈v, a〉 holds for all v ∈ V .
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a locally Lipschitz map, and KF (p) the mixture of the differential of F at each p ∈ M ,
see Eq. (2.1) for the definition of KF (p).
Fix p ∈M . Choose two strongly convex open balls
Br(p)(p) ⊂M, Bt(p)(F (p)) ⊂ N
satisfying all three properties (i)–(iii) in Lemma 2.2. And L(TF (p)N, TpM) denotes the
mn-dimensional vector space of all linear mappings of TF (p)N to TpM topologized with
the operator norm ‖ · ‖. By Theorem 3.1 there are two nonempty subsets adj(KF (p))
and {KF (p)}
∗ of L(TF (p)N, TpM) given by
adj(KF (p)) := {G
∗ ∈ L(TF (p)N, TpM) |G
∗ is the adjoint of each G ∈ KF (p)}
and
{KF (p)}
∗ :=
{
H∗ ∈ L(TF (p)N, TpM)
∣∣∣∣∣ ∃{xi}i∈N ⊂ Br(p)(p) \ EF such thatlim
i→∞
xi = p, lim
i→∞
τxip ◦ (dFxi)
∗ ◦ τ
F (p)
F (xi)
= H∗
}
where τxip and τ
F (p)
F (xi)
denote parallel translations in the sense of Definition 2.3, and (dFxi)
∗
denotes the adjoint of dFxi at each xi. Note that, from (ii) of Lemma 2.2, each τ
F (p)
F (xi)
:
TF (p)N −→ TF (xi)N is defined in that sense.
Lemma 3.5 adj(KF (p)) = {KF (p)}
∗.
Proof. We first show that adj(KF (p)) ⊂ {KF (p)}
∗. Indeed, fix G∗ ∈ adj(KF (p)). Since
the adjoint G of G∗ is in KF (p) by the definition of adj(KF (p)), there is a sequence
{xi}i∈N ⊂ Br(p)(p) \ EF such that limi→∞ xi = p and limi→∞ τ
F (xi)
F (p) ◦ dFxi ◦ τ
p
xi
= G. Note
that the adjoints of τ pxi and τ
F (xi)
F (p) are the inverses τ
xi
p and τ
F (p)
F (xi)
of them since the parallels
are isometries. For any u ∈ TpM and any v ∈ TF (p)N we have
〈u,G∗(v)〉M = 〈G(u), v〉N = 〈( lim
i→∞
τ
F (xi)
F (p) ◦ dFxi ◦ τ
p
xi
)(u), v〉N
= lim
i→∞
〈(τF (xi)F (p) ◦ dFxi ◦ τ
p
xi
)(u), v〉N = lim
i→∞
〈u, (τxip ◦ (dFxi)
∗ ◦ τF (p)F (xi))(v)〉M
= 〈u, ( lim
i→∞
τxip ◦ (dFxi)
∗ ◦ τ
F (p)
F (xi)
)(v)〉M ,
which implies that G∗ = limi→∞ τ
xi
p ◦ (dFxi)
∗ ◦ τ
F (p)
F (xi)
, hence G∗ ∈ {KF (p)}
∗, and therefore
adj(KF (p)) ⊂ {KF (p)}
∗ holds.
Our next claim is that {KF (p)}
∗ ⊂ adj(KF (p)). Indeed, fix H
∗ ∈ {KF (p)}
∗. Then
there is a sequence {xi}i∈N ⊂ Br(p)(p) \EF such that limi→∞ xi = p and that limi→∞ τ
xi
p ◦
(dFxi)
∗ ◦ τ
F (p)
F (xi)
= H∗. For any u ∈ TpM and any v ∈ TF (p)N we have
〈u,H∗(v)〉M = 〈u, ( lim
i→∞
τxip ◦ (dFxi)
∗ ◦ τ
F (p)
F (xi)
)(v)〉M = lim
i→∞
〈u, (τxip ◦ (dFxi)
∗ ◦ τ
F (p)
F (xi)
)(v)〉M
= 〈( lim
i→∞
τ
F (xi)
F (p) ◦ dFxi ◦ τ
p
xi
)(u), v〉N = 〈u, ( lim
i→∞
τ
F (xi)
F (p) ◦ dFxi ◦ τ
p
xi
)∗(v)〉M ,
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which implies that H∗ = (limi→∞ τ
F (xi)
F (p) ◦ dFxi ◦ τ
p
xi
)∗. Since the adjoint (H∗)∗ of H∗
uniquely exists by Theorem 3.1, limi→∞ τ
F (xi)
F (p) ◦ dFxi ◦ τ
p
xi
= (H∗)∗ ∈ KF (p) holds, i.e.,
H∗ ∈ adj(KF (p)), and hence {KF (p)}
∗ ⊂ adj(KF (p)). ✷
Lemma 3.6 Set
adj(∂F (p)) :=
{
g∗ ∈ L(TF (p)N, TpM) | g
∗ is the adjoint of each g ∈ ∂F (p)
}
where ∂F (p) is the generalized differential of F at p, see Eq. (2.3) for the definition of
∂F (p). Then
(i) adj(∂F (p)) is a nonempty and compact subset of L(TF (p)N, TpM);
(ii) adj(∂F (p)) = Conv({KF (p)}
∗).
Proof. We first show (i) of this lemma. In effect, since ∂F (p) 6= ∅, Theorem 3.1 gives that
adj(∂F (p)) 6= ∅. Take any sequence {g∗i }i∈N ⊂ adj(∂F (p)) where each g
∗
i is the adjoint
of gi ∈ ∂F (p). Since ∂F (p) is compact by Lemma 2.9, the sequence {gi}i∈N ⊂ ∂F (p)
contains a subsequence {gik}k∈N which converges to some point h ∈ ∂F (p) by letting
k →∞. For any u ∈ TpM and any v ∈ TF (p)N we have
〈u, h∗(v)〉M = 〈h(u), v〉N = 〈( lim
k→∞
gik)(u), v〉N = 〈u, ( lim
k→∞
g∗ik)(v)〉M ,
which implies that limk→∞ g
∗
ik
= h∗. Since {gik}k∈N ⊂ {gi}i∈N, and since g
∗
ik
is the adjoint
of gik , it follows from Theorem 3.1 that {g
∗
i }i∈N contains a subsequence {g
∗
ik
}k∈N which
converges to some point h∗ ∈ ∂F (p) by letting k →∞, and hence adj(KF (p)) is compact.
We next show (ii) of this lemma. Indeed, combining the Carathe´odory theorem (the
third one of Remark 2.8), the assertions (ii) and (iii) of Lemma 3.3, and Lemma 3.5 gives
that
adj(∂F (p)) =
{
g∗ ∈ L(TF (p)N, TpM) | g
∗ is the adjoint of each g ∈ ∂F (p)
}
=
g∗ ∈ L(TF (p)N, TpM)
∣∣∣∣ g∗ =
(∑ℓ
i=1 aigi
)∗
, 1 ≤ ℓ ≤ nm+ 1
gi ∈ KF (p), ai ≥ 0,
∑ℓ
i=1 ai = 1

=
{
g∗ ∈ L(TF (p)N, TpM)
∣∣∣∣ g∗ =
∑ℓ
i=1 aig
∗
i , 1 ≤ ℓ ≤ nm+ 1
g∗i ∈ adj(KF (p)), ai ≥ 0,
∑ℓ
i=1 ai = 1
}
=
{
g∗ ∈ L(TF (p)N, TpM)
∣∣∣∣ g∗ =
∑ℓ
i=1 aig
∗
i , 1 ≤ ℓ ≤ mn+ 1
g∗i ∈ {KF (p)}
∗, ai ≥ 0,
∑ℓ
i=1 ai = 1
}
= Conv({KF (p)}
∗),
which is our claim. ✷
Lemma 3.6 makes the following definition allowable:
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Definition 3.7 Set
{∂F (p)}∗ := adj(∂F (p)).
We call {∂F (p)}∗ the adjoint of ∂F (p).
Lemma 3.8 For any p ∈ M , {∂F (p)}∗ is a nonempty, compact, and convex subset of
L(TF (p)N, TpM).
Proof. This statement follows from Lemma 3.6 and [47, Theorem 17.2]. ✷
3.3 Surjectivity and injectivity of the generalized differential
near a nonsingular point
All notations in this subsection are the same as those defined in Section 3.2. First we shall
show surjectivity of the generalized differential of F near a nonsingular point of it where
we assume m ≥ n, and next show injectivity of that where we assume m ≤ n. Finally we
see, by these properties, that the set of all singular points of F is a closed set in M .
Lemma 3.9 For any p ∈ M and any ε > 0 there is a constant µ(p, ε) ∈ (0, r(p)) such
that
τxp ◦ {∂F (x)}
∗ ◦ τ
F (p)
F (x) ⊂ Uε
(
{∂F (p)}∗
)
holds for all F (x) ∈ Bt(p)(F (p)) (x ∈ Bµ(p, ε)(p)) where
τxp ◦ {∂F (x)}
∗ ◦ τ
F (p)
F (x) :=
{
τxp ◦ g
∗ ◦ τ
F (p)
F (x)
∣∣∣ g∗ ∈ {∂F (x)}∗}
and Uε({∂F (p)}
∗) denotes the ε-open neighborhood of {∂F (p)}∗ in L(TF (p)N, TpM).
Proof. Since {∂F (p)}∗ = Conv({KF (p)}
∗) by (ii) of Lemma 3.6, and since (dFx)
∗ (x ∈
Br(p)(p) \ EF ) is bounded in L(TF (p)N, TpM), this lemma follows by the same argument
as in the proof of Lemma 2.11. ✷
Proposition 3.10 Assume m ≥ n. If a point p ∈ M is nonsingular for F , then there
are two constants λ(p) > 0 and δ(p) > 0 satisfying the following properties:
(i) B2λ(p)(p) satisfies (a) and (b) of Theorem 2.1;
(ii) F |B2λ(p)(p) is a Lipschitz map from B2λ(p)(p) into Bt(p)(F (p));
(iii) For any u ∈ Sn−1F (p) := {w ∈ TF (p)N | ‖w‖ = 1} and any x ∈ B2λ(p)(p) there is a vector
V
(u)
x ∈ Sm−1x := {v ∈ TxM | ‖v‖ = 1} such that
〈V (u)x , (g
∗ ◦ τ
F (p)
F (x) )(u)〉M ≥ δ(p)
holds for all g∗ ∈ {∂F (x)}∗. In particular
〈V (u)x , (dFx)
∗(τ
F (p)
F (x) (u))〉M ≥ δ(p)
for all x ∈ B2λ(p)(p) \ EF ;
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(iv) Every x ∈ B2λ(p)(p) is nonsingular for F .
Proof. Let p ∈M be nonsingular for F , and fix it. By Definition 2.12, rank(g) = n holds
for all g ∈ ∂F (p). Then Lemma 3.4 gives rank(g∗) = rank(g) = n for all g∗ ∈ {∂F (p)}∗,
and hence {∂F (p)}∗ has maximal rank. Every g∗ ∈ {∂F (p)}∗ is therefore injective.
Fix u ∈ Sn−1F (p). Set
{∂F (p)}∗u :=
{
g∗(u)
∣∣ g∗ ∈ {∂F (p)}∗} ⊂ TpM.
Lemma 3.8 implies that {∂F (p)}∗u is compact and convex in TpM . Since each g
∗ ∈
{∂F (p)}∗ is injective as we have seen in the above,
op 6∈ {∂F (p)}
∗u
holds where op denotes the origin of TpM . Since {∂F (p)}
∗u is compact and convex, there
is a point a(u) in the boundary Bd({∂F (p)}∗u) such that
‖a(u)‖ = dTpM(op, {∂F (p)}
∗u) > 0,
where dTpM denotes the distance function of TpM , i.e., dTxM(a, b) := ‖a − b‖ for all
a, b ∈ TxM (x ∈M). Since S
n−1
F (p) is compact, there is a constant δ(p) > 0 given by
δ(p) :=
1
2
min
{
‖a(w)‖ |w ∈ Sn−1F (p)
}
,
and hence
dTpM(op, {∂F (p)}
∗u) = ‖a(u)‖ ≥ 2δ(p).
By this inequality there is a constant ε(p) > 0 sufficiently small such that
(3.2) dTpM(op,Uε(p)({∂F (p)}
∗)u) ≥ δ(p)
where Uε(p)({∂F (p)}∗) denotes the closure of the ε(p)-open neighborhood Uε(p)({∂F (p)}
∗)
of {∂F (p)}∗ in L(TF (p)N, TpM). Note that Uε(p)({∂F (p)}∗)u is a compact convex subset
of TpM . Indeed, let Bε(p)(o˜) be a closed ball with centre the origin o˜ of L(TF (p)N, TpM)
and radius ε(p). Since Bε(p)(o˜) and {∂F (p)}∗ are convex in L(TF (p)N, TpM), and since
Uε(p)({∂F (p)}∗) = {∂F (p)}
∗ + Bε(p)(o˜),
it follows from [47, Theorem 3.1] that Uε(p)({∂F (p)}∗) is a compact convex subset in
L(TF (p)N, TpM), and hence Uε(p)({∂F (p)}∗)u is too in TpM .
Fix x ∈ Br(p)(p). Since ‖g
∗(u)‖ ≥ δ(p) for all g∗ ∈ Uε(p)({∂F (p)}∗) by Eq. (3.2), and
since τ px is an isometry,
‖τ px(g
∗(u))‖ = ‖g∗(u)‖ ≥ δ(p)
holds for all g∗ ∈ Uε(p)({∂F (p)}∗), and hence
(3.3) dTxM
(
ox, τ
p
x
(
Uε(p)({∂F (p)}∗)u
))
≥ δ(p)
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where ox denotes the origin of TxM . Since τ
p
x is linear, τ
p
x
(
Uε(p)({∂F (p)}∗)u
)
is a compact
convex subset of TxM . It therefore follows from Eq. (3.3) that there is a point b
(u, x) ∈
Bd
(
τ px
(
Uε(p)({∂F (p)}∗)u
))
such that
(3.4) ‖b(u, x)‖ = dTxM
(
ox, τ
p
x
(
Uε(p)({∂F (p)}∗)u
))
≥ δ(p).
Define a unit tangent vector V
(u)
x at x by
V (u)x :=
1
‖b(u, x)‖
b(u, x) ∈ Sm−1x .
Lemma 3.9 shows now that for ε(p) above there is a constant λ(p) ∈ (0, r(p)/2) for
µ(p, ε) = 2λ(p) := 2λ(p, ε(p)) such that
(3.5) τxp ◦ {∂F (x)}
∗ ◦ τ
F (p)
F (x) ⊂ Uε(p)({∂F (p)}
∗)
holds for all x ∈ B2λ(p)(p), where the parallel translation τ
F (p)
F (x) : TF (p)N −→ TF (x)N is
defined in the sense of Definition 2.3 because F (B2λ(p)(p)) ⊂ Bt(p)(F (p)). Note that,
in this situation, Lemma 2.2 gives the assertions (i) and (ii) of this proposition. Since
Uε(p)({∂F (p)}
∗) ⊂ Uε(p)({∂F (p)}∗), we see, by Eq (3.5), that
(3.6) {∂F (x)}∗τ
F (p)
F (x) (u) ⊂ τ
p
x
(
Uε(p)({∂F (p)}∗)u
)
⊂ TxM
for all x ∈ B2λ(p)(p).
Define the line ℓ : R −→ TxM by ℓ(t) := t V
(u)
x for all t ∈ R. Note that ℓ is passing
through τ px
(
Uε(p)({∂F (p)}∗)u
)
and τ px
(
Uε(p)({∂F (p)}∗)u
)
∩ ℓ(R) 6= {b(u, x)}. Fix g∗ ∈
{∂F (x)}∗. From Eq. (3.6) there is a unique constant t0 > 0 such that
(3.7) t0 ≥ ‖b
(u, x)‖, ∠
(−−−−→
ox ℓ(t0),
−−−−−−−−−−−→
ℓ(t0)g
∗(τ
F (p)
F (x)(u))
)
=
π
2
,
i.e., ℓ(t0) is the foot of the perpendicular from g
∗(τ
F (p)
F (x) (u)) to the line ℓ. Set
θ := ∠
(−−−−→
ox ℓ(t0),
−−−−−−−−−−→
ox g
∗(τ
F (p)
F (x)(u))
)
.
Note here that θ ∈ [0, π/2) because τ px
(
Uε(p)({∂F (p)}∗)u
)
is convex in TxM and ox 6∈
τ px
(
Uε(p)({∂F (p)}∗)u
)
. Since ‖V
(u)
x ‖ = 1, it follows from Eqs. (3.4), (3.7) that
〈V (u)x , g
∗(τ
F (p)
F (x) (u))〉M = ‖V
(u)
x ‖ · ‖g
∗(τ
F (p)
F (x)(u))‖ cos θ = ‖g
∗(τ
F (p)
F (x) (u))‖ cos θ(3.8)
= ‖ℓ(t0)‖ = t0 ≥ ‖b
(u, x)‖ ≥ δ(p),
which is the assertion (iii) in this proposition.
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Furthermore, Eq. (3.8) gives
δ(p) ≤ 〈V (u)x , (g
∗ ◦ τ
F (p)
F (x) )(u)〉M ≤ ‖g
∗(τ
F (p)
F (x) (u))‖,
which implies that every g∗ ∈ {∂F (x)}∗ is injective for all x ∈ B2λ(p)(p). From Lemma
3.4, we have rank(g) = rank(g∗) = n for all g ∈ ∂F (x) (x ∈ B2λ(p)(p)). Thus any point
x ∈ B2λ(p)(p) is nonsingular for F , and hence the assertion (iv) in this proposition holds.
✷
Proposition 3.11 Assume m ≤ n. If a point p ∈ M is nonsingular for F , then there
are two constants λ(p) > 0 and δ(p) > 0 satisfying the following properties:
(i) B2λ(p)(p) satisfies (a) and (b) of Theorem 2.1;
(ii) F |B2λ(p)(p) is a Lipschitz map from B2λ(p)(p) into Bt(p)(F (p));
(iii) For any u ∈ Sm−1p := {w ∈ TpM | ‖w‖ = 1} and any x ∈ B2λ(p)(p) there is a vector
V
(u)
F (x) ∈ S
n−1
F (x) := {v ∈ TF (x)N | ‖v‖ = 1} such that
〈(g ◦ τ px)(u), V
(u)
F (x)〉N ≥ δ(p)
holds for all g ∈ ∂F (x);
(iv) Every x ∈ B2λ(p)(p) is nonsingular for F .
Proof. Let p ∈ M be nonsingular for F , and fix it. Fix u ∈ Sm−1p . Set ∂F (p)u :=
{g(u) | g ∈ ∂F (p)}. Lemma 2.9 shows that ∂F (p)u is compact and convex in TF (p)N .
Since p is nonsingular for F , ∂F (p) has maximal rank m, hence every g ∈ ∂F (p) is
injective, and finally oF (p) 6∈ ∂F (p)u. Thanks to Lemma 2.11 the same argument as in
the proof of Proposition 3.10 works for ∂F (p)u, so the details are left to the reader. ✷
Remark 3.12 We give here three remarks on Propositions 3.10 and 3.11.
1. Proposition 3.10 is a completely new result.
2. Clarke very first showed the same statement as in Proposition 3.11 in the case where
both M and N are Euclidean spaces of the same dimension, see [7, Lemma 3].
3. Without mentioning Proposition 3.11 we applied it in the proof of [28, Lemma 2.21],
so we did not give that proof in [28] at all. The proof of [28, Lemma 2.21] is therefore
supplemented with this article.
Propositions 3.10 and 3.11 yield the following corollary:
Corollary 3.13 The set of all singular points of F is a closed set in M .
Proof. Let Sing(F ) denote the set of all singular points of F . In order to prove this
corollary we will show that M \ Sing(F ) is open in M . Fix p ∈ M \ Sing(F ). We first
assume m ≥ n. By the property (iv) of Proposition 3.10 we can find a constant λ(p) > 0
such that any point x ∈ B2λ(p)(p) is nonsingular for F , hence B2λ(p)(p) ⊂ M \ Sing(F ),
and finally M \ Sing(F ) is open. By applying that of Proposition 3.11 the same proof
works for m ≤ n. ✷
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4 Smooth approximation of Lipschitz maps between
Riemannian manifolds
In this section, inspired by the studies of [15], [17] armed with Section 2, [20], [21], [24],
[53], and [65], we shall define a smooth approximation of an arbitrary Lipschitz map
between Riemannian manifolds, and study not only properties of it but also those of its
differential. Several properties of approximations have been investigated in [28]. However,
since we have not given detailed proofs of them, we will give here proofs of them in full
detail with sharper estimates than those in [28].
Throughout this section let M be a compact Riemannian manifold of dimM = m, N
a Riemannian manifold of dimN = n, dM and dN the distance functions of M and N ,
respectively, and
F : M −→ N
a Lipschitz map.
4.1 Setting the stage
Let inj(M) denote the injectivity radius of M , which is defined by
(4.1) inj(M) := inf{injp(M) | p ∈M}
where injp(M) denotes the supremum of all r > 0 for which expp |Br(op) is a diffeomorphism.
By the compactness ofM , inj(M) has a positive lower bound, so that inj(M)/2 is positive.
Thus the open set (0, inj(M)/2) ⊂ R is not empty. We then have the following lemma:
Lemma 4.1 There is a finite set {p1, p2, . . . , pk} ⊂M such that
(I) for each pi ∈ {p1, p2, . . . , pk} both Br(pi)(pi) ⊂ M and Bt(pi)(F (pi)) ⊂ N satisfy the
properties (i) and (ii) of Lemma 2.2 for p = pi;
(II) r(pi) ∈ (0, inj(M)/2) for all pi ∈ {p1, p2, . . . , pk};
(III) M =
⋃k
i=1Br(pi)(pi).
Proof. For any p ∈ M we have two strongly convex open balls Br(p)(p) ⊂ M and
Bt(p)(F (p)) ⊂ N with the two properties (i) and (ii) of Lemma 2.2, i.e.,
• both Br(p)(p) and Bt(p)(F (p)) satisfy (a) and (b) of Theorem 2.1;
• F (Br(p)(p)) ⊂ Bt(p)(F (p)).
Then M =
⋃
p∈M Br(p)(p) holds. By the definition of inj(M) we can assume, without loss
of generality, that
r(p) ∈ (0, inj(M)/2)
for all p ∈ M . Form the compactness of M there is a finite set {p1, p2, . . . , pk} ⊂ M
satisfying the properties (I), (II), and (III) of this lemma. ✷
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Moreover we set the following stage by applying the Nash embedding theorem [37]:
Let
N be isometrically embedded into the Euclidean space Rℓ
with the canonical Riemannian metric 〈 · , · 〉 where ℓ ≥ max{m,n+1}. In this situation,
F becomes a Lipschitz map from M into N ⊂ Rℓ, and hence we set
F˜ := F : M −→ N ⊂ Rℓ.
Remark 4.2 In the case where N = R, we do not need to embed N into Rℓ, and hence
we do not write the symbol ˜ on the top of the Lipschitz function F : M −→ R.
From now on we shall use the notations
inj(M), {Br(pi)(pi)}
k
i=1, {Bt(pi)(F (pi))}
k
i=1, and F˜
in the same sense as above.
4.2 The local smooth approximation of Lipschitz maps
In this subsection we shall define the local smooth approximation of F˜ : M −→ N ⊂ Rℓ
on each strongly convex ball Br(pi)(pi) ⊂ M as the Riemannian convolution smoothing,
and show several properties of it.
Fix pi ∈ {p1, p2, . . . , pk}. Since
exppi |Binj(M)(opi ) : Binj(M)(opi) −→ Binj(M)(pi)
is a diffeomorphism, we can define the map F (i) : Binj(M)(opi) −→ N ⊂ R
ℓ by
F (i) := F˜ ◦ exppi |Binj(M)(opi ).
Choose an orthonormal basis e
(i)
1 , e
(i)
2 , . . . , e
(i)
m for TpiM . Since we have the coordinates
(y
(i)
1 , y
(i)
2 , . . . , y
(i)
m ) with respect to e
(i)
1 , e
(i)
2 , . . . , e
(i)
m on TpiM , we can thus identify TpiM
with Rm. Moreover, let (z1, z2, . . . , zℓ) be the standard coordinates of Rℓ. We then have
the coordinate representation
F (i) = (F
(i)
1 ,F
(i)
2 , . . . ,F
(i)
ℓ )
of F (i) defined by F
(i)
j := zj ◦ F
(i) for each j ∈ {1, 2, . . . , ℓ}. Furthermore, let ρ(i) :
TpiM −→ R be a smooth function given by
ρ(i)(y) =
 α · e
−1/(1−‖y‖2) (y ∈ B1(opi)),
0 (y ∈ TpiM \ B1(opi))
where the constant α is chosen so that
∫
y ∈TpiM
ρ(i)(y)dy = 1. The Riemannian mollifier
ρ
(i)
ε is then defined by
(4.2) ρ(i)ε (y) :=
1
εm
ρ(i)
(y
ε
)
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for all y ∈ TpiM , which is a nonnegative smooth function on TpiM and satisfies
(4.3) supp ρ(i)ε = Bε(opi) and
∫
TpiM
ρ(i)ε (y)dy = 1,
see for instance [21], [30], or [65].
We now define the convolution smoothing of F˜ as follows:
Definition 4.3 Fix pi ∈ {p1, p2, . . . , pk} and ε ∈ (0, inj(M)/2). We define the map
F˜
(pi)
ε : Br(pi)(pi) −→ R
ℓ by
F˜ (pi)ε (q)(4.4)
:=
∫
y ∈TpiM
ρ(i)ε (y)F
(i)(exp−1pi q − y)dy
=
(∫
TpiM
ρ(i)ε (y)F
(i)
1 (exp
−1
pi
q − y)dy, . . . ,
∫
TpiM
ρ(i)ε (y)F
(i)
ℓ (exp
−1
pi
q − y)dy
)
for all q ∈ Br(pi)(pi).
Remark 4.4 We give four remarks on Definition 4.3 under the conditions stated above:
1. Since ∫
TpiM
ρ(i)ε (y)F
(i)
j (exp
−1
pi
q − y)dy =
∫
TpiM
ρ(i)ε (exp
−1
pi
q − y)F
(i)
j (y)dy
for each j = 1, 2, . . . , ℓ (see for instance [21], [30], or [65]), we observe that
F˜ (pi)ε (q) =
∫
TpiM
ρ(i)ε (y)F
(i)(exp−1pi q − y)dy =
∫
TpiM
ρ(i)ε (exp
−1
pi
q − y)F (i)(y)dy
for all q ∈ Br(pi)(pi).
2. Fix q ∈ Br(pi)(pi) and y ∈ Bε(opi). We see, by the triangle inequality and (II) of
Lemma 4.1, that
(4.5) ‖ exp−1pi q − y‖ ≤ ‖ exp
−1
pi
q‖+ ‖y‖ < r(pi) + ε < inj(M),
and hence F (i)(exp−1pi q − y) exists. Moreover, since supp ρ
(i)
ε = Bε(opi),
(4.6) F˜ (pi)ε (q) =
∫
y ∈Bε(opi )
ρ(i)ε (y)F
(i)(exp−1pi q − y)dy
holds, and hence F˜
(pi)
ε (q) exists.
3. Since each
∫
TpiM
ρ
(i)
ε (y)F
(i)
j (exp
−1
pi
q − y)dy is smooth (see for instance [21], [30], or
[65]), F˜
(pi)
ε is too.
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4. In the case where N = R, the convolution smoothing (4.4) of the Lipschitz function
F : M −→ R is given by
(4.7) F˜ (pi)ε (q) :=
∫
y ∈TpiM
ρ(i)ε (y)(F ◦ exppi)(exp
−1
pi
q − y)dy.
For each ε ∈ (0, inj(M)/2) we set
(4.8) Λ(ε) := max{Lip(exppi |Br(pi)+ε(opi )) | pi ∈ {p1, p2, . . . , pk}}
where Lip(exppi |Br(pi)+ε(opi )) denotes the Lipschitz constant of exppi |Br(pi)+ε(opi ), i.e.,
Lip(exppi |Br(pi)+ε(opi )) := sup
{
dM(exppi u, exppi v)
‖u− v‖
∣∣∣∣ u, v ∈ Br(pi)+ε(opi), u 6= v} .
Remark 4.5 Since r(pi) + ε < inj(M) for each pi ∈ {p1, p2, . . . , pk}, exppi |Br(pi)+ε(opi ) is a
diffeomorphism, and hence Λ(ε) converges to a positive constant by letting ε ↓ 0.
The next lemma tells us that F˜
(pi)
ε is certainly a local smooth approximation of F˜ on
Br(pi)(pi).
Lemma 4.6 Fix ε ∈ (0, inj(M)/2). Then
‖F˜ (pi)ε (q)− F˜ (q)‖ ≤ ε · Λ(ε) · Lip(F )
holds for all q ∈ Br(pi)(pi) (i ∈ {1, 2, . . . , k}) where ‖ · ‖ denotes the Euclidean norm of
Rℓ, and Lip(F ) is the Lipschitz constant of F defined by Eq. (1.3).
Proof. Fix pi ∈ {p1, p2, . . . , pk}, q ∈ Br(pi)(pi), and ε ∈ (0, inj(M)/2). We then see, by
Eq. (4.5), that
exp−1pi q − y ∈ Br(pi)+ε(opi)
for all y ∈ Bε(opi). Note that exp
−1
pi
q ∈ Br(pi)+ε(opi) also holds for all y ∈ Bε(opi).
32
Combining Eqs. (4.3) and (4.6) thus shows that
‖F˜ (pi)ε (q)− F˜ (q)‖ =
∥∥∥∥ ∫
TpiM
ρ(i)ε (y)F
(i)(exp−1pi q − y)dy −
∫
TpiM
ρ(i)ε (y)F˜ (q)dy
∥∥∥∥
≤
∫
Bε(opi )
ρ(i)ε (y)
∥∥F (i)(exp−1pi q − y)− F˜ (q)∥∥dy
=
∫
Bε(opi )
ρ(i)ε (y)
∥∥F˜ (exppi(exp−1pi q − y))− F˜ (q)∥∥dy
≤
∫
Bε(opi )
ρ(i)ε (y)dN(F˜ (exppi(exp
−1
pi
q − y)), F˜ (q))dy
≤ Lip(F )
∫
Bε(opi )
ρ(i)ε (y)dM(exppi(exp
−1
pi
q − y), exppi(exp
−1
pi
q))dy
≤ Lip(F ) · Lip(exppi |Br(pi)+ε(opi ))
∫
Bε(opi )
ρ(i)ε (y)‖y‖ dy
≤ ε · Lip(F ) · Lip(exppi |Br(pi)+ε(opi )) ≤ ε · Λ(ε) · Lip(F ).
✷
Fix pi ∈ {p1, p2, . . . , pk} and ε ∈ (0, inj(M)/2). We now construct Jacobi fields on
Binj(M)(pi) from some geodesic variations with the initial point pi. The reason why we
construct such fields is that the differential of F˜
(pi)
ε can be described via the field, see
Lemma 4.7: For each q ∈ Br(pi)(pi) we set
Sm−1q := {v ∈ TqM | ‖v‖ = 1}.
Fix v ∈ Sm−1q . For δ > 0 sufficiently small let cv : (−δ, δ) −→ Br(pi)(pi) be a minimal
geodesic segment defined by
cv(s) := expq sv
for all s ∈ (−δ, δ). Note that cv(0) = q and (dcv/ds)(0) = v. Since cv(s) ∈ Br(pi)(pi) for
all s ∈ (−δ, δ), we observe, by the same argument as in Eq. (4.5), that
(4.9) exp−1pi cv(s)− y ∈ Binj(M)(opi)
for all s ∈ (−δ, δ) and y ∈ Bε(opi). Since
exppi(exp
−1
pi
cv(s)− y) ∈ Binj(M)(pi)
holds for all s ∈ (−δ, δ) and y ∈ Bε(opi) from Eq. (4.9), for each y ∈ Bε(opi) we can define
the smooth map ϕ
(v)
y : [0, 1]× (−δ, δ) −→ Binj(M)(pi) by
ϕ(v)y (t, s) := exppi t[exp
−1
pi
cv(s)− y]
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for all (t, s) ∈ [0, 1]× (−δ, δ). The map ϕ
(v)
y is a geodesic variation with the initial point
pi of the minimal geodesic segment
(4.10) ϕ(v)y (t, 0) = exppi t(exp
−1
pi
q − y), t ∈ [0, 1],
emanating from ϕ
(v)
y (0, 0) = pi to ϕ
(v)
y (1, 0) = exppi(exp
−1
pi
q − y). We then get the Jacobi
field
(4.11) J (v)y (t) :=
∂ϕ
∂s
(t, 0)
along ϕ
(v)
y (t, 0) for all t ∈ [0, 1], which satisfies the initial conditions
J (v)y (0) = opi,
DJ
(v)
y
dt
(0) =
d[exp−1pi cv(s)− y]
ds
(0).
In what follows, for simplicity of notation, we set
(4.12) qi(y) := ϕ
(v)
y (1, 0) = exppi(exp
−1
pi
q − y).
The differential (dF˜
(pi)
ε )q(v) of F˜
(pi)
ε at q is then described via J
(v)
y (1) as follows:
Lemma 4.7 For any q ∈ Br(pi)(pi) and v ∈ S
m−1
q ,
(dF˜ (pi)ε )q(v) =
∫
y ∈Bε(opi )
ρ(i)ε (y)dF˜qi(y)(J
(v)
y (1))dy
holds.
Proof. Fix q ∈ Br(pi)(pi) and v ∈ S
m−1
q . Since F˜ : M −→ N ⊂ R
ℓ, it follows from the
definition of the differential of smooth maps (cf. [59]) and Eqs. (4.6), (4.12) that
(dF˜ (pi)ε )q(v) =
d(F˜
(pi)
ε ◦ cv)
ds
(0) =
d
ds
∣∣∣∣
0
(F˜ (pi)ε ◦ cv)(s)
=
d
ds
∣∣∣∣
0
∫
Bε(opi )
ρ(i)ε (y)F
(i)(exp−1pi cv(s)− y)dy
=
d
ds
∣∣∣∣
0
∫
Bε(opi )
ρ(i)ε (y)F˜ (exppi[exp
−1
pi
cv(s)− y])dy
=
d
ds
∣∣∣∣
0
∫
Bε(opi )
ρ(i)ε (y)F˜ (ϕ
(v)
y (1, s))dy =
∫
Bε(opi )
ρ(i)ε (y)
d(F˜ ◦ ϕ(v)y )
ds
(1, 0)dy
=
∫
Bε(opi )
ρ(i)ε (y)dF˜qi(y)
(
∂ϕ
∂s
(1, 0)
)
dy =
∫
Bε(opi )
ρ(i)ε (y)dF˜qi(y)(J
(v)
y (1))dy.
✷
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Lemma 4.8 There is a constant ω(M) ∈ (0, inj(M)/2) such that if ε ∈ (0, ω(M)), then
the parallel translation
τ qqi(y) : TqM −→ Tqi(y)M
is defined in the sense of Definition 2.3 for all y ∈ Bε(opi) and q ∈ Br(pi)(pi) (i ∈
{1, 2, . . . , k}).
Proof. We see, by Remark 4.5, that for inj(M)/2 there is a constant ω(M) ∈ (0, inj(M)/2)
such that
ε · Λ(ε) <
inj(M)
2
for all ε ∈ (0, ω(M)). Fix ε ∈ (0, ω(M)), and let y ∈ Bε(opi) and q ∈ Br(pi)(pi). Since
exp−1pi q − y ∈ Br(pi)+ε(opi) by Eq. (4.5), and since exp
−1
pi
q ∈ Br(pi)+ε(opi), Eq. (4.12) gives
dM(q, qi(y)) = dM(q, ϕ
(v)
y (1, 0)) = dM(exppi(exp
−1
pi
q), exppi(exp
−1
pi
q − y))
≤ Lip(exppi |Br(pi)+ε(opi )) · ‖y‖
≤ Λ(ε) · ε <
inj(M)
2
,
and hence there is a unique minimal geodesic segment emanating from q to qi(y). The
parallel translation τ qqi(y) : TqM −→ Tqi(y)M is therefore defined in the sense of Definition
2.3. ✷
Fix ε ∈ (0, ω(M)). We finally estimate the upper bound of ‖dF˜
(pi)
ε ‖ as follows:
Lemma 4.9 For any q ∈ Br(pi)(pi) and v ∈ S
m−1
q ,
‖(dF˜ (pi)ε )q(v)‖ ≤ Lip(F ){1 + sup
y∈Bε(opi )
‖J (v)y (1)− τ
q
qi(y)
(v)‖}
holds. Note here that, from Lemma 4.8, the parallel translation τ qqi(y) : TqM −→ Tqi(y)M
is defined.
Proof. Fix q ∈ Br(pi)(pi) and v ∈ S
m−1
q . By Lemma 4.7 we have
(dF˜ (pi)ε )q(v)(4.13)
=
∫
Bε(opi )
ρ(i)ε (y)dF˜qi(y)
(
J (v)y (1)
)
dy
=
∫
Bε(opi )
ρ(i)ε (y)dF˜qi(y)
(
J (v)y (1)− τ
q
qi(y)
(v) + τ qqi(y)(v)
)
dy
=
∫
Bε(opi )
ρ(i)ε (y)dF˜qi(y)
(
J (v)y (1)− τ
q
qi(y)
(v)
)
dy +
∫
Bε(opi )
ρ(i)ε (y)dF˜qi(y)
(
τ qqi(y)(v)
)
dy.
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Since τ qqi(y) is an isometry, it follows from Eqs. (4.3), (4.13), and the triangle inequality
that
‖(dF˜ (pi)ε )q(v)‖
≤
∥∥∥∥ ∫
Bε(opi )
ρ(i)ε (y)dF˜qi(y)(J
(v)
y (1)− τ
q
qi(y)
(v))dy
∥∥∥∥+ ∥∥∥∥ ∫
Bε(opi )
ρ(i)ε (y)dF˜qi(y)(τ
q
qi(y)
(v))dy
∥∥∥∥
≤
∫
Bε(opi )
ρ(i)ε (y)‖dF˜qi(y)(J
(v)
y (1)− τ
q
qi(y)
(v))‖dy +
∫
Bε(opi )
ρ(i)ε (y)‖dF˜qi(y)(τ
q
qi(y)
(v))‖dy
≤ Lip(F )
∫
Bε(opi )
ρ(i)ε (y)‖J
(v)
y (1)− τ
q
qi(y)
(v)‖dy + Lip(F )
∫
Bε(opi )
ρ(i)ε (y)‖τ
q
qi(y)
(v)‖dy
≤ Lip(F ) · sup
y∈Bε(opi )
‖J (v)y (1)− τ
q
qi(y)
(v)‖+ Lip(F )
= Lip(F ){1 + sup
y∈Bε(opi )
‖J (v)y (1)− τ
q
qi(y)
(v)‖},
which is the desired conclusion. ✷
4.3 The global smooth approximation of Lipschitz maps
In this subsection we shall first define the global smooth approximation F˜ε of F˜ by com-
bining local smooth approximations of F˜ via a smooth partition of unity, and investigate
not only properties of F˜ε but also those of the differential of F˜ε.
Since M is compact, there is a smooth partition of unity {ψi}
k
i=1 subordinate to
{Br(pi)(pi)}
k
i=1 (cf. [59]), which is a collection of nonnegative smooth functions ψi : M −→
R (i = 1, 2, . . . , k) such that
suppψi ⊂ Br(pi)(pi),
k∑
i=1
ψi = 1.
Definition 4.10 Fix ε ∈ (0, inj(M)/2). We define the smooth map F˜ε : M −→ Rℓ by
(4.14) F˜ε(q) :=
k∑
i=1
ψi(q)F˜
(pi)
ε (q)
for all q ∈ M where each F˜
(pi)
ε denotes the local smooth approximation of F˜ , defined by
Eq. (4.4), on Br(pi)(pi).
The following lemma says that F˜ε is the global smooth approximation of F˜ .
Lemma 4.11 Fix ε ∈ (0, inj(M)/2). We then have
(4.15) ‖F˜ε(q)− F˜ (q)‖ ≤ ε · Λ(ε) · Lip(F )
for all q ∈M where Λ(ε) is the constant given by Eq. (4.8).
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Proof. Fix q ∈ M . Since
∑k
i=1 ψi(q) = 1, we see, by the triangle inequality and Lemma
4.6, that
‖F˜ε(q)− F˜ (q)‖ =
∥∥ k∑
i=1
ψi(q)F˜
(pi)
ε (q)− F˜ (q)
∥∥ = ∥∥ k∑
i=1
ψi(q)F˜
(pi)
ε (q)−
k∑
i=1
ψi(q)F˜ (q)
∥∥
=
∥∥ k∑
i=1
ψi(q){F˜
(pi)
ε (q)− F˜ (q)}
∥∥ ≤ k∑
i=1
ψi(q)‖F˜
(pi)
ε (q)− F˜ (q)‖
≤ ε · Λ(ε) · Lip(F ),
which is Eq. (4.15). ✷
We next estimate the upper bound of ‖dF˜ε‖. For this we first show the following
lemma:
Lemma 4.12 For any η > 0 there is a constant ε˜(η) ∈ (0, ω(M)) such that
sup{‖J (v)y (1)− τ
q
qi(y)
(v)‖ | q ∈ suppψi, v ∈ S
m−1
q , y ∈ Bε˜(η)(opi)} < η
for all i ∈ {1, 2, . . . , k}, where ω(M) is the constant as in Lemma 4.8, and J
(v)
y denotes the
Jacobi field defined by Eq. (4.11) along the geodesic ϕ
(v)
y (t, 0) given by Eq. (4.10) emanating
from ϕ
(v)
y (0, 0) = pi to ϕ
(v)
y (1, 0) = qi(y) where i ∈ {1, 2, . . . , k}. Note here that from
Lemma 4.8 the parallel translation τ qqi(y) : TqM −→ Tqi(y)M is defined in the sense of
Definition 2.3.
Proof. Fix pi ∈ {p1, p2, . . . , pk}, q ∈ suppψi, and v ∈ Sm−1q . Note that q ∈ Br(pi)(pi), for
suppψi ⊂ Br(pi)(pi). If y = opi, then we observe J
(v)
y (1) = J
(v)
opi
(1) = v and τ qqi(y)(v) =
τ qqi(opi )
(v) = τ qq (v) = v. Thus
(4.16) J (v)opi (1) = τ
q
qi(opi )
(v)
holds. Fix ε ∈ (0, ω(M)). Since q ∈ Br(pi)(pi), it follows from Lemma 4.8 that τ
q
qi(y)
:
TqM −→ Tqi(y)M is defined in the sense of Definition 2.3 for all y ∈ Bε(opi). Define the
function H : Bε(opi) −→ R by H(y) := ‖J
(v)
y (1) − τ
q
qi(y)
(v)‖ for all y ∈ Bε(opi). Since
H(opi) = 0 by Eq. (4.16), and since H is continuous on Bε(opi), for any η > 0 there is a
constant ε(i)(q, v, η) ∈ (0, ε] such that if y ∈ Bε(i)(q, v, η)(opi), then
(4.17) |H(opi)−H(y)| < η.
Since |H(opi)−H(y)| = H(y) = ‖J
(v)
y (1)− τ
q
qi(y)
(v)‖, we see, by Eq. (4.17), that
‖J (v)y (1)− τ
q
qi(y)
(v)‖ < η
for all y ∈ Bε(i)(q,v,η)(opi). For each η > 0 we set
ε˜(η) := min{ε(i)(q, v, η) > 0 | q ∈ suppψi, v ∈ S
m−1
q , i ∈ {1, 2, . . . , k}}.
For any η > 0 we therefore have ‖J
(v)
y (1) − τ
q
qi(y)
(v)‖ < η for all q ∈ suppψi, v ∈ Sm−1q ,
and y ∈ Bε˜(η)(opi) (i ∈ {1, 2, . . . , k}). ✷
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Lemma 4.13 For any η > 0 there is a constant ε(η) ∈ (0, ω(M)) such that if ε ∈
(0, ε(η)), then
‖(dF˜ε)q(v)‖ < (1 + η) Lip(F )
holds for all q ∈M and v ∈ Sm−1q .
Proof. Fix ε ∈ (0, ω(M)), q ∈M , and v ∈ Sm−1q . Since
∑k
i=1 ψi(q) = 1,
(4.18)
k∑
i=1
(dψi)q(v) = 0
holds. Since F˜ε(q) =
∑k
i=1 ψi(q)F˜
(pi)
ε (q), we see, by Eq. (4.18), that
(dF˜ε)q(v) =
k∑
i=1
(dψi)q(v)F˜
(pi)
ε (q) +
k∑
i=1
ψi(q)(dF˜
(pi)
ε )q(v)(4.19)
=
k∑
i=1
(dψi)q(v)F˜
(pi)
ε (q)− 0 · F˜ (q) +
k∑
i=1
ψi(q)(dF˜
(pi)
ε )q(v)
=
k∑
i=1
(dψi)q(v){F˜
(pi)
ε (q)− F˜ (q)}+
k∑
i=1
ψi(q)(dF˜
(pi)
ε )q(v).
By Lemma 4.12, for any η > 0 there is a constant ε˜′(η) ∈ (0, ω(M)) such that if
ε ∈ (0, ε˜′(η)), then sup{‖J
(v)
y (1) − τ
q
qi(y)
(v)‖ | y ∈ Bε˜′(η)(opi)} < η for all i ∈ {1, 2, . . . , k}
with q ∈ suppψi, and hence
k∑
i=1
ψi(q) · sup{‖J
(v)
y (1)− τ
q
qi(y)
(v)‖ | y ∈ Bε˜′(η)(opi)} < η.
For any η > 0 we then have the positive constant Cη(q) given by
Cη(q) := η −
k∑
i=1
ψi(q) · sup{‖J
(v)
y (1)− τ
q
qi(y)
(v)‖ | y ∈ Bε˜′(η)(opi)}.
Moreover, since limε↓0 ε · Λ(ε) = 0 by Remark 4.5, there is a constant ε(η) ∈ (0, ω(M))
such that if ε ∈ (0, ε(η)), then
ε · Λ(ε) <
Cη(q)
k · C0
.
Here we set
(4.20) C0 := max{|(dψi)x(w)| | x ∈M, w ∈ S
m−1
x , i ∈ {1, 2, . . . , k}} (> 0)
where Sm−1x := {w ∈ TxM | ‖w‖ = 1}.
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We therefore see that, by Eq. (4.19), the triangle inequality, and Lemmas 4.6 and 4.9,
that for any η > 0 and any ε ∈ (0, ε(η)),
‖(dF˜ε)q(v)‖ ≤
k∑
i=1
|(dψi)q(v)| · ‖F˜
(pi)
ε (q)− F˜ (q)‖+
k∑
i=1
ψi(q)‖(dF˜
(pi)
ε )q(v)‖
≤ ε · Λ(ε) · Lip(F )
k∑
i=1
|(dψi)q(v)|
+ Lip(F )
k∑
i=1
ψi(q){1 + sup
y∈Bε˜′(η)(opi )
‖J (v)y (1)− τ
q
qi(y)
(v)‖}
≤ ε · Λ(ε) · Lip(F ) · k · C0
+ Lip(F )
k∑
i=1
ψi(q){1 + sup
y∈Bε˜′(η)(opi )
‖J (v)y (1)− τ
q
qi(y)
(v)‖}
< Lip(F ) · Cη(q) + Lip(F )
k∑
i=1
ψi(q){1 + sup
y∈Bε˜′(η)(opi )
‖J (v)y (1)− τ
q
qi(y)
(v)‖}
= Lip(F ) ·
{
η −
k∑
i=1
ψi(q) · sup{‖J
(v)
y (1)− τ
q
qi(y)
(v)‖ | y ∈ Bε˜′(η)(opi)}
}
+ Lip(F )
k∑
i=1
ψi(q){1 + sup
y∈Bε˜′(η)(opi )
‖J (v)y (1)− τ
q
qi(y)
(v)‖}
= Lip(F )(1 + η),
which is the assertion. ✷
Lemma 4.14 Let EF˜ ⊂M denote a set of Lebesgue measure zero such that dF˜ exists on
M \ EF˜ . For any q ∈ M \ EF˜ and any η > 0 there is a constant ε(q, η) ∈ (0, inj(M)/2)
such that if ε ∈ (0, ε(q, η)), then
‖(dF˜ε)q(v)− (dF˜ )q(v)‖ < η
holds for all v ∈ Sm−1q .
Proof. Fix q ∈ M \ EF˜ and v ∈ S
m−1
q . There is a set {j1, j2, . . . , js} ⊆ {1, 2, . . . , k} such
that q ∈ suppψj for all j ∈ {j1, j2, . . . , js}. Fix j ∈ {j1, j2, . . . , js}. Since
∫
TpjM
ρ
(j)
ε (y)dy =
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1, it follows from Lemma 4.7 for i = j that for each ε ∈ (0, inj(M)/2),∥∥(dF˜ (pj)ε )q(v)− dF˜q(v)∥∥ = ∥∥∥∥ ∫
Bε(opi )
ρ(j)ε (y)dF˜qj(y)(J
(v)
y (1))dy − dF˜q(v)
∥∥∥∥(4.21)
=
∥∥∥∥∥
∫
Bε(opj )
ρ(j)ε (y){dF˜qj(y)(J
(v)
y (1))− dF˜q(v)}dy
∥∥∥∥∥
≤
∫
Bε(opj )
ρ(j)ε (y)‖dF˜qj(y)(J
(v)
y (1))− dF˜q(v)‖dy.
If y = oj , then dF˜qj(y)(J
(v)
y (1)) = dF˜qj(oj)(J
(v)
oj (1)) = dF˜q(v) holds. Hence, for any η > 0
there is a constant ε(j)(q, v, η) ∈ (0, inj(M)/2) such that if ε ∈ (0, ε(j)(q, v, η)), then
(4.22) ‖dF˜qj(y)(J
(v)
y (1))− dF˜q(v)‖ <
η
2
for almost all y ∈ Bε(oj). For each η > 0 we set
ε′(q, η) := min{ε(j)(q, v, η) | j ∈ {j1, j2, . . . , js}, v ∈ S
m−1
q }.
In virtue of Eq. (4.22), we conclude, from Eq. (4.21), that for any η > 0,
(4.23)
∥∥(dF˜ (pj)ε )q(v)− dF˜q(v)∥∥ < η2
holds for all j ∈ {j1, j2, . . . , js} and ε ∈ (0, ε
′(q, η)).
Since limε↓0 ε · Λ(ε) = 0, for any η > 0 there is a constant ε˜(η) ∈ (0, inj(M)/2) such
that if ε ∈ (0, ε˜(η)), then
(4.24) ε · Λ(ε) <
η
2k · Lip(F ) · C0
where C0 is the positive constant defined by Eq. (4.20). For each η > 0 we then have a
positive constant
ε(q, η) := min{ε′(q, η), ε˜(η)}.
Since
∑k
i=1 ψi(q) = 1, we see, by Eqs. (4.19), (4.23), and (4.24), the triangle inequality,
and Lemma 4.11, that for any η > 0 and any ε ∈ (0, ε(q, η)),∥∥(dF˜ε)q(v)− dF˜q(v)∥∥
=
∥∥∥∥ k∑
i=1
(dψi)q(v){F˜
(pi)
ε (q)− F˜ (q)}+
k∑
i=1
ψi(q){(dF˜
(pi)
ε )q(v)− dF˜q(v)}
∥∥∥∥
≤
k∑
i=1
|(dψi)q(v)| ·
∥∥F˜ (pi)ε (q)− F˜ (q)}∥∥+ k∑
i=1
ψi(q)
∥∥(dF˜ (pi)ε )q(v)− dF˜q(v)∥∥
< ε · Λ(ε) · k · Lip(F ) · C0 +
η
2
<
η
2
+
η
2
= η,
which implies the assertion. ✷
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5 Proof of Main Theorem
In this section we shall devote ourselves to giving the proof of Theorem 1.4, which is our
main theorem in this article.
5.1 Preliminaries
The aim of this subsection is to see, loosely speaking, that a global smooth approximation
of a Lipschitz map between Riemannian manifolds carries on surjectivity of the generalized
differential of the map near a nonsingular point of the map.
Throughout this subsection let M be a compact Riemannian manifold of dimM = m,
N a Riemannian manifold of dimN = n where we assume
m ≥ n,
and F : M −→ N a Lipschitz map. Note here that we do not assume that N is connected
and compact.
Via the Nash embedding theorem [37], we now isometrically embed N into the Eu-
clidean space Rℓ with the canonical Riemannian metric 〈 · , · 〉 where ℓ ≥ max{m,n+ 1}.
Let
F˜ := F : M −→ N ⊂ Rℓ,
which is Lipschitz under our situation.
Remark 5.1 As we previously mentioned this as Remark 4.2, we do not need to isomet-
rically embed N into Rℓ in the case where N = R (i.e., F is the Lipschitz function on
M).
Moreover we take the notations over from Section 4, e.g.,
• inj(M) is the injectivity radius of M ,
• {Br(pi)(pi)}
k
i=1, {Bt(pi)(F˜ (pi))}
k
i=1 are families of a finite number k of strongly convex
open balls Br(pi)(pi) ⊂M , Bt(pi)(F˜ (pi)) ⊂ N satisfying (I)–(III) in Lemma 4.1,
• {ψi}
k
i=1 is the smooth partition of unity subordinate to {Br(pi)(pi)}
k
i=1,
• F˜ (pi)ε : Br(pi)(pi) −→ F˜
(pi)
ε (Br(pi)(pi)) ⊂ R
ℓ is the local smooth approximation of F˜ ,
defined by Eq. (4.4),
• F˜ε :M −→ F˜ε(M) ⊂ Rℓ is the global smooth one of F˜ , done by Eq. (4.14), etc.
In what follows let
p ∈M
be nonsingular for F˜ , and let
λ(p)
be the positive constant as in Proposition 3.10. Fix
q ∈ Bλ(p)(p).
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We can then choose i ∈ {1, 2, . . . , k} satisfying
q ∈ suppψi.
Note that suppψi ⊂ Br(pi)(pi).
Lemma 5.2 Set
ε(i)(p) := min
{
r(pi), ω(M),
λ(p)
Lip(exppi |B2r(pi)(opi ))
}
where ω(M) ∈ (0, inj(M)/2) denotes the constant as in Lemma 4.8. Then for any y ∈
Bε(i)(p)(opi) we have
qi(y) ∈ B2λ(p)(p)
where each qi(y) is the point defined by Eq. (4.12). In particular for any y ∈ Bε(i)(p)(opi)
the parallel translation τ
F˜ (p)
F˜ (qi(y))
: TF˜ (p)N −→ TF˜ (qi(y))N along a unique minimal geodesic
of N emanating from F˜ (p) to F˜ (qi(y)) is defined in the sense of Definition 2.3. Note here
that τ
F˜ (p)
F˜ (qi(y))
is not the parallel translation along a chord, a line segment, of Rℓ joining
the two points.
Proof. Fix y ∈ Bε(i)(p)(opi). Since ε
(i)(p) ≤ r(pi), the triangle inequality gives
‖ exp−1pi q − y‖ ≤ ‖ exp
−1
pi
q‖+ ‖y‖ < r(pi) + ε
(i)(p) ≤ 2r(pi),
and hence exp−1pi q − y ∈ B2r(pi)(opi). Since q ∈ Br(pi)(pi), it is clear that exp
−1
pi
q ∈
B2r(pi)(opi). Note that exppi |B2r(pi)(opi ) is a diffeomorphism, for 2r(pi) < inj(M), see the
property (II) of Lemma 4.1. We then see, by the triangle inequality, that
dM(p, qi(y)) ≤ dM(p, q) + dM(q, qi(y))
< λ(p) + dM(exppi(exp
−1
pi
q), exppi(exp
−1
pi
q − y))
≤ λ(p) + Lip(exppi |B2r(pi)(opi )) · ‖y‖
< λ(p) + ε(i)(p) · Lip(exppi |B2r(pi)(opi ))
≤ λ(p) + λ(p) = 2λ(p)
where dM denotes the distance function of M . And hence we get qi(y) ∈ B2λ(p)(p) as
claimed. Moreover, since p, qi(y) ∈ B2λ(p)(p), it follows from the property (ii) of Proposi-
tion 3.10 that F˜ (p), F˜ (qi(y)) ∈ Bt(p)(F˜ (p)) ⊂ N . Along a unique minimal geodesic of N
emanating from F˜ (p) to F˜ (qi(y)) the parallel translation τ
F˜ (p)
F˜ (qi(y))
: TF˜ (p)N −→ TF˜ (qi(y))N
is defined in the sense of Definition 2.3. ✷
Remark 5.3 Since ε(i)(p) ≤ ω(M), and since q ∈ Br(pi)(pi), from Lemma 4.8 we have
the parallel translation τ
qi(y)
q : Tqi(y)M −→ TqM , in the sense of Definition 2.3, for all
y ∈ Bε(i)(p)(opi). We shall use this translation in the next lemma.
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From now on,
δ(p) > 0
denotes the constant as in Proposition 3.10, and for each x ∈M let
Sm−1x := {u ∈ TxM | ‖u‖ = 1}, S
n−1
F˜ (x)
:= {v ∈ TF˜ (x)N | ‖v‖ = 1}.
Lemma 5.4 Fix ε ∈ (0, ε(i)(p)). Then for any y ∈ Bε(opi) and any u˜ ∈ S
n−1
F˜ (q)
there is a
vector
V
(u˜)
qi(y)
∈ Sm−1qi(y)
such that〈
(dF˜ (pi)ε )q(τ
qi(y)
q (V
(u˜)
qi(y)
)), u˜
〉
≥ δ(p)− Lip(F )
(
sup
y∈Bε(opi )
‖J
(τ
qi(y)
q (V
(u˜)
qi(y)
))
y (1)− V
(u˜)
qi(y)
‖+ sup
y∈Bε(opi )
‖u˜− (τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)‖
)
.
Here and subsequently, J
(τ
qi(y)
q (V
(u˜)
qi(y)
))
y denotes the Jacobi field, defined by Eq. (4.11) for
v = τ qi(y)q (V
(u˜)
qi(y)
) ∈ Sm−1q ,
along the geodesic ϕ
(τ
qi(y)
q (V
(u˜)
qi(y)
))
y (t, 0) given by Eq. (4.10) emanating from pi to qi(y).
Proof. By Lemma 5.2, qi(y) ∈ B2λ(p)(p) holds for all y ∈ Bε(opi). Fix u˜ ∈ S
n−1
F˜ (q)
. It follows
from the property (iii) of Proposition 3.10 for u = τ
F˜ (q)
F˜ (p)
(u˜) ∈ Sn−1
F˜ (p)
and x = qi(y) that for
almost all y ∈ Bε(opi) there is a vector
V
(u˜)
qi(y)
:= V
(τ
F˜ (q)
F˜ (p)
(u˜))
qi(y)
∈ Sm−1qi(y)
such that
(5.1)
〈
V
(u˜)
qi(y)
, (dF˜qi(y))
∗(τ
F˜ (p)
F (qi(y))
(τ
F˜ (q)
F˜ (p)
(u˜)))
〉
M
≥ δ(p)
where (dF˜qi(y))
∗ is the adjoint of the differential dF˜qi(y) : Tqi(y)M −→ TF˜ (qi(y))N , and
〈 · , · 〉M denotes the Riemannian metric of M . Since N is isometrically embedded into
Rℓ, combining Eqs. (3.1) and (5.1) shows〈
dF˜qi(y)(V
(u˜)
qi(y)
), (τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)
〉
=
〈
dF˜qi(y)(V
(u˜)
qi(y)
), (τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)
〉
N
(5.2)
=
〈
V
(u˜)
qi(y)
, (dF˜qi(y))
∗(τ
F˜ (p)
F (qi(y))
(τ
F˜ (q)
F˜ (p)
(u˜)))
〉
M
≥ δ(p)
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for almost all y ∈ Bε(opi) where 〈 · , · 〉N denotes the Riemannian metric of N . For
simplicity of notation, we set
(5.3) v := τ qi(y)q (V
(u˜)
qi(y)
) ∈ Sm−1q .
Since ‖u˜‖ = 1, we see, by Eq. (4.3), Lemma 4.7, and the Cauchy–Schwarz inequality, that
〈
(dF˜ (pi)ε )q(v), u˜
〉
=
〈∫
Bε(opi )
ρ(i)ε (y)dF˜qi(y)(J
(v)
y (1))dy, u˜
〉
(5.4)
=
∫
Bε(opi )
ρ(i)ε (y)
〈
dF˜qi(y)(J
(v)
y (1)), u˜
〉
dy
=
∫
Bε(opi )
ρ(i)ε (y)
〈
dF˜qi(y)(J
(v)
y (1)− V
(u˜)
qi(y)
), u˜
〉
dy
+
∫
Bε(opi )
ρ(i)ε (y)
〈
dF˜qi(y)(V
(u˜)
qi(y)
), u˜
〉
dy
≥ −
∫
Bε(opi )
ρ(i)ε (y)‖dF˜qi(y)(J
(v)
y (1)− V
(u˜)
qi(y)
)‖dy
+
∫
Bε(opi )
ρ(i)ε (y)
〈
dF˜qi(y)(V
(u˜)
qi(y)
), u˜
〉
dy
≥ −Lip(F ) sup
y∈Bε(opi )
‖J (v)y (1)− V
(u˜)
qi(y)
‖
+
∫
Bε(opi )
ρ(i)ε (y)
〈
dF˜qi(y)(V
(u˜)
qi(y)
), u˜
〉
dy.
Moreover, since ‖V
(u˜)
qi(y)
‖ = 1, we see, by Eqs. (4.3) and (5.2), and the Cauchy–Schwarz
inequality, that∫
Bε(opi )
ρ(i)ε (y)
〈
dF˜qi(y)(V
(u˜)
qi(y)
), u˜
〉
dy(5.5)
=
∫
Bε(opi )
ρ(i)ε (y)
〈
dF˜qi(y)(V
(u˜)
qi(y)
), u˜− (τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)
〉
dy
+
∫
Bε(opi )
ρ(i)ε (y)
〈
dF˜qi(y)(V
(u˜)
qi(y)
), (τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)
〉
dy
≥ −
∫
Bε(opi )
ρ(i)ε (y)‖dF˜qi(y)(V
(u˜)
qi(y)
)‖ · ‖u˜− (τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)‖dy + δ(p)
≥ −Lip(F ) sup
y∈Bε(opi )
‖u˜− (τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)‖+ δ(p).
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Substituting Eq. (5.5) into Eq. (5.4), we obtain〈
(dF˜ (pi)ε )q(v), u˜
〉
≥ −Lip(F ) sup
y∈Bε(opi )
‖J (v)y (1)− V
(u˜)
qi(y)
‖ − Lip(F ) sup
y∈Bε(opi )
‖u˜− (τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)‖+ δ(p)
= δ(p)− Lip(F )
(
sup
y∈Bε(opi )
‖J (v)y (1)− V
(u˜)
qi(y)
‖+ sup
y∈Bε(opi )
‖u˜− (τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)‖
)
,
which shows the desired conclusion by substituting Eq. (5.3) into it. ✷
Lemma 5.5 For any η > 0 there is a constant ε(i)(p, η) ∈ (0, ε(i)(p)) such that
sup
{∥∥J (τqi(y)q (V (u˜)qi(y)))y (1)− V (u˜)qi(y)∥∥
∣∣∣∣∣ q ∈ suppψi ∩Bλ(p)(p),u˜ ∈ Sn−1
F˜ (q)
, y ∈ Bε(i)(p, η)(opi)
}
< η
and
sup
{∥∥u˜− (τ F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)
∥∥ ∣∣∣∣∣ q ∈ suppψi ∩ Bλ(p)(p),u˜ ∈ Sn−1
F˜ (q)
, y ∈ Bε(i)(p, η)(opi)
}
< η
hold, where each V
(u˜)
qi(y)
denotes the unit tangent vector at qi(y) as in Lemma 5.4 and
Bλ(p)(p) := {x ∈M | dM(p, x) ≤ λ(p)}.
Proof. Fix q ∈ suppψi ∩ Bλ(p)(p), u˜ ∈ S
n−1
F˜ (q)
, and ε ∈ (0, ε(i)(p)). In the case of y = opi,
since qi(opi) = q, we have
J
(τ
qi(y)
q (V
(u˜)
qi(y)
))
y (1) = J
(τ
qi(opi )
q (V
(u˜)
qi(opi )
))
opi
(1) = J (τ
q
q (V
(u˜)
q ))
opi
(1) = J (V
(u˜)
q )
opi
(1) = V (u˜)q
and V
(u˜)
qi(y)
= V
(u˜)
qi(opi )
= V
(u˜)
q . We thus get
J
(τ
qi(opi )
q (V
(u˜)
qi(opi )
))
opi
(1) = V
(u˜)
qi(opi )
.
In the same manner as in the proof of Lemma 4.12, we can see that for any η > 0 there
is a constant ε˜ (i)(p, q, u˜, η) ∈ (0, ε] such that if y ∈ Bε˜ (i)(p, q, u˜, η)(opi), then
(5.6) ‖J
(τ
qi(y)
q (V
(u˜)
qi(y)
))
y (1)− V
(u˜)
qi(y)
‖ < η.
Similarly, since qi(opi) = q, and since τ
F˜ (p)
F˜ (q)
= (τ
F˜ (q)
F˜ (p)
)−1, we have
(τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜) = (τ
F˜ (p)
F˜ (qi(opi ))
◦ τ
F˜ (q)
F˜ (p)
)(u˜) = (τ
F˜ (p)
F˜ (q)
◦ τ
F˜ (q)
F˜ (p)
)(u˜) = idT
F˜ (q)
N (u˜) = u˜,
and hence (τ
F˜ (p)
F˜ (qi(opi ))
◦ τ
F˜ (q)
F˜ (p)
)(u˜) = u˜. Likewise, we can see that for the η > 0 above there
is a constant εˆ (i)(p, q, u˜, η) ∈ (0, ε] such that if y ∈ Bεˆ (i)(p, q, u˜, η)(opi), then
(5.7) ‖u˜− (τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)‖ < η
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holds. Set
ε (i)(p, q, u˜, η) := min{ε˜ (i)(p, q, u˜, η), εˆ (i)(p, q, u˜, η)}.
Since suppψi ∩ Bλ(p)(p) ⊂ M and S
n−1
F˜ (q)
⊂ TF˜ (q)N are compact, there is a constant
ε (i)(p, η) > 0 given by
ε (i)(p, η) := min{ε (i)(p, q, u˜, η) > 0 | q ∈ suppψi ∩ Bλ(p)(p), u˜ ∈ S
n−1
F˜ (q)
}.
We therefore see, by Eqs. (5.6), (5.7), that for any η > 0,
‖J
(τ
qi(y)
q (V
(u˜)
qi(y)
))
y (1)− V
(u˜)
qi(y)
‖ < η, ‖u˜− (τ
F˜ (p)
F˜ (qi(y))
◦ τ
F˜ (q)
F˜ (p)
)(u˜)‖ < η
hold for all q ∈ suppψi ∩Bλ(p)(p), u˜ ∈ S
n−1
F˜ (q)
, and y ∈ Bε(i)(p, η)(opi). ✷
Lemma 5.6 Set
η0 :=
δ(p)
6 Lip(F )
.
Then for any u˜ ∈ Sn−1
F˜ (q)
there is a vector w(u˜) ∈ Sm−1q such that
〈
(dF˜ (pi)ε )q(w
(u˜)), u˜
〉
≥
2
3
δ(p)
for all ε ∈ (0, ε(i)(p, η0)).
Proof. Fix ε ∈ (0, ε(i)(p, η0)). It follows from Lemmas 5.4 and 5.5 that for any y ∈ Bε(opi)
and any u˜ ∈ Sn−1
F˜ (q)
there is a vector V
(u˜)
qi(y)
∈ Sm−1qi(y) such that
(5.8)
〈
(dF˜ (pi)ε )q(τ
qi(y)
q (V
(u˜)
qi(y)
)), u˜
〉
≥ δ(p)− Lip(F )(η0 + η0) =
2
3
δ(p).
By setting w(u˜) := τ
qi(y)
q (V
(u˜)
qi(y)
), Eq. (5.8) gives the desired inequality in this lemma. ✷
Proposition 5.7 There is a constant ε0(p) > 0 satisfying the following: For any u˜ ∈
Sn−1
F˜ (q)
there is a vector w(u˜) ∈ Sm−1q such that
(5.9)
〈
(dF˜ε)q(w
(u˜)), u˜
〉
≥
1
3
δ(p)
for all ε ∈ (0, ε0(p)).
Proof. Set
εˆ(p) := min{ε(1)(p, η0), ε
(2)(p, η0), . . . , ε
(k)(p, η0)},
and fix ε ∈ (0, εˆ(p)). It follows from Lemma 5.6 that for u˜ ∈ Sn−1
F˜ (q)
there is a vector
w(u˜) ∈ Sm−1q such that
(5.10)
〈
(dF˜ (pi)ε )q(w
(u˜)), u˜
〉
≥
2
3
δ(p).
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By Eq. (4.19) for v = w(u˜) we have
(5.11) (dF˜ε)q(w
(u˜)) =
k∑
i=1
(dψi)q(w
(u˜)){F˜ (pi)ε (q)− F˜ (q)}+
k∑
i=1
ψi(q)(dF˜
(pi)
ε )q(w
(u˜)).
Since
∑k
i=1 ψi(q) = 1, combining Eqs. (5.10) and (5.11) gives〈
(dF˜ε)q(w
(u˜)), u˜
〉
(5.12)
=
k∑
i=1
(dψi)q(w
(u˜))
〈
F˜ (pi)ε (q)− F˜ (q), u˜
〉
+
k∑
i=1
ψi(q)
〈
(dF˜ (pi)ε )q(w
(u˜)), u˜
〉
≥
k∑
i=1
(dψi)q(w
(u˜))
〈
F˜ (pi)ε (q)− F˜ (q), u˜
〉
+
2
3
δ(p).
Since limε↓0 ε · Λ(ε) = 0 by Remark 4.5 where Λ(ε) is the constant given by Eq. (4.8),
there is a constant ε0(p) ∈ (0, εˆ(p)) such that if ε ∈ (0, ε0(p)), then
ε · Λ(ε) <
δ(p)
3k · ν(p) · Lip(F )
where we set
ν(p) := max{|(dψi)q(w
(u˜))| | i ∈ {1, 2, . . . , k}, q ∈ suppψi ∩Bλ(p)(p), u˜ ∈ S
n−1
F˜ (q)
}(> 0).
We then see, by the Cauchy–Schwarz inequality and Lemma 4.6, that for any ε ∈ (0, ε0(p)),∣∣∣∣∣
k∑
i=1
(dψi)q(w
(u˜))
〈
F˜ (pi)ε (q)− F˜ (q), u˜
〉∣∣∣∣∣ ≤
k∑
i=1
|(dψi)q(w
(u˜))| · ‖F˜ (pi)ε (q)− F˜ (q)‖(5.13)
≤ ε · Λ(ε) · k · ν(p) · Lip(F ) <
δ(p)
3
.
Substituting Eq. (5.13) into Eq. (5.12), we have〈
(dF˜ε)q(w
(u˜)), u˜
〉
≥ −
1
3
δ(p) +
2
3
δ(p) =
1
3
δ(p)
for all ε ∈ (0, ε0(p)), which is our claim (5.9). ✷
Corollary 5.8 Assume N = R. If p ∈ M is nonsingular for the Lipschitz function
F :M −→ R, then there are two constants λ(p) > 0 and ε0(p) > 0 such that
grad F˜ε 6= 0
on Bλ(p)(p) for all ε ∈ (0, ε0(p)). In particular for each ε ∈ (0, ε0(p)), F˜ε has no critical
points on Bλ(p)(p).
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Proof. Let λ(p) be the positive constant as in Proposition 3.10. Fix x ∈ Bλ(p)(p) and
u ∈ S0F (x). By Proposition 5.7 there is a constant ε0(p) > 0 such that there is a vector
w(u) ∈ Sm−1x satisfying
(5.14)
〈
(dF˜ε)x(w
(u)), u
〉
≥
1
3
δ(p)
for all ε ∈ (0, ε0(p)). Fix ε ∈ (0, ε0(p)). Since τ
F (x)
F˜ε(x)
(u) = (d/dt)|F˜ε(x), Eq. (5.14) gives
1
3
δ(p) ≤
〈
(dF˜ε)x(w
(u)), τ
F (x)
F˜ε(x)
(u)
〉
=
〈
w(u)
(
F˜ε
) d
dt
∣∣∣∣
F˜ε(x)
,
d
dt
∣∣∣∣
F˜ε(x)
〉
= w(u)
(
F˜ε
)
· 1 =
〈
(grad F˜ε)x, w
(u)
〉
M
≤
∥∥(grad F˜ε)x∥∥,
which shows the first assertion. The second assertion follows from the first one. ✷
5.2 The proof
In this subsection we follow assumptions, notations, and situations of Section 5.1. How-
ever, since our aim in this section is to give the proof of Theorem 1.4, we now make the
following two assumptions additionally:
• N is connected and compact, and
• the Lipschitz map F˜ :M −→ N ⊂ Rℓ has no singular points on M .
Since N is isometrically embedded into Rℓ, it follows from the tubular neighborhood
theorem (cf. [21], [29]) via the normal exponential map exp⊥ : TN⊥ −→ Rℓ that there
is a constant µ0 > 0 such that exp
⊥ is a diffeomorphism from an open neighborhood
Uµ0(O(TN
⊥)) := {X ∈ TN⊥ | ‖X‖ < µ0} of the zero section O(TN
⊥) = {ox ∈ TxN
⊥ | x ∈
N} onto an open one Uµ0(N) := exp
⊥[Uµ0(O(TN
⊥))] of N in Rℓ, which is called the the
tubular neighborhood of N , where ox is the origin of TxN
⊥. Since exp⊥ |Uµ0 (O(TN⊥)) is
bijective, for any y ∈ Uµ0(N) there is a unique point (z, v) ∈ Uµ0(O(TN
⊥)) such that
y = exp⊥(z, v).
For such a pair (y, (z, v)) we thus have the smooth projection πN : Uµ0(N) −→ N given
by
πN(y) = πN(exp
⊥(z, v)) := z.
Note that the first variation formula yields ‖y−πN(y)‖ = infx∈N ‖y−x‖ for all y ∈ Uµ0(N).
By the definition of πN ,
(5.15) (TzN)
⊥ = Ker(dπN)z
holds for all z ∈ N .
Since every p ∈ M is nonsingular for F˜ , there are two positive constants δ(p) and
ε0(p) obtained in Propositions 3.10 and 5.7, which satisfy Eq. (5.9). Set
δ0 := min{δ(p) | p ∈M}, ε0 := min{ε0(p) | p ∈M}.
48
Moreover Lemma 4.11 shows that for the µ0 above there is a constant ε(µ0) ∈ (0, inj(M)/2)
such that if ε ∈ (0, ε(µ0)), then
(5.16) F˜ε(M) ⊂ Uµ0(N).
Set
ε1 := min{ε0, ε(µ0)}.
It then follows from Proposition 5.7 for q = p that for any p ∈M and any u˜ ∈ Sn−1
F˜ (p)
there
is a vector w(u˜) ∈ Sm−1p such that
(5.17)
〈
(dF˜ε)p(w
(u˜)), u˜
〉
≥
1
3
δ0
for all ε ∈ (0, ε1).
For any x, y ∈ Rℓ let
P xy : TxR
ℓ −→ TyR
ℓ
be the parallel translation along the line segment in Rℓ joining x to y, and let P yx :=(
P xy
)−1
.
Lemma 5.9 Fix p ∈ M and ε ∈ (0, ε1). For any û ∈ P
F˜ (p)
F˜ε(p)
(
Sn−1
F˜ (p)
)
there is a vector
ŵ ∈ Sm−1p such that
(5.18) ∠
(
(dF˜ε)p(ŵ), û
)
<
π
2
holds where ∠
(
(dF˜ε)p(ŵ), û
)
denotes the angle between (dF˜ε)p(ŵ) and û at the origin
oF˜ε(p) of TF˜ε(p)R
ℓ.
Proof. Fix û ∈ P
F˜ (p)
F˜ε(p)
(
Sn−1
F˜ (p)
)
. By Proposition 5.7, for u˜ := P
F˜ε(p)
F˜ (p)
(
û
)
(∈ Sn−1
F˜ (p)
) there is a
vector ŵ := w(u˜) ∈ Sm−1p satisfying Eq. (5.17), hence
0 <
1
3
δ0 ≤
〈
(dF˜ε)p(ŵ), u˜
〉
=
〈
(dF˜ε)p(ŵ), P
F˜ (p)
F˜ε(p)
(
u˜
) 〉
=
〈
(dF˜ε)p(ŵ), û
〉
(5.19)
≤ ‖(dF˜ε)p(ŵ)‖ cos
(
∠
(
(dF˜ε)p(ŵ), û
))
,
and finally ∠
(
(dF˜ε)p(ŵ), û
)
< π/2. ✷
Since every p ∈ M is nonsingular for F˜ , rank(g) = n holds for all g ∈ ∂F˜ (p), and
hence Lemma 4.11 and Eq. (5.17) ensure
(5.20) rank(dF˜ε)p = n
for all p ∈M and ε ∈ (0, ε1).
49
Lemma 5.10 For any p ∈M and any ε ∈ (0, ε1),
Im(dF˜ε)p ∩ P
F˜ (p)
F˜ε(p)
(
Ker(dπN )F˜ (p)
)
= {oF˜ε(p)}.
Proof. Suppose that there are p0 ∈M and ε
′ ∈ (0, ε1) such that
Im(dF˜ε′)p0 ∩ P
F˜ (p0)
F˜ε′(p0)
(
Ker(dπN)F˜ (p0)
)
6= {oF˜ε′(p0)}.
This brings us the following two cases:
Im(dF˜ε′)p0 ⊂ P
F˜ (p0)
F˜ε′(p0)
(
Ker(dπN )F˜ (p0)
)
,
or
P
F˜ (p0)
F˜ε′(p0)
(
Ker(dπN)F˜ (p0)
)
⊂ Im(dF˜ε′)p0.
Since (
P
F˜ (p0)
F˜ε′(p0)
(
TF˜ (p0)N
))⊥
= P
F˜ (p0)
F˜ε′(p0)
(
Ker(dπN)F˜ (p0)
)
by Eq. (5.15) for z = F˜ (p0), and since dim Im(dF˜ε′)p0 = n by Eq. (5.20), we see that both
cases contradict Lemma 5.9. ✷
In virtue of Eq. (5.16) we can define the smooth map
fε : M −→ N
by
fε(p) := (πN ◦ F˜ε)(p)
for all p ∈M and ε ∈ (0, ε1).
Lemma 5.11 For any η > 0 there is a constant ε2(η) ∈ (0, ε1) such that if ε ∈ (0, ε2(η)),
then
(5.21) dN(fε(p), F˜ (p)) < η
and
(5.22) Im(dF˜ε)p ∩Ker(dπN )F˜ε(p) = {oF˜ε(p)}
hold for all p ∈M where dN denotes the distance function of N .
Proof. Fix p ∈M . Since
(5.23) lim
ε↓0
‖F˜ε(p)− F˜ (p)‖ = 0
by Eq. (4.15), and since πN(F˜ (p)) = F˜ (p), we have
(5.24) lim
ε↓0
‖fε(p)− F˜ (p)‖ = lim
ε↓0
‖πN (F˜ε(p))− F˜ (p)‖ = ‖πN(F˜ (p))− F˜ (p)‖ = 0.
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From Eq. (5.24), for any η > 0 there is a constant α1(p, η) ∈ (0, ε1) such that if ε ∈
(0, α1(p, η)), then
(5.25) ‖fε(p)− F˜ (p)‖ <
η
η + 1
.
Fix η > 0. Since N is isometrically embedded into Rℓ, Eq. (5.24) also implies that for the
η above there is a constant α2(p, η) ∈ (0, ε1) such that if ε ∈ (0, α2(p, η)), then
(5.26)
∣∣∣∣∣dN(fε(p)− F˜ (p))‖fε(p)− F˜ (p)‖ − 1
∣∣∣∣∣ < η.
Setting
β1(p, η) := min{α1(p, η), α2(p, η)},
we see, by Eqs. (5.25) and (5.26), that if ε ∈ (0, β1(p, η)), then
(5.27) dN(fε(p), F˜ (p)) < η.
For each ε ∈ (0, β1(p, η)) let γε : [0, µ0) −→ Uµ0(N) be a unit speed minimal geodesic
emanating perpendicularly from fε(p) and passing through F˜ε(p). Eq. (5.27) shows that
by letting ε ↓ 0, γε converges to a unit speed minimal geodesic γ0 : [0, µ0) −→ Uµ0(N)
emanating perpendicularly from F˜ (p). By the definition of πN and Eq. (5.23),
(5.28) lim
ε↓0
Ker(dπN)F˜ε(p) = Ker(dπN )F˜ (p).
Since
Im(dF˜ε)p ∩ P
F˜ (p)
F˜ε(p)
(Ker(dπN)F˜ (p)) = {oF˜ε(p)}
by Lemma 5.10, Eq. (5.28) shows that for the η above there is a constant β2(p, η) ∈
(0, β1(p, η) such that
(5.29) Im(dF˜ε)p ∩Ker(dπN )F˜ε(p) = {oF˜ε(p)}
for all ε ∈ (0, β2(p, η)). Setting
ε2(η) := min{β2(p, η) | p ∈M},
we then see, by Eqs. (5.27) and (5.29), that Eqs. (5.21) and (5.22) hold for all p ∈ M and
ε ∈ (0, ε2(η)). ✷
Lemma 5.12 For each ε ∈ (0, ε2(η)), fε is Ehresmann’s fibration from M onto N .
Proof. Fix ε ∈ (0, ε2(η)). By Eqs. (5.20) and (5.22), we have for any p ∈M ,
rank(dπN |Im(dF˜ε)p) = n,
and hence rank((dfε)p) = n for all p ∈ M , which proves that fε is a smooth submersion
from M to N . Note that fε is an open map, because fε is locally equivalent to the
canonical projection on some coordinate neighborhood of each point of M , see [59].
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We will show that fε is surjective and proper. Indeed, since fε is continuous, and since
M is compact, fε(M) is compact in N . Thus fε(M) is closed in N , for N is Hausdorff.
Since M is open in M , fε(M) is too in N . Connectedness of N hence shows fε(M) = N ,
i.e., fε is surjective. Let K be any compact set in N . In virtue of compactness of N ,
K is closed in N . From the continuity of fε on M , f
−1
ε (K) is closed in M . Since M is
compact, f−1ε (K) is too in M , and hence fε is proper.
Since fε is proper and is a surjective submersion between the compact smooth man-
ifolds, it follows from Ehresmann’s lemma [11] that fε is a locally trivial fibration, i.e.,
Ehresmann’s fibration. ✷
Lemma 5.13 For any η > 0 there is a constant κ(η) ∈ (0, ε2(η)] such that if ε ∈ (0, κ(η)),
then
Lip(fε) ≤ (1 + η) Lip(F ).
Proof. By Lemma 4.13, for any η > 0 there is a constant ε(η) ∈ (0, ω(M)) such that if
ε ∈ (0, ε(η)), then
(5.30) ‖(dF˜ε)p(v)‖ < (1 + η) Lip(F )
holds for all p ∈ M and v ∈ Sm−1p where ω(M) is the positive constant as in Lemma 4.8.
Fix η > 0, and set
κ(η) := min{ε(η), ε2(η)}.
From Lemma 5.12, fε is defined on M for all ε ∈ (0, κ(η)), and is Ehresmann’s fibration.
We then see, by Eq. (5.30), that for any p ∈M and v ∈ Sm−1p ,
‖(dfε)p(v)‖ = ‖((dπN)F˜ε(p) ◦ (dF˜ε)p)(v)‖ ≤ Lip(dπN |F˜ε(p))‖(dF˜ε)p(v)‖ < (1 + η) Lip(F ),
which implies Lip(fε) ≤ (1 + η) Lip(F ). ✷
It follows from Lemmas 5.12 and 5.13 that for any η > 0 there is a positive constant
κ(η) such that if ε ∈ (0, κ(η)), then fε : M −→ N is Ehresmann’s fibration satisfying
maxp∈M dN(fε(p), F˜ (p)) < η and Lip(fε) ≤ Lip(F )(1+η), and hence the proof of Theorem
1.4 is complete. ✷
6 Proof of Reeb’s sphere theorem for Lipschitz func-
tions
In this section we shall show the Reeb sphere theorem for Lipschitz functions on closed
Riemannian manifolds (Theorem 1.7).
We first recall the assumptions of Theorem 1.7: Let M be a closed Riemannian man-
ifold of m := dimM ≥ 2 which admits a Lipschitz function F : M −→ R with only two
singular points, denoted by z1, z2 ∈ M , in the sense of Clarke. Moreover we assume that
there is a constant c between F (z1) and F (z2) such that F
−1(c) is homeomorphic to an
(m− 1)-dimensional sphere Sm−1.
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We now begin the proof. Since z1, z2 ∈M are singular for F , we see, by Lemma 2.20,
that for each i = 1, 2,
(6.1) ozi ∈ ⊛F (zi)
where ⊛F (zi) denotes the generalized gradient of F at zi, see Definition 2.17. From the
maximum and minimum values theorem and Eq. (6.1) we can assume, without loss of
generality, that F (z1) = minx∈M F (x) and F (z2) = maxy ∈M F (y). For simplicity of
notation let
ai := F (zi), i = 1, 2.
Note that a1 < a2 and c ∈ (a1, a2).
Lemma 6.1 For any r > 0 there is a constant κi ∈ (a1, a2) such that F
−1(κi) ⊂ Br(zi)
(i = 1, 2).
Proof. We prove this lemma only in the case of i = 1. Suppose not. Then there is r0 > 0
such that for any λ ∈ (a1, a2), F
−1(λ) * Br0(z1) holds. Thus for any n ∈ N there is
(6.2) xn ∈ F
−1
(
a1 +
a2 − a1
2n
)
such that
(6.3) xn 6∈ Br0(z1),
and hence we get a sequence {xn}n∈N of such points xn satisfying Eqs. (6.2) and (6.3).
SinceM is compact, {xn}n∈N has a convergent subsequence {xnj}j∈N. Let x¯ := limj→∞ xnj .
Since F is continuous on M , we see, by Eq. (6.2), that
(6.4) F (x¯) = F ( lim
j→∞
xnj ) = lim
j→∞
F (xnj ) = lim
j→∞
(
a1 +
a2 − a1
2nj
)
= a1.
Since x¯ 6= z1 by Eq (6.3), Eq (6.4) shows that x¯ attains minimum value of F , and hence
x¯ is a critical point of F , which contradicts the fact that z1 is the unique critical point of
F satisfying F (z1) = minx∈M F (x). ✷
Since F−1(c) is compact, we obtain two constants ν1 and ν2 given by
νi := min
x∈F−1(c)
d(zi, x), i = 1, 2,
where d denotes the distance function of M . Note that νi > 0, for c 6= ai (i = 1, 2). By
setting
(6.5) α := min{ν1, ν2, inj(M)/2},
the following corollary follows from Lemma 6.1 for r = α.
Corollary 6.2 For the α there is a constant bi ∈ (a1, a2) such that F
−1(bi) ⊂ Bα(zi)
(i = 1, 2).
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Remark 6.3 c ∈ (b1, b2) holds.
Set
M b2b1 := F
−1([b1, b2]).
Note that M b2b1 is compact. Moreover for any ε ∈ (0, inj(M)/2) let F˜ε : M −→ R be the
global smooth approximation of F defined by Eq. (4.14).
Lemma 6.4 There are an open set V of M and a constant ε1 ∈ (0, inj(M)/2) such that
(i) M b2b1 ⊂ V holds;
(ii) F˜ε has no critical points on V for all ε ∈ (0, ε1).
Proof. We first show the first assertion (i). Since z1 and z2 are only two critical points
of F , and since a1 < b1 < b2 < a2 holds, M
b2
b1
has no critical points of F . It follows from
Lemma 2.20 and Corollary 5.8 that for each p ∈ M b2b1 there are two constants λ(p) > 0
and ε¯(p) > 0 such that for each ε ∈ (0, ε¯(p)),
(6.6) grad F˜ε 6= 0
on Bλ(p)(p). It is clear thatM
b2
b1
⊂
⋃
p∈M
b2
b1
Bλ(p)(p). SinceM
b2
b1
is compact, there is a finite
set {p1, p2, . . . , pk} ⊂ M
b2
b1
such that M b2b1 ⊂
⋃k
i=1Bλ(pi)(pi). Since
⋃k
i=1Bλ(pi)(pi) is open
in M , setting V :=
⋃k
i=1Bλ(pi)(pi) we complete the proof of the (i).
We next show the second assertion (ii). Set
ε1 := min{ε¯(p1), ε¯(p2), . . . , ε¯(pk)}.
Since F−1([b1, b2]) = M
b2
b1
⊂ V =
⋃k
i=1Bλ(pi)(pi) by the (i) above, Eq. (6.6) implies that
for each ε ∈ (0, ε1), F˜ε has no critical points on V . ✷
Remark 6.5 From Remark 6.3 and (i) of Lemma 6.4, we have F−1(c) ⊂M b2b1 ⊂ V .
Lemma 6.6 For a sufficiently small ε > 0, M b2b1 (ε) := F˜
−1
ε ([b1, b2]) is homeomorphic to
Sm−1 × [b1, b2].
Proof. Fix i ∈ {1, 2}. Since Bα(zi) ∩ V is an open neighborhood of F
−1(bi) where α
denotes the constant defined by Eq. (6.5), we see, by Lemma 4.11, that there is a constant
εˆi ∈ (0, inj(M)/2) such that if ε ∈ (0, εˆi), then
(6.7) F˜−1ε (bi) ⊂ Bα(zi) ∩ V
holds. Let
ε2 := min{ε1, εˆ1, εˆ2},
and fix ε ∈ (0, ε2). Eq. (6.7) then gives M
b2
b1
(ε) ⊂ V , and hence we see, by Lemma 6.4,
that F˜ε has no critical points on M
b2
b1
(ε). In particular for each t ∈ [b1, b2], F˜
−1
ε (t) is an
(m−1)-dimensional compact smooth submanifold ofM . M b2b1 (ε) is therefore diffeomorphic
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to F˜−1ε (b1)× [b1, b2] by a well-known theorem in Morse theory ([31, Theorem 2.31], or [32,
Theorem 3.1]). Note that F˜−1ε (c) ⊂M
b2
b1
(ε) by Remark 6.5.
Since F−1(c) is homeomorphic to Sm−1 from the assumption, we see, by the similar
argument in the proof of Lemma 4.14, that F˜−1ε (c) is homeomorphic to S
m−1 for a suffi-
ciently small ε ∈ (0, ε2). Fix such an ε > 0. Since F˜
−1
ε (s) and F˜
−1
ε (t) are diffeomorphic for
all s, t ∈ [b1, b2], F˜
−1
ε (b1) is diffeomorphic to F˜
−1
ε (c), and hence F˜
−1
ε (b1) is homeomorphic
to Sm−1. M b2b1 (ε) is therefore homeomorphic to S
m−1 × [b1, b2]. ✷
Choose a sufficiently small ε > 0 so that Lemma 6.6 holds. Let U(z1) := M \{
M b2b1 (ε) ∪Bα(z2)
}
. Note that F˜−1ε (b2) ⊂ Bα(z2) by Eq. (6.7), and that z1 ∈ U(z1).
Let Bd(U(z1)) denote the boundary of U(z1). Since Bd(U(z1)) = F˜
−1
ε (b1), Bd(U(z1))
is homeomorphic to Sm−1. Since Bα(z1) ⊂ Binj(M)(z1), Bα(z1) is a normal ball whose
boundary BdBα(z1) is an (m − 1)-dimensional geodesic sphere, and hence Bα(z1) is an
m-dimensional open disk. Since U(z1) ⊂ Bα(z1), U(z1) is an m-dimensional open disk.
Lemma 6.6 then shows the open setD(z1) := Int(U(z1)∪M
b2
b1
(ε)) ofM is anm-dimensional
open disk D(z1). Since Bα(z2) is also an m-dimensional open disk, and since Bd(D(z1)) =
F˜−1ε (b2) ⊂ Bα(z2), we obtain M = D(z1) ∪ Bα(z2). It follows from [50, Theorem 1.8.4]
that M is homeomorphic to an m-dimensional sphere. ✷
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