Models for classical central separable algebras are the algebras of the form End Λ (Λf) where M is a finitely generated projective Rmodule. The class of such algebras forms the zero element of the Brauer group for R, Models for our central separable algebras are algebras of the form M0 B N where M and N are i?-modules and multiplication is defined through a surjective i?-module homomorphism λ: N® R M-*R by the formula (m 1 ®w 1 ) (m2®w 2 )=λ(w 1 ®m 2 )(m 1 ®w 2 ). We do not require that M and N be finitely generated or projective. If M is finitely generated and projective and N = Hom i2 (ikf, R) with λ defined by the standard pairing between M and its dual, then the algebra M® R N is just End Λ (Λf) and we have a classical central separable iϋ-algebra.
There are several equivalent definitions of separable i?-algebra in the classical situation. For example, A is separable if the multiplication map A (g) R A -• A has a right inverse as an A-bimodule homomorphism. Equivalently, A is separable if it is a projective Abimodule (cf. [2] , [8] ). Here it is assumed that A has an identity. If we drop the identity requirement, then the various conditions for separability are no longer equivalent as they stand. However, with some strengthening of hypotheses to avoid trivialities we obtain several equivalent and acceptable conditions for separability. For example, the definition we adopt in §2 is that an iϋ-algebra A is 164 JOSEPH L. TAYLOR separable if it is protective as an A-bimodule, A 2 = A, and MA Φ A for each maximal ideal M of R. Note that if A has an identity then the last two conditions are redundant and A is a classical separable ϋ?-algebra.
The first three sections of the paper are devoted to developing elementary properties of separable and (in §3) central separable Ralgebras. Most of the results have analogues in the classical theory which are relatively trivial. The techniques required here are less trivial and quite different from the classical situation due to the lack of an identity and the absences of ϋ?-projectivity and finite dimensionality. The key result in §3 is Proposition 3.8 which gives a characterization of central separable j?-algebras that is extensively used in the succeeding sections.
In §4 we discuss Morita equivalence, define an extended Brauer group, and establish its triviality for Henselian local rings with algebraically closed residual fields.
In §5 we discuss automorphisms of central separable algebras. We develop a complete analogue of the exact sequence of RosenbergZelinsky [20] relating such automorphisms to the Picard group of R.
Serre proved that the Brauer group of C(X) for X a compact Hausdorff space is the torsion subgroup of H\X, Z). Following work of Dixmier-Douady [9] on C* algebras, we prove in §6 that our extended Brauer group is all of H\X, Z) when R is C(X). We also prove that if X is a certain kind of compact subset of a Stein space and &(X) is the algebra of functions holomorphic in a neighborhood of X, then the extended Brauer group of έ?(X) is naturally embedded as a subgroup of H\X, Z). When we began writing this paper we thought we knew how to prove that this embedding was surjective. Unfortunately we discovered a gaping hole in our argument and, as a result, this question remains unsettled.
Our interest in this subject stems from an attempt to characterize the third Cech cohomology group of the maximal ideal space Δ R of a commutative Banach algebra R. There are nice characterizations of the lower order Cech groups of Δ R (e.g., H\Δ Ry Z)^Pic(R)) f and it has been clear for some time that H\Δ Ry Z) should be identifiable with some sort of Brauer group for R (cf. [7] , [25] ). In a joint paper with Craw and Raeburn [6] we introduced a class of Banach algebras over R which can probably be used to construct such a Brauer group. This class is defined and studied using a completed topological tensor product and, as a result, it only makes sense for ground rings R which are Banach or topological algebras. We had hoped that the extended Brauer group defined here would yield a strictly algebraically defined functor, defined for all rings R, which would yield the third Cech cohomology of Δ R when R is a Banach algebra. Unfortunately, the surjectivity question mentioned above when R = ^(X) remains an obstacle in the way of completing this project. It may be that a purely algebraically defined Brauer group will not suffice to characterize H\Δ B , Z) in all cases. To obtain such a characterization, it may be necessary to reformulate the results of this paper in the context of Banach algebras, using completed tensor products. This question is discussed in more detail in §7.
l Splitting maps* Let R be a commutative ring with identity and let A be an i?-algebra (generally without an identity). In the case of algebras with identity, the existence of a splitting map is equivalent to separability ( [8] , Prop. 1.1). In the case of algebras A without identity certain degeneracies are possible even when A has a splitting map. These degeneracies are undesirable. To eliminate them requires a slightly stronger definition of separability. We shall come to this in §2. In the mean time we prove what we can about algebras with splitting maps.
Another problem with algebras without identity is that the module action map A ® A M->M(M& left A-module) may fail to be an isomorphism. It is trivially an isomorphism, with inverse m-> 1 0 m: Λf-• A® A M, if A has an identity. Here, by an A-module we mean an ϋ?-module with a compatible action of the β-algebra A. DEFINITION 
1.2.
A left A-module will be called regular if A® A M-+M is an isomorphism. Regular right and 2-sided A-modules are defined analogously. PROPOSITION 
If A has a splitting map, then A is a regular left (right, 2-sided) A-module.
Proof. The existence of a splitting map φ shows that π: A 0 Λ A -> A is surjective. To prove that A 0 A A-> A is an isomorphism we must show that ker π = im λ, where λ: A 0 Λ A (g) Λ A-> A ® R A is defined by λ(α (x) b (x) c) = a 0 be -ab (x) c. However the identity φoπ + λo(l 0 φ) = 1 does this for us immediately. This proves that A is regular as a left and as a right A-module, and this is what we mean when we say it is a regular 2-sided A-module.
In what follows, the term "relative" will always refer to the Note that the argument in Proposition 1.3 is just a little bit different from the standard argument for the analogous fact for algebras with identity. Also, in the case of algebras with identity, a trivial argument gives that relatively projective modules are relatively flat. We can prove an analogous result but the argument requires a certain twist. PROPOSITION 
If A has a splitting map, then every regular A-module is relatively flat.
Proof. We first prove that A is relatively flat as a right Amodule. If M is a left A-module, consider the sequence
where λ(α®6®m) = <z(g)&m -αδ(g)m and μ is, by definition, the quotient map modulo the image of λ. If A has a splitting map φ, then -\o(φ (x) 1) is a projection onto the image of λ. This projection is natural in the sense that it commutes with the induced map
In other words, μ: A® R M -> A(£> A M is naturally split as a left Amodule homomorphism. It follows that if 0->L-^ikί~>iV-->0 is an exact sequence of left A-modules for which exactness is preserved by A ® R ( ), then exactness is also preserved by A ® A ( ). In particular, A ® A ( ) will preserve the exactness of i?-split exact sequences, i.e., A is relatively flat as a right A-module. Now if P is any regular right A-module then P is a direct summand of P(g) R A by Proposition 1.2. That A is relatively flat implies the same is true of P® R A and P.
This leads to the following result on the stability of regularity: PROPOSITION Proof. Consider the diagram in the proof of Proposition 1. 2. Separable algebras* We are now prepared to define separable i2-algebras. At first glance the definition (Del 2.1 below) appears much stronger than the simple existence of a splitting map. However, eventually we shall show they are practically the same thing.
If A is an i2-algebra we will denote End^e(A) by Z(A). If A had an identity this would be the center of A. In the absence of an identity, there is no natural way to regard Z(A) as a subalgebra of A. However, at least we have:
Hence Then for any functional g in the dual of A we have:
, which implies that there exists k e R such that 8(6, g) = &#(&) and r(α, /) = fc/(α). Then
and we conclude that α is given by multiplication by keR.
Thus, A e is central. 
is an ideal of R and the above identity shows that μ φ {J)A c J. The following is an analogue of Lemma 3.5, Chapter 2 of [8] . There are four module actions of A on A ® Λ A-the first and second left actions (referring to which factor in A ® Λ A is being acted upon) and the first and second right actions. If ω e Ω and b e A, then a -* πoω(a (x) b) is an A-bimodule endomorphism of A, i.e., an element of Z(A). We denote this element by tr ω (6) . Then πoω{a (x) b) = tr,, (δ)α. 
If Z e z(A) and α, b, c e A we have 
Hence, tr ω is a ^(A)-module homomorphism if
Since θ is surjective p must be surjective, otherwise its image would be a proper ideal M of R with MA e = A e . This is impossible since A e is separable.
Since p is surjective, we may choose Σ(ύ t 0 (ύ\ e Ω 0 B Ω such that Σω^ω'i = 1. We set σ(r) = rΣω t 0 ω\ for reR.
Then σ: R-* Ω0 B Ω is an inverse for p. In fact, poσ -1 is clear, while
This establishes (1) . Returning to the diagram (*), note that since p is an isomorphism, Θ must be injective. Thus, θ is an isomorphism and (2) is established.
To prove (3), note that 1 (g) tr = π°θ. Thus, since π and θ are surjective the image of tr is an ideal M of R with MA -A. Hence, M -R and tr is surjective.
Condition (3) above turns out to be necessary and sufficient for A to be separable. In fact, a somewhat stronger result is: PROPOSITION 
Let A be a faithful R-algebra and let Ω c Ω be an R-submodule. If tr maps A ® R Ω onto R c Z(A) then A is central separable and Ω -Ω.
Proof. By Proposition 3.6 each tr ω for α)eβ is a i?(A)-module homomorphism (provided A 2 = A). Thus tr must map A 0 R Ω onto Z(A) f from which we conclude that A is central. That A 2 = A follows from the identity 1 (g) tr = π°θ and the hypothesis on tr.
If A is separable then Proposition 3.7 implies Ω is an invertible iϋ-module. Then the only way Ω could be a proper ϋί-submodule would be if it were contained in MΩ for some proper ideal McR. The hypothesis on trace makes this impossible.
To complete the proof we must prove that tr: A 0 R Ω -> R surjective implies A is separable.
From the above we have that To complete the proof, we show that A is projective as a left A e -module. Since tr is surjective and π is surjective, we may choose an element Σbi 0 c t 0 ω t e A ® R A ® R Ω such that Σ tr^fe^) = 1. We define <p t 6 Hom^e(A, A e ) by φ t {a) = ω t (a (g) c<) and note that The module i2 is rather mysterious. For central separable A, Ω is an invertible i?-module by Proposition 3.7 and, hence, determines an element of Pic(ίJ). In fact, this element is a square root of unity since Ω ® R Ω = R. We conjecture that Ω = R for all central separable A. We shall see that this is true for a wide variety of algebras A. For example, if A has an identity e, then ω -> tr ω (e): Ω -> R is an isomorphism. If ω is chosen so that tr ω (e) = 1, then ω(e ® e) = di is an idempotent of A e with the property that ω(a 0 6) =
If Ω is isomorphic to R (determines the identity element of Pic(.R)), then the separator Θ determines an isomorphism A p -> A\ This is not unique but depends on the choice of the isomorphism Ω-+R. Clearly the isomorphism A p -> A e defined by θ is unique up to an invertible multiplicative factor from R. Similarly, Ω = R implies that tr yields a trace from A to R which is unique up to a normalization factor from R.
If there exists ω e Ω and be A such that tr ω (6) = 1, then ω' -> tr ω /(6): Ω -• R is an isomorphism. Since tr: A 0# Ω -> R is surjective for a central separable algebra A, there are always finite sets of elements {ω t } and {&<} so that Σ tτ ωi (bi) = 1. If R is a local ring, we must have tr^&y) = r y invertible in R for some j. Then ft),-and r7 1 6 i forms a pair as above and we conclude that Ω ^ R. Thus, PROPOSITION 
If R is a local ring, then Ω(A) ~ R for any central separable R-algebra A.
The standard model of a central separable algebra is as follows: Let X and Y be iϋ-modules and let λ Γ^I-^J? be an iϋ-module homomorphism which is surjective. Then A = Kxl^Γ becomes an jξ-algebra if we set {x x 0 y 1 )-(x 2 0 y 2 ) = X(y λ 0 x 2 ){x λ 0 y 2 ).
If we define ω: A 0 Λ A -> A® R A by ^((^ 0 y x ) 0 (x 2 0 y 2 )) = («i ® 2/ 2 ) ® (»2 Θ l/i)> then ω e Ω(A) and tr ω (x 0 ^/) = λ(τ/ 0 &). The surjectivity assumption shows that there exists be A with tr ω (δ) = 1. Thus, Proposition 3.8 implies that A is central separable.
By the paragraph preceding Proposition 3.9, A has the property that Ω(A) = R since tr ω (6) = 1. DEFINITION 3.2. The algebra described above will be called the i?-elementary algebra determined by the triple (X, Y, λ). PROPOSITION 
Let A be an R-algebra. Then A is central separable algebra if and only if there is an R-algebra B, having R as an R-module direct summand, such that A 0^ B is isomorphic to an R-elementary algebra.
Proof. Suppose A is central separable and consider the separator θ:
Hence, θ is an algebra isomorphism with image A e and with domain the iϋ-elementary algebra determined by A, A (g) Λ Ω, and the pairing <c, b (g) ω) = tr(δc (x) ω) = tr ω (δc). Thus, B = A op is an algebra for which A(g) B B is isomorphic to an elementary algebra. Note that A op contains R as an ΛJ-module direct summand by Proposition 2.5. Conversely, suppose B is an i?-algebra having R as an ϋJ-module direct summand and suppose A (g) Λ B is isomorphic to an elementary algebra. Then A (g) Λ B is central separable. We shall show that this implies that A is central separable.
We 
This is just like the construction of an i?-elementary algebra, except that the ground ring is replaced by B.
On the other hand, suppose we are given a regular i?-algebra B, a left j?-module N, a right J5-module M, and a ΰ-bimodule map λ: N® B M -> B. We can define an algebra A which is M® B N as an i?-module and with product given by
Is A then Morita equivalent to B with N and M the implementing modules? The answer is yes if B is central separable. The only thing that needs proving is that λ: N®R M -> B induces a 5-bimodule isomorphism N® A M->B. We shall prove this using the separator θ defined in the previous section. First, we need a proposition which characterizes the trace map. 
(x) T: (A (g) R Ω)-*B we conclude that π
A has the properties of the separator for A except that we don't know a priori that Ω{A) = Ω{B). However, if ω 6 Ω -Ω(B) then ώ(a 0 a') -θ\a (x) α' 0 ω) clearly defines an element ώ e Ω(A).
Thus, ω -> ώ maps ώ(JS) into J2(A) and ^ is the separator for A composed with the map A ® R A ® R Ω -> A ® R A ® R Ω{A) induced by ω -> ώ. From this it follows that T is the composition of the trace for A with the induced map A ® R Ω -• A (x) R Ω(A).
Since Γ has image R, it follows from Proposition 3.8 that A is central separable and ω -> ώ is surjective. Since J2 is an invertible iϋ-module ω -> ώ must be an isomorphism. 
Σ (x) w t = Σ (w< (g) αiyWiy -mia i5 (x) which belongs to kev M(g) B N-> M(g) A N). It follows that M(g) A N-+ MN is injective. COROLLARY 4.1. Every central separable R-algebra A is Morita equivalent to a subalgebra which is contained in a finitely generated R-submodule of A.
Proof If α, 6, c e A then acb = Σ tr^c (x) ωjw* where Σ "i <g) V, <g) α), = ^^(α ®6)ei®,i®,fi.
It follows that if ikΓ and JV are finitely generated ideals then MN is contained in a finitely generated i2-submodule of A. Now suppose at, b u c t and ft)^ are chosen (i -1, , w) so that tr(Σ ^δ^i ® β>*) = 1. Then ττo^(il.® Σ &&& ® ω^ •= A but is contained in (Σ -AcJ ίΣ α<A). Thus iV = Σ ^cί an( i Λf = Σ α i^ are finitely generated regular left (resp. right) ideals satisfying NM = A. By the proposition, A M N and MN is contained in a finitely generated i2-submodule of A. COROLLARY 
1/ i2 is noetherian then every central separable R-algebra is Morita equivalent to a subalgebra which is a finite Rmodule.
It is apparent from Corollary 4.1 that the Morita equivalence classes of central separable iϋ-algebras form a set. It is also clear from the definition that algebra tensor product induces a well defined operation on this set under which it is an abelian semigroup. The ground ring R determines an identitiy for this semigroup. By Proposition 3.10, if A is a central separable A-algebra then there is another i?-algebra B, necessarily central separable by the same proposition, such that A ® R B is isomorphic to an ί?-elementary algebra. By Proposition 4.2 an i?-elementary algebra is Morita equivalent to R. Thus, our semigroup is actually an abelian group. DEFINITION 
The extended Brauer group of R, denoted B(R), is defined to be the group of Morita equivalence classes of central separable i?-algebras. If A is a central separable i?-aigebra, we denote its class in B(R) by [A].
Equality in the extended Brauer group can also be defined in a way that is more in the spirit of Auslander-Goldman [2] : PROPOSITION 
If A and B are central separable R-algebras, then [A] = [B] in B{R) if and only if there are R-elementary algebras E and F so that A(x) R E ~ B (x) R F.

Proof
Since 
Ά* YS)R & -Ά \>S)R & VS)R & = -D K>S)R Λ. (XJ22 £> -& V9R £
The usual Brauer group B{R) is defined in a similar way except that only algebras with identity are considered and equality is defined, as in Proposition 4.4, but with 12-elementary algebras replaced by algebras of the form Hom^itf, M) where M is a faithful finitely generated protective i?-module. Now such an algebra is i2-elementary in our sense. In fact, Ή.om R 
(M, M) = AI (g) R M' where M' = Rom R (M, R)
and multiplication is defined by the usual pairing λ(m' (x) m) = m\m). On the other hand we have: PROPOSITION 
If E = M® R N is an R-elementary algebra with an identity, then M is faithful, finitely generated and projective, N ~ M' and E = Hom^Λf, M).
Proof. Let X\N® R M->R
be the map inducing multiplication in E. The fact that λ is surjective implies that N and M are faithful i?-modules. If β = Σ^(®^ is an identity for E, then If A and I? are central separable jR-algebras with identity which determine the same class in B(R), then A (g) B B° is an j?-elementary algebra with identity and, hence, has the form Hom^M, Λf) for a faithful, finitely generated projective ϋϊ-module M. This implies that A and B determine the same element of the classical Brauer group B{R). Thus, we have: PROPOSITION 
The classical Brauer group B(R) is embedded as a subgroup of B(R).
Just as in the classical case, B is a covariant functor on the category of rings and identity preserving ring homomorphisms.
For such a homomorphism R -* S, A -> A 0 B S determines the corresponding group homomorphism B(R) ~> B(S).
We now proceed with an analogue of the classical result that B(R) = (0) if R is a Henselian local ring with maximal ideal M and R/M is algebraically closed (cf. [2] , Prop. 6.1). The proof rests on the existence of rank one idempotents, where an idempotent peA is called rank one if pAp = Rp = R. An idempotent p is called nondegenerate if p $ MA for each maximal ideal M of R. Note that a rank one idempotent p is nondegenerate. Otherwise, we would have p e MA and Rp -pAp c MpAp = Mp. Since R -> Rp is an Rmodule isomorphism, this is impossible. PROPOSITION 
If A is a central separable R-algebra containing a nondegenerate idempotent p, then [A] -[pAp\ and [A] e B(R). If p is rank one then [A] -(0).
Proof. If we can show that ApA = A if p is a nondegenerate idempotent, it will follow from Proposition 4.3, applied to the ideals
Ap and pA, that A is Morita equivalent to pAp. Since pAp has identity p, [pAp] belongs to B(R). If p has rank one pAp = R and [A] = (0).
If ApA Φ A it is contained in MA for some maximal ideal M c R by Proposition 3.5. This implies peMA in violation of the nondegeneracy hypothesis. PROPOSITION 
// R is an algebraically closed field, then each central separable R-algebra contains a rank one idempotent and, hence, B(R) = (0).
Proof. By Corollary 4.2 may assume A is finite dimensional. If we can show A contains a nonzero idempotent p, then pAp will be a central separable algebra with identity and, hence, a matrix algebra over R by the classical theory. Then pAp and, therefore A, contains a rank one idempotent. Now A contains a nonnilpotent element a. Otherwise A would be a nilpotent algebra, since it is finite dimensional, violating A 2 = A. Then by standard matrix theory, some polynomial in L a is a nonzero idempotent, where L a : A -> A is left multiplication by a.
That is, there exists be A with L\ -L h Φ (0). If p -b
2 then p is our nonzero idempotent. PROPOSITION 
If R is a Henselian ring with maximal ideal M and R/M is algebraically closed, then each central separable Ralgebra contains a rank one idempotant and, hence, B(R) = (0).
Proof. A Henselian ring is a local ring R such that whenever B is a finite J?-algebra, Id B a two-sided ideal, and peB/I an idempotent, then p is the image of some idempotent in B. This is not the usual definition of Henselian ring, but is equivalent to it (cf. [3] , p. 136).
By Proposition 2.7, A/MA is central separable over the algebraically closed field R/M. Thus, A contains an element a such that the image of a in A/MA is a rank one idempotent. We shall show that a is contained in a subalgebra of A that is finitely generated as an i2-module.
By . Then q(k a )(a) = 0 is a monic polynomial equation satisfied by α. It follows that the subalgebra of A generated by a is a finitely generated jβ-module.
Since R is Henselian, the subalgebra of A generated by a contains an idempotent p equivalent to a modulo MA. Now pAp is a central separable algebra with identity and, hence, is a finitely generated protective iϋ-module. Since R is local, pAp is a free Rmodule and, hence, one dimensional since it is one dimensional modulo M. Thus, p has rank one. defines an element of P σ . By Proposition 3.7, if ω ranges over Ω(A), b over A, then the images of the resulting elements of P o will span A a . Thus, PROPOSITION 
For each σeAut B (A), P σ Ά = A σ .
Now let σ, τ be elements of Aut Λ (A). If / e P σ and g e P τ are regarded as maps from A to A, they may be composed. Then f(ag(c)τ(b)) -afog(c)σoτ(b) .
Hence, fog e P ooτ and we have an i?-module homomorphism P σ (x)^ P τ -> PROPOSITION 
The map P o (x) R P. -> P σor is αw isomorphism for each σ and τ in Aut R (A).
Proof. We first prove that P σ 0 B P o -i -» Pi = R is an isomorphism. If it were not surjective its image would lie in a maximal ideal M of i2. However, P σ Ά = A, P σ -iΆ = A, and MA Φ A make this impossible. Thus, let {uJcP σ and {i JcP,-! be chosen so that Σ iv^ = 1. Then r -* Σ r^ΐ (x) ^: i? -> P σ (x)i> P σ -i provides an inverse for P σ (x)^ P σ -i -> R. That it is a right inverse is clear. It is also a left inverse since, for u e P σ and v e P σ -i, we have vu t e R and, thus, and a map P σ ® Λ P σ -i (x) Λ P σor -> P σ (g) β B P τ induced by composing the second and third factors. The resulting map P σoΓ -> P σ (g) Λ P r is clearly an inverse for the composition map. The above proposition shows that σ -> P σ determines a homomorphism of Ant B (A) into Pic (12) , where Pic(ίί) is the group of isomorphism classes of iϋ-modules which are invertible under ® Λ .
Suppose that P σ represents the trivial element of Pic(iϊ), i.e., P o = R. This is equivalent to the existence of an iϋ-module generator ueP σ .
Then P σ -ι is also singly generated, by let's say v. Thus uv = r e R is invertible as is vu -s; furthermore uvu = ru -su and so r = s. It follows that r~ιv = w has the property that uw -wu =
Since vf commutes with right multiplication in A and u commutes with left multiplication in A, it makes notational sense to write u'(a) = n f a and u(a) = an. We will not get in trouble with this since left and right module endomorphisms commute on an algebra satisfying A 2 = A. Then the equation vf°u = σ becomes σ{a) = u'au for a β A. We also have the relation (au)(u r b) = ab for a, be A since u'b) ). This suggests the following definition: DEFINITION 5.1. An automorphism σ of A will be called inner if it has the form σ(a) = u'au, where u is an automorphism of A as a left A-module, vf is an automorphism of A as a right A-module and (au')(ub) = ab for all a, be A. We denote the set of inner automorphisms by Inn(A).
Clearly Inn(A) is a subgroup of Aut(A). We showed above that the kernel of the map Aut R (A) -> Pic(ϋί) is contained in this subgroup. Conversely, suppose σ e Inn(A) so that σ(a) -u'au with u' and u as above . Then u(abc) -abcu -(abu)(u'cu) = au(b)σ(c) and, hence, u belongs to P σ . The fact that u is invertible as a map from A to A implies that it is a generator for P σ . Thus, P o = R. This proves that Inn(A) is exactly the kernel of Aut Λ (A)-»Pic(jβ). Thus, PROPOSITION 
If A is a central separable R-algebra then there is an exact sequence
We propose now to characterize the cokernel of the last map in this sequence.
Let B be an algebra Morita equivalent to A (e.g., we could choose -> N constructed just as v was but with P a replaced by P~\ Thus, μ and v are E-module isomorphisms.
We must prove that λ p = λ°(i; (g) μ). First, note that λ p = X°ψ where ^ is the isomorphism (N(g) 
is an algebra isomorphism. We already have an algebra isomorphism φ: A p -> A induced by the isomorphism P" 1 (g) B P-> i2. Thus, (μ 0 i^)o<p~1 = a is an automorphism of A. To complete the proof, we must show that P ~ P o . For peP we define v p (m® n) = m®v{n® p). Then v p maps A = Λf (g)^ iV to itself and is a left A-module endomorphism. Also, with v t e P, u τ e P"
1 chosen so that
and v p e P σ . Since P and P σ are both invertible iϋ-modules, the only way p->v p :P-+P σ could fail to be an isomorphism is if it has image in IP a for some proper ideal / of R. However, this would imply IN = N and, via λ, IB = B. Since this is impossible, we have P ~P a and the proof is complete.
We next show that given one set (JV, M, λ) of data presenting A as a jB-elementary algebra, every other such set has the form (JV P , M p , λ p ) for some invertible iϋ-module P.
We shall show E = B® R P and F = B(g) R P" 1 for some invertible i2-module P.
Let P = Hom 5 e(J5, E) and note that if p e P then p (x) 1: F is an element of Ή.om B e(F, B) . Clearly the resulting map P -Hom jB e (J5, E) -> Kom B e(F, B) is an isomorphism. We set Q = Ή.om B e(E, B) and note that Q is also isomorphic to Hom 5 e(B, ί 1 ). Also note, Hom^i?, 2£) ^ Hom^F, F) = Hom^i?, 5) ^ R. Thus, for pe P, qeQ both compositions p°g and go^p are given by elements of R, necessarily the same element of R since (pq)p = j)(?3>). Thus, there is a well defined map P ® Λ Q -> R given by composition. e -module homomorphism. It follows that P is sufficiently rich that (6 (g) p) -> p(6): S ® 5 P -> 2? is surjective.
Similarly, ® R Q -> J5 is surjective and it follows that P ® β Q -> R is surjective. 
This is an exact analogue of the classical result (cf. [20] and [8] , Ch. 2, §6). Now Knus [15] It is well known that if R -G(X)-the algebra of continuous complex valued functions on X-for a compact Hausdorff space X, then Pic(i?) = H\X, Z). The same thing is true for any commutative Banach algebra with maximal ideal space X (cf. [10] ). Thus, for a a commutative Banach algebra R and any central separable ϋ?-algebra A for which Q(A) = QA(A) = (0), the group Aut Λ (A)/Inn(A) is isomorphic to the second Cech cohomology group H\X, Z), where X is the maximal ideal space of R. It was this connection with Banach algebra theory, pursued in a somewhat different way in [6] , that led us to consider central separable algebras without identity. 6* Cohomology* The results of §4 suggest that, as with the classical Brauer group (cf. [12] ), B(R) can be computed for certain rings R by representing R as the ring of sections of a sheaf of local rings for which B is trivial and then using sheaf cohomology methods. We shall show how this method is successful when R -C(X) for X a compact Hausdorff space and partially successful when R ~ έ?(X) for X a "nice" compact subset of a Stein space. Here ^{X) is the algebra of functions holomorphic in a neighborhood of X. For R -C(X), the result is B{R) ~ H%X, Z). Compare this with the classical result that B{C{X)) is the torsion subgroup of H\X, Z) (cf. [12] ). For R = tf{X), X an appropriate compact subset of a Stein space, we get an injection B(R) -> H%X, Z). However, we have not been able to prove it is also a surjection.
We begin with some preliminary results concerning the algebra έ?(X). Thus, let X be a compact subset of a Stein space (e.g., X could be a compact subset of C n ) and let έ?(X) denote the algebra of functions holomorphic in a neighborhood of X. In other words, έ?(X) is the inductive limit of the algebras ^( U) where U ranges over open sets containing X. By a result of Harvey and Wells, if every complex homomorphism of ^{X) is given by point evaluation at a point of X y then Cartan's Theorems A and B hold for coherent analytic sheaves on X (cf. [14] , Th. 3.3). We shall call X a Stein compact set in this case. For example, if X has a fundamental system of neighborhoods which are Stein spaces, then X is Stein compact.
We shall need to know that X has a basis for its topology consisting of sets U which also satisfy Cartan's Theorem B (i.e., sets on which any coherent sheaf is acyclic). In fact, sets defined by inequalities 1/^)1 < r u , |/ n (a?)| < r n with f lf ,f n e έ?(X) have this property and do comprise a base for the topology. 
where Q is the cokernel of μ and K is the kernel of v and, hence, each is a coherent sheaf. From the fact that coherent sheaves are acyclic on X and U we conclude that the exactness of this sequence is preserved by passing to sections over X or over U. Passing to sections over X yields that 7 = cokeφ: ^{X) m -» 0> (X) n }. This, and the exactness of the sequence for sections over U and the fact that έ7{TJ) (g)^( x)^( X) = έ?(U) yields that έ?(U) (gW)7 -cokeφ: ^(ϊ7) w -> ^{U) n } as well as the fact that this maps in jecti vely into έ?(U) = ^(U) ®^( X)^( X). This completes the proof.
The next proposition spells out the properties of ^{X) and C{X) which allow us to proceed with our cohomology program: PROPOSITION ) to (*) we obtain the complex of Cech cochains for this presheaf and the given cover. Since (*) is i2-split, it remains exact when tensored with M. On passing to the limit over refinement of open covers we conclude that M is the module of global sections of M 0 B έ% (from exactness at the first two stages) and that M φ B & has vanishing Cech cohomology and, hence, is acyclic.
For R = ^{X) we proceed as above except we restrict attention to open covers with the property that each finite intersection of members of the cover is a set on which coherent sheaves are acyclic. This ensures that each C p is a flat jβ-module (by Prop. 6.1) and, hence, that whenever (*) is exact its tensor product with M with also be exact. However, (*) is always exact for such a cover since 0{X) = & is acyclic on X and on each finite intersection of sets in the cover. By the discussion preceding Proposition 6.1, there are arbitrarily fine covers of the required type and, hence, the argument of the previous paragraph works in this case as well.
It only remains to show that each stalk of & is a Henselian local ring with algebraically closed residual field. Everything but Henselian is obvious and Henselian is well known. For example, the stalks in x^ are convergent power series rings and, thus, Henselian by [18] , Chapter VII, §45. Any finite subset of the ring of germs of continuous functions is contained in a subring which is a quotient of a convergent power series ring and, thus, Henselian by [18] , Chapter VII, 43.4; it follows that the ring of germs of continuous functions is Henselian.
In what follows, we assume R is C(X) (resp. έ?(X)) for X compact (resp. Stein compact) and & will denote the sheaf of the above proposition. We let <^?* denote the sheaf of invertible groups of the sheaf
&}.
Our first objective is to construct a homomorphism δ: B(R) -» H\X, &*), where H\X 9 &*) is the second sheaf cohomology group of the sheaf ^?*. This construction is similar to that in [9] .
Let A be a central separable i2-algebra and denote the sheaf of algebras (7)). Since Pic(.5P β ) = (0) and Pic(.5? β ) = lim{Pic(R(V)): xe V], we conclude that for sufficiently small V this element of Pic(ϋ?(F)) must be zero. Then the two sets of data belong to the same element of Q B (A). It follows that if we replace our original cover by a sufficiently fine refinement we may obtain the following: if C^Π U$ -U i5 We would like to show that δ is injective. That is, if δ(A) = 0 we would like to show that A = M ® B N for modules M and N with a map λ: N(g) B M-> R which defines the multiplication in A. This is easy enough to do at the sheaf level: That ^ and Λ^ can locally be realized as ^-module direct summands of s*Z follows from the fact that M { and N t can be chosen of the form Ap t and p t A for a rank one idempotent p t e (A( U t )) provided the cover is sufficiently fine.
The problem of showing that δ is injective now boils down to this: with ^? and yjr as above, is Γ(X, ^t® R For R = C(X) there is no problem. In this case, &, the sheaf of germs of continuous functions on X, is a fine sheaf. Hence, any sheaf of ^-modules is a soft sheaf. This means that sections over closed sets are restrictions of global sections and it implies that the sheaf is acyclic (cf. To be able to conclude from this that δ is injective we need to know that every class in B(^(X)) contains an algebra A which is finitely presented over ^(X). Now if <^(X) is noetherian, then Corollary 4.2 implies that each class contains an algebra A which is a finitely generated lϋ-module. Then, applying noetherian again, we conclude that A is finitely presented. Thus, we have proved: The algebra έ?(X) need not be noetherian. For example, let X be a convergent sequence of points in C. There are more subtle examples, with X connected, involving sets XaC n for which there is a subvariety which meets the boundary of X in a nonlocally connected set. However, if X is a holomorphically convex subset of a domain of holomorphy which is semi-analytic (defined by finitely many analytic inequalities) then έ?(X) is noetherian (cf. [23] ).
Proposition 6.4 suggests the following definition: DEFINITION 6.1. For any commutative ring R let B(R) denote the subgroup of B(R) consisting of classes which contain a finitely presented algebra.
We know that B(R) -B(R) for R noetherian. We can't prove that B(R) = B(R) in general, and we suspect that it is not true. If they are not equal in general, then Proposition 6.4 and what follows suggest that B may be the more appropriate functor in some circumstances. PROPOSITION 
If R = LimR a for a direct limit system of rings {R a }, then B{R) = lim B{ItS
