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L’objectif de cette étude est de comparer deux méthodes d’évaluation de la pression basées
sur des mesures PIV. L’exactitude et la sensibilité des méthodes aux données d’entrées
seront présentées pour un écoulement en présence d’un objet immergé. Ainsi, deux méth-
odes d’estimation de pression vont être testées et comparées sur une même base de données.
Ces données doivent permettre d’analyser la sensibilité de chaque méthode aux différents
paramètres rencontrés au cours d’une expérience. Ici l’échantillonnage temporel (fréquence
et nombre de champs), la résolution spatiale, l’effet du filtrage « PIV » ainsi que l’introduction
de bruit (type gaussien) sur les champs de vitesse seront analysés.
1 Introduction
La pression est un élément essentiel dans tous les problèmes d’optimisation aéro ou hydrodynamique
: l’accès aux efforts instationnaires et les champs de pression volumiques sont deux quantités indis-
pensables pour l’analyse et l’amélioration des bateaux, sous-marins, missiles et différents avions de la
défense. Cette connaissance des écoulements est fondamentale pour pouvoir améliorer les systèmes de
propulsions, maîtriser l’acoustique et les vibrations, ou optimiser la consommation, problème que l’on
retrouve autant dans les domaines civils que militaires. De plus, malgré les progrès importants de la
simulation numérique en mécanique des fluides au cours des deux dernières décennies, les approches
expérimentales demeurent essentielles pour l’analyse de mécanismes physiques complexes et pour la
génération de bases de données de validation.
Les données de vitesse obtenues par Tomo-PIV Résolue en Temps peuvent être utilisées pour éval-
uer le champ de pression des écoulements ou les forces exercées sur un profil placé dans l’écoulement.
Plusieurs articles (Van Oudheusden 2013 [1], David et al. 2009 [2] expliquent les principes de calculs de
la pression et des efforts à partir des mesures non- intrusives, ce qui fait que l’obtention de la pression
ou des efforts devient une étape de post-traitement des données de vitesse. Le principe de base de cette
approche est de combiner les données de vitesse mesurées avec les équations gouvernant l’écoulement,
de manière à calculer la pression locale. La mesure de la pression à partir de la PIV consiste essen-
tiellement à évaluer le gradient de pression local à partir des données de vitesse mesurées en utilisant
l’équation locale de Navier-Stokes. Après l’introduction et la première exploration de ces principes au
cours des deux dernières décennies (Imaichi et Ohmi, 1986 [3], Baur et Köngeter 1999 [4], Liu et Katz
2006 [5]) des progrès significatifs ont été faits récemment en raison des possibilités offertes par PIV
résolue en temps (PIV-RT) et la tomo PIV. Dans une étude récente, Van Gent et al. 2017 [6] fournissent
une évaluation comparative de différentes méthodes de reconstruction de champs de pression. Ils ont
ainsi testé plusieurs méthodes de reconstruction de pression dont des technique basées sur le suivi des
particules Lagrangienne comme FlowFit (Gesemann et al. 2016 [7]) ou Vortex in Cell+ (Schneiders et
Scarano, 2016 [8]). Ces méthodes permettent d’obtenir un champ de pression précis grâce à une résolu-
tion spatiale élevée et à une meilleure utilisation de l’information temporelle.
Les incertitudes de ces méthodes d’estimation de la pression basée sur la PIV dépendent fortement des
incertitudes liées aux mesures PIV. Les sources d’erreurs rencontrées lors de mesure PIV sont multi-
ples. En particulier, la mesure de l’écoulement près des parois et des interfaces entre différents fluides
est généralement biaisée en raison de la concentration décroissante des particules, des forts gradients
dans ces zones de l’écoulement, ou des réflexions laser (Kähler 2012[9]). Diverses méthodes d’estimation
de l’incertitude basées sur le signal de corrélation ont récemment été développées (incluant Charonko et
Vlachos, 2013 [10] ou Wieneke 2015 [11]).
Pour l’estimation de la pression, cette quantification est cruciale car l’incertitude sur les champs de
vitesse se propage à l’évaluation de l’accélération et ensuite à l’estimation de la pression via l’étape
d’intégration. Des études précédentes se sont concentrées sur la propagation des erreurs du champ de
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vitesse à l’accélération et/ou à l’estimation de la pression. Charonko et al (2010) [12] ont présenté une
comparaison de diverses méthodes d’estimation de la pression des champs de PIV. En particulier, ils
ont analysé l’effet de la résolution de la grille, des niveaux d’erreur sur la mesure de la vitesse et du
mouvement hors plan. Récemment, Azijli et al (2016) [13] ont proposé une méthodologie pour quantifier
à posteriori l’incertitude sur la pression estimée. Leur approche repose sur un cadre bayésien où l’erreur
sur le champ de pression est obtenue à partir d’une distribution connue de l’erreur et de l’hypothèse que
la distribution représentant l’incertitude de mesure de la PIV est gaussienne. Comme l’ont fait remar-
quer Pan et al (2016) [14], cette méthode exige une connaissance préalable du champ d’écoulement et
ne se concentre pas sur la façon dont l’erreur sur la vitesse se propage du champ d’écoulement au calcul
de la pression. Pan et al (2016) [14] analysent la dynamique de la propagation de l’erreur à travers
l’équation de Poisson. Ils mettent en évidence le rôle des caractéristiques du domaine de mesure dans
la propagation des erreurs, en considérant la forme, la surface/volume, le type de conditions aux limites
et le niveau d’erreur dans le champ et sur les frontières. Wang et al (2016) [15] ont utilisé une méthode
basée sur la fonction de densité de probabilité (PDF) pour l’analyse de la propagation des erreurs. Ils
ont d’abord étudié la propagation du bruit de la vitesse à l’accélération puis la propagation à la pression.
En supposant que le niveau d’erreur sur chaque point de la grille est indépendant de sa vitesse et que
tous les niveaux d’erreur sont spatialement et temporellement indépendants, ils ont introduit un bruit
gaussien dans le champ de vitesse. Ils ont ainsi montré que les erreurs sur le gradient de pression ont
une distribution indépendante de la vitesse d’écoulement. Cette dernière étude rapporte également que
les résolutions spatiales et temporelles ont un effet important sur la propagation des erreurs.
Différentes études ont été réalisées afin d’analyser la propagation des erreurs sur l’estimation de pres-
sion. Cependant, des analyses des différents paramètres qui peuvent affecter la propagation de l’erreur
(niveau de bruit, résolution, méthode d’estimation) sont encore nécessaires. Dans ce papier l’exactitude
et la sensibilité de deux méthodes d’estimation de la pression (Jeon et al., 2018 [16], Carini et al., 2018
[17]) aux données d’entrées seront présentées pour un écoulement tridimensionnel en présence d’un
objet immergé. L’écoulement autour d’un profile (NACA0015) est considéré de sorte que les frontière in-
ternes doivent être prises en compte dans le processus de reconstruction de pression. A partir de données
issues de simulation numérique, des données de type tomo-PIV sont générées. L’effet de la résolution
spatiale sur l’estimation de la pression est discuté. La propagation d’un bruit gaussien sur les champs
de vitesse est ensuite analysée.
2 Méthodes d’estimation de la pression
Les deux méthodes de pression comparées dans cette étude sont résumées dans cette section.
Pressure Schur Complement (PSC)
La méthode PSC détaillée dans Carini et al. (2018) [16] se propose d’améliorer l’approche commune
aux techniques de reconstruction de pression fondées sur l’équation de Poisson, en s’affranchissant du
choix, souvent heuristique, des conditions aux limites, et en gardant, en même temps, les propriétés
avantageuses de filtrage spatial des erreurs de mesure par des opérateurs elliptiques. Du point de vue
purement mathématique, la formulation rigoureuse des conditions aux limites pour l’équation de Pois-
son de la pression (qu’on obtient classiquement à partir des équations de Navier-Stokes incompressibles),
conduit à une formulation de type intégrale (Quartapelle & Napolitano 1986 [18]). Une approche équiv-
alente, qui utilise la méthode de découplage pression-vitesse de Glowinski & Pironneau (1979) [19], a été
récemment proposée par Auteri et al. (2015) [20] pour reconstruire le champ de pression d’écoulements
2D. La méthode PSC peut s’interpréter comme une version algébrique ou "discrète" de cette dernière
approche, avec les avantages d’une formulation mathématique plus simple, ainsi que de meilleures per-
formances de calcul attendues pour les cas 3D. Sa formulation ramène en fait à ré-écrire les équations
de Navier-Stokes incompressibles sous la forme d’un problème de Stokes forcé par la combinaison des
termes de dérivée matérielle et de divergence du tenseur de Reynolds, selon le type de données PIV (in-
stantanées, moyennées en temps/phase) et le régime laminaire/turbulent de l’écoulement considéré. Les
conditions aux limites sont donc posées directement sur les variables de vitesse et non sur la pression,
avec l’avantage que la vitesse est connue dans tout le volume de mesure et notamment sur son bord.
Suite à une discrétisation aux éléments finis de Taylor-Hood, la pression est calculée par la résolution
du complément du Schur associé. Dans l’implémentation numérique proposée dans Carini et al. (2018)
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[17], cette matrice n’est jamais explicitement assemblée (en raison de sa structure dense) et des itéra-
tions de Krylov sont utilisées pour son inversion. Un exemple de résultats pour des données numériques
3D est présenté en Figure 7.
Figure 1: Données numériques 3D : iso-surfaces de pression non dimensionnelle. Champ de pression exact (gauche)
et reconstruit (droite).
Sequential least-square reconstruction (ILAG)
La méthode de reconstruction de pression est présentée dans Jeon et al. (2014[21], 2018[16]). La méth-
ode consiste à résoudre l’équation de quantité de mouvement :
∇p = −ρDu
Dt
+ µ∇2u (1)
où p est la pression, ρ est la densité du fluide, u est la vitesse, Du/Dt est l’accélération du matériau,
et µ est la viscosité dynamique. Ici l’accélération, la vitesse et l’accélération matérielle peuvent être
directement issues de l’algorithme de TR- PIV FTEE (Fluid trajectory evaluation based on an ensemble-
averaged, Jeon et al, 2014 [21]). Cependant l’accélération matérielle issue de FTEE peut être bruitée
notamment par des phénomènes tel que le pixel-locking. Dans ce cas, une estimation de l’accélération
matérielle à partir de la série de champs de vitesse utilisant une approche itérative pseudo- Lagrangi-
enne est utilisée (ILAG).
A partir du champ d’accélération et de vitesse, le gradient de pression est estimé (équation 1). Avant
l’étape d’intégration, le domaine d’intégration est divisé en sous-domaines en fonction de la fiabilité lo-
cale des données (figure 2). En effet, la qualité du gradient de pression dépend des erreurs sur la vitesse
issue des calculs PIV. Dans les zones de fort cisaillement, proche des parois ou dans des zones de fortes
turbulences, la précision de la PIV peut être détériorée. Une intégration du gradient de pression séquen-
tielle, en partant des zones présentant le moins d’erreurs (écoulements libres) vers les zones les moins
fiables (parois, sillage...) a donc été développée. Dans le cas d’une aile, les sous-domaines peuvent être
définis comme la région extérieure, le sillage, la région proche paroi, les régions proches des extrémités
de l’aile. La zone du sillage de l’aile est extraite de façon automatique. Pour cela la norme locale de
Frobenius du tenseur de gradient de pression est utilisée. Un critère sur cette norme permet de localisé
les zones fortement perturbé dans le sillage. De plus, on note qu’en présence d’un corps immergé, un
masque D est introduit pour exclure les points de grille à l’intérieur de l’obstacle.
Après avoir divisé le domaine, l’intégration spatiale du gradient de pression est réalisée sur chaque sous-
domaine. Une fonction de coût est définie comme la différence entre les gradients de pression mesurés
et reconstruit sur chaque sous- domaine. Cette fonction de coût est exprimée à l’aide d’une formulation
discrète du gradient de pression, ce qui donne un système matriciel pour chaque sous-domaine. Des
algorithmes classiques d’algèbre linéaire peuvent ensuite être utilisés pour obtenir la solution du prob-
lème de minimisation des moindres carrés. Nous notons que cette formulation est mathématiquement
similaire à la résolution d’un problème de Poisson.
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Figure 2: Evaluation du champ de pression: a) Séparation du domaine et des conditions aux limites (DC) b) Champ
instantané du coefficient de pression dans le plan central et coefficient λ2 pour caractériser les structures tourbillon-
naires.
3 Base de données utilisée pour la comparaison
Les différentes méthodes d’estimation de pression présentées dans la section précédentes ont été testées
et comparées sur une même base de données. Ces données doivent permettre d’analyser la sensibilité de
chaque méthode aux différents paramètres rencontrés au cours d’une expérience. Dans ce papier nous
présentons en particulier une comparaison en fonction de la résolution spatiale des champs avec et sans
filtrage « PIV » ainsi que la sensibilité des méthodes à l’introduction de bruit (type gaussien) sur les
champs de vitesse.
La base de données est issue d’une simulation réalisée par Improved Delayed Detached Eddy Simulation
(IDDES). L’écoulement autour d’un profil NACA0015 de 80 mm de corde et 140 mm d’envergure est
considéré. Ce profil est placé à 30 degré d’incidence dans une veine de 230 mm×230 mm de section.
La vitesse d’écoulement d’entrée est fixée à U∞ = 1,25 m/s, donnant un nombre de Reynolds basé sur
la corde de Rec=100 000. Une représentation de l’écoulement est fournie sur la figure 3. Nous notons
que l’écoulement considéré présente un obstacle immergé ainsi que des zones d’écoulement fortement
perturbées, notamment dans le sillage de l’aile.
Figure 3: Visualisation de l’écoulement: composante de la vitesse longitudinale (gauche) et coefficient de pression
(droite) avec les iso-surfaces correspondant à une valeur constante value de λ2 (=5000).
Les champs de vitesses numérique sont extraits sur une grille cartésienne de type PIV avec un
pas de 1 mm et échantillonnés à 4 000 Hz. A partir de cette simulation numérique, l’objectif est de
construire une base de données de champs de vitesse qui se rapproche des caractéristiques des données
issues de TomoPIV. Pour obtenir ce type de données TomoPIV à partir de la simulation, nous prenons
comme référence le dispositif expérimental utilisé dans la même configuration d’écoulement (Jeon et
al. 2018 [16]). En utilisant 4 caméra 1024×1024, le volume reconstruit par TomoPIV est d’environ
150 mm suivant les axes x et y avec une profondeur suivant z de 20 mm. Après reconstruction la taille
d’unvoxelest d’environ 0,15 mm. Les champs de vitesse numériques sont modifiés pour être cohérents
avec ces caractéristiques. Quatre zones sont utilisées pour générer les données de comparaison (figure
4) :
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• Plan 1 en amont du profile : (y,z) = (200 mm, 230 mm)
• Volume 2 en aval du profile : (x, y, z) = (20 mm, 200 mm, 230 mm)
• Volume 3 à mi-envergure : (x, y, z) = (150 mm, 150 mm, 20 mm)
• Volume 4 au saumon : (x, y, z) = (150 mm, 150 mm, 20 mm)
En particulier, l’effet de la résolution spatiale des champs et l’effet de filtrage due au traitement PIV est
étudié. Pour « séparer » ces deux effets, 3 résolutions sont extraites des données numériques brutes :
• La résolution initiale des données numériques : (dx,dy,dz) =(1,1,1) mm
• Une résolution avec un facteur 2 suivant les 3 directions : (dx,dy,dz) =(2,2,2) mm
• Une résolution avec un facteur 4 suivant x et y et 2 suivant z : (dx,dy,dz) =(4,4,2) mm
Pour modéliser le processus de filtrage d’un traitement de corrélation PIV, un filtre gaussien est
appliqué sur les données numériques. La taille du filtre est définie en fonction de la taille des fenêtres
d’interrogation utilisé en TomoPIV. Ici, pour avoir un multiple entier devoxeldans des fenêtres d’interrogation
usuelles (i.e. 16, 32, 64) nous prenons une taille de voxel de 1/8 mm. Une fenêtre d’interrogation (WS) de
32 voxels correspond donc à 4 mm. En utilisant un overlap égal à 50%, le domaine est discrétisé tous les
2 mm. Pour modéliser le processus de filtrage d’un traitement de corrélation PIV, un filtre gaussien est
appliqué sur les données numériques. La taille du filtre est définie en fonction de la taille des fenêtres
d’interrogation TomoPIV. Nous utilisons un filtre gaussien tel que 3σ=WS/2, par exemple pour WS=32
vx, σ =0,66 mm. Par conséquent, seuls les voisins du point considéré qui sont inclus dans la fenêtre
TomoPIV sont pris en compte dans le filtrage.
Afin de tester, l’effet de la résolution PIV et de ce filtrage, 3 tailles de fenêtre d’interrogation sont util-
isées :
• WS = (32,32,32)voxel=(dx,dy,dz)=(2,2,2) mm avec overlap 50%
• WS = (32,32,16)voxel=(dx,dy,dz)=(2,2,1) mm avec overlap 50%
• WS = (64,64,32)voxel=(dx,dy,dz)=(4,4,2) mm avec overlap 50%
Enfin, la sensibilité des méthodes au bruit présent sur les champs de vitesse, ici un bruit gaussien, va
être analysée. Ce bruit est généré de façon aléatoire sur les points de grille indépendamment de leurs
positions, vitesses, ou pas de temps. Le niveau de bruit a été choisi pour être cohérent avec les erreurs
que l’on peut rencontrer dans les applications PIV. La distribution du bruit Gaussian est définie comme
suit:
P (Er) =
1√
2πσ
exp
− (Er−µ)
2
2σ2 (2)
où µ est la valeur moyenne et σ l’écart-type de l’erreur Er. Nous utilisons une erreur moyenne nulle
et 10 valeurs de σ sont testées. Le niveau de bruit a été choisi pour être cohérent avec les erreurs que
l’on peut rencontrer dans les applications PIV. Ces valeurs de σ ont été définies en termes d’erreur en
voxel. Le niveau le plus bas correspond à 3σ=0,05 vx et le niveau le plus élevé à 3σ=0,5 vx. En terme
de magnitude de vitesse, ces valeurs correspondent respectivement à 3σu=0,007 m.s−1 (0,6% de U∞) et
33σu =0,065 m.s−1 (6% de U∞).
4 Comparaison
Pour comparer la précision globale des différentes méthodes, la différence quadratique entre le coeffi-
cient de pression (Cp = P/(1/2 ∗ ρ ∗ U2∞)) estimé par les deux méthodes et le coefficient numérique de
pression est calculée :
‖εCp‖L2 =
√∑N
1 (Cpe − Cpn)2
N
(3)
où Cpee est la pression estimée, Cpnn la pression numérique et N le nombre de points dans le volume.
Ce critère est divisé par la norme L2 du coefficient de pression numérique, ‖εCpn ‖L2 , pour obtenir un
rapport de l’erreur par rapport à la fluctuation de pression dans le champ.Pour l’analyse des champs
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Figure 4: Volumes utilisés pour construire la base de données (gauche) Champs de vitesse bruité (droite).
bruités, une estimation des erreurs est également réalisée en se basant sur les 30 tirages. Dans ce cas,
une erreur quadratique moyenne est estimée sur chaque position:
‖εCp(x, y, z)‖loc. =
√∑30
1 (Cpe(x, y, z)− Cpn(x, y, z))2
30
(4)
Ce critère est ensuite moyenné sur le domaine pour obtenir une erreur moyenne liée à chaque niveau de
bruit.
Tout d’abord, un exemple de champs de coefficient calculé dans le volume 4 avec les deux méthodes
sur les données brutes est présenté sur la figure 5. Les deux méthodes fournissent un champ de pres-
sion similaire au champ de pression numérique avec une bonne représentation des petites structures
au niveau de la couche de cisaillement. Le tableau 1 fournit les valeurs du critère d’erreur défini par
l’équation 3 et l’erreur maximale pour les différentes résolutions de données générées. Pour les deux
méthodes, une meilleure résolution des champs entraine un niveau d’erreur inférieur. On note égale-
ment que l’erreur moyenne est inférieure pour la méthode PSC, les erreurs maximales étant proche
pour les deux méthodes. Les champs d’erreurs sur le coefficient de pression pour différentes résolution
et pour les deux méthodes sont fournies sur les figures 6, 7 et 8.
La figure 7 correspond aux champs d’erreur pour la résolution (dx,dy,dz) =(2,2,2) mm (sans filtrage PIV).
Les niveaux et la localisation des erreurs pour les deux méthodes sont globalement similaires. Une
légère surestimation de la depréssion est observée au dessus du profil pour ILAG avec des erreurs un
peu plus marquées au niveau du bord d’attaque. Les d’erreurs au niveau des structures turbulentes
dans le sillage sont légerement plus importantes pour la méthode PSC. Pour les deux méthodes, ces er-
reurs sont plus importantes avec l’introduction du filtrage type PIV (figure 7). En effet, sur cette figure,
les erreurs au niveau de la couche de cisaillement semblent plus importantes. Ceci est dû au lissage
des petites structures qui entraine une sous-estimation des variations de pression dans cette région.
Cependant, on observe que l’erreur moyenne n’est pas affectée par ce filtrage. Enfin, l’effet de la résolu-
tion est présenté sur la figure 8 qui correspond au champs d’erreurs sur le coefficient de pression pour
la résolution WS = (64,64,32). Ici, les erreurs dans le sillage du profil sont beaucoup plus marquées.
La résolution ne permet pas de décrire correctement les structures turbulentes et engendre des erreurs
importantes. On note que la répartition des niveaux d’erreurs est semblable pour les deux méthodes.
Figure 5: Champs de coefficient de pression numérique (gauche) estimé par PSC (centre) et estimé par ILAG (droite).
Les champs de pression sont estimés sur les données numériques brutes dans le volume 4. Plan YX à Z = 140 mm.
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Table 1: Erreur d’estimation de la pression pour différentes résolutions et filtrages type PIV pour le volume 4.
Figure 6: Champs d’erreur sur le coefficient de pression (haut) PSC (bas) ILAG ; (gauche) Plan YX à Z=140 mm.
(droite) plan XZ à Y=16 mm =position du bord d’attaque ; Données brutes (dx,dy,dz) =(2,2,2) mm.
La sensibilité des méthodes au bruit est également étudiée par l’introduction d’un bruit Gaussien
sur les champs de vitesse comme décrit précédemment. L’erreur globale moyenne sur 30 tirages pour
10 niveaux d’erreurs est présentée sur la figure 9 pour les deux méthodes. Pour la méthode PSC, une
évolution quasi linéaire de l’erreur est observée. Pour ILAG, l’erreur semble augmenter rapidement aux
bas niveaux de bruit avec une sensibilité inférieure quand le niveau de bruit augmente. Ceci peut être
lié à la méthode itérative d’estimation de l’accélération qui tend à régulariser le gradient de pression.
Cependant, la forme de la courbe semble indiquer que le nombre de tirages est peut-être insuffisant pour
avoir une bonne convergence des données.
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Figure 7: Champs d’erreur sur le coefficient de pression (haut) PSC (bas) ILAG ; (gauche) Plan YX à Z=140 mm.
(droite) plan XZ à Y=16 mm =position du bord d’attaque ; WS = (32,32,32) = (dx,dy,dz) =(2,2,2) mm.
Figure 8: Champs d’erreur sur le coefficient de pression (haut) PSC (bas) ILAG ; (gauche) Plan YX à Z=140 mm.
(droite) plan XZ à Y=16 mm =position du bord d’attaque ; WS = (64,64,32) = (dx,dy,dz) =(4,4,2) mm.
5 Conclusion
Cette étude a comparé deux méthodes d’évaluation de la pression basées sur des mesures PIV. L’exactitude
et la sensibilité des méthodes aux données d’entrées pour un écoulement en présence d’un objet immergé
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Figure 9: Evolution de l’erreur moyenne sur le coefficient de pression en fonction du niveau de bruit.
ont été présentées. Une base de données a été générée et permet d’analyser la sensibilité des méthodes
à différents paramètres rencontrés au cours d’une expérience : résolution spatiale, l’effet du filtrage «
PIV » ainsi que l’introduction de bruit (type gaussien). Les deux méthodes ont démontré leur capacité à
reconstruire le champ de pression autour du profil avec une très bonne précision. Les champs d’erreurs
issus des deux méthodes pour les différentes résolutions sont similaires avec une erreur globale in-
férieure pour PSC lorsque les champs ne sont pas bruités. En ce qui concerne l’introduction de bruit, la
méthode ILAG semble moins sensible aux niveaux de bruit importants et semble donner des meilleurs
résultats lorsque le bruit devient important. D’autres paramètres comme la résolution temporelle seront
étudiés pour un plus grand nombre de tirages statistiques. De plus, d’autres types de bruit pourraient
être testés.
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