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Magistrsko delo




Najprej bi se rad zahvalil prof. dr. Ljupču Todorovskem za neprestano strokovno
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Napovedovanje prihodnjega gibanja vrednosti finančnih inštrumentov je bil in ve-
dno bo velik izziv. Cilj magistrskega dela je preučiti možnosti uporabe različnih
pristopov globokega strojnega učenja [1] za kratkoročno napovedovanje vrednosti
kriptovalute Etherum. Uporabljeni pristopi zajemajo tako metode nadzorovanega
kot nenadzorovanega globokega učenja. Napovedne spremenljivke, poleg vredno-
sti kriptovalut v preteklosti, vključujejo tudi izvedene trgovalne indikatorje gibanja
vrednosti v nekem opazovanem obdobju, ki jih pogosto uporabljamo pri napovedo-
vanju gibanja vrednosti finančnih instrumentov. Zanima nas, kakšen je vpliv izbire
strukture nevronske mreže in obdelave podatkov za strojno učenje na napovedno
točnost naučenih modelov.
Work plan
Predicting the future values of financial instruments always was and will represent
a complex and interesting challenge. The goal of this thesis is to study the utility
of different deep learning approaches [1] for short-term prediction of the price of
the cryptocurrency Etherum. We have used both supervised and unsupervised deep
learning methods. In addition to the usual predictive features corresponding to the
value of the cryptocurrency in the near past, we have also designed features that
correspond to the well-known economic indices of the current market state. The aim
of the thesis is to explore how the choice of network topology and data preprocessing
methods affect the predictive performance of the learned models.
Osnovna literatura




Napovedovanje vrednosti kriptovalut z globokim učenjem
Povzetek
Magistrsko delo predstavi inovativen način napovedovanja vrednosti kriptovalute
Etherum z uporabo globokega učenja. Dobra napoved je ključna pri konstrukciji
uspešne trgovalne strategije, kar je tudi naš dolgoročni cilj. Osredotočimo se na
kratkoročno napoved, namreč napovedujemo časovno vrsto šestih 5 minutnih inkre-
mentov kriptovalute Etherum.
Napovedovanja smo se lotili z globokim učenjem. Le to je znano po zmožnosti
odkrivanja izjemno kompleksnih relacij. Na primer pri sekvenčnem napovedovanju
zadnje čase dominira globoko učenje. Uporabili smo tako nadzorovano kot nenad-
zorovano učenje. Nadzorovano za končno napoved, kjer si pomagamo s principom
pozornosti, nenadzorovano učenje pa za redukcijo dimenzije. Obakrat podatkom
dodajamo šum, s katerim se borimo proti preprileganju. Osnova našega modela
so podatki transakcij iz kripto borze Kraken, katere smo preoblikovali v ustrezno
obliko. Za povečanje napovedne moči modela smo uporabili različna glajenja cene
in uvedli trgovalne indikatorje.
Doseženi rezultati presežejo začetna pričakovanja, sploh, ker je v ekonometriji
privzeto, da je kratkoročno napovedovanje težje od dolgoročnega. Velike težave
imamo s preprileganjem, katerega pa smo do neke mere uspešno omejili. Za končno
napoved uporabimo malce spremenjen princip pozornosti, kateri se je izkazal za
optimalnega.
Predicting values of cryptocurrencies with deep learning
Abstract
The thesis introduces an innovative way of predicting the value of the Etherum
cryptocurrency using deep learning. Good forecasting is a key to building a success-
ful trading strategy, which is also our long-term goal. We focus on short-term
forecasting, in particular, we forecast the time series of six 5-minute increments of
the Etherum price.
To build predictive models, we use deep learning which is known for its capacity
to capture complex relations in the data. Lately, the vast majority of the state-of-
the-art models in sequence-to-sequence predictions have been using deep learning.
We employ methods for supervised and unsupervised deep learning. Supervised
methods are employed for learning the final predictive model, where we will take
advantage of attention mechanism, while unsupervised methods are applied to the
task of dimensionality reduction of the input data. For both supervised and unsu-
pervised methods, we add noise to training data to reduce overfitting. The training
data is collected from the cryptocurrency broker Kraken. To the transactional data
obtained there, we will add different price-smoothing and other trading indicators
to increase the predictive performance of the learned models.
The achieved results exceeded our initial expectations, especially since econome-
trics implies that short-term forecasting is more difficult than long-term forecasting.
We have managed to contain the big problems with overfitting. The final, best-
performing prediction model is obtained using modified attention mechanism.
Math. Subj. Class. (2010): 68T05, 90C29
Ključne besede: Globoko učenje, kriptovalute, napovedi, nenadzorovano učenje,
nadzorovano učenje, stohastični šum.
Keywords: Deep learning, cryptocurrency, predictions , unsupervised learning,




Napovedovanje prihodnosti je bil in vedno bo zanimiv in težek problem. Napo-
vedovanje prihodnjih vrednosti kriptovalut pa še toliko bolj. Cilj magistrskega dela
je razviti čim bolǰsi napovedni model z uporabo globokega učenja, katerega bomo
kasneje obrnili v trgovalno strategijo. Osredotočili smo se na kratkoročno napoved
in posledično tudi trgovanje, saj je glavni cilj izkoristiti veliko volatilnost kripto-
valut. Hkrati se zavedamo, da smo premajhni igralci, da bi lahko trg oblikovali.
Prav tako se zavedamo, da ne rabimo popolne natančnosti pri napovednem modelu,
saj moramo po nenapisanem pravilu biti bolǰsi samo od povprečnega vlagatelja.
Dolgoročni cilj je seveda ustvariti čim bolj profitabilno trgovalno strategijo.
Odločitev za metodo globokega učenja je bila relativno preprosta. V zadnjem
času je napovedovanje časovnih vrst z uporabo le tega doživelo izjemen razvoj in
tudi model je relativno preprosto razširiti na več kriptovalut in ga iterativno poso-
dabljati. Prav tako imamo veliko več svobode pri modificiranju obstoječih metod
kot pri ostalih metodah strojnega učenja. Pomembno vlogo pri izbiri metod je igralo
dejstvo, da imajo finančni inštrumenti, še posebej časovne vrste kriptovalut, ogro-
mno nenapovedljivega šuma, kateri izvira iz omejenih informacij in nepredvidljivosti
ljudi. Posledično potrebujemo zelo močno orodje, če želimo iz transakcijskih podat-
kov potegniti čim več. Znano je, da nam globoko učenje omogoča odkriti izjemno
kompleksne relacije, če ga le pametno uporabljamo.
V prvem delu naloge definiramo vso potrebno teorijo, da lahko sledimo praktičnim
rezultatom. Predvsem podrobno definiramo principe globokega učenja, ustrezne re-
kurentne strukture ter načine optimizacije. Prav tako opǐsemo metrike, po katerih
vrednotimo modele in podrobno opǐsemo uporabljene metode. Podrobno predsta-
vimo način razšumljanja podatkov in popolno normalizacijo, katera se izkaže za
izjemno pomembno pri razšumljanju. Veliko si pomagamo s kopulo, zato tudi to
podrobno definiramo.
Nadaljujemo z opisom pridobivanja podatkov in njihovo transformacijo. To za-
jema preoblikovanje napovednih spremenljivk kot ciljne časovne vrste. Na tej točki
uvedemo trgovalne indikatorje, kateri ogromno pripomorejo k napovedni moči mo-
dela. Zaključimo s praktičnim delom, kjer pokažemo doprinose vseh predhodno
definiranih konceptov. Držimo se načela, da ne predstavimo samo končnega rezul-
tata, ampak tudi razvoj idej in celotno pot, kako smo prǐsli do njega.
Za globoko učenje smo uporabljali Googlovo knjižnico Tensorflow [2], modele smo
učili na grafičnem procesorju NVIDIA GTX 1050 Q-MAX s 4GB spomina. Za
večino ostalega dela smo uporabljali programski jezik R [3], računsko zahtevneǰse
naloge pa smo implementirali v C++ [4].
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2. Globoko učenje
Globoko učenje je del področja strojnega učenja, katero v zadnjem času dosega
vedno večjo prepoznavnost. Sodi na široko področje umetne inteligence, katero
proučuje inteligentno obnašanje v umetnih sistemih [5]. Eden od vidikov inteligen-
tnega obnašanja je učenje - tega proučuje del umetne inteligence, področje strojnega
učenja. Znotraj strojnega učenja so razviti različni modeli, nekateri med njimi slo-
nijo na uporabi večplastnih nevronskih mrež, delu strojnega učenja, ki uporablja
modele globokih umetnih nevronskih mrež (mrež z velikim številom plasti - slojev)
rečemo globoko učenje. Najbolj osnovni model je globoka tesno povezana nevronska
mreža, poznamo pa tudi bolj kompleksne. Izbira arhitekture je odvisna od primera
do primera in igra ključno vlogo pri uspešnosti algoritma. Na primer konvolucij-
ske nevronske mreže dosegajo izjemne rezultate pri prepoznavanju slik, čeprav mi o
njih ne bomo veliko govorili. Osredotočili se bomo predvsem na rekurentne struk-
ture, katere dosegajo izjemne rezultate na področju prepoznavanja govora oziroma
na splošno zvoka, tekstovnih podatkov in časovnih vrst. Dobro naučena nevron-
ska mreža je lahko superiorna strokovnjaku z danega področja. Primere tega lahko
najdemo na primer v šahu [6] (Googlov program AI AlphaZero) oziroma kakšnih
računalnǐskih igrah [7] (Dota 2). Globoko učenje lahko v grobem ločimo na dva
dela, na nadzorovano in nenadzorovano.
Nadzorovano učenje
Kot že ime pove, pri nadzorovanem učenju konstruiramo ciljno spremenljivko
oziroma spremenljivke, s katerimi nadzorujemo postopek učenja. Globoko učenje
temelji na vzvratnem razširjanju napake, s katerim minimiziramo funkcijo izgube.
Tukaj pridejo v igro ciljni podatki, saj si lahko funkcijo izgube predstavljamo kot
razliko med napovedanimi ciljnimi vrednostmi in dejanskimi podatki. V našem
primeru bodo ciljni podatki vrednost kriptovalute v določenem času v prihodnosti.
Nenadzorovano učenje
Pri nenadzorovanem učenju ni posebnih ciljnih spremenljivk, katerih vrednosti bi
napovedovali. Zato je cilj nenadzorovanega učenja odkriti neznano strukturo, ozi-
roma vzorce v podatkih. Slednje lahko uporabljamo na različne načine, na primer
za krčenje dimenzije podanih podatkov ali za iskanje alternativnega prostora spre-
menljivk za opis podatkov. Če imamo veliko vhodnih spremenljivk, nas lahko hitro
doleti prekletstvo dimenzionalnosti. To pomeni, da imamo preveliko število napove-
dnih spremenljivk in se lahko zgodi, da algoritem ne najde samo pomembnih, ampak
upošteva tudi nepotreben šum. Včasih lahko tudi zmanǰsamo napovedno moč mo-
dela z dodajanjem nepomembnih napovednih spremenljivk. Ta problem lahko in
bomo reševali z avtokodirniki, kjer vhodne podatke zakodiramo v objekt manǰse
dimenzije in potem naučimo nevronsko mrežo, da iz zakodiranega objekta nazaj re-
plicira vhodne podatke. Če nevronska mreža skonvergira, je zelo verjetno, da smo
uspešno skrčili dimenzijo podatkov.
Sedaj pa si podrobneje oglejmo strukturo nevronskih mrež in kako ter zakaj deluje
globoko učenje.
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2.1. Umetne nevronske mreže
Umetna nevronska mreža (angl. artificial neural network) je matematični mo-
del, ki temelji na delovanju bioloških nevronskih mrež. Sestavljena je iz množice
medsebojno povezanih umetnih nevronov z uteženimi medsebojnimi povezavami -
sinapsami. Princip delovanja je enak, kot ga uporabljajo biološki možgani, kateri
imajo sposobnost organiziranja nevronov tako, da izvršujejo nalogi specifične akcije.
Torej ima umetna nevronska mreža dva osnovna gradnika:
• Nevron, ki ima stanje v in izhod y.
• Sinapse, to so povezave med nevroni, ki določajo topologijo nevronske mreže.
Vsaka sinapsa ima utež w.
Splošno izvajanje nevronske mreže je sledeče:
• Vhodni podatki spremenijo stanja in izhode izbranih vhodnih nevronov.
• Spremembe stanj in izhodov nevronov se prenašajo po sinapsah.
• Nevron, ob spremembi vhodov na sinapsah, izračuna svoje stanje in po
možnosti spremeni izhod.
• Izračun se nadaljuje dokler se izhodi ne ustalijo.
Definicija 2.1. Funkcija nevrona
Opazujemo nevrone, ki so s sinapsami povezani z nevronom, ki nas zanima. Naj
bodo njihova stanja v1, v2, ..., vm, ter njihovi izhodi y1, y2, ..., ym (na začetku nevron-
ske mreže so yi kar vhodni podatki), uteži na sinapsah pa w1, w2, ..., wm (na začetku





Nato za izračun izhoda uporabimo funkcijo aktivacije φ, tako da
y = φ(v),
kjer je M velikost posameznega sloja in φ(x) aktivacijska funkcija. Le ta naredi ne-
vronsko mrežo nelinearno in mora biti odvedljiva. Mi bomo uporabljali hiperbolični
tangens:
φ(x) = tanh(x) = e
2x − 1
e2x + 1 .
15
Usmerjene (angl. feed forward) nevronske mreže
Sedaj ni težko videti od kod sledi ime. Naj bo velikost posameznega sloja podana
v vektorju K = (k1, k2, ..., kM) in število slojev enako M . Vsak vhod x = (x1, ..., xn)
iz vhodnih podatkov X pošljemo čez vse M sloje, kjer je število izhodov preǰsnjega
sloja enako velikosti naslednjega.
Izhode nevronov po vseh i ∈ {1, 2, ...,M} vzamemo kot vhod za naslednji sloj.
Velikost zadnjega sloja pri regresijskem problemu nastavimo na 1, oziroma na b,
kjer je b število razredov pri klasifikacijskem problemu; v našem primeru bo b = 2.
Prav tako prilagodimo aktivacijsko funkcijo zadnjega sloja, v regresijskem problemu
jo nastavimo na linearno funkcijo, torej φ(x) = x, pri klasifikacijskem pa na tako






Vhode podajamo mreži v snopih (angl. batch), kjer je snop fiksne velikosti.
Običajno nastavimo velikost snopa tako, da nevronska mreža skoraj popolnoma
zapolni spomin grafičnega procesorja. V našem primeru je velikost snopa enaka
256.
Velik del umetnosti učenja nevronskih mrež je izbira topologije, torej izbira tipa in
števila slojev ter nevronov. Lahko se zgodi, da kljub ogromnemu številu parametrov
in podatkov, ob neprimerni izbiri topologije, nevronska mreža ne bo dobro skonver-
girala. V teoriji bi z zadostnim številom nevronov lahko že z enim širokim slojem
aproksimiral poljubno funkcijo, vendar to v praksi žal ne deluje zaradi problema izgi-
njajočega gradienta. Če nevronski mreži samo dodajamo sloje in povečujemo število
nevronov, se običajno samo preprilegamo vhodnim podatkom, oziroma včasih celo
poslabšamo kapaciteto nevronske mreže.
Tesno povezan sloj
Naj bo vhodni vektor x velikosti n. V tesno povezanem sloju s K nevroni imamo
za vsak vhod xi, za i ∈ {1, . . . , n}, K sinaps, po eno v vsak nevron. Torej imamo
n ·K uteži katerim moramo določiti vrednost za vsak tesno povezan sloj. Običajno
sestavimo več tesno povezanih slojev skupaj, da je vhod v novi sloj izhod preǰsnjega
tesno povezanega sloja. Slojem kateri niso vhodni ali izhodni ponavadi rečemo skriti
sloji. Primer tesno povezanega skritega sloja lahko vidimo na sliki 1.
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Slika 1. Usmerjena nevronska mreža s tesno povezanim skritim (hid-
den) slojem nevronov
Rekurentni sloji (angl. Recurrent layer)
Rekurentne nevronske mreže so poseben razred umetnih nevronskih mrež, kjer
povezave med nevroni tvorijo usmerjen graf vzdolž podanega zaporedja. To jim
omogoča dinamično obnašanje, saj lahko uporabijo svoje interno stanje, običajno mu
rečemo spomin, za obdelavo zaporedij podatkov. Mi se bomo predvsem osredotočili
na poseben tip rekurentnih struktur, to so rekurentni sloji z vrati.
Rekurentni sloji z vrati (angl. Gated Recurrent Unit layer - GRU layer)
Rekurentni sloji z vrati [8] so posebni tipi rekurentnih struktur. V njih ima
vsak nevron, oziroma enota, posebno strukturo, katera mu omogoča obdelavo dolgih
zaporedij. Obstaja več različnih implementacij, mi bomo uporabljali tako imenovano
enoto s polnimi vrati (angl. full gated unit). Operator ◦ označuje Hadamartov
produkt.
Definicija 2.2. Enota s polnimi vrati:
Za t = 0 naj bo h0 = 0. Naj bo sedaj:
zt = σg(Wz · xt + Uz ·Ht−1 + bz),
rt = σg(Wr · xt + Ur · ht−1 + br),
ht = (1− zt) ◦ ht−1 + zt ◦ σh(Wh · xt + Uh(tt ◦ ht−1) + bh),
kjer so:
• xt je vektor vhodnih podatkov,
• ht je izhodni vektor,
• zt je vektor posodobitvenih vrat (angl. update gate vector),
• rt je vektor ponastavitvenih vrat (angl. reset gate vector),
• W,U sta matriki parametrov,
• b je vektor parametrov.
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Slika 2. Enota (nevron) sloja z vrati rekurentne nevronske mreže
2.2. Algoritmi za učenje nevronskih mrež
Sedaj smo spoznali, kako je nevronska mreža zgrajena in kako deluje, nismo pa
omenili kako dobimo uteži sinaps. Algoritmi za učenje nevronskih mrež slonijo na
tako imenovanem vzvratnem razširjanju napake (angl. backpropagation). Konver-
genca je odvisna od izbire algoritma za optimizacijo (angl. optimizer). Mi bomo
uporabljali stohastični optimizator Adam - adaptivno ocenjevanje momentov [9]
(angl. adaptive moment estimation). Preden definiramo optimizator si moramo
ogledati, kako deluje vzvratno razširjanje napake in definirati funkcijo izgube.
Funkcija izgube (angl. loss function)
Funkcija izgube igra zelo pomembno vlogo pri optimizaciji uteži, saj le to opti-
mizator minimizira. Funkcija izgube meri napako med napovedanimi ciljnimi vre-
dnostmi in dejanskimi. Funkcije izgube se razlikujejo od tipa problema, mi bomo za
regresijske probleme vzeli srednjo kvadratično napako (angl. mean squared error),
za klasifikacijske pa binarno prečno entropijo (angl. binary cross-entropy).






kjer so Y ciljne vrednosti in Ŷ napovedi.
Definicija 2.4. Binarna prečna entropija:
Naj bo p napovedana verjetnost, da je y iz pravega razreda. Potem je:
H = −(y · log(p) + (1− y) · log(1− p)).




Algoritmi vzvratnega razširjanja napake [1] (angl. backpropagation algorithms) so
družina metod, katere uporabljajo gradientni spust in efektivno izkorǐsčajo lastnosti
verižnega pravila. Glavne lastnosti metod so iterativnost, rekurzivnost in učinkovito
posodabljanje vrednosti uteži v nevronski mreži. Algoritmi minimizirajo funkcijo




• E funkcija izgube. V primeru regresije E = 12
∑
i (xi − x̂i)2.
• Izhod zadnjega nevrona je torej enak ˆ(xi) = yL+1i = φ(vL+1i ).






















· φ′(vli) · yl−1j .
Sedaj uporabimo trik, kjer ∂E
∂yli





















· φ′(vl+1k ) · wl+1ik .
Pravilo iteriramo od ravni L do ravni 1. Na ravni 1 pa upoštevamo yi = xi.
Stohastični optimizator Adam
Adam je najbolj pogosto uporabljen optimizator v praksi. Temelji na optimiza-
ciji stohastične ciljne funkcije, kar bo v našem primeru pričakovana napaka funkcije
izgube, katero bomo minimizirali. Temelji na prvonivojski gradientni optimizaciji,
pogojeni na ocene momentov nižjih redov [9]. Je zelo neobčutljiv na izbiro parame-
trov in začetno inicializacijo vektorjev, tako da jih bomo tudi mi pustili na privzeti
vrednosti. Naj bo:
• α = 0.001 stopnja učenja in ε = 10−8 parameter za posodobitev uteži.
• β1 = 0.9, β2 = 0.999 parametra eksponentnega padanja stopenj za ocenjeva-
nje momentov (povprečja gradientov in necentrirane variance).
• f(θ) stohastična objektivna funkcija z parametri θ.
• θ0 vektor začetnih parametrov.
• Naj ◦ ponovno označuje Hadamardov produkt.
Postopek je formalno predstavljen v Algoritmu 1.
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Algorithm 1 Stohastični optimizator Adam
1: while θt ne skonvergira do
2: t = t+ 1
3: gt = ∇θft(θt−1)
4: (Izračunaj gradiente stohastične funkcije v času t)
5: mt = β1 ·mt−1 + (1− β1) · gt
6: (Posodobi pristranske ocene prvega momenta)
7: vt = β2 · vt−1 + (1− β2) · (gt ◦ gt)
8: (Posodobi pristranske ocene drugega necentriranega momenta)
9: m̂t = mt/(1− βt1)
10: (Popravi pristranskost ocene prvega momenta)
11: v̂t = vt/(1− βt2)
12: (Popravi pristranskost ocene drugega necentriranega momenta)
13: θt = θt−1 − α · m̂t/(
√
v̂t + ε)
14: (Posodobi parametre za novo iteracijo)
15: Vrni θt (Optimalni parametri).
Mere uspešnosti
Mere uspešnosti se uporabljajo za primerjavo modelov med seboj. Pri regresijskih
modelih nimamo večjih težav, preprosto primerjamo srednje kvadratične napake.
Model z manǰso srednjo kvadratično napako je običajno bolǰsi model (ne bomo se
spuščali v analizo variance). Pri klasifikaciji je problem malce težji. Predpostavimo
binarno napovedno spremenljivko (naš primer). Naravna mera uspešnosti je seveda
točnost. Dokler imamo enakomerno porazdeljene pozitivne in negativne primere in
dokler je napaka napačno razvrščenega pozitivnega primera enaka napaki napačno
razvrščenega negativnega primera, je točnost vse kar potrebujemo. Vendar običajno
v praksi to ne drži. Bolǰsa mera uspešnosti pri binarni klasifikaciji je površina pod
ROC krivuljo.
Površina pod ROC krivuljo (angl. area under curve - AUC)
Površina pod ROC krivuljo nam pove sposobnost modela pri ločevanju pozitivnih
in negativnih primerov in je bolj informativna kot točnost [10]. Če imamo neena-
komerno porazdelitev ciljne spremenljivke, na primer samo 5% pozitivnih primerov,
bo model, ki vedno razvrsti primer kot negativen, dosegel 95% točnost, čeprav je
zelo neinformativen. Ta model ne bo našel pozitivnega primera, ne glede na to kako
draga je napaka napačno razvrščenega pozitivnega primera. Če je ta zelo draga,
bomo raje imeli model, ki ima točnost 70%, vendar pravilno najde pozitivne pri-
mere. Tu pride v igro površina pod ROC krivuljo. Ta bo pri vedno negativnem
modelu enaka 0.5. Vǐsji ko je AUC, bolǰsi je model. AUC ima vrednosti med 0
in 1. Popoln model ima AUC enak 1. Če ima model AUC enak 0, to prav tako
predstavlja popoln model, le da napoveduje obrnjene vrednosti (pozitivne primere




Prostor ROC je prostor domene [0, 1] × [0, 1], ki ima na x osi delež napačno
razvrščenih negativnih primerov (angl. false positive rate - FPR), na y osi pa delež
pravilno razvrščenih pozitivnih primerov (angl. true positive rate - TPR).
Definicija 2.5. Delež pravilno razvrščenih primerov:
TPR = Pravilno razvrščeni pozitivni primeriVsi pozitivni primeri
Definicija 2.6. Delež napačno razvrščenih negativnih primerov:
FPR = Napačno razvrščeni negativni primeriVsi negativni primeri
Krivulja ROC
Klasifikacijski model običajno vrne verjetnosti za posamezen razred. Običajna
odločitvena meja je 0.5. Če je verjetnost za pozitivni razred večja od odločitvene
meje, model napove pozitivni razred. Krivuljo ROC dobimo tako, da se zapeljemo
čez vse možne odločitvene meje iz intervala [0, 1] (v praksi izberemo majhen diskretni
korak in začnemo z odločitveno mejo 0, katero povečujemo proti 1) in pri vsaki
odločitveni meji izračunamo TPR in FPR pri dani napovedi. Če TPR in FPR pri
vsaki napovedi izrǐsemo v ROC prostoru; dobimo ROC krivuljo. Opazimo, da je
ROC krivulja monotono naraščajoča (vendar ne strogo).
Sedaj lahko tudi formalno definiramo površino pod krivuljo ROC.





kjer m predstavlja model in Θ odločitveno mejo. Prednost AUC mere je, da ne
zahteva odločitve o vrednosti Θ.
Mi bomo za primerjavo klasifikacijskih modelov uporabljali tako AUC kot točnost.
Naša ciljna spremenljivka bo vedno enakomerno porazdeljena in prav tako bomo
enako vrednotili oba tipa napak, torej pozitivne primere napovedane kot negativne in
obratno. Zaradi tega bo vǐsji AUC ponavadi pomenil tudi večjo točnost in obratno.
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2.3. Zmanǰsevanje dimenzije vhodnih podatkov in avtokodirniki
Z nalogo zmanǰsevanja razsežnosti podatkov (angl. dimensionality reduction) se
srečujemo takrat, ko obravnavamo podatkovne množice z velikim številom napove-
dnih spremenljivk [1]. Naloga je, da v podani podatkovni množici oklestimo število
napovednih spremenljivk. Ker obravnava le napovedne spremenljivke in ne upora-
blja vrednosti ciljne spremenljivke, jo v okviru strojnega učenja obravnavamo kot
nalogo nenadzorovanega učenja. V literaturi prevladujeta dva pristopa k reševanju
problema zmanǰsevanja razsežnosti. Na eni strani so metode za izbiro spremenljivk
(angl. feature selection), ki zmanǰsujejo razsežnost podatkov z izbiro podmnožice
osnovne množice napovednih spremenljivk. Na drugi strani so metode za ekstrak-
cijo spremenljivk (angl. feature extraction), kjer osnovne napovedne spremenljivke
zamenjamo z njihovimi izpeljankami. V našem delu bomo uporabili vpetje osnovnih
podatkov v prostor manǰse razsežnosti s pomočjo avtokodirnikov.
Avtokodirnik
Avtokodirnik (angl. autoencoder) je poseben tip globoke nevronske mreže, ki
implementira kompozitum dveh funkcij. Naj X predstavlja vhodne podatke. Prva
funkcija f zakodira vhodne podatke X v kodo f(X), druga funkcija g pa dekodira
kodo nazaj v osnovne oziroma vhodne podatke. V idealnem primeru ciljamo k
iskanju takih funkcij f in g, za kateri velja:
X = g(f(X)),
g ◦ f = I.
Avtokodirnik rešuje nalogo nenadzorovanega učenja tako, da jo prevede v nalogo
nadzorovanega učenja, kjer je množica ciljnih spremenljivk enaka množici napove-
dnih. Z drugimi besedami, avtokodirniki nadzorujejo sami sebe. Avtokodirnik spada
v kategorijo nenadzorovanega učenja, čeprav tehnično gledano ima ciljno spremen-
ljivko. Pri zmanǰsevanju razsežnosti je zanimiva predvsem prva funkcija f , za katero
zahtevamo, da je rezultat H = f(X) manǰse dimenzije kot X. Tako f(x) predstavlja
predstavitev podatkovne točke x v nižje razsežnostnem prostoru.
Razšumljajoči avtokodirnik
Razšumljajoči avtokodirnik (angl. Stohastic Autoencoder) je poseben tip avto-
kodirnikov, pri katerem so vhodni podatki v vsaki iteraciji malce drugačni. Na-
mreč, globoki avtokodirniki se z lahkoto naučijo identiteto na učnih podatkih, kar
je odlično, kadar smo že videli vse možne primere učnih podatkov. V nasprotnem
primeru pa se preprilegajo učnim podatkom. Pri razšumljajočem avtokodirniku pa
ciljamo na malce manǰso uspešnost na učnih podatkih in na bolǰse obnašanje na še
nevidenih (testnih). S tem, ko vhodnim podatkom dodajamo šum, prisilimo model,
da se nauči bolj univerzalno aproksimacijo funkcije. Namreč tudi vhodni podatki
običajno vsebujejo šum, katerega žal ne znamo odstraniti. Z nenehnim dodajanjem
šuma želimo model naučiti kako naj šum ignorira. Izkaže se, da ni vsaka oblika
šuma ustrezna. Če želimo, da se model nauči zares dober približek funkcije (dobro
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obnašanje na učnih in testnih podatkih), je potrebno, da ima šum enako porazdelitev
kot vhodni podatki.
Definicija šuma
Za lažje sledenje definiciji moramo natančno določiti naslednje spremenljivke:
• X je tenzor vhodnih podatkov, dimenzije [n × (t × m)], kjer n predstavlja
število učnih primerov, m število dejanskih napovednih spremenljivk ter t
število preteklih časovnih korakov v katerih opazujemo vrednosti napovednih
spremenljivk.
• Naj notacija ”:” predstavlja izbiro vseh indeksov iz ustrezne dimenzije vho-
dnih podatkov. Na primer, notacija X[1, :, :] predstavlja matriko dimen-
zije [t × m], torej matriko z vsemi napovednimi spremenljivkami in vsemi
časovnimi koraki v prvem učnem primeru.
• Naj bo Σti kovariančna matrika podmatrike vhodnih podatkov X[:, ti, :], kjer
ti teče po vseh časovnih korakih. Takoj opazimo, da se kovariančne matrike
med posameznimi časovnimi koraki ne razlikujejo, zato za vse uvedemo eno-
tno oznako Σt.
• Naj bo Σmi kovariančna matrika podmatrike vhodnih podatkov X[:, :,mi],
kjer mi teče po vseh napovednih časovnih vrstah. Sedaj ima vsaka napo-
vedna časovna vrsta svojo časovno korelacijo in potrebujemo vse m časovne
kovariančne matrike. Označimo jih za časovne kovariančne matrike posame-
zne napovedne spremenljivke, katere nam opisujejo njihovo avtokorelacijo.
Naš šum bo imel večrazsežno normalno porazdelitev. Želimo in kasneje se bo
izkazalo tudi kot potrebno, da ima šum enako porazdelitev kot vhodni podatki,
katerim bomo šum dodajali. Zaenkrat predpostavimo, da so naši vhodni podatki
porazdeljeni večrazsežno normalno z neko korelacijsko strukturo. Vse kar moramo
storiti, je torej simulirati večrazsežno normalno porazdelitev z ustrezno korelacijo.
Simulacija korelirane večrazsežne normalne porazdelitve
V dveh dimenzijah je simulacija koreliranih normalnih spremenljivk razmeroma
preprosta. Pomagamo si z razcepom Choleskega [11], s katerim kovariančno matriko
Σt razcepimo na spodnje in zgornje trikotne matrike. Velja Σt = Lt ·LTt . Sedaj simu-
liramo matriko neodvisnih normalno N(0, 1) porazdeljenih spremenljivk dimenzije
[n×m] ter nato simulirano matriko zmnožimo z LTt . Tako smo simulirali dvorazsežno
normalno porazdelitev N(0,Σt), kjer smo z 0 označili vektor samih ničel. Ta ko-
rak sedaj ponovimo t-krat in vse skupaj zložimo v večrazsežno matriko dimenzije
[n × t ×m]. Opazimo, da so zaenkrat simulirane vrednosti v dimenziji [:, :,mi] ne-
odvisne, torej naš šum še nima ustrezne avtokorelacije. Torej za vsako Σmi ponovno
poračunamo razcep Choleskega in simulirane vrednosti [:, :,mi] skalarno pomnožimo
z ustrezno zgornjo trikotno matriko LTmi . Tako končamo z normalno porazdeljenim
šumom z ustrezno večrazsežno korelacijsko strukturo, označimo ga z noise.
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Manǰsanje šuma tekom učenja
Izkaže se, da je potrebno šum tekom učenja manǰsati. Torej na začetku, ko imamo
še nenatreniran model, lahko dodajamo večji šum in s tem dejansko pospešimo
konvergenco, vendar, ko se učimo vedno bolǰsi in bolǰsi približek, moramo tudi šum
ustrezno manǰsati. Oziroma tako se je izkazalo na naših podatkih, žal ne moremo
ničesar trditi za drugačno podatkovje.
Končni šum definiramo kot:
NoiseF = noise · s · αepoch,
kjer sta s in α prosta parametra, katera je potrebno določiti, epoch pa predstavlja
število iteracije stohastičnega optimizatorja. Žal za izbiro parametrov nismo uspeli
ugotoviti nobenega drugega pravila kot testiraj in se uči. Na naših podatkih se je
dobro obnašala izbira s = 0.035 in α = 0.99.
Vhodni podatki, katere pošljemo v model, so:
Xnew = X + NoiseF
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3. Napovedovanje vrednosti kriptovalut
Točen model za napovedovanje prihodnjih vrednosti kriptovalut vsekakor ne bo
preprost, saj moramo pri trgovanju premagati večino. Zavedati se moramo, da
100% točnosti ni realno pričakovati. Kako bomo vedeli, da je naš model dovolj
točen pri napovedi? Žal nimamo nobene osnove na katero bi se lahko oprli, zato je
cilj zgraditi čim bolj točen model in potem strategijo trgovanja prilagajati glede na
doseženo točnost.
Mi smo idejo za model dobili iz načina predikcije iz zaporedij v zaporedja (angl.
sequence to sequence prediction), kjer so zadnje čase dominantni modeli, ki si pri
napovedi pomagajo s pozornostjo (angl. attention).
Modeli s pozornostjo [12] temeljijo na principu zakodiranja in dekodiranja podat-
kov. V dekodirnem modelu ponavadi uporabljamo učiteljski nadzor (angl. teacher
forcing), kar pomeni, da, ko napovedujemo k-ti element v ciljnem zaporedju, modelu
podamo (k − 1)-vi element ciljnega zaporedja in vrednosti skritih stanj kodirnega
modela. Tako prisilimo model, da se nauči napovedovati naslednji element. To se je
izkazalo za uspešen princip, vendar se pri dalǰsih odvisnostih izgubi informacija. To
se rešuje s pozornostjo. Prav tako lahko naletimo na težavo pri fazi napovedovanja,
saj bomo pri napovedi z učiteljskim nadzorom za (k − 1) element vstavili napoved
iz (k − 2) koraka in tako tvegali, da nam napake uidejo izpod nadzora. Oglejmo si
sedaj princip pozornosti.
Pozornost
Ideja le te je, da zakodiramo informacije iz napovednega zaporedja v objekt (spo-
min) in nato dekodirnemu modelu poleg preǰsnjega elementa in stanj kodirnega mo-
dela podamo še celoten spomin, v katerega lahko dekodirni model poljubno gleda.
Pozornost se veliko uporablja pri prevajanju iz različnih jezikov. V splošnem modeli
s pozornostjo dosegajo večjo točnost kot brez nje in zato smo se tudi mi odločili, da
jo preizkusimo. Analogno kot se pri prevajanju ǐsče dolge odvisnosti, bi lahko pri
napovedovanju časovnih vrst iskali dalǰse vzorce.
Obstaja več različnih načinov izračuna pozornosti, mi bomo uporabljali aditivno
pozornost [13]. Prvo moramo definirati tako imenovan izid (angl. score).
Izid(ht, hs) = vTa · tanh(W1 · ht +W2 · hs),
kjer so ht, hs skrita stanja dekodirnika v času t in kodirnika, v,W1,W2 pa matriki
prostih parametrov, katere je potrebno optimizirati. Iz izida želimo poiskati stanja,











utezi ts · hs.
Sedaj pa moramo povezati vektor konteksta s stanjem v katerem se nahajamo.
Naj ; označuje združevanje matrik v drugi dimenziji. Pozornost nato definiramo kot:
pozornostt = tanh(Wc · [ct;ht]).
3.1. Predhodna obdelava podaktov dostopnih na borzi
Osnova vsakega modela so podatki. Še tako dober model je brez dobrih podatkov
praktično neuporaben, zato mora biti podatkov dovolj in morajo biti verodostojni.
Pri trgovanju s finančnimi inštrumenti so podatki običajno v specifični obliki, ime-
novani s kratico OHLC (angl. Open, High, Low, Close). Kratica je uveljavljena v
finančnem svetu in običajno podatki vsebujejo:
• Identifikacijo časovnega intervala. Na primer 30 minutni ali 24 urni interval.
• Vrednost finančnega inštrumenta na začetku časovnega intervala (angl. Ope-
ning Price).
• Vrednost finančnega inštrumenta ob koncu časovnega intervala (angl. Clo-
sing Price).
• Najnižjo vrednost, ki jo je dosegel finančni inštrument v danem časovnem
intervalu (angl. Lowest Price).
• Najvǐsjo vrednost, ki jo je dosegel finančni inštrument v danem časovnem
intervalu (angl. Highest Price).
• Volumen, torej vsoto vrednosti pretrgovanega finančnega inštrumenta v da-
nem časovnem intervalu (angl. Volume).
Mi se bomo osredotočili na kratkoročno napoved kriptovalute Etherum. Za učne
podatke bomo vzeli 5-minutne OHLC podatke od 1. avgusta 2017 do 9. maja 2019.
Slednje bomo konstruirali sami. Pobrali bomo vse opravljene transakcije za zgornje
časovno obdobje iz kripto borze Kraken in konstruirali podatke, kot je opisano
zgoraj.
Vir podatkov - kripto borza Kraken
Vir podatkov je kripto borza Kraken [14]. Kripto borza je ustanova, katera nam
omogoča relativno enostavno trgovanje s kriptovalutami. Kot posameznik se moraš
registrirati in ustvariti račun, nato lahko trguješ z različnimi kriptovalutami v real-
nem času. Za vsako transakcijo plačaš provizijo v relativni vǐsini trgovanega zneska,
v zameno pa Kraken poskrbi za izvedbo transakcije, strošek transakcije in ostale
podrobnosti kriptotrgovanja. Ne potrebuješ tako imenovane kripto denarnice, ker
si lastnik kriptovalute samo navidezno. Vedno pa lahko kriptovalute preneseš iz
borze v svojo kripto denarnico (postaneš dejanski lastnik, vendar sam plačaš stroške
prenosa) oziroma preneseš denarna sredstva na svoj bančni račun.
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Kraken hrani vse podatke o izvedenih transakcijah in omogoča dostop do le teh
preko klicev programskega vmesnika (angl. Application Programming Interface -
API). Klici programskega vmesnika so predpisani komunikacijski protokoli, s kate-
rimi lahko naš računalnǐski program komunicira s kripto borzo. S pomočjo klicev
lahko brez večjih težav poberemo vse podatke o poljubni kriptovaluti za poljubno
časovno obdobje. Zanašamo se, da je kripto borza Kraken dovolj velika in ima do-
volj velik volumen trgovanja, da lahko dobimo realne OHLC podatke tudi na kratkih
časovnih intervalih. Kriptovalute so namreč neregulariziran finančni inštrument, nji-
hovo vrednost določa trg. Torej, če se v določenem trenutku pojavi skupina ljudi, ki
je pripravljena ogromno preplačati trenutno vrednost, bo le ta sunkovito poskočila.
Seveda to ni povsem legalno, označimo to za sivo področje in raje definirajmo potek
zbiranja podatkov.
Potek zbiranja podatkov
Kriptovaluta Etherum je ena izmed najbolj trgovanih kriptovalut. Izjemno pri-
vlačna je njena volatilnost. Posledično si ni težko predstavljati, da je bilo v malce
več kot 18 mesecih izvedenih ogromno število transakcij, veliko preveč, da bi lahko
obdelali vse hkrati. Zato se naloge lotimo rekurzivno, in sicer:
• Naredimo prazno tabelo OHLC, kamor bomo shranjevali že obdelane tran-
sakcije.
• Naredimo prazno tabelo za shranjevanje transakcij.
• Definiramo začetni čas t0 in poberemo maksimalno število transakcij, ki nam
jih še omogoča klic programskega vmesnika. Le te shranimo v tabelo.
• Posodobimo t0 s časom zadnje transakcije in ponavljamo preǰsnji korak, do-
kler ne presežemo časa T .
• Definiramo 5 minutni časovni interval.
• Zapeljemo se čez tabelo transakcij in konstruiramo podatke OHLC za vsak
5 minutni interval.
Algoritem 2 podaja formalni opis konstrukcije OHLC podatkov.
Algorithm 2 Konstrukcija podatkov OHLC
1: Definiraj tabelo OHLC.
2: Definiraj tabelo transakcij in začetni čas to.
3: Definiraj končni čas T.
4: while ne presežemo končnega časa T. do
5: Klic programskega vmesnika za pobiranje transakcij.
6: Shrani transakcije v tabelo.
7: Posodobi t0 s časom zadnje transakcije.
8: Definiraj časovni interval.
9: while ne obdelaš vseh transakcij do
10: Konstruiraj podatke OHLC za ustrezni časovni interval.
11: Posodobi tabelo OHLC.
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3.2. Preoblikovanje ciljne spremenljivke in trgovalni indikatorji
Izkaže se, da je napovedovanje točne vrednosti v prihodnosti prezahtevno, sploh za
kratka časovna obdobja. Model nima nobene napovedne moči. V ceni je preprosto
preveč šuma. Ampak pri trgovalni strategiji nas bolj zanima trend kot pa točna
vrednost. Namreč želimo vedeti kdaj je potrebno vstopiti v na primer dolgo pozicijo
in kdaj izstopiti. Torej želimo preoblikovati ceno tako, da ima preoblikovana cena
naslednje lastnosti:
• Ko se zgodi močan premik, ki nakazuje spremembo trenda, želimo čim prej
odreagirati (po možnosti ujeti lokalne ekstreme).
• Neobčutljivost na manǰse spremembe, katere ne nakazujejo sprememb v
trendu.
Definicija 3.1. Prilagajoče se drseče povprečje - AMA:
Označimo časovno vrsto kot TS . S TSi označujemo i-ti element v dani časovni
vrsti.
AM1 = TS1 ,
ER = |TSt − TSt−n+1 |∑t−1
i=t−n+1 |TSi+1 − TSi |
,
SSC = ER2 · ( 2fSC + 1 −
2
sSC + 1 ) +
2
sSC + 1 ,
AMAt = AM + SSC · (TSt − AM )
kjer so n, fSC , sSC prosti parametri, in sicer:
• n je naravno število, določa velikost okna. Izbrali smo n = 10.
• fSC je naravno število, določa hitrost prilagajanja spremembam, manǰsa
vrednost pomeni hitreǰse prilagajanje. Izbrali smo fSC = 2.
• sSC je naravno število, določa hitrost prilagajanja spremembam, večja vre-
dnost pomeni počasneǰse prilagajanje. Izbrali smo sSC = 20.
Prilagajoče se drseče povprečje se najbolǰse obnaša v praksi. Dovolj je neobčutljivo
na majhne premike, da model dobi napovedno moč in hkrati se še zmerom dovolj
hitro prilagodi večjim premikom v ceni. Namreč, če že v čisti strategiji zamujamo s
koncem trenda, ga v napovedi zagotovo ne bomo mogli zajeti.
Definirajmo sedaj dve najbolj pogosto uporabljeni drseči povprečji za glajenje na
področju ekonometrije in si oglejmo primerjavo z našim prilagajočim.
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Definicija 3.2. Eksponentno drseče povprečje - EMA:






Definicija 3.3. Preprosto drseče povprečje - SMA:





Pri definicijah 3.2. in 3.3. notacija EMA(TS , n) in SMA(TS , n) pomeni, da v
formulo pošljemo n vrednosti opazovane časovne vrste.
Na Sliki 3 opazimo, da je AMA (modra) bistveno bolj neobčutljiva na majhne
premike, hkrati pa vseeno vsaj delno ohranja lokalne ekstreme. Pomembno je tudi,
da z nobenim glajenjem ne gledamo v prihodnost. Bodimo pozorni na označene
kvadratke, torej na lokalne ekstreme. Pri minimumu SMA (oranžna) zaostaja za
kar dve obdobji, pri maksimumu pa EMA (zelena) za eno obdobje. S črno barvo je
narisana dejanska cena v danem časovnem intervalu.
Slika 3. Primerjava glajenj
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Konstrukcija ciljne spremenljivke
Izbira ciljne spremenljivke je seveda cena kriptovalute v naslednjih k obdobjih.
Torej, v času t bomo napovedovali ceno za obdobja t+1, t+2, ..., t+k za k = 6. Korak
dolžine 6 izberemo zato, ker bomo v nadaljnjem delu povečevali časovne intervale za
faktor 3 in tako dobili več napovedi za isto časovno obdobje v prihodnosti. Napovedi
bomo potem lahko med seboj primerjali.
Ceno bomo opisali na 4 načine in hkrati napovedali vse 4. S tem želimo prisiliti
nevronsko mrežo, da se ne bo mogla osredotočiti samo na eno časovno vrsto, ampak
bo mogla biti konsistentna v vseh 4 načinih hkrati. Tako dobimo 24 napovednih
vrednosti za vsak časovni korak.
Časovno vrsto prvo naredimo stacionarno, s tem želimo odstraniti del avtokorela-
cije, in kot je običajna praksa v finančnem svetu, smo jo prvo logaritmirali in nato
še diferencirali. Še vedno označujemo časovno vrsto s TS .
Yt = log(AMA(TSt))− log(AMA(TSt−1 )).
Nato smo v času t za ciljno spremenljivko definirali 4 časovne vrste:
• Y1(t) = [Yt+1, Yt+2, . . . , Yt+k],
• Y2(t) = [Yt+1, Yt+1 + Yt+2, . . . ,
∑k
i=1 Yt+i],
• Y3(t) = [1Yt+1≥0,1Yt+2≥0, . . . ,1Yt+k≥0],
• Y4(t) = [1Yt+1≥0,1Yt+1+Yt+2≥0, . . . ,1∑k
i=1 Yt+i≥0
].
Tako oblikujemo 24 ciljnih spremenljivk. Vidimo, da imamo za vsako točko v pri-
hodnosti več napovedi. Tu se nam odpira več možnosti, lahko za napoved vzamemo
samo tisto, ki se obnaša najbolje, ali pa na koncu naučimo še en model, ki bo znal
iz večih napovedanih vrednosti za posamezen čas t + k izluščiti še bolǰso napoved.
Prav tako želimo napovedati vseh 24 vrednosti v vsakem času t, ker bomo morali iz
napovednega modela oblikovati še trgovalno strategijo.
Ker model naključnega gozda (naš testni model) ne more napovedati več kot samo
eno vrednost za vsak čas t, z njim napovedujemo samo prvo komponento Y3(t). Tako
smo dobili problem binarne klasifikacije, kjer smo za primerjavo modelov gledali
metriko AUC in časovno zahtevnost. Testne modele bomo definirali tako, da bodo
napovedali enako vrednost.
Trgovalni indikatorji
V tem delu bomo definirali funkcije s katerimi želimo čim bolje opisati tako ime-
novane trgovalne indikatorje [15]. Če zelo poenostavimo delovanje kratkoročnega
trgovanja, si ga lahko predstavljamo kot prižiganje in ugašanje zelenih in rdečih
luči. Ko je dovolj zelenih luči, torej pozitivnih znakov trgovalnih indikatorjev, se
kratkoročni trgovalec odloči vstopiti v dolgo pozicijo oziroma obratno. Naš cilj je
numerično aproksimirati svetlost vsake zelene oziroma rdeče luči. V naši analogiji
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zelena luč predstavlja indikator za vstop v dolgo pozicijo in rdeča indikator za izstop
(ravno obratno za kratko pozicijo).
Končni cilj našega dela je ustvariti program, ki bo znal trgovati s kriptovalutami
vsaj tako dobro kot bi to počel človek. Namreč ljudje bomo slej kot prej storili
napako, torej sprejeli neoptimalno odločitev, pa naj bomo še tako izkušeni in dobri
trgovalci. Bodisi bomo utrujeni od premalo spanja, oziroma imeli drugačne težave,
katere nam bodo onemogočale optimalno razmǐsljati. Dober program nima omenje-
nih problemov, namreč le ta bo vedno sprejel odločitev, ki se bo zdela optimalna
na podlagi dosedanjih podatkov. Ne bo se utrudil niti potreboval spanja (seveda
predpostavljamo konstantno električno energijo in internetno povezavo). Da pa bo
program sposoben sprejeti res dobre odločitve, moramo podatke OHLC malo preo-
blikovati in tako pomagati napovednemu modelu.
Indikatorje ločimo na dve skupini, tehnične in grafične. Tehnični so tisti, katere
lahko izračunamo iz podatkov o ceni in volumnu finančnega inštrumenta, medtem
ko so grafični indikatorji vzorci, katere opazujemo na svečnem grafu. Očitno bo
druge veliko težje spraviti v numerično obliko, namreč ne želimo si klasifikacijskih
napovednih spremenljivk. Močneǰsi kot je vzorec na svečnem grafu, vǐsja naj bo
vrednost grafičnega indikatorja.
Tehnični indikatorji
Spomnimo se definicij preprostega in eksponentnega drsečega povprečja in defi-
nirajmo tehnične indikatorje. Potrudili se bomo razložiti njihov pomen in kako se
jih običajno interpretira. Izbira parametrov je delno privzeta iz literature in delno
iz testiranja. Ne trdimo, da je to optimalna izbira parametrov. Vsi indikatorji so
izpisani samo za n-to vrednost v časovni vrsti. Povsod predpostavimo, da se zape-
ljemo čez celotno časovno vrsto. Zaradi berljivosti ne bomo vsakič poudarjali, da je
indikator odvisen od časovne vrste.




kjer je EMA(n) eksponentno drseče povprečje zadnjih n vrednosti. S tem indikator-
jem želimo opisati kratkoročno gibanje cene. Vrednost večja od 1 pomeni, da imamo
kratkoročni trend naraščanja cene.




kjer je SMA(n) preprosto drseče povprečje zadnjih n vrednosti. S tem indikatorjem
želimo opisati dolgoročno gibanje cene. Vrednost večja od 1 pomeni, da imamo
dolgoročni trend naraščanja cene.
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Definicija 3.6. RSI indikator:





i=0 [(TSi+1 − TSi) · 1(TSi+1−TSi)>0]∑n−1




i=0 [(−1) · (TSi+1 − TSi) · 1(TSi+1−TSi)<0]∑n−1
i=0 |TSi+1 − TSi |
.
RSI (angl. relative strength indeks) primerja relativno moč vsote dobičkov v ob-
dobjih, ko je cena naraščala v primerjavi z vsoto izgub v obdobjih, ko je cena padala.
Nizke vrednosti naj bi nakazovale podcenjenost, visoke pa precenjenost finančnega
inštrumenta. Če cena v opazovanem obdobju samo narašča, pripǐsemo indikatorju
maksimalno vrednost na celotni časovni vrsti, kateri prǐstejemo ena (po formuli pride
neskončno). Naša implementacija se malce razlikuje od običajno uporabljenih, ka-
tere ne dopuščajo deljenja z 0.
Definicija 3.7. MACD indikator:
MACDind = MACD(nFast = 12 , nSlow = 26 , nSig = 9 , type = EMA)
= [movingLine]− [signalLine],
movingLine = EMA(nFast)− EMA(nSlow),
signalLine = EMA(TS = movingLine, n = nSig).
Gibajoča drseča konvergenca (angl. moving average convergence divergence) je
indikator, kateri opisuje moment. Izračunamo ga kot razliko med signalno linijo in
drsečo linijo. Drseča linija je razlika med EMA(nFast) in EMA(nSlow), signalno
linijo pa izračunamo kot eksponentno drseče povprečje drseče linije, kjer za n vza-
memo nSig. Negativna vrednost gibajoče drseče konvergence se interpretira kot
signal za prodajo.
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Definicija 3.8. STOCH indikator:
STOCHind = STOCH (nFastK = 14 , nFastD = 3 , nSlowD = 3 , type = SMA) =
= SMA(nFastK )−min(SMAindnFastK (nSlowD))max(SMAindnFastK (nFastD))−min(SMAindnFastK (nSlowD))
Z SMAindnFastK označimo zadnjih nFastK vrednosti SMA indikatorja.
Stohastični oscilator (angl. stohastic oscillator - STOCH) ima vrednosti med 0 in
1. Nizke vrednosti naj bi nakazovale precenjenost finančnega inštrumenta, medtem
ko visoke nakazujejo podcenjenost.
Definicija 3.9. DIFF indikator:
DIFFind = log(TSn)− log(TSn−1 )
Zelo preprost indikator, samo vrsta preteklih logaritmiranih diferenc cene opa-
zovanega finančnega inštrumenta. Ker bomo kasneje indikatorje zložili v časovno
vrsto, ne bomo definirali diferenc za več kot eno obdobje nazaj.
Grafični indikatorji
Gibanje finančnih inštrumentov si lahko izrǐsemo tudi kot svečni graf. Telo posa-
mezne sveče predstavlja razliko med cene odprtja in zaprtja v opazovanem časovnem
obdobju, medtem ko sta tako imenovana repa, torej točki nad in pod telesom, ma-
ksimum in minimum cene v opazovanem odboju. Če je znotraj le tega cena padla,
je telo obarvano rdeče, v nasprotnem primeru pa zeleno.
Grafični indikatorji so različne oblike in zaporedja sveč. Zelo znan vzorec je
zaporedje treh črnih vran (angl. three black crows pattern), kateri naj bi nakazoval
nadaljnje padanje cene. Označen je na Sliki 4.
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Slika 4. Svečni graf spremembe vrednosti finančnega instrumenta in
dva primera (črno obkrožena) vzorca treh črnih vran
Uporabljeni grafični indikatorji so:
• Indikator Bollingerjevega pasu: Kadar je svečni graf izven Bollingerje-
vega pasu, to nakazuje precenjenost ali podcenjenost finančnega inštrumenta.
Zgornjo in spodnjo mejo Bollingerjevega pasu dobimo tako, da izračunamo
preprosto drseče povprečje in od njega prǐstejemo in odštejemo dvakrat stan-
dardni odklon zadnjih 20-ih vrednosti časovne vrste finančnega inštrumenta.
• Indikatorji, kateri nakazujejo konec trenda: Aproksimirali smo 6 vzor-
cev, kateri naj bi nakazovali obrat cene. Običajno, oziroma v našem primeru
4 izmed 6-ih, napovedujejo konec naraščajočega trenda.
• Indikatorji lažnih preplahov: To so vzorci, kateri naj bi naznanjali lažne
začetke trendov, bodisi naraščajoče, bodisi padajoče, običajno se jih inter-
pretira kot zadnji poskusi umirajočega trenda za vrnitev med žive. Aproksi-
mirali smo 4 vzorce.
• Indikatorji, kateri nakazujejo nadaljevanje trenda: Slednji naj bi na-
kazovali nadaljevanje trenutnega trenda, kot je na primer vzorec treh črnih
vran, kateri nakazuje nadaljnje padanje cene. Oziroma če se pojavijo ne-
kje kjer še ni očitnega trenda, jih lahko uporabimo tudi kot indikatorje za
začetek le tega. Ustvarili smo 4 indikatorje tega tipa.
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3.3. Normalizacija vrednosti spremenljivk in razdelitev podatkovja
Normalizacija je pri nevronskih mrežah ključnega pomena. Z njo naredimo vse
napovedne spremenljivke enakovredne, ne glede na njihovo skalo. Normalizacije smo
se lotili na dva načina, in sicer s standardno Z transformacijo in popolno normali-
zacijo.




, za vsak Xi ∈ X.
Definicija 3.11. Kopula:
Naj bo X = (X1, X2, ..., Xd) slučajni vektor d zveznih naključnih spremenljivk,
kjer ima vsaka spremenljivka Xi pripadajočo porazdelitveno funkcijo Fi(x), kateri
rečemo marginalna kumulativna porazdelitvena funkcija od Xi.
Definirajmo
U := (U1, U2, ..., Ud) = (F1(X1), F2(X2), ..., Fd(Xd)).
Sedaj je posamezen Ui porazdeljen enakomerno zvezno na intervalu [0, 1].
Kopula od (X1, X2, ..., Xd) je definirana kot skupna kumulativna porazdelitvena
funkcija od (U1, U2, ..., Ud) :
K(u1, u2, ..., ud) := Pr[U1 ≤ u1, U2 ≤ u2, ..., Ud ≤ ud].
Kopula K vsebuje vso informacijo o odvisnostni strukturi med posameznimi kom-
ponentami (X1, X2, ..., Xd) in marginalne porazdelitvene funkcije Fi vsebujejo vso
informacijo o marginalnih porazdelitvah. Prednost kopule je, da lahko marginalne
porazdelitve poljubno izberemo [16].
Popolna normalizacija
Trenutno preoblikovane napovedne spremenljivke Xi prihajajo iz različnih nezna-
nih porazdelitev. Običajna praksa v strojnem učenju je tako imenovana Z norma-
lizacija, torej preoblikovanje napovednih spremenljivk Xi tako, da velja E(Xi) = 0
in V ar(Xi) = 1. Mi smo se odločili za popolno normalizacijo, kar pomeni, da vsaki
napovedni spremenljivki Xi priredimo vse centralne momente enake N(0, 1). To
storimo s pomočjo kopule. Izkaže se, da pri naših podatkih nevronske mreže hitreje
skonvergirajo, če so napovedne spremenljivke popolnoma normalizirane.
Za vsako napovedno spremenljivko Xi empirično ocenimo pripadajočo porazdeli-
tveno funkcijo Fi(x), katero označimo z FEi(x).
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Generiramo:
U := (U1, U2, ..., Ud) = (FE1 (X1 ),FE2 (X2 ), ...,FEd(Xd)).
Na vsak Ui iz U apliciramo Φ(Ui), kjer je Φ(x) kumulativna porazdelitvena funk-
cija od N(0, 1):
Z = (Φ(U1),Φ(U2), ...,Φ(Ud)).
Primer popolne normalizacije lahko vidimo na sliki 5.
Slika 5. Porazdelitev vrednosti izbranega indikatorja pred (spodaj)
in po (zgoraj) popolni normalizaciji
Dodajanje časovne komponente
Trenutno imamo podatke v tabelarični obliki, in sicer dimenzije [(n + t − 1) ×
m]. Vendar, če želimo izkoristiti rekurentne strukture nevronskih mrež, moramo
podatkom dodati časovno komponento. Preprosto za vsak učni primer vzamemo
(t− 1) preǰsnjih učnih primerov za vsako napovedno časovno vrsto.
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Razdelitev podatkovja
Podatkovje bomo ločili na tri množice:
• Učna množica, katera predstavlja večji del podatkovja. Na njej bomo učili
nevronske mreže.
• Validacijska množica, na kateri bomo gledali, kdaj prekiniti učenje.
• Testna množica, za katero se bomo delali, da je iz prihodnosti in na kateri
bomo ovrednotili učinkovitost nevronske mreže.
Pri naključnem gozdu, kateri bo služil kot naš testni model, bomo validacijsko
množico preprosto priključili k učni. Za kalibracijo parametrov poskrbimo s prečnim
preverjanjem. Enako ločitev bomo uporabljali tudi kasneje pri učenju napovednih
modelov. Manjkajoč del črne črte, katerega lahko opazimo na Sliki 6 na začetku leta
2018, predstavlja napako v podatkih, katera je bila ustrezno odstranjena. V tistem
obdobju kripto borza Kraken ni uspešno shranjevala transakcij.
Modeli za popolno normalizacijo so bili naučeni na učni in validacijski množici,
in nato posodobljeni s prihajanjem testnih podatkov. S tem smo želeli popolnoma
replicirati obnašanje v prihodnosti. Torej na vsake tri dni smo posodobili naučene
normalizacijske modele, kar v praksi pomeni, da smo se na novo naučili empirični
inverz porazdelitvene funkcije za vsako časovno vrsto.
Slika 6. Razdelitev podatkovja na učno, validacijsko in testno množico
Na tej točki velja poudariti, da lahko s popolno normalizacijo kontroliramo, koliko
verjamemo zgodovini. Na primer, če verjamemo, da so samo zadnji trije meseci po-
membni za napovedovanje cene, bomo inverz porazdelitvenih funkcij naučili samo na
podatkih iz zadnjih treh mesecev in ga ustrezno posodabljali. Mi se nismo ukvarjali
z iskanjem optimalnega časovnega okvira in smo to pustili za nadaljnje raziskave.
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4. Učenje napovednih modelov - praktični del
Do sedaj smo definirali nekaj precej kompleksnih transformacij, brez da bi preve-
rili njihovo učinkovitost. Zato smo si izbrali osnovni model, kateri predstavlja mejo
učinkovitosti. Vzeli smo naključni gozd, za katerega se je na koncu izkazalo, da
je presenetljivo močan, tudi v primerjavi s kompleksneǰsimi nevronskimi mrežami.
Morda tukaj lahko omenimo, da se ostale tabelarične metode, to so na primer me-
toda podpornih vektorjev, metoda najmanǰsih kvadratov, logistična regresija in tako
dalje, niso tako dobro odrezale kot naključni gozd.
Kot testni model za nevronske mreže smo definirali plitko tesno povezano nevron-
sko mrežo in jo primerjali z naključnim gozdom. Sledili smo ideji, da, če preprosta
nevronska mreže da dobro napoved, bo optimizirana rekurentna napovedala vsaj
tako dobro, saj bo videla vse informacije, katere ima preprosta in še več. Čeprav
smo v preǰsnjem poglavju definirali 24 ciljnih vrednosti za vsak časovni korak, bosta
tako naključni gozd kot preprosta nevronska mreža napovedovala samo Y3(t)
Kot kriterij za učinkovitost modela smo opazovali točnost in AUC pri binarni
klasifikaciji, oziroma srednjo kvadratno napako pri regresiji ter čas učenja.
4.1. Osnovni model: naključni gozd (angl. random forest)
Naključni gozd je ansambel, sestavljen iz več odločitvenih dreves [17]. Kot učne
podatke za posamezno drevo uporabimo naključni vzorec osnovnih podatkov: vzo-
rec jemljemo s ponavljanjem in je velikost vzorca (število primerov v vzorcu) enaka
številu primerov v osnovnih podatkih. Prednost naključnega gozda je vsekakor zelo
lahko optimizacija parametrov. Namreč, izbira števila napovednih spremenljivk
(angl. mtry) je tudi edini parameter, katerega moramo optimizirati. Privzeta vre-
dnost je koren števila vseh napovednih spremenljivk in v našem primeru se je ta tudi
izkazala za najbolǰso. Običajno pri naključnem gozdu naključno izberemo primere,
na katerih naučimo model (vrečo) in nato ocenimo napovedno moč na primerih izven
vreče, vendar, ker imamo mi že vnaprej ločene množice in časovno urejene podatke,
tega nismo počeli.
Naključni gozdovi temeljijo na redukciji variance. Predpostavimo, da imamo samo
nekaj napovednih spremenljivk z veliko napovedno močjo, označimo jih za močne
in naj jih bo več kot je koren števila vseh napovednih spremenljivk. Torej nekaj
dreves bo imelo veliko močnih spremenljivk, nekaj jih bo imelo samo močne, nekaj
pa nobene. Kar pomeni, da bodo posamezna drevesa imela različno napovedno moč.
Napovedne spremenljivke izbiramo naključno vse z enako verjetnostjo. Posebnost
naključnega gozda je, da pustimo posameznim drevesom, da se do konca razvejajo,
kar običajno pomeni preprileganje učnim podatkom. Kot končno napoved celotnega
gozda vzamemo povprečje vseh dreves, prav tako pa lahko dobimo empirične inter-
vale zaupanja napovedi. Mi smo v vsakem testnem modelu naučili 1020 napovednih
dreves (1020 zato, ker je deljivo z 12, kar je število logičnih procesorjev računalnika,
na katerem smo učili gozdove). Za učenje vsakega odločitvenega drevesa upora-
bljamo spremenjen algoritem TDIDT [17] (angl. top down induction decision tree):
pri izbiri optimalnega testa v notranjem vozlǐsču ne izbiramo med vsemi napove-
dnimi spremenljivkami v vhodnih podatkih kot to počne TDIDT, temveč izbiramo
38
iz naključnega vzorca napovednih spremenljivk. Velikost tega naključnega vzorca je
parameter mtry, ki najbolj bistveno vpliva na napovedno moč dobljenega modela,
zato njegovo vrednost optimiziramo.
TDIDT algoritem
Kot pove že ime, pri TDIDT induktivno gradimo odločitvena pravila tako, da
minimiziramo funkcijo nečistoče po delitvi, oziroma po pravilu. Funkcija nečistoče
je odvisna od tega ali imamo regresijski ali klasifikacijski problem. Pri regresiji
običajno uporabimo kar srednjo kvadratično napako pri klasifikaciji pa binarno
prečno entropijo ali pa Ginijev indeks. Funkcija nečistoče mora biti zvezna in zve-
zno odvedljiva ter simetrična (neobčutljiva na vrstni red parametrov). Prav tako
mora doseči maksimalno vrednost pri enakomerni porazdelitvi napovedi verjetnosti
(torej neinformativni napovedi). Torej v vsaki iteraciji TDIDT algoritma izberemo
pravilo, da bo redukcija funkcije nečistoče po delitvi čim vǐsja. Preverimo pa vse
možne smiselne delitve iz učnih podatkov.
Pri učenju posameznih dreves ne uporabljamo metod za rezanje dreves: ne spro-
tnega, ne naknadnega rezanja.
4.2. Testni model globokega učenja
Spodnji model smo uporabljali zgolj za primerjavo z naključnim gozdom in samo
za binarno klasifikacijo. Ker tu še nismo uvedli časovne komponente, kar bi nam
omogočilo izkorǐsčanje rekurentnih struktur, smo predpostavili, da bomo z uvedbo
le te lahko kvečjemu pridobili. Namreč nobene informacije ne bomo vzeli stran.
Seveda pa se nam lahko zgodi prekletstvo dimenzionalnosti, kar bi pomenilo, da ne
bomo sposobni prepoznati pomembnih podatkov pri dodanih časovnih korakih.
Tesno povezana nevronska mreža
• 4 tesno povezani sloji, prvi, drugi in tretji z 32 nevroni, četrti pa z 2.
• Na prvih treh slojih smo za aktivacijsko funkcijo uporabili hiperbolični tan-
gens, na zadnjem pa smo zaradi binarne klasifikacije uporabili normalizirano
eksponentno funkcijo.
• Za funkcijo izgube smo izbrali pričakovano napako binarne prečne entropije.
• Model smo optimizirali s stohastičnim optimizatorjem Adam.
• Nevronsko mrežo smo pustili učiti toliko časa, dokler se je vrednost funk-
cije izgube na validacijski množici izbolǰsevala. S tem smo želeli preprečiti
preprileganje učnim podatkom. Če se vrednost ni izbolǰsala v zadnjih petih
iteracijah, smo učenje prekinili.
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4.3. Izbira strukture avtokodirnika
Ponovno moramo uvesti par kratic, da bomo lažje sledili rezultatom:
• Naj oznaka ”GRU(n)”predstavlja rekurentni sloj z vrati, kateri ima n enot
s polnimi vrati.
• Naj oznaka ”DNN(n)”predstavlja tesno povezan sloj z n enotami oziroma
nevroni.
• Naj oznaka ”m× (tip sloja)”predstavlja m zaporednih slojev ustreznega tipa.
• Naj oznaka AE predstavlja navaden simetričen avtokodirnik.
• Naj oznaka SAE predstavlja razšumljajoči simetričen avtokodirnik.
Preizkusili bomo različne strukture avtokodirnikov, kjer bomo opazovali, katera
se najbolje obnaša na vseh treh množicah; učni, validacijski in predvsem testni.
Želimo dobiti kandidate, katere bomo potem poskusili nadaljnje optimizirati. Vho-
dne podatke označimo z X, kateri so dimenzije [n × 24 × 20] in jih želimo skrčiti
na dimenzijo [n× 24× 15]. Pri tem želimo izgubiti čim manj informacij o vhodnih
podatkih in odstraniti čim več nepotrebnega šuma.
Modele smo optimizirali s stohastičnim optimizatorjem Adam, minimizirali pa
smo funkcijo srednje kvadratične napake. Struktura avtokodirnika je vedno sime-




• 2× DNN (128),
• GRU (128),
• 2× DNN (64).
Modele smo pustili učiti, dokler ni bilo v 15 zaporednih iteracijah nobenega iz-
bolǰsanja na validacijski množici. Nato smo preverili funkcije izgube na vseh treh
množicah. Čas smo merili v sekundah, vendar tu ni vplival na odločitev. Rezul-
tate lahko vidimo v Tabeli 1. Rezultati so urejeni po vrednosti funkcije izgube na
validacijski množici.
Tabela 1: Čas potreben za učenje in vrednosti funkcije
izgube avtokodirnikov z različnimi topologijami na učni,
testni in validacijski podatkovni množici
Topologija Št. iteracij Učna Testna Validacija Čas
GRU (64) 237 0.232 0.046 0.088 1832
GRU (32) 1076 0.338 0.106 0.122 7961
2×GRU (32) 459 0.375 0.109 0.135 4957
2× DNN (128) 382 0.467 0.118 0.141 2782
GRU (128) 524 0.378 0.111 0.141 4101
2× DNN (64) 314 0.519 0.127 0.154 2174
40
Tu velja poudariti, da si napake na učni, testni in validacijski množici niso enako-
vredne. Namreč, če bi želeli primerjati, koliko je učna napaka manǰsa od testne za
posamezno topologijo, bi morali napake še normalizirati s številom snopov pri vsaki
iteraciji učenja. S tem ne bi čisto nič spremenili poteka učenja, samo prikaz napak
bi bil bolj informativen.
Iz tabele 1 vidimo, da GRU (64) premaga ostale v čisto vseh aspektih, katere smo
merili. Splošno znano pa je, da avtokodirniki potrebujejo videti vse podatke, da
se lahko res dobro naučijo skrčiti prostor. V finančnem svetu to predstavlja velik
problem, saj nikoli ne bomo videli vseh podatkov. Problem poskusimo reševati z
razšumljajočim avtokodirnikom.
Razšumljajoči avtokodirnik (angl. stohastic autoencoder - SAE)
Literatura v avtokodirnikih se predvsem osredotoča na kodiranje in dekodiranje
slik in besedil. Kot šum pri kodiranju slik, se ponavadi naključno izbere določene
piksle v sliki, in se nastavi njihovo vrednost na 0. S tem želimo prisiliti avtokodirnik,
da se bo naučil ignorirati šum in naučil bolj robustno aproksimacijo funkcije. Sicer
je učenje na ta način dražje, ampak običajno so rezultati bolǰsi.
Spominjamo se, kako se običajno simulira stohastične procese v finančnem svetu.
Predpostavi se neka stohastična diferencialna enačba (angl. stohastic differential
equation - SDE), ki naj bi najbolje opisala opazovan finančni inštrument. Če SDE
nima rešitve, oziroma do nje ne znamo priti, jo preprosto simuliramo z Monte Carlo
metodo. Običajno se za naključni del v procesu predpostavi, da je porazdeljen
normalno z določeno varianco.
Konstrukcijo šuma smo natančno opisali v teoretičnem delu, oglejmo si sedaj pot,
kako smo do ideje sploh prǐsli.
Prva ideja
Prvo smo poizkusili vsako časovno dimenzijo popačiti za šum, pri katerem nismo
upoštevali časovne avtokorelacije pri vhodnih podatkih. Šum smo prǐsteli vhodnim
podatkom, napovedovali pa smo nepopačene. Šum je bil v vsaki iteraciji učenja
drugačen, vendar vedno enako porazdeljen. Za testna modela smo vzeli najbolǰsi
model iz Tabele 1, torej GRU (64) in za vsak slučaj še najbolǰsi nerekurentni model
2×DNN (128). Ker sedaj modelom dodajamo šum, jih označimo za SAE −GRU (64)
in 2× SAE − DNN (128).
Žal ideja ni delovala. Oba modela smo pustili učiti okoli 3000 iteracij, vendar se
noben ni približal vrednosti funkciji izgube iz Tabele 1.
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Druga ideja
Očitno konstantna velikost šuma ne deluje. Razmislimo, na začetku učenja je naša
aproksimacija pravilne funkcije daleč stran od resnice. Ampak tekom učenja, pod
predpostavko, da se smiselno učimo, se vedno bolj bližamo resnici, to je pravilni
funkciji. Torej, poskusimo posnemati obnašanje tudi z generacijo šuma. Sedaj
manǰsamo šum tekom učenja, vendar še vedno ne upoštevamo avtokorelacije pri
vhodnih podatkih. Na sliki 7 primerjamo 2 × SAE − DNN (128) (zelena barva) z
avtokodirnikom 2×DNN (128) brez šuma (modra barva). Oglejmo si proces padanja
funkcije izgube. Proces učenja prikažemo v dveh delih za vsako množico podatkov.
Slika 7. Funkcija izgube razšumljajočega avtokodirnika 2× SAE − DNN (128)
Kar naenkrat razšumljajoči 2 × SAE − DNN (128) premaga navadnega, še več,
pride globlje, kot je prej prǐsel navadni GRU (64) avtokodirnik.
Sicer smo zelo zadovoljni z naučenim modelom, vendar nam vseeno ostane grenak
priokus, namreč SAE −GRU (64) se še vedno obnaša slabše kot navadni GRU (64)
avtokodirnik. Iz Tabele 1 vidimo, da je le ta res dominanten, vendar nam nekako
ne uspe zgenerirati pravega šuma, da bi mu lahko pomagali.
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Tretja ideja
V teoretičnem delu smo si podrobno ogledali enote s polnimi vrati. Namreč te
so hkrati izpostavljene celotni informaciji iz časovne vrste posamezne napovedne
spremenljivke. Vemo, da imamo določeno avtokorelacijo v večini napovednih spre-
menljivk. Logičen zaključek je, da mora biti tudi šum v celoti enako porazdeljen.
Naj sedaj čisto ustreza definiciji iz teoretičnega dela. Torej sedaj upoštevamo
tudi avtokorelacijo med napovednimi spremenljivkami. Šum generiramo s knjižnico
TensorFlow Probability, ki nam omogoča generiranje normalnih spremenljivk in ma-
trično množenje na grafičnem procesorju. V nasprotnem primeru takšno učenje ne
bi bilo časovno dopustno.
Že pri drugi ideji smo morali generirati n · t ·m primerov normalne porazdelitve
in matrično zmnožiti z zgornje trikotnim razcepom Choleskega naše korelacijske
matrike. Sedaj imamo pa še 20 (št. napovednih spremenljivk) matričnih množenj
več. In to pri vsaki iteraciji. Vse skupaj hitro nanese na časovno zelo požrešen
algoritem.
Nič zato, definirajmo šum in poženimo algoritem. Algoritem je časovno zelo
zahteven, učil se je pet dni na grafičnem procesorju, vendar smo končno dobili iz-
jemne rezultate tudi z razšumljajočim avtokodirnikom SAE −GRU (64). Očitno je
porazdelitev šuma tu ključnega pomena. Pričakovano se je SAE −GRU (64) slabše
obnašal na že videnih podatkih kot GRU (64), vendar se je precej bolje obnašal na te-
stni množici. Spomnimo se, da ta predstavlja do sedaj še nevidene podatke. Na Sliki
7 smo učenje ustavili po približno 1200 iteracijah, tokrat smo pustili okoli 14000 ite-
racij učenja. Na Sliki 8 in 9 vidimo funkcijo izgube SAE −GRU (64) (zelena barva),
kateri je sedaj naš najbolǰsi algoritem in ga tudi uporabimo za redukcijo dimenzije
na 15 napovednih spremenljivk. Za primerjavo smo hkrati učili tudi GRU (64) (mo-
dra barva). Na drugem grafu smo zgladili tako imenovane žagice, da smo dobili bolj
interpretabilno sliko. Sedaj je zaradi dolžine proces učenja ločen na štiri slike za
vsako podatkovno množico.
Če dobro pogledamo funkcijo izgube na Sliki 9, vidimo, da z SAE −GRU (64)
na testni množici pridemo pod 0.01 z obema avtokodirnikoma. Če se spomnimo
najbolǰse testne napake iz Tabele 1 je ta bila 0.046 vendar po samo 237 iteracijah,
kar pomeni, da se od 222 iteracije funkcija izgube ni zmanǰsala. To nam vsekakor ni
všeč, namreč morda, če bi pustili še dodatnih 1000 iteracij, bi bil SAE −GRU (64)
še bolǰsi. Žal nimamo dovolj sredstev za kaj takega, zato se zadovoljimo z modelom
in nadaljujemo z modeli.
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Slika 8. Funkcija izgube razšumljajočega avtokodirnika do 1000 ite-
racij SAE −GRU (64)
Skala na desni sliki je precej drugačna kot pri levi na Sliki 8 in 9.
Slika 9. Funkcija izgube razšumljajočega avtokodirnika od 1001 do
konca SAE −GRU (64)
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Natančna definicija izbranega avtokodirnika
Potrebno je poudariti, da je učenje razšumljajočega avtokodirnika zelo odvisno od
izbire parametrov α in s. Zakaj pa to res deluje, pa pustimo za nadaljnje raziskave.
Namreč kar hitro nam kovariančna matrika pri šumu zlimitira v matriko samih ničel.
Definirajmo sedaj bolj natančno uporabljen razšumljajoči avtokodirnik. Topologijo
si lahko ogledamo tudi na Sliki 10.
Topologija:
• Vhodni nivo, kjer vhodnim podatkom prǐstejemo šum.
• Rekurentni sloj z vrati s 64 enotami s polnimi vrati kjer za aktivacijsko
funkcijo uporabimo hiperbolični tangens.
• Tesno povezan sloj s 15 enotami in linearno aktivacijsko funkcijo. To hkrati
predstavlja tudi naš izhod, iz katerega dobimo 15 novih napovednih spre-
menljivk s 24 časovnimi koraki.
• Rekurentni sloj z vrati s 64 enotami s polnimi vrati kjer za aktivacijsko
funkcijo uporabimo hiperbolični tangens.
• Izhodni tesno povezan sloj z 20 enotami in linearno aktivacijsko funkcijo.
Optimizator:
• Stohastični optimizator Adam.
• Stopnja učenja = 0.001.
Funkcija izgube:
• Srednja kvadratična napaka.
Slika 10. Topologija izbranega razšumljajočega avtokodirnika
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Analiza reduciranih podatkov
Torej, sedaj imamo močan avtokodirnik, ki nam zna zakodirati in dekodirati na-
povedne spremenljivke. Vsekakor pa moramo pogledati, kako nam avtokodirnik
zakodira podatke. Namreč primarno imamo časovne vrste, in če imamo v času t na
k-tem časovnem koraku vrednost y(t)ik pri napovedni spremenljivki i, potem se nam
bo ta ista vrednost ponovila v času t + 1 na (k − 6)-tem časovnem koraku, če je
k − 6 ≥ 1.
Upajmo, da enak razmislek velja tudi na reduciranih podatkih. Namreč, mi smo
samo skrčili 20 napovednih spremenljivk v 15, nismo pa spreminjali števila časovnih
korakov. Če se vrednosti, ki nosijo isto informacijo, v reduciranih podatkih razliku-
jejo, potem smo izgubili lastnost časovnih vrst, kar nam bo škodovalo kasneje pri
napovednem modelu.
Naključno izberemo eno napovedno spremenljivko izmed 15 in naključni čas ter
poglejmo ali se vrednosti v časovnih korakih ujemajo (želimo in pričakujemo enake
vrednosti po vrsticah).
Tabela 2: Primerjalna analiza naključno izbranih
časovnih korakov po redukciji dimenzije
V1 V2 V3 V4 V5 V6 V7 V8
-0.02082 -0.02082 -0.02082 -0.02082 -0.02082 -0.02082 -0.02082 -0.02082
0.00325 0.00325 0.00325 0.00325 0.00325 0.00325 0.00325 0.00325
-0.14793 -0.14793 -0.14793 -0.14793 -0.14793 -0.14793 -0.14793 -0.14793
-0.12286 -0.12287 -0.12287 -0.12287 -0.12286 -0.12287 -0.12287 -0.12287
0.03884 0.03884 0.03884 0.03884 0.03884 0.03884 0.03884 0.03884
-0.01744 -0.01743 -0.01743 -0.01743 -0.01744 -0.01743 -0.01743 -0.01743
-0.00668 -0.03202 -0.03202 -0.03202 -0.00668 -0.03202 -0.03202 -0.03202
-0.05171 -0.08358 -0.08358 -0.08358 -0.05171 -0.08358 -0.08358 -0.08358
-0.05421 -0.07136 -0.07136 -0.07136 -0.05421 -0.07136 -0.07136 -0.07136
0.09869 0.11600 0.11600 0.11600 0.09869 0.11600 0.11600 0.11600
-0.00007 -0.01456 -0.01456 -0.01456 -0.00007 -0.01456 -0.01456 -0.01456
V tabeli 2 opazimo, da se vrednosti razmeroma dobro ujemajo. Ker pa želimo, da
so vrednosti z isto informacijo enake, poračunamo povprečje vseh in te nadomestimo
s povprečjem. V tabeli 2 izračunamo povprečje po vrsticah in to predstavlja našo
novo vrednost. To naredimo za celoten nabor reduciranih podatkov.
Preverimo še gostoto novih napovednih spremenljivk. Reducirani podatki gredo
naprej v napovedni model, in tudi zanje želimo, da je vsaka napovedna spremenljivka
sama po sebi porazdeljena po N(0, 1). Gostote vidimo na sliki 11.
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Slika 11. Gostoti dveh naključno izbranih napovednih spremenljivk
po redukciji dimenzije
Sami gostoti nista zelo daleč od normalne, vendar vseeno ponovno popolnoma
normaliziramo podatke in si shranimo normalizacijske modele.
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4.4. Izbira napovednega modela
V tem poglavju bomo definirali končni model, katerega smo uporabili za pre-
dikcijo vrednosti kriptovalut. Vendar namesto, da bi vnaprej definirali model in
samo pokazali, da je uspešen, se bomo sprehodili čez proces idej. V tem poglavju
uporabljamo samo podatke, katere je proizvedel avtokodirnik. Prav tako napovedu-
jemo vseh 24 ciljnih vrednosti in uporabimo prilagojeno funkcijo izgube (definicija
v nadaljevanju).
Opazimo, da kljub temu, da smo na začetku podrobno definirali pozornost, je
do sedaj še nismo uporabili. Pozornost je lahko zelo močno orodje, vseeno je pa
ne moremo kar direktno uporabiti za napoved časovnih vrst. Namreč pri preva-
janju (običajnem apliciranju pozornosti) model treniramo z učiteljskim nadzorom,
kar pomeni, da se zanašamo, da bodo začetne napovedi modela pravilne in potem
gradimo na njih. Pri napovedi časovnih vrst se to izkaže za precej velik problem,
namreč že pri napovedi prvega koraka časovne vrste imamo napako ε, katero potem
pošljemo naprej, kot da je to pravilna vrednost (prihodnosti namreč ne poznamo).
Izkaže se, da pri takem modelu napake hitro uidejo izven nadzora. Na učni množici
dosežemo izjemno točnost, vendar model odpove na testnih podatkih, kar pomeni
preprileganje. Primer lahko vidimo na sliki 12, kjer vidimo funkcijo izgube tekom
učenja. Podatkom zopet dodajamo šum, namreč izkazalo se je, da tako do neke
mere preprečimo preprileganje.
Slika 12. Preprileganje napovednega modela z uporabo pozornosti
in uporabo učiteljskega nadzora
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Če podatkom nismo dodajali šuma, je bilo preprileganje še bolj izrazito in, ker
bo to očitno predstavljalo največji izziv, smo od tu naprej testirali samo modele na
podatkih s šumom. Prav tako smo opazili, da se obnašanje na validacijski množici
podatkov in testnih še nevidenih podatkih ni razlikovalo, zato smo združili učno
in validacijsko množico. S tem smo pridobili še nekaj dodatnih učnih primerov, še
vedno pa testiramo na nevidenih podatkih.
Prediktor Korektor metoda
Prediktor korektor metode običajno delujejo kot sestavljen model iz dveh delov
[18]. Prvi, kateri napove vrednost in drugi, kateri napovedno vrednost na nek način
uporabi. Prej smo videli, da se ne moremo zanašati na predikcije v fazi napovedo-
vanja. Tako smo prǐsli na naslednjo idejo, ki je sestavljena iz treh delov:
Kodirni model:
• Prvi model, s katerim bomo zakodirali napovedne podatke.
• Želimo, da lahko vanj pošljemo poljubno število napovednih vrst in ven do-
bimo zakodirano informacijo in skrita stanja kodirnika.
• Želimo, da lahko v kodirniku poljubno kontroliramo dodan šum.
Dekodirni prediktor model:
• Model naj sprejme zakodirano informacijo in skrita stanja kodirnika.
• Želimo napovedati v našem primeru 6 časovnih korakov hkrati za poljubno
število ciljnih časovnih vrst. Ker trenutno delamo samo z eno kriptovaluto
napovedujemo 4 časovne vrste.
• V tem modelu se ne zanašamo na učiteljski nadzor, vseeno pa uporabimo
princip pozornosti, kjer kar iz prvega časovnega koraka napovemo vse preo-
stale.
Dekodirni korektor model:
• Model naj sprejme zakodirano informacijo in skrita stanja kodirnika in na-
povedane vrednosti prediktorja za trenutni časovni korak.
• Sedaj pa uporabimo princip učiteljskega nadzora, kjer s skritimi stanji ko-
dirnika in uporabo pozornosti želimo nadzorovati napoved prediktorja.
• Skrita stanja posodabljamo dokler ne pridemo do konca ciljnega zaporedja.
• Napovedujemo prave vrednosti ciljnega zaporedja časovni korak po časovnem
koraku.
Opazimo, da smo se v fazi predikcije prenehali zanašati na pravilnost preǰsnje
vrednosti, temveč jo samo kontroliramo. Tako želimo preprečiti preprileganje na
testnih podatkih. Pri implementaciji moramo biti pozorni na par tehničnih zadev:
• Tehnično gledano imamo dva ločena modela, prvi je sestavljen iz kodirnika
in prediktorja, medtem ko je korektor ločen model. To pomeni, da moramo
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definirati dve funkciji izgube, dva optimizatorja in dva načina izračuna gra-
dientov.
• Pri izračunu gradientov moramo biti pozorni, da uteži korektorja posoda-
bljamo pogojno na prvi model in, da uteži kodirnika ne posodabljamo dva-
krat na iteracijo.
• Prilagodimo funkcijo izgube na kombinacijo srednje kvadratične napake in
binarne prečne entropije (vsota odvedljivih funkcij je odvedljiva). Z utežmi
ne eksperimentiramo in nastavimo na enakomerno uteženost. Pri implemen-
taciji moramo biti pozorni, da se ne zanašamo na drugo dimenzijo tenzorja,
namreč prediktor bo v funkcijo izgube poslal 6 časovnih korakov medtem ko
bo korektor pošiljal časovni korak po časovni korak. Vsekakor pa si ne želimo
dve implementaciji funkcije izgube.
Oglejmo si kako se metoda obnaša na naših podatkih. Tekom testiranja parame-
trov smo opazili, da je pri časovnih vrstah potrebno bistveno manj parametrov kot
pri prevajanju. Tam se število enot na rekurentnih slojih običajno nastavi na 256
ali 512, pri nas pa je to vodilo do hudega preprileganja.
Slika 13. Funkcija izgube napovednega modela s prediktor korektor metodo
Na sliki 13 vidimo postopek učenja, kateri sedaj izgleda bistveno bolje. Vseeno
moramo paziti na preprileganje, vendar se sedaj model vsaj na začetku nauči po-
membne relacije. Če pa je uvedba časovnega koraka in pozornosti kaj doprinesla k
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napovedi, si bomo ogledali v poglavju primerjalne analize napovednih napak. Prav
tako se zdi, da morda korektor ni potreben in da samo moti prediktor.
Natančna definicija modelov
Za oba modela smo uporabili stohastični optimizator Adam s privzetimi parametri
in kombinirano funkcijo izgube. Torej
Struktura kodirnika:
• Sloj kjer vhodnim podatkom prǐstejemo časovno koreliran šum, kjer so pa-
rametri šuma enaki kot prej.
• Rekurentni sloj z vrati s 16 enotami s polnimi vrati, kjer za aktivacijsko
funkcijo uporabimo hiperbolični tangens.
Struktura dekodirnega prediktorja:
• Sloj pozornosti, kjer morajo vsi skriti sloji imeti enako število enot kot de-
kodirnik.
• Rekurentni sloj z vrati s 16 enotami s polnimi vrati, kjer za aktivacijsko
funkcijo uporabimo hiperbolični tangens.
• Tesno povezan sloj s 4 enotami, na dveh imamo linearno aktivacijsko funkcijo
na dveh pa sigmoidno.
Struktura dekodirnega korektorja:
• Sloj pozornosti, kjer morajo vsi skriti sloji imeti enako število enot kot de-
kodirnik.
• Rekurentni sloj z vrati s 16 enotami s polnimi vrati, kjer za aktivacijsko
funkcijo uporabimo hiperbolični tangens.
• Sloj kateri splošči preǰsnjega. Ta nam popravi časovne korake.
• Tesno povezan sloj s 4 enotami, na dveh imamo linearno aktivacijsko funkcijo
na dveh pa sigmoidno.
Ponovitev vseh korakov s kriptovaluto Bitcoin
Trenutno smo delali samo s kriptovaluto Etherum. V kripto svetu še vedno velja,
da ostale valute slej ko prej sledijo gibanju Bitcoina. Pojavi se vprašanje, ali lahko
kaj pridobimo, če napovedujemo Etherum in Bitcoin hkrati?
Ponovimo vse korake še s podatki valute Bitcoin, izberemo enako konfiguracijo
modelov in modelom nastavimo že naučene uteži od valute Etherum. Tako zelo
pospešimo čas učenja, na primer avtokodirnik za Etherum je potreboval več dni, da
je skonvergiral, medtem ko je sedaj avtokodirnik za Bitcoin potreboval samo par ur.
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4.5. Primerjalna analiza napovednih napak modelov
V tem delu si bomo ogledali, kakšen učinek na zmanǰsanje napake je imelo glajenje
ciljne spremenljivke, uvedba trgovalnih indikatorjev, primerjali bomo normalizacijo s
popolno normalizacijo in ali je uvedba časovne dimenzije in kompleksnih rekurentnih
struktur kaj doprinesla. Označimo testni model naključnega gozda z RF in testni
model tesno povezane nevronske mreže z DNN.
Učinek glajenja
Naučili smo dva modela naključnih gozdov, enega preden smo uporabili glajenje
in enega po glajenju z AMA.
Tabela 3: Učna in testna točnost, AUC metrika ter čas
učenja pred in po uvedbi glajenja
Transformacije Učna točnost Testna točnost AUC Čas Metoda
Ne naredimo nic 0.496 0.513 0.514 14.31 RF
Glajenje z AMA 0.684 0.649 0.703 10.70 RF
V tabeli 3 opazimo velik skok v AUC metriki, kar dokazuje tudi Slika 14. Tu so
napovedne spremenljivke samo podatki OHLC za vsak t. V prvem primeru napove-
dujemo ekzaktno ceno, v drugem pa glajeno.
Slika 14. Pridobitev v metriki AUC po uvedbi glajenja
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Učinek trgovalnih indikatorjev
Pojavi se vprašanje, zakaj smo definirali točno 20 indikatorjev. V resnici smo
jih stestirali veliko več, vendar predstavili samo tiste, katere so dodale nekaj k
napovedni moči modela. Kot testni model smo uporabili model naključnih gozdov na
katerem smo uporabljali algoritem rekurzivne eliminacije napovednih spremenljivk
(angl. recursive feature elimination) z 10-kratnim prečnim preverjanjem.
Algorithm 3 Rekurzivna eliminacija napovednih spremenljivk.
1: while Število napovednih spremenljivk večje od 0 do
2: Nauči RF model.
3: Poračunaj napovedno moč napovednih spremenljivk.
4: Odstrani najslabšo spremenljivko.
5: Zapomni si testno točnost.
6: Vrni napovedne spremenljivke, pri katerih je bila testna točnost najvǐsja.
Tako smo končali z 20 indikatorji. Ponovno smo naučili model naključnih goz-
dov, tokrat z indikatorji in glajenjem. Primerjali smo ga s preǰsnjim rezultatom po
glajenju z AMA. Na Sliki 15 vidimo še grafični prikaz pridobitve v AUC metriki.
Slika 15. Pridobitev v metriki AUC po uvedbi trgovalnih indikatorjev
Vse metrike lahko vidimo v Tabeli 4. Nepresenetljivo se je čas učenja povečal, saj
imamo več napovednih spremenljivk.
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Tabela 4: Učna in testna točnost, AUC metrika ter čas
učenja pred in po uvedbi trgovalnih indikatorjev
Transformacije Učna točnost Testna točnost AUC Čas Metoda
Glajenje z AMA 0.684 0.649 0.703 10.70 RF
Definiramo indikatorje 0.784 0.773 0.841 26.59 RF
Učinek popolne normalizacije
Sedaj smo za testna modela vzeli naključni gozd in testno tesno povezano nevron-
sko mrežo. To smo naučili 10 krat in primerjali povprečni čas in povprečni AUC na
testnih množicah. Podatke smo že zgladili in uvedli trgovalne indikatorje, tako da
sedaj primerjamo samo popolno normalizacijo s standardno Z normalizacijo.
V tabeli 5 presenetljivo opazimo hitreǰso konvergenco DNN pri popolni norma-
lizaciji napovednih spremenljivk. Čas v tabeli je povprečni čas 10-ih ponovitev.
Rezultate lahko vidimo v Tabeli 5, urejeni so po AUC metriki. Pridobitev v času je
nepričakovan efekt popolne normalizacije. Ta je bila primarno namenjena generaciji
šuma.
Tabela 5: Učna in testna točnost, AUC metrika ter čas
učenja pred in po popolni in Z normalizaciji
Transformacije Učna točnost Testna točnost AUC Čas Metoda
Z transformacija 0.784 0.773 0.841 26.590 RF
Z transformacija 0.789 0.770 0.843 18.124 DNN
Popolna normalizacija 0.784 0.774 0.844 30.280 RF
Popolna normalizacija 0.788 0.779 0.846 12.222 DNN
Glede na to, da smo DNN naučili 10 krat, lahko izpostavimo majhno pridobitev
v AUC metriki. Prav tako smo zmanǰsali razliko med učno in testno točnostjo.
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Učinek časovnega koraka
Na začetku velja omeniti, da indikatorji že po konstrukciji zajamejo informacijo
iz večih časovnih korakov. Tu se sprašujemo, če nam časovna vrsta posameznih
indikatorjev kaj doprinese k napovedni moči. Prav tako pa ne napovedujemo več
samo en korak binarne klasifikacije, vendar celotno ciljno spremenljivko (vseh 24
ciljnih spremenljivk - poglavje 3.2) hkrati za kriptovaluti Etherum in Bitcoin. Torej
imamo 8 ciljnih časovnih vrst, kjer je vsaka sestavljena iz 6 časovnih korakov. Pri
primerjalni analizi se bomo osredotočili samo na napako pri kriptovaluti Etherum,
saj bomo tako dobili občutek kako dober je naš model v primerjavi s preǰsnjimi.
Uporabljamo reducirane podatke.
Učenje modelov s pozornostjo je časovno zelo drago, zato si nismo mogli privoščiti
globokega optimiziranja vseh parametrov. Zaradi tega nismo mogli preveriti, ali bi
se morda bolj splačalo naučiti model samo za eno časovno vrsto in ne za vseh osem.
Oziroma ali dodajanje podatkov za Bitcoin kaj doprinese zgolj k napovedi valute
Etherum. To ostajajo odprta in zanimiva vprašanja. Sedaj pa si v tabeli 6 poglejmo,
ali kaj pridobimo z napovedovanjem obeh kriptovalut hkrati.
Primerjavo lahko delamo samo s prvim časovnim korakom binarne časovne vrste
za kriptovaluto Etherum. Vseeno pa imamo dodatno informacijo o istem časovnem
koraku tudi pri prvem časovnem koraku regresijske časovne vrste. Morda lahko s
kombinacijo obeh povemo še kaj več kot le z binarno napovedjo?
Tabela 6: Učna in testna točnost ter AUC metrika na-
povednih modelov
Metoda Učna točnost Testna točnost AUC
RF 0.784 0.774 0.844
DNN 0.788 0.779 0.846
Prediktor Korektor 0.802 0.801 0.896
Prediktor 0.804 0.805 0.873
V tabeli 6 opazimo, da nam korektor metoda čisto nič ne prinese, oziroma še za
malenkost pokvari prvotno predikcijo. Prav tako je časovno draga, zato jo preprosto
zavržemo. Prav tako opazimo, da se čisto nič ne preprilegamo učnim podatkom. Zelo
verjetno je to posledica nenehnega dodajanja šuma učnim podatkom.
Vsekakor pa smo zadovoljni s skoraj 3% pridobitve v točnosti in AUC metriki.
Vključimo sedaj še regresijsko napoved. Predvidevamo, da se bo ujemala z binarno,
saj se je model učil hkrati in bi teoretično moral samo prebrati signaturo regresijske
napovedi in tako vrniti klasifikacijsko.
Presenetljivo se signatura regresijske napovedi ujema z binarno v samo 89.72%
primerov. In če se napovedi ujemata, potem je testna točnost modela kar 83.02%.
To je vsekakor zanimiv rezultat. Poglejmo si še točnosti ostalih časovnih korakov.
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Testne točnosti časovnih korakov
Če se spomnimo konstrukcije ciljne spremenljivke, smo naredili dve binarni časovni
vrsti za vsako kriptovaluto. Prva je vsebovala predznak (yt+k−yt) druga pa predznak
(yt+k − yt+k−1). Prvo označimo za celotno diferenco drugo pa za pogojno diferenco.
Tabela 7: Testne točnosti pogojnih in celotnih diferenc.
Celotna diferenca Pogojna diferenca
1. časovni korak 0.805 0.800
2. časovni korak 0.783 0.711
3. časovni korak 0.753 0.648
4. časovni korak 0.734 0.606
5. časovni korak 0.719 0.574
6. časovni korak 0.704 0.563
V tabeli 7 vidimo pričakovano obnašanje, bolj ko gremo v prihodnost manj smo
natančni z napovedmi. Opazimo majhno nekonsistentnost pri napovedi v prvem
časovnem koraku.
Regresijska napoved
Za razliko od klasifikacijske napovedi tukaj nimamo primerljive reference kako
dobra je naša napoved. Običajno se zato za osnovno vzame model, ki reče, cena
jutri bo enaka ceni danes. Ta preprost model se izkaže za zelo težko premagljivega.
V tabeli 8 si oglejmo prvo referenčno srednjo kvadratično napako ter nato našo
napoved.
Tabela 8: Refrenčne srednje kvadratične napake.
Metoda Celotna diferenca Pogojna diferenca
1. časovni korak 0.762 0.762
2. časovni korak 1.433 0.789
3. časovni korak 2.023 0.762
4. časovni korak 2.556 0.766
5. časovni korak 3.061 0.763
6. časovni korak 3.515 0.752
Našo napoved lahko vidimo v tabeli 9:
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Tabela 9: Napovedane srednje kvadratične napake.
Metoda Celotna diferenca Pogojna diferenca
1. časovni korak 0.522 0.516
2. časovni korak 1.043 0.662
3. časovni korak 1.534 0.689
4. časovni korak 2.020 0.725
5. časovni korak 2.512 0.739
6. časovni korak 2.985 0.743
Regresijska napoved se bolj ali manj ujema s klasifikacijsko, prav tako pa opazimo,
kako izgubljamo napovedno moč z dalǰsanjem časovnega koraka. Vendar še vedno
premagamo referenčnega.
Primerjava reduciranih podatkov z osnovnimi
Zgornje analize časovnega koraka smo naredili z reduciranimi podatki. Kaj pa
če uporabimo originalne časovne vrste? Lahko s tem kaj pridobimo, oziroma ali
smo z redukcijo kaj izgubili? Primerjajmo prvo procesa učenja z obema množicama
podatkov in opazujmo razliko.
Slika 16. Funkcija izgube napovedi reduciranih podatkov v primer-
javi z nereduciranimi
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Slika 16 nam potrdi, da so reducirani podatki še vedno bolǰsi kot originalni. Bo-
dimo pozorni sploh na razliko na testni množici pri prediktorju. Sicer potrebujemo
malce več iteracij, vendar je tudi vsaka iteracija časovno ceneǰsa, saj imamo manj na-
povednih časovnih vrst. Dodatno robustnost na testni množici pa zopet pripisujemo
dodajanju šuma; enkrat pri redukciji dimenzije in drugič pri učenju modela.
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5. Zaključek
Začetni cilj je bila dobra kratkoročna napoved, katera je osnova za profitabilno
trgovalno strategijo. Z rezultati smo zelo zadovoljni, saj menimo, da se bo z nekaj
truda dalo doseči dolgoročni cilj. V magistrskem delu smo pokazali celotno zgodbo
kako priti iz surovih podatkov do dobrega napovednega modela. Veliko časa smo
posvetili preprocesiranju podatkov, kar nam je na koncu tudi omogočilo dobro krat-
koročno napoved. Naključni gozd naučen na surovih podatkih ima na testni množici
približno 51% napovedno točnost in 51% metriko AUC. Z drugimi besedami, model
nam ne pove čisto nič. Naš končni napovedni model sicer napoveduje zglajeno ceno,
vendar ima na testni množici kar 80.5% napovedno točnost in 87.3% metriko AUC.
Prvi pomemben korak preprocesiranja je uvedba prilagajočega se glajenja ciljne
napovedne spremenljivke, s katerim smo povečali napovedno točnost modela na te-
stni množici za 13.8% v primerjavi z surovimi OHLC podatki. Drugi je vsekakor
uvedba trgovalnih indikatorjev, s katerimi želimo čim bolj podrobno opisati trenu-
tno stanje trga. Kot glajenje so tudi indikatorji močno povečali napovedno točnost
modela, in sicer za 12.6%. V obeh primerih je močno zrasla tudi metrika AUC.
V zadnji pomemben korak preprocesiranja lahko združimo popolno normalizacijo,
uvedbo šuma in redukcijo dimenzije. Popolna normalizacija nam je omogočila kon-
strukcijo šuma, kateri ima enako porazdelitev kot učni podatki, kot stranski učinek
pa smo dobili tudi hitreǰso konvergenco metod globokega učenja. Šum nam je ome-
jil preprileganje avtokodirnika in napovednega modela. Za redukcijo dimenzije smo
uporabili razšumljajoči avtokodirnik, s katerim smo brez izgube informacije skrčili
velikost učnih podatkov za 25%, kot stranski učinek pa še dodatno omejili preprile-
ganje končnega napovednega modela.
Nadaljevali smo z izbiro napovednega modela. Pokazali smo, kako z uvedbo
časovne komponente in principa pozornosti pridobimo 2.6% v napovedni točnosti
in 2.9% metriki AUC v primerjavi s testnim naključnim gozdom naučenem na po-
datkovju s trgovalnimi indikatorji. Glavni problem pri gradnji napovednega modela
z uporabo globokega učenja je bilo preprileganje. Pokazali smo, kako hitro se lahko
z uporabo učiteljskega nadzora in principa pozornosti naučimo zelo dober model
na učni množici, medtem ko le ta popolnoma odpove na testni množici. Zato smo
opustili učiteljski nadzor in poskusili s prediktor korektor metodo, ki je bila korak
v pravo smer, vendar se je izkazalo da je del s korektorjem popolnoma nepotreben.
Pri gradnji napovednega modela smo prav tako uporabljali koreliran šum.
Za zaključek smo pokazali, da z uporabo reduciranih podatkov ne izgubimo čisto
nič pri napovedni moči. Še več, obnašanje reduciranih podatkov na testni množici
je celo bolǰse kot originalnih.
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Nadaljnje delo
Pri nadaljnjem delu bi bilo najprej zanimivo optimizirati vse hiper parametre, to-
rej od dolžine oken posameznih indikatorjev do števila enot pri principu pozornosti
in primerjati napovedno točnost s trenutno. Nato bi bilo dobro raziskati ali bi isti
model bil optimalen tudi pri napovedovanju vrednosti drugih kriptovalut, oziroma
katere bi bile razlike med napovednimi modeli. Nato bi bil cilj zgraditi univerzalen
napovedni model za hkratno napovedovanje vrednosti več kriptovalut ter primerjati
njegovo napovedno moč z napovedno močjo posameznih modelov specializiranih za
posamezne valute. Zanimivo bi bilo opazovati za koliko se razlikujejo uteži posame-
znih avtokodirnikov od kriptovalute do kriptovalute.
Vsekakor pa je kot dolgoročni cilj zastavljena profitabilna trgovalna strategija.
Na tem mestu bi se ponovno zahvalil mentorju prof. dr. Ljupču Todorovskem za
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