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Abstract
In chapter 2, we study two Kaup-Newell-type matrix spectral problems, derive their soliton hierar-
chies within the zero curvature formulation, and furnish their bi-Hamiltonian structures by the trace
identity to show that they are integrable in the Liouville sense. In chapter 5, we obtain the Rie-
mann theta function representation of solutions for the first hierarchy of generalized Kaup-Newell
systems.
In chapter 3, using Hirota bilinear forms, we discuss positive quadratic polynomial solutions to
generalized bilinear equations, which generate lump or lump-type solutions to nonlinear evolution
equations, and propose an algorithm for computing higher-order lump or lump-type solutions. In
chapter 4, we study mixed exponential and trigonometric wave solutions (called complexitons) to
general bilinear equations, and propose two methods to find complexitons to generalized bilinear
equations. We also succeed in proving that by choosing suitable complex coefficients in soliton
solutions, multi-complexitons are actually real wave solutions from complex soliton solutions and
establish the linear superposition principle for complexion solutions.
In each chapter, we present computational examples.
iii
Chapter 1
Intruoduction
1.1 Background
It was Scott Russell in 1834 who observed the solitary waves at a canal. Sixty yearys later, the
Korteweg-de Vries (KdV) equation [37] was derived by D. Korteweg and G. de Vries in 1895 to
describe surface water in long, narrow and shallow rivers. In 1965 N. J. Zabusky and M. D. Kruskal
[80] found “solitary-wave pulses”, for which they named them “solitons”, in their numerical analy-
sis for the KdV equation. Thereafter in 1967, the inverse scattering method (IST)[16] was proposed
by C. S. Gardner, J. M. Greene, M. D. Kruskal, and R. M. Miura to solve initial value problems
for the KdV equation with fast-decaying initial data. In 1968, P. Lax [38] introduced a whole hier-
archy of KdV equations by introducing the concept of the Lax pairs. There exist many interesting
soliton hierarchies, which consist of commuting evolution equations, and the celebrated examples
include the Korteweg-de Vries hierarchy [38], the Ablowitz-Kaup-Newell-Segur hierarchy [2] and
the Kaup-Newell hierarchy [36], the Wadati-Konno-Ichikawa hierarchy [77], the Boiti-Pempinelli-
Tu hierarchy [8], the Dirac hierarchy [26] and the coupled AKNS-Kaup-Newell hierarchy [58].
Spectral problems associated with matrix Lie algebras are a starting point in generating soliton hi-
erarchies (see, e.g., [1, 2, 3, 9, 12, 19, 36, 58, 74]). Not long ago, the three-dimensional Lie algebra
so(3,R) has been introduced in producing soliton hierarchies. The first few examples of soliton
hierarchies associated with so(3,R) are the AKNS, the Kaup-Newell, the WKI, and the Heisenberg
type soliton hieiarchy [45, 46, 54, 49].
1.2 Integrable systems
Integrable systems are nonlinear differential or difference equations which in some way can be
solved analytically. This means that we can solve these equations by finite steps of algebraic oper-
ations and integrations. In this section, we sketch some of the concepts of integrability, important
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theorems that we will use in this dissertation. In the finite dimensional situation, for the classical
theory of Hamiltonian dynamical systems, the Liouville integrability is widely accepted and the key
result is the Liouville-Arnold theorem [4]. A finite-dimensional Hamiltonian system is completely
integrable in the Liouville sense, if there exist canonical coordinates on the phase space known as
action-angle variables, such that the transformed Hamiltonian systems depend only on the action
variables. As a result, the action variables are conserved. Meanwhile, the angle variables evolve
linearly in the evolution parameters, therefore one can explicitly solve (or integrate) Hamiltons
equations.
However, in the infinite-dimensional systems, there is no unify accepted integrable concept. We
will concentrate our discussion on the integrability in the Liouville sense. The main references for
this section are [4, 42, 67, 68].
1.2.1 Lax pair
The Lax Pair and the zero curvature equation
We consider a spectral problem first. Let L be a function or an operator of time t, λ ∈ C be the
spectral parameter, and ϕ be the spectral function (eigenfunction). Suppose
Lϕ = λϕ, ϕt = Aϕ. (1.2.1)
Then
∂
∂t
Lϕ = Ltϕ+ Lϕt = Ltϕ+ LAϕ
=
∂
∂t
λϕ = λtϕ+ λϕt = λtϕ+ALϕ.
Since ϕ is general, we obtain
∂L
∂t
+ [L,A] = λt, (1.2.2)
which means that the eigenvalues of L are independent of t if λt ≡ 0, we call the spectral problem
(1.2.1) isospectral.
Definition 1.2.1 (Lax pairs). A Lax pair is a pair of matrix L(t) and A(t) of functions or operators
satisfying Lax equation:
dL
dt
+ [L,A] = 0, (1.2.3)
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where [L,A] = LA−AL = −[A,L] is the matrix commutator.
Lax found that when L = ∂2 + u (a Sturm-Liouville operator), A = −4∂3 − 6u∂ − 3ux where
∂ :=
d
dx
, the Lax equation is equivalent to the KdV equation
ut + 6uux + uxxx = 0. (1.2.4)
The crucial importance of Lax’s observation is that any equation that can be cast into the Lax
equation for operators L and A has shared many of the features of the KdV equation, including an
infinite number of local conservation laws.
In general, the spectral problem with potential u can be written as
φx = U(x, t, u, λ)φ, (1.2.5)
φt = V (x, t, u, λ)φ, (1.2.6)
where U, V ∈ Cn×n are matrix functions, u(x, t) is a given vector function, φ is an n-dimensional
spectral function.
We arrive at the zero curvature equation by the compatibility condition φtx = φxt
Ut − Vx + [U, V ] = 0. (1.2.7)
A pair of matrices (U, V ) is also called a Lax pair if they satisfy the zero-curvature equation (1.2.7).
Example 1.2.2. If we introduce a vector φ = [ϕ , ϕx]T , and matrices
U =
 0 1
λ− u 0
 , V =
 ux −(4λ+ 2u)
uxx − (λ− u)(4λ+ 2u) −ux
 .
Then the zero curvature equation of U and V is equivalent to the KdV equation.
1.2.2 Generalized vector field and symmetry
Let p and q be two positive integers. Suppose independent variables x = (x1, · · · , xp)T ∈ X = Rp
and dependent variables u = (u1, · · · , uq)T ∈ U = Rq. The open set M ⊂ X × U . A is the
algebra of differential functions P [u] = P (x, u(n)) over M , where n is a positive integer and P
depends only on spatial variables x and spatial derivatives of u up to n-th order. We define F to be
the quotient space of A by the subspace of total divergence {f : f = div P, ∃P ∈ A} and denote
its element by P =
∫
Pdx.
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Definition 1.2.3. A generalized vector field
v :=
p∑
j=1
ξj [u]
∂
∂xj
+
q∑
k=1
ϕk[u]
∂
∂uk
,
in which (ξ1, · · · , ξp)T ∈ Ap and (ϕ1, · · · , ϕq)T ∈ Aq are all smooth differential functions.
When ξ1 = · · · = ξp = 0, the vector field (denoted by vQ) is called an evolutionary vector field,
where Q = [ϕ1[u], · · · , ϕq[u]]T is called its characteristic.
Definition 1.2.4 (Total derivative). Let P (x, u[n]) ∈ A. For any given j : 1 ≤ j ≤ p, the total
derivative of a function P with respect to xj is defined by
DjP =
∂P
∂xj
+
q∑
k=1
∑
#J≤n
∂uk,J
∂xj
· ∂P
∂uk,J
, (1.2.8)
where the multi-indices J = (j1, · · · , jm) with 1 ≤ ji ≤ p for 1 ≤ i ≤ k and #J := m. And
uk,J :=
∂muk
∂xji · · · ∂xjm
. (1.2.9)
Definition 1.2.5 (Prolongation). The prolonged generalized vector field is defined by
pr(n)v = v +
q∑
k=1
∑
#J≤n
ϕJk [u]
∂
∂uk,J
,
where the coefficients ϕJk are determined by
ϕJk [u] := DJ(ϕk −
p∑
j=1
ξjuk,j) +
p∑
j=1
ξjuk,(J,j). (1.2.10)
Definition 1.2.6 (Symmetry). Let a generalized vector field v de called a generalized infinitesimal
symmetry of a system of differential equations
∆j [u] = ∆j(x, u
(n)) = 0, j ∈ {1, · · · , r}, (1.2.11)
if and only if the prolonged generalized vector field satisfies
prv[∆j ] = 0, j ∈ {1, · · · , r}, (1.2.12)
for every smooth function u = f(x) satisfying (1.2.11).
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Definition 1.2.7. A system of evolution equations reads
ut = K[u], K ∈ Aq, (1.2.13)
where K[u] = K(x, u(n)) does not depend on t.
Definition 1.2.8 (Recursive operator). Let ∆ = 0 be a system of differential equations. A linear
operator R : Aq → Aq is called a recursive operator for ∆ if whenever vQ is an evolutionary
symmetry of ∆ = 0, so is vRQ.
Definition 1.2.9 (Pseudo-differential operator). A differential operator is given by
D :=
n∑
j=1
Pi[u]
( ∂
∂x
)j
.
If Pn 6≡ 0, then n is the order of D.
A (formal) pseudo-differential operator is defined by
D :=
n∑
j=−∞
Pi[u]
( ∂
∂x
)j
.
The calculus of variations
Let Ω ⊂ Rp be an open, connected subset with smooth boundary ∂Ω. Finding the extrema of a
functional
L[u] =
∫
Ω
L(x, u(n))dx
in functions u = f(x) ∈ Rq defined on Ω is named a variational problem and the integrand
L(x, u(n)) ∈ A is termed the Lagrangian of L.
Definition 1.2.10 (The variational derivative). Let function u = f(x) be a smooth function defined
on Ω. The variational derivative of L is tagged as δL[u] with the property that
d
dε
∣∣∣
ε=0
L[f + εη] =
∫
Ω
δL[f(x)] · η(x)dx =
∫
Ω
q∑
j=1
δjL[f(x)]ηj(x)dx (1.2.14)
whenever η = (η1, · · · , ηq) is a smooth function with compact support in Ω. The component δjL =
δL
δuj
is the variational derivative of L with respect to uj , j = 1, · · · , q.
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Definition 1.2.11 (The Euler operator). Let 1 ≤ n ≤ q. The n-th Euler operator is defined by
En =
∑
J
(−1)kDJ ∂
∂un,J
, (1.2.15)
where the sum over all J = (j1, · · · , jk) with 1 ≤ jk ≤ p, and DJ := Dj1 · · ·Djk with Dj being
the jth total derivative.
It is shown in [68] that for 1 ≤ n ≤ q
δL[u] = E(L) = [E1[L], · · · , Eq[L]]T . (1.2.16)
Note: There are only finitely many terms in the summation for any given L.
1.2.3 Hamiltonian structure and integrability
Hamiltonian operator
Definition 1.2.12 (The Hamiltonian operator). Suppose that D : Aq → Aq is a linear operator
such that the Poisson bracket
{P,Q} :=
∫
δP · DδQdx, ∀P,Q ∈ F (1.2.17)
satisfies
a) the conditions of skew-symmetry
{P,Q} = −{Q,P}, ∀P,Q ∈ F , (1.2.18)
b) the Jacobi identity
{{P,Q},R}+ {{R,P},Q}+ {{Q,R},P} = 0, ∀P,Q,R ∈ F . (1.2.19)
Then D is called a Hamiltonian operator.
Proposition 1.2.13 ([68]). IfD is a Hamiltonian operator, then it is skew-adjont: D∗ = −D, where
the adjoint operator D∗ is determined by∫
Ω
P · DQdx =
∫
Ω
Q · D∗Pdx, ∀P,Q ∈ A. (1.2.20)
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Proposition 1.2.14 ([68]). A skew-adjont differential operator D is Hamiltonian if and only if∫
[P · prvDR(D)Q+R · prvDQ(D)P +Q · prvDP (D)R]dx = 0 (1.2.21)
for all q-tuples P,Q,R ∈ Aq.
A Hamiltonian system of evolution equations reads
∂u
∂t
= D · δH, (1.2.22)
where D is Hamiltonian operator andH = ∫ Hdx ∈ F is a Hamiltonian functional.
Definition 1.2.15. A conservation law is of the form
∂T
∂t
+ DivX = 0, (1.2.23)
in which Div is the spatial divergence of X . T is called conserved density and X the associated
flux.
I =
∫
Tdx (1.2.24)
is said a constant of motion, or an integral of the differential equation, since It = 0.
Definition 1.2.16 (Liouville integrability[49]). The evolution equation (1.2.22) is call to be Liou-
ville integrable, if it admits infinitely many conserved functionals {H : n = 1, 2, · · · } which are in
involution in pairs
{Hn,Hm} = 0, n,m ≥ 0, (1.2.25)
and the characteristic of whose associated Hamiltonian vector fields
Kn := D δHn
δu
, n ≥ 0, (1.2.26)
are independent.
Definition 1.2.17 (Bi-Hamiltonian pair). A pair of skew-adjoint q dimensional differential operators
D and E is called to form a Hamiltonian pair if aD+bE is a Hamiltonian operator for any a, b ∈ R.
If a system
ut = K1[u] = DδH1 = EδH0. (1.2.27)
with D and E being a Hamiltonian pair, and H0 and H1 are Hamiltonian functionals. Then it is
said a bi-Hamiltonian system.
The concept of the bi-Hamiltonian systems was introduced by F. Magri [63] and the following
theorem was extracted from the book of P. Olver.
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Theorem 1.2.18 ([68]). Let a bi-Hamiltonian system of evolution equation be
ut = K1[u] = DδH1 = EδH0. (1.2.28)
Assume that D is nondegenerate (i.e.,if D˜ · D ≡ 0 then D˜ ≡ 0). Then R = E · D−1 is a recursive
operator of (1.2.28), and let K0 = DδH0 and for each n = 1, 2, · · · we can define
Kn = RKn−1. (1.2.29)
Then there exists a sequence of functionals {Hn : n = 1, 2, · · · } such that
a) for each n ≥ 0,
ut = Kn[u] = DδHn = EδHn−1 (1.2.30)
is a bi-Hamiltonian system;
b) the corresponding evolutionary vector fields vn = vKn , n ≥ 0, all mutually commute:
[vn,vm] = 0, n,m ≥ 0; (1.2.31)
c) the Hamiltonian functionals Hn, n ≥ 0, are all in involution with respect to either Poisson
bracket
{Hn,Hm}D = {Hn,Hm}E = 0, n,m ≥ 0, (1.2.32)
and hence provide an infinite collection of conservation laws for each of the bi-Hamiltonian systems
in a).
1.3 The Hirota method
We give a short introduction to the Hirota direct method. We want to solve a nonlinear partial
differential or difference equation
F [u] = F (u, ux, ut, · · · ) = 0.
One of the central ideas of the Hirota method is bilinearization of above nonlinear equations.
There are many types of dependent variable transformations, but the most common examples are
rational, logarithmic and bi-logarithmic transformations.
As the first step we transform F [u] to a quadratic form in the dependent variables by using a
transformation u = T (f, g). We call this new form as a bilinear form of F [u]. We should note that
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for some equations we may not find such a transformation. Another remark is that some integrable
equations like the Korteweg-de Vries (KdV), Kadomtsev-Pethviashvili (KP) and Toda lattice (Tl)
equations can be transformed to a single bilinear equation but many of them like the modified
Korteweg-de Vries (mKdV), sine-Gordon (sG), and nonlinear Schro¨dinger (nlS) equations can only
be written as combination of bilinear equations. Now we introduce the Hirota D-operator which is
the key object in Hirota method.
1.3.1 Hirota derivatives
Let f, g be differentiable functions of x. The D-operator is a bilinear binary differential operator,
acting on f and g, which was introduced by R. Hirota in 1971:
(Dxf · g)(x) :=
( ∂
∂x
− ∂
∂x′
)
f(x)g(x′)
∣∣∣
x′=x
= f ′(x)g(x)− f(x)g′(x). (1.3.1)
The D-operator is now called the Hirota derivative.
It is easy to see that the D-operator has an equivalent definition:
(Dxf · g)(x) := ∂
∂a
f(x+ a)g(x− a)
∣∣∣
a=0
. (1.3.2)
The D-operator possesses the following properties.
1. The D-operator is bilinear: for any constants c1 and c2 it is true that
Dx(c1f1 + c2f2) · g = c1Dxf1 · g + c2Dxf2 · g,
Dxf · (c1g1 + c2g2) = c1Dxf · g1 + c2Dxf · g2.
2. The D-operator is asymmetric:
Dxg · f = −Dxf · g,
especially
Dxf · f = 0.
3. When g ≡ 1, we have
Dxf · 1 = ∂xf,
where ∂x :=
∂
∂x
.
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4. The exponential identity: if a is a constant, then
exp(aDx)f · g = f(x+ a)g(x− a).
In general, we can extend the definition of D-operators to high dimensional spaces. Suppose the
integer M ≥ 1, x ∈ RM . Let ∂ = (∂1, ∂2, · · · , ∂M )T with ∂j := ∂
∂xj
and let D = (D1, D2, · · · ,
DM )
T , where Dj , 1 ≤ j ≤ M , are D-operators with respect to xj , 1 ≤ j ≤ M , which are defined
as follows.
Let f, g be infinitely differentiable functions inRM , x = (x1, x2, · · · , xM )T and x′ = (x′1, x′2, · · · ,
x′M )
T . Then
(Djf · g)(x) = (Dxjf · g)(x)
:=
( ∂
∂xj
− ∂
∂x′j
)
f(x)g(x′)
∣∣∣
x′=x
= fxj (x)g(x)− f(x)gxj (x). (1.3.3)
The higher order D-operator is defined by
(Dn11 D
n2
2 · · ·DnMM f · g)(x)
=
M∏
j=1
(∂xj − ∂x′j )njf(x)g(x′)
∣∣∣
x′=x
=
n1∑
k1=0
· · ·
nM∑
kM=0
(−1)
∑M
j=1(nj−kj)
M∏
j=1
(
nj
kj
)
∂
kj
j f(x)∂
nj−kj
j g(x), (1.3.4)
where n1, n2, · · · , nM are nonnegative integers,
(
n
k
)
:=
n!
k!(n− k)! is the binomial coefficient.
One of the important properties of the Hirota derivatives is that when interchanging the functions
f and g, we have
Dn11 D
n2
2 · · ·DnMM f · g = (−1)n1+n2+···+nMDn11 Dn22 · · ·DnMM g · f, (1.3.5)
which implies that if n = n1 + n2 + · · ·+ nM is an odd number, then
Dn11 D
n2
2 · · ·DnMM f · f = 0. (1.3.6)
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Example 1.3.1. Examples of the Hirota derivatives:
D2xf · g = fxxg − 2fxgx + fgxx,
D2xf · f = 2(fxxf − f2x),
DxDtf · g = DtDxf · g = fxtg − ftgx − fxgt + fgxt,
D3xf · g = fxxxg − 3fxxgx + 3fxgxx − fgxxx,
D2xDtf · g = fxxtg − 2fxtgx − fxxgt + 2fxgxt + ftgxx − fgxxt,
D4xf · f = 2(fxxxxf − 4fxxxfx + 3f2xx),
DxDyDzDtf · f = 2(fxyztf − fxytfz − fxyzft − fxztfy − fyztfx + fxyfzt
+fxzfyt + fxtfyz). (1.3.7)
1.3.2 The Hirota method
In the following discussion, we will consider the KPII equation for σ = 1.
(ut + 6uux + uxxx)x + σuyy = 0. (1.3.8)
In order to solve the KP equation, we apply the transformation u = 2(ln f)xx from equation
(1.3.8) to get the bilinear KP equation
(DxDt +D
4
x +D
2
y)f · f = 0, (1.3.9)
and we define the polynomial corresponding to the bilinear KP equation by
P1(x, y, t) := x
4 + y2 + xt. (1.3.10)
Now we consider travelling wave solutions to the KP equation (1.3.9). For any positive integer j,
define the function
ηj(x, y, t) := kjx+ wjt+ ljy + η
0
j , kj , wj , lj , η
0
j ∈ C. (1.3.11)
Consider
f = f0 + εf1 + ε
2f2 + · · · . (1.3.12)
It is easy to check, for any integers j, j′ > 0 and m,n, r ≥ 0, we have
Dmx D
n
yD
r
t exp(ηj) · exp(ηj′) = (kj − kj′)m(lj − lj′)n(wj − wj′)r exp(ηj + ηj′), (1.3.13)
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and thus
Dmx D
n
yD
r
t exp(ηj) · exp(ηj) = 0, (1.3.14)
if m+ n+ r > 0.
In order to get the one soliton solution, suppose f0 = 1 and f1 = exp(ηj) for some j ∈ N.
Substituting the above expansion into (1.3.9) and collecting terms of each order of ε, we have
ε : (DxDt +D
4
x +D
2
y){f1 · 1 + 1 · f1} = 0,
ε2 : (DxDt +D
4
x +D
2
y){f2 · 1 + f1 · f1 + 1 · f2} = 0,
ε3 : (DxDt +D
4
x +D
2
y){f3 · 1 + f2 · f1 + f1 · f2 + 1 · f3} = 0,
· · · .
We denote ∂ = [∂x, ∂y, ∂t]T . The coefficient of ε is equivalent to
P1(∂)f1 = P1(kj , lj , wj)f1 = 0. (1.3.15)
Therefore, we have the dispersion relation
0 = P1(kj , lj , wj) = k
4
j + l
2
j + wjkj , (1.3.16)
or (if kj 6= 0)
wj = −
k4j + l
2
j
kj
. (1.3.17)
From the coefficient of ε2, we have
2P1(∂)f2 = −P1(D)f1 · f1 = 0. (1.3.18)
We can choose f2 = 0 and f can be truncated as f = 1 + εf1. Taking ε = 1, we get an exact
solution of (1.3.8)
u = 2(ln f)xx =
k2j
2
sech2
ηj
2
. (1.3.19)
For the two soliton solution we set f1 = exp(η1) + exp(η2) with the coefficients of η1 and η2
satisfing (1.3.16). Setting the coefficients of ε2 to 0, we get
2P1(∂)f2 = −P1(D)f1 · f1 = −2P1(D) exp(η1) · exp(η2)
= −2P1(k1 − k2, l1 − l2, w1 − w2) exp(η1 + η2),
(1.3.20)
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and then we can take f2 = a12 exp(η1 + η2) where
a12 = −P1(k1 − k2, l1 − l2, w1 − w2)
P1(k1 + k2, l1 + l2, w1 + w2)
=
4(k31k2 + k1k
3
2)− 6k21k22 + 2l1l2 + k1w2 + k2w1
4(k31k2 + k1k
3
2) + 6k
2
1k
2
2 + 2l1l2 + k1w2 + k2w1
.
(1.3.21)
Calculating the coefficient of ε3 tells
2P1(∂)f3 = −2P1(D)f1 · f2
= −2P1(k2, l2, w2) exp(2η1 + η2)− 2P1(k1, l1, w1) exp(η1 + 2η2)
= 0.
(1.3.22)
We take f3 = 0 to have a finitely truncated function f = 1 + εf1 + ε2f2. Let ε = 1. Then
f = 1 + exp(η1) + exp(η2) + a12 exp(η1 + η2). (1.3.23)
The two soliton solution reads
u = 2(ln f)xx
= −2k
2
1e
η1 + k22e
η2 + {(k1 − k2)2 + a12[(k1 + k2)2 + k21eη2 + k22eη1 ]}eη1+η2
(1 + eη1 + eη2 + a12eη1+η2)2
.
(1.3.24)
In general, according to [32], the N -soliton solution of the KP equation can be written as
f =
∑
exp
 N∑
j=1
µjηj +
∑
j<k
Ajkµjµk
 = 1 + N∑
n=1
∑
∑
j µj=n
exp
 N∑
j=1
µjηj +
∑
j<k
Ajkµjµk
 ,
(1.3.25)
where the first sum means a summation over all possible combinations of µj = 0, 1, the functions
ηj are defined by (1.3.11) and the coefficients of ηj satisfy the dispersion relation (1.3.16) for j =
1, 2, · · · , N , and for 1 ≤ j, j′ ≤ N, j 6= j′
eAjj′ = ajj′ =
4(k3jkj′ + kjk
3
j′)− 6k2jk2j′ + 2ljlj′ + kjwj′ + kj′wj
4(k3jkj′ + kjk
3
j′) + 6k
2
jk
2
j′ + 2ljlj′ + kjwj′ + kj′wj
. (1.3.26)
For example, when N = 3,
f = 1 + eη1 + eη2 + eη3 + a12e
η1+η2 + a13e
η1+η3
+a23e
η2+η3 + a12a13a23e
η1+η2+η3
(1.3.27)
is a three-soliton solution if ηj , j = 1, 2, 3, are all real.
In general, formula (1.3.25) presents the N -soliton solution of the bilinear KP equation for real
ηj , j = 1, · · · , N .
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1.3.3 Generalized bilinear derivatives
Let p ∈ N be given. For f, g ∈ C∞(RM ), let Dp = (Dp,1, Dp,2, · · · , Dp,1)T , the generalized
bilinear derivative or the Dp-operator is defined as follows [44]:
(Dn1p,1D
n2
p,2 · · ·DnMp,Mf · g)(x)
=
M∏
j=1
(∂xj + αp∂x′j )
njf(x)g(x′)
∣∣∣
x′=x
=
n1∑
k1=0
· · ·
nM∑
kM=0
α
∑M
j=1(nj−kj)
p
M∏
j=1
(
nj
kj
)
∂
kj
j f(x)∂
nj−kj
j g(x), (1.3.28)
where n1, n2, · · · , nM are nonnegative integers , and for any integer m, the mth power of αp is
defined by
αmp := (−1)r(m), (1.3.29)
where r(m) ≡ m mod p with 0 ≤ r(m) < p.
When p = 2k (k ∈ N), all the general bilinear derivatives become the Hirota derivatives, since
m− r(m) is even, we have αmp = (−1)r(m) = (−1)m. Therefore D2k,j = Dj for j = 1, · · · ,M .
Now we consider p = 3, we have
α13 = −1, α23 = α33 = 1, α43 = −1, α53 = α63 = 1, · · · (1.3.30)
It is easy to get
Example 1.3.2. Examples of the general bilinear derivatives
D3,xf · g = Dxf · g = fxg − fgx,
D3,xD3,yf · g = DxDyf · g = fxyg − fygx − fxgy + fgxy,
D3,xD3,yD3,zf · g = fxyzg − fxygz − fxzgy + fxgyz − fyzgx + fygxz + fzgxy + fgxyz,
D3,xD3,yD3,zD3,tf · g = fxyztg − fxyzgt − fxytgz + fxygzt − fxztgy + fxzgyt
+fxtgyz + fxgyzt − fyztgx + fyzgxt + fytgxz + fygxzt
+fztgxy + fzgxyt + ftgxyz − fgxyzt,
Remark 1.3.3. When p = 3, (1.3.6) is not true.
14
Let M be a natural number and we will discuss the following general Hirota bilinear equation
P (D)f · f = P (D1, D2, · · · , DM )f · f = 0, (1.3.31)
where P is a polynomial of M variables. Since the terms of odd powers are all zeros, we assume
that P is an even polynomial, i.e., P (−x) = P (x), and to generate non-zero polynomial solutions,
we require that P has no constant term, i.e., P (0) = 0.
Moreover, we set
P (x) =
M∑
i,j=1
pijxixj +
M∑
i,j,k,l=1
pijklxixjxkxl + other terms, (1.3.32)
where pij and pijkl are coefficients of terms of second- and fourth-degree, to determine quadratic
function solutions.
For convenience’s sake, we adopt the index notation for partial derivatives of f :
fi1i2···ik =
∂kf
∂xi1∂xi2 · · · ∂xik
, 1 ≤ i1, i2, · · · , ik ≤M. (1.3.33)
Using this notation, we have the compact expressions for the second- and fourth-order Hirota bilin-
ear derivatives:
DiDjf · f = 2(fijf − fifj), 1 ≤ i, j ≤M, (1.3.34)
and
DiDjDkDl(f · f)
= 2
[
fijklf − fijkfl − fijlfk − fiklfj
−fjklfi + fijfkl + fikfjl + filfjk
]
, 1 ≤ i, j, k, l ≤M. (1.3.35)
Motivated by Bell polynomial theories on soliton [47], we take the dependent variable transfor-
mations:
u = 2(ln f)x1 , u = 2(ln f)x1x1 , (1.3.36)
to formulate nonlinear differential equations from Hirota bilinear equations. Many integrable non-
linear equations can be generated this way [9, 32].
We will also consider a generalized bilinear equation
P (Dp)f · f = P (Dp,1, Dp,2, · · · , Dp,M )f · f = 0. (1.3.37)
In this situation, we do not assume that P is even.
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Example 1.3.4 (The KdV equation [32]). Let us consider the KdV equation
ut + 6uux + uxxx = 0. (1.3.38)
We can use the transformation u = 2(ln f)xx to get the bilinear KdV equation
(DxDt +D
4
x)f · f = 0. (1.3.39)
On the other hand, the partial differential equation
8wt + 3w
4 + 12w2w + 12w2x = 0, (1.3.40)
can be changed to the generalized bilinear KdV equation
(D3,xD3,t +D
4
3,x)f · f = 0 (1.3.41)
under the transformation w = 2(ln f)x.
Example 1.3.5 (The modified KdV equation [32]).
ut + 6u
2ux + uxxx = 0. (1.3.42)
We can use the bi-logarithmic transformation u = i(ln f/g)x to get the bilinear form of m-KdV
equation  (Dt +D3x)f · g = 3λDxf · g,D2xf · g = λf · g, (1.3.43)
where λ is an arbitrary function.
16
Chapter 2
Soliton hierarchies with bi-Hamiltonian structures
2.1 Introduction
In this chapter, we would like to consider two generalized Kaup-Newell spectral problems possess-
ing two unknown potential functions associated with sl(2,R) and so(3,R) respectively. They are
reduced spectral problems of the two D-Kaup-Newell spectral problems associated with sl(2,R) and
so(3,R), which are presented respectively in [19, 74] and possess three dependent variables.
A standard procedure for generating soliton hierarchies [40, 76] is stated as follows. Let g˜ be
the matrix loop algebra associated with a given matrix Lie algebra g. We first introduce a spatial
spectral problem
φx = Uφ, U = U(u, λ) ∈ g˜, (2.1.1)
where u denotes a column vector of potential functions and λ is a spectral parameter. Then we take
a solution of the form
W = W (u, λ) =
∑
i≥0
Wiλ
−i, Wi ∈ g, i ≥ 0, (2.1.2)
to the stationary zero curvature equation
Wx = [U,W ]. (2.1.3)
Then, we try to determine Lax matrices
V [m] = V [m](u, λ) = (λf(m)W )+ + ∆m ∈ g˜, m ≥ 0, (2.1.4)
(P )+ denoting the polynomial part of P in λ and f being an appropriate function from N to N, to
formulate the temporal spectral problems
φtm = V
[m]φ, m ≥ 0. (2.1.5)
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The modification terms ∆m ∈ g˜ should be selected such that the corresponding zero curvature
equations
Utm − V [m]x + [U, V [m]] = 0, m ≥ 0, (2.1.6)
will produce a hierarchy of soliton equations:
utm = Km(u), m ≥ 0. (2.1.7)
A soliton hierarchy usually possesses Hamiltonian structures
utm = Km(u) = J
δHm
δu
, m ≥ 0, (2.1.8)
where δδu is the variational derivative, J is a Hamiltonian operator, and Hm, m ≥ 0, are common
conserved functionals. Such Hamiltonian structures can often be generated by applying the trace
identity where g is semisimple [40, 76]:
δ
δu
∫
tr(
∂U
∂λ
W )dx = λ−γ
∂
∂λ
λγtr(
∂U
∂u
W ), γ = −λ
2
d
dλ
ln |tr(W 2)|, (2.1.9)
and the variational identity where g is non-semisimple [43, 52]:
δ
δu
∫
〈∂U
∂λ
,W 〉dx = λ−γ ∂
∂λ
λγ〈∂U
∂u
,W 〉, γ = −λ
2
d
dλ
ln |〈W,W 〉|, (2.1.10)
where 〈·, ·〉 is a non-degenerate, symmetric, and ad-invariant bilinear form on the underlying matrix
loop algebra g˜.
The three-dimensional real special linear Lie algebra sl(2,R) has the basis
e1 =
 1 0
0 −1
 , e2 =
 0 1
0 0
 , e3 =
 0 0
1 0
 , (2.1.11)
whose commutators are
[e1, e2] = 2e2, [e2, e3] = e1, [e3, e1] = 2e3; (2.1.12)
whereas the special orthogonal Lie algebra so(3,R) has the basis
e1 =

0 0 −1
0 0 0
1 0 0
 , e2 =

0 0 0
0 0 −1
0 1 0
 , e3 =

0 −1 0
1 0 0
0 0 0
 , (2.1.13)
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whose commutators are
[e1, e2] = e3, [e2, e3] = e1, [e3, e1] = e2. (2.1.14)
We will adopt the following two matrix loop algebras associated with sl(2,R) and so(3,R):
s˜l(2,R) =
{∑
i≥0
Miλ
n−i |Mi ∈ sl(2,R), i ≥ 0 and n ∈ Z
}
, (2.1.15)
and
s˜o(3,R) =
{∑
i≥0
Miλ
n−i |Mi ∈ so(3,R), i ≥ 0 and n ∈ Z
}
. (2.1.16)
Those are spaces of all Laurent series in λ with coefficients in sl(2,R) or so(3,R) and with a finite
polynomial part.
The rest of the chapter is structured as follows. In sections 2.2 and 2.3, we will introduce two
general Kaup-Newell spectral problem associated with sl(2,R) and so(3,R) and then generate the
corresponding soliton hierarchies of bi-Hamiltonian equations, respectively. In section 2.4, we
introduce the gauge transformation to transform above two spectral problems to their equivalent
spectral problems. In last section, we will make a conclusion and a few remarks.
2.2 A generalized Kaup-Newell soliton hierarchy associate with s˜l(2,R)
In this section we will derive a soliton hierarchy associate with the matrix loop algebra s˜l(2,R). We
begin with a spectral problem and let e1, e2, e3 be defined by (2.1.11) with commutators introduced
in (2.1.12).
2.2.1 Matrix spectral problem I
Let α be an arbitrary real constant. Let us introduce a spectral matrix
U = U(u, λ) = (λ2 + α)e1 + λpe2 + λqe3 =
 λ2 + α λp
λq −λ2 − α
 , (2.2.1)
and consider the following isospectral problem
φx = Uφ =
 λ2 + α λp
λq −λ2 − α
φ, u =
 p
q
 , φ =
 φ1
φ2
 , (2.2.2)
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associated with s˜l(2,R).
It is known [19] that the D-Kaup-Newell spectral problem associated with s˜l(2,R) refers to
φx = Uφ =
 λ2 + r λp
λq −λ2 − r
φ, u =

p
q
r
 , φ =
 φ1
φ2
 ,
which possesses three potentials: p, q and r. The new spectral problem (2.2.2) is just a reduced case
of the above D-Kaup-Newell spectral problem under r = α. It is, actually, also a generalization of
the standard Kaup-Newell spectral problem [36], which corresponds to the case of α = 0. There
is another interesting reduction r = αpq of the D-Kaup-Newell spectral problem associated with
s˜l(2,R), which generates an integrable hierarchy (see [19, 55] for details).
2.2.2 Soliton hierarchy
We define a matrix
W = ae1 + be2 + ce3 =
 a b
c −a
 ∈ s˜l(2,R), (2.2.3)
and then, the stationary zero curvature equation Wx = [U,W ] turns out
ax = λ(pc− qb),
bx = 2(λ
2 + α)b− 2λpa,
cx = 2λqa− 2(λ2 + α)c.
(2.2.4)
We further assume that
a =
∑
i≥0
aiλ
−2i, b =
∑
i≥0
biλ
−2i−1, c =
∑
i≥0
ciλ
−2i−1, (2.2.5)
and take the initial values
a0 = 1, b0 = p, c0 = q, (2.2.6)
which are required by
a0,x = pc0 − qb0, b0 − pa0 = 0, qa0 − c0 = 0. (2.2.7)
Now based on (2.2.4), we have
ai,x = pci − qbi,
bi,x = 2αbi + 2bi+1 − 2pai+1,
ci,x = 2qai+1 − 2αci − 2ci+1,
i ≥ 0. (2.2.8)
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From this, we can derive the recursion relations for i ≥ 0,
ai+1,x = αqbi − αpci − q2bi,x − p2ci,x,
bi+1 =
1
2bi,x − αbi + pai+1,
ci+1 = qai+1 − 12ci,x − αci,
(2.2.9)
since (2.2.8) tells
ai+1,x = pci+1 − qbi+1
= p(qai+1 − 12ci,x − αci)− q(12bi,x − αbi + pai+1)
= αqbi − αpci − q2bi,x − p2ci,x, i ≥ 0.
We impose the conditions for integration:
ai|u=0 = bi|u=0 = ci|u=0 = 0, i ≥ 1, (2.2.10)
to determine the sequence of {ai, bi, ci : i ≥ 1} uniquely. We list the first two sets as follows:
a1 = −12pq,
b1 =
1
2px − αp− 12p2q,
c1 = −12qx − αq − 12pq2;
a2 = αpq +
1
4(pqx − pxq) + 38p2q2,
b2 = α
2p− αpx + 14pxx − 34ppxq + 32αp2q + 38p3q2,
c2 = α
2q + αqx +
1
4qxx +
3
4pqqx +
3
2αpq
2 + 38p
2q3.
Based on the recursion relations (2.2.9), we obtain ci+1
bi+1
 = Ψ
 ci
bi
 , i ≥ 0, (2.2.11)
where the recursion matrix
Ψ =
 −α− 12∂ − αq∂−1p− 12q∂−1p∂ αq∂−1q − 12q∂−1q∂
−αp∂−1p− 12p∂−1p∂ −α+ 12∂ + αp∂−1q − 12p∂−1q∂
 , (2.2.12)
in which ∂ = ∂∂x . We will see that all vectors [ci, bi]
T , i ≥ 0, are gradient, and will generate
conserved functionals.
From the first three sets of {aj , bj , cj}, we know they are all local. Now we show all the aj’s, bj’s
and cj’s are local for any j ≥ 0.
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Proposition 2.2.1. The functions aj , bj and cj determined by the recursive relations (2.2.8) are all
local for j ≥ 0.
Proof. Since Wx = [U,W ], we have
d
dx
tr(W 2) = 2tr(WWx) = 2tr(X[U,W ]) = 0,
and so, due to tr(W 2) = 2(a2 + bc) and the initial data (a0, b0, c0) = (1, p, q) we have
2(a2 + bc)
∣∣
u=0
= 2.
Using the Laurent series of λ gives for k > 0
k∑
j=0
ajak−j +
k−1∑
j=0
bjck−1−j = 0. (2.2.13)
Then
ak = −1
2
( k−1∑
j=i
ajak−j +
k−1∑
j=0
bjck−1−j
)
, k ≥ 0.
Our conclusion follows from (2.2.9) by the induction.
Now for each m ≥ 0, we introduce
V [m] = λ(λ2m+1W )+
= (λ2m+2W )+ − am+1e1
=
m∑
i=0
[aiλ
2(m−i)+2e1 + biλ2(m−i)+1e2 + ciλ2(m−i)+1e3], (2.2.14)
and the corresponding zero curvature equations
Utm − V [m]x + [U, V [m]] = 0, m ≥ 0, (2.2.15)
engender a hierarchy of solution equations
utm = Km =
 bm,x − 2αbm
cm,x + 2αcm
 = J
 cm
bm
 , m ≥ 0, (2.2.16)
where
J =
 0 ∂ − 2α
∂ + 2α 0
 . (2.2.17)
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It is obvious that J is a Hamiltonian operator by Proposition since it is skew-adjoint and does not
depend on the potentials. We can get the adjoint operator of Ψ using integration by parts.
Ψ∗ =
 −α+ 12∂ + αp∂−1q − 12∂p∂−1q αp∂−1p− 12∂p∂−1p
−αq∂−1q − 12∂q∂−1q −α− 12∂ − αq∂−1p− 12∂q∂−1p.

It is easy to compute that
∂U
∂λ
=
 2λ p
q −2λ
 , ∂U
∂p
=
 0 λ
0 0
 , ∂U
∂q
=
 0 0
λ 0
 ,
and so, we have
tr(W
∂U
∂λ
) = 4λa+ qb+ pc, tr(W
∂U
∂p
) = λc, tr(W
∂U
∂q
) = λb.
By the trace identity (2.1.9), we get
δ
δu
∫
(4λa+ qb+ pc)dx = λ−γ
∂
∂λ
λγ
 λc
λb
 .
Balancing coefficients of all power of λ in above equality tells
δ
δu
∫
(4am+1 + qbm + pcm)dx = (γ − 2m)
 cm
bm
 , m ≥ 0.
Taking m = 1, we obtain γ = 0, and further, we arrive at
δ
δu
∫
(−4am+1 + qbm + pcm
2m
)dx =
 cm
bm
 , m ≥ 1. (2.2.18)
Therefore, we get Hamiltonian structures for the generalized Kaup-Newell soliton hierarchy (2.2.16)
associated with s˜l(2,R):
utm = Km = J
 cm
bm
 = J δHm
δu
, m ≥ 0, (2.2.19)
where the Hamiltonian functionals are given by
H0 =
∫
pqdx,
Hm =
∫
(−4am+1 + qbm + pcm
2m
)dx, m ≥ 1.
(2.2.20)
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Now we introduce an operator
M = JΨ = Ψ∗J =
 M11 M12
M21 M22
 , (2.2.21)
where all elements can be explicitly worked out:
M11 = 2α
2p∂−1p+ αp∂−1p∂ − α∂p∂−1p− 12∂p∂−1p∂,
M12 =
1
2∂
2 − 2α∂ + 2α2 − 2α2p∂−1q + α∂p∂−1q + αp∂−1q∂ − 12∂p∂−1q∂,
M21 = −12∂2 − 2α∂ − 2α2 − 2α2q∂−1p− α∂q∂−1p− αq∂−1p∂ − 12∂q∂−1p∂,
M22 = 2α
2q∂−1q + α∂q∂−1q − αq∂−1q∂ − 12∂q∂−1q∂.
(2.2.22)
It is easy to verify that M is skew-adjoint. By a long and tedious computation with Maple, we can
verify that J and M constitute a Hamiltonian pair [15, 63] , i.e., any linear combination N of J and
M is skew-symmetry and satisfies the Jacobi identity:∫
KTN ′(u)[NS]Tdx+ cycle(K,S, T ) = 0
for all vector fields K,S and T . Thus, the operator
Φ = Ψ∗ (2.2.23)
is hereditary, that is, it satisfies that
Φ′(u)[ΦK]S − ΦΦ′(u)[K]S = Φ′(u)[ΦS]K − ΦΦ′(u)[S]K
for all vector fields K and S (see [14] for definition of hereditary operators). Here Φ′ denotes the
Gateaux derivative of Φ as usual.
The above condition for the hereditary operators is equivalent to
LΦKΦ = ΦLKΦ (2.2.24)
for any vector field K. Here LKΦ is the Lie derivative defined by
(LKΦ)S := Φ[K,S]− [K,ΦS],
where [·, ·] is the Lie bracket of vector fields. Note that for any autonomous operator Ψ = Ψ(u, ux, · · · )
is a recursion operator of a given evolution equation ut = K(u) if and only if Φ satisfies
LKΦ = Φ
′[K]− [K ′,Φ] = 0,
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S′ denoting the Gateaux derivative operator of a vector field S (see [68] for more details).
For the hierarchy (2.2.16), it is direct to show that
LK0Φ = Φ
′[K0]− [K ′0,Φ] = 0. (2.2.25)
Thus, it follows now that the hierarchy (2.2.16) is bi-Hamiltonian:
utm = Km = J
δHm
δu
= M
δHm−1
δu
, m ≥ 1, (2.2.26)
and Φ is a common hereditary recursion operator for the whole hierarchy (2.2.16). All this implies
that the hierarchy (2.2.16) is Liouville integrable [49]. We point out that no bi-Hamiltonian structure
was presented for the D-Kaup-Newell soliton hierarchy in [19], though the hierarchy was shown to
have infinitely many symmetries.
When m = 0, we get a linear system:
ut0 =
 p
q

t0
= K0 =
 px − 2αp
qx + 2αq
 = J δH0
δu
. (2.2.27)
When m = 1, we have a nonlinear system of bi-Hamiltonian equations:
ut1 =
 p
q

t1
= K1
=
 2α2p+ αp2q + 12pxx − 2αpx − 12p2qx − pqpx
−2α2q − αpq2 − 2αqx − 12qxx − pqqx − 12pxq2

= J
δH1
δu
= M
δH0
δu
, (2.2.28)
whereH1 can also be explicitly given by
H1 =
∫ [−αpq − 1
4
p2q2 − 1
4
(pqx − pxq)
]
dx. (2.2.29)
2.3 A generalized Kaup-Newell soliton hierarchy associate with s˜o(3,R)
In this section, we will construct the second soliton hierarchy based on the 3-dimensional orthogonal
Lie algebra s˜o(3,R). The basis of s˜o(3,R) consisting of e1, e2, e3 is defined by (2.1.13).
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2.3.1 Matrix spectral problem II
Let us introduce the spectral matrix with a real constant α:
U = U(u, λ) = (λ2 + α)e1 + λpe2 + λqe3
=

0 −λq −λ2 − α
λq 0 −λp
λ2 + α λp 0
 , (2.3.1)
and consider the following isospectral problem
φx = Uφ =

0 −λq −λ2 − α
λq 0 −λp
λ2 + α λp 0
φ,
u =
 p
q
 , φ =

φ1
φ2
φ3
 ,
(2.3.2)
associated with s˜o(3,R).
The D-Kaup-Newell spectral problem associated with s˜o(3,R) was studied recently in [74]:
φx = Uφ =

0 −λq −λ2 − r
λq 0 −λp
λ2 + r λp 0
φ, u =

p
q
r
 , φ =

φ1
φ2
φ3
 ,
which possesses three potentials: p, q and r. The new spectral problem (2.3.2) is a reduced case of
the above D-Kaup-Newell spectral problem under r = α. In fact, it is also a generalization of the
standard Kaup-Newell spectral problem in [46], which corresponds to the case of α = 0. Another
interesting reduction r = α(p2 + q2) of the D-Kaup-Newell type spectral problem associated with
s˜o(3,R), generating an integrable hierarchy, has been proposed and studied in [39].
2.3.2 Soliton hierarchy
Define
W = ae1 + be2 + ce3 =

0 −c −a
c 0 −b
a b 0
 ∈ s˜o(3,R), (2.3.3)
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and then, the stationary zero curvature equation Wx = [U,W ] becomes
ax = λ(pc− qb),
bx = λqa− (λ2 + α)c,
cx = (λ
2 + α)b− λpa.
(2.3.4)
We further assume that
a =
∑
i≥0
aiλ
−2i, b =
∑
i≥0
biλ
−2i−1, c =
∑
i≥0
ciλ
−2i−1, (2.3.5)
and take the initial values
a0 = 1, b0 = p, c0 = q, (2.3.6)
which are required by
a0,x = pc0 − qb0, −c0 + qa0 = 0, −pa0 + b0 = 0. (2.3.7)
Now based on (2.3.4), we have
ai,x = pci − qbi,
bi,x = qai+1 − ci+1 − αci,
ci,x = bi+1 + αbi − pai+1,
i ≥ 0. (2.3.8)
From this, we can derive the recursion relations
ai+1,x = −pbi,x + αqbi − qci,x − αpci,
bi+1 = ci,x − αbi + pai+1,
ci+1 = −bi,x − αci + qai+1,
i ≥ 0, (2.3.9)
since (2.3.8) tells
ai+1,x = pci+1 − qbi+1
= p(−bi,x − αci + qai+1)− q(ci,x − αbi + pai+1)
= −pbi,x + αqbi − qci,x − αpci, i ≥ 0.
We impose the conditions for integration:
ai|u=0 = bi|u=0 = ci|u=0 = 0, i ≥ 1, (2.3.10)
to determine the sequence of {ai, bi, ci : i ≥ 1} uniquely.
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It follows directly from the recursion relations (2.3.9) that we have bi+1
ci+1
 = Ψ
 bi
ci
 , i ≥ 0, (2.3.11)
where
Ψ =
 −α− p∂−1p∂ + αp∂−1q ∂ − αp∂−1p− p∂−1q∂
−∂ − q∂−1p∂ + αq∂−1q −α− αq∂−1p− q∂−1q∂
 . (2.3.12)
We will see that all vectors (bi, ci)T , i ≥ 0, above are gradient, which will generate conserved
functionals.
Similar to the previous section, {aj , bj , cj : j ≥ 0}, are all local.
Proposition 2.3.1. The functions aj , bj and cj defiend by (2.3.9) are all local for j ≥ 0.
Now for each m ≥ 0, we introduce
V [m] = λ(λ2m+1W )+
= (λ2m+2W )+ − am+1e1
=
m∑
i=0
[aiλ
2(m−i)+2e1 + biλ2(m−i)+1e2 + ciλ2(m−i)+1e3], (2.3.13)
and the corresponding zero curvature equations
Utm − V [m]x + [U, V [m]] = 0, m ≥ 0, (2.3.14)
engender a hierarchy of solution equations
utm = Km =
 bm,x + αcm
cm,x − αbm
 = J
 bm
cm
 , m ≥ 0, (2.3.15)
with J being defined by
J =
 ∂ α
−α ∂
 . (2.3.16)
It is direct to check that J is Hamiltonian.
It is easy to see that
∂U
∂λ
=

0 −q −2λ
q 0 −p
2λ p 0
 , ∂U∂p =

0 0 0
0 0 −1
0 1 0
 , ∂U∂q =

0 −1 0
1 0 0
0 0 0
 ,
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and so, we obtain
tr(W
∂U
∂λ
) = −4λa− 2pb− 2qc, tr(W ∂U
∂p
) = −2λb, tr(W ∂U
∂q
) = −2λc.
By the trace identity we obtain Hamiltonian structures for the reduced D-Kaup-Newell hierarchy
(2.3.15) associated with s˜o(3,R):
utm = Km = J
 bm
cm
 = J δHm
δu
, m ≥ 0, (2.3.17)
where the Hamiltonian functionals are given by
H0 =
∫
1
2
(p2 + q2)dx,
Hm =
∫
(−2am+1 + pbm + qcm
2m
)dx, m ≥ 1.
(2.3.18)
Introduce a second Hamiltonian operator
M = JΨ = Ψ∗J =
 M11 M12
M21 M22
 , (2.3.19)
where all elements can be explicitly worked out:
M11 = −2α∂ + α2q∂−1q + α∂p∂−1q − αq∂−1p∂ − ∂p∂−1p∂,
M12 = −α2 + ∂2 − α2q∂−1p− αq∂−1q∂ − α∂p∂−1p− ∂p∂−1q∂,
M21 = α
2 − ∂2 − α2p∂−1q + α∂q∂−1q + αp∂−1p∂ − ∂q∂−1p∂,
M22 = −2α∂ + α2p∂−1p− α∂q∂−1p+ αp∂−1q∂ − ∂q∂−1q∂.
(2.3.20)
A direct computation by Maple can show that J and M constitute a Hamiltonian pair. Thus once
proving LK0Φ = 0, we can show by the same argument as in the previous section that the operator
Φ = Ψ∗ =
 −α− ∂p∂−1p− αq∂−1p ∂ − ∂p∂−1q − αq∂−1q
−∂ + αp∂−1p− ∂q∂−1p −α+ αp∂−1q − ∂q∂−1q
 (2.3.21)
is a common hereditary recursion operator for the whole hierarchy (2.3.15), and the hierarchy
(2.3.15) is bi-Hamiltonian:
utm = Km = J
δHm
δu
= M
δHm−1
δu
, m ≥ 1. (2.3.22)
All this shows that the A generalized Kaup-Newell hierarchy (2.3.15) associated with s˜o(3,R) is
Liouville integrable [49].
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When m = 0, we get a linear system
ut0 =
 p
q

t0
= K0 =
 px + αq
−αp+ qx
 = J δH0
δu
. (2.3.23)
When m = 1, we obtain a nonlinear system of bi-Hamiltonian equations:
ut1 =
 p
q

t1
= K1
=
 −α2q − 2αpx + qxx − 12(αq + px)(p2 + q2)− p(ppx + qqx)
α2p− 2αqx − pxx + 12(αp+ qx)(p2 + q2)− q(ppx + qqx)

= J
δH1
δu
= M
δH0
δu
, (2.3.24)
whereH1 can also be explicitly given by
H1 =
∫ [1
2
(−αp2 − αq2 − pxq + pqx)− 1
8
(p2 + q2)2
]
dx. (2.3.25)
We point out that no bi-Hamiltonian structure was presented for the two D-Kaup-Newell soliton
hierarchies associated with s˜o(3,R) [74]. Only quasi-Hamiltonian strcutures were established for
the second D-Kaup-Newell soliton hierarchy in [74].
2.4 Concluding remarks
We have studied the two generalized Kaup-Newell spectral problems associated with s˜l(2,R) and
s˜o(3,R) and generated their hierarchies of bi-Hamiltonian equations via the zero curvature formu-
lation. The Liouville integrability of the resulting soliton hierarchies has been shown upon estab-
lishing the bi-Hamiltonian structures through the trace identity.
Unlike the D-Kaup-Newell soliton hierarchies [19, 74], the two soliton hierarchies we obtained
present bi-Hamiltonian structures, though our spectral problems involve less potentials. More-
over, the newly presented Hamiltonian pairs display extended recursion operator structures from
the known Kaup-Newell recursion operators associated with s˜l(2,R) and s˜o(3,R) [36, 46]. Our
spectral problem differs from that discussed in [78] and also soliton hierarchies are dissimilar.
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Chapter 3
A class of lump and lump-type solutions of evolution equations
3.1 Introduction
The Hirota direct method [32] is one of the most powerful approaches for constructing multisoli-
ton solutions to integrable equations. Its successful idea is to use a transformation of dependent
variables to convert nonlinear differential equations into bilinear forms defined in terms of Hirota
bilinear derivatives.
In recent years, there has been a growing interest in rationally localized solutions in the space [7,
25, 33, 65], particularly lump solutions, localized in all directions in the space (see, e.g., references
[1, 24, 35, 73] for typical examples). The KPI equation
(ut + 6uux + uxxx)x − uyy = 0 (3.1.1)
has the following lump solutions [64]
u = 4
−[x+ ay + (a2 − b2)t]2 + b2(y + 2at)2 + 3/b2
{[x+ ay + (a2 − b2)t]2 + b2(y + 2at)2 + 3/b2}2 , (3.1.2)
where a and b 6= 0 are two free real constants. More generally, the KPI equation (3.1.1) admits the
lump solution [50] with the six free parameters.
In this chapter, we would like to consider Hirota bilinear equations and generalized bilinear equa-
tions, and focus on some classes of generalized bilinear differential equations involving the gener-
alized bilinear derivatives with the prime number p = 2, 3 presented in Ref. [44]. We will search
for their positive quadratic and quartic function solutions by symbolic computation with Maple.
Further, we will present lump-type solutions to the corresponding nonlinear differential equations
generated by u = 2(ln f)x. The nonlinear differential equations can be achieved by rational trans-
formation u = f/g, the bi-logarithmic transformation u = 2(ln f/g)x, etc [32]. We also have
a short discussion on higher-degree polynomial solutions. It is hoped that the study will help us
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recognize characteristics of integrability more concretely. A few concluding remarks will be given
at the end of the chapter.
3.2 Non-negative quadratic functions and solutions to bilinear forms
We consider real polynomials on RM in this chapter.
3.2.1 Non-negative quadratic polynomials
Definition 3.2.1. Assume that f is a polynomial on RM . Then f is positive if f(x) > 0, ∀x ∈ RM ;
f is non-negative or positive semidefinite (PSD) if f(x) ≥ 0, ∀x ∈ RM .
A quadratic polynomial f : RM → R can always be expressed as
f(x) = xTAx− 2bTx+ c, (3.2.1)
whereA ∈ RM×M is a symmetric matrix, b ∈ RM denotes a column vector, c ∈ R is a constant and
T denotes matrix transpose. A, b, c are uniquely determined by f under the condition of A = AT .
We introduce the the Moore-Penrose pseudoinverse [70] of a matrix to describe the non-negativity
(or positivity) of a quadratic function.
Definition 3.2.2. Let a matrix A ∈ RN×M . We call a matrix A+ ∈ RM×N the Moore-Penrose
pseudoinverse of A if it satisfies
AA+A = A, A+AA+ = A+, (AA+)T = AA+, (A+A)T = A+A. (3.2.2)
We denote that a positive-semidefinite matrix A ∈ RM×M by A ≥ 0 and positive-definite by
A > 0. Namely, A ≥ 0 means that xTAx ≥ 0 for all x ∈ RM and A > 0 iff xTAx > 0 for all non-
zero x ∈ RM . The following theorem gives a description of non-negative and positive quadratic
functions.
Proposition 3.2.3. Let a quadratic function f be defined by (3.2.1). Then f is non-negative if and
only if A ≥ 0, b ∈ range(A) and
d = c− bTA+b ≥ 0. (3.2.3)
Moreover, f is positive if and only if A ≥ 0, b ∈ range(A) and d = c− bTA+b > 0.
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Proof. If b ∈ range(A), then there exists a vector α ∈ RM such that Aα = b. We get
f(x) = xTAAx− bTx− xT b+ c
= (x− α)TA(x− α) + c− αTAα
= (x− α)TA(x− α) + c− bTA+b. (3.2.4)
The sufficiency is immediately implied by (3.2.4).
The necessity. Suppose that A ≥ 0 is false. Then there exists a vector β ∈ RM such that
βTAβ < 0, and further for r ∈ R, we have
f(rβ) = r2βTAβ − 2rbTβ + c→ −∞, as r →∞.
This is a contradiction to the assumption that f is non-negative. Therefore, we have A ≥ 0.
Now let b = b(1) + b(2) with b(1) ∈ range(A) and b(2) ∈ range(A)⊥. Assume that α ∈ RM
satisfies Aα = b(1). Consider x = α+ rb(2), with r being a positive number. Then we can have
f(x) = xTAx− 2αTAx− 2b(2)Tx+ c
= (x− α)TA(x− α)− 2b(2)Tx+ c− αTAα
= r2b(2)TAb(2) − 2b(2)Tα− 2rb(2)T b(2) + c− αTAα
= −2rb(2)T b(2) − 2b(2)Tα+ c− αTAα→ −∞, as r →∞,
if b(2) 6= 0. Therefore b(2) = 0, since f is non-negative. This implies b ∈ range(A). Further,
d = f(α) ≥ 0. The last conclusion is obvious.
Corollary 3.2.4. If function f(x) = xTAx− 2bTx+ c is bounded below. Then d = c− bTA+b is
the largest low bound.
Next, we will explore relations between quadratic function solutions and sums of squares of linear
functions, and discuss quadratic function solutions which can be written as sums of squares of linear
functions.
Proposition 3.2.5. Let a non-negative quadratic function f be defined by (3.2.1). Suppose r =
rank(A). Then there exist b(j) ∈ RM , cj ∈ R, 1 ≤ j ≤ r, such that
f(x) =
r∑
j=1
(b(j)Tx+ cj)
2 + d (3.2.5)
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with d ≥ 0.
Moreover, if f(x) =
s∑
j=1
(bˆ(j)Tx+ cˆj)
2 + hˆ, where bˆ(j) ∈ RM , cˆj ∈ R, 1 ≤ j ≤ s, hˆ ∈ R, then
s ≥ r.
Proof. By proposition 3.2.3, we know A ≥ 0. We consider the singular value decomposition of the
matrix A:
A = V
 Σ 0
0 0
V T , (3.2.6)
where V ∈ RM×M is orthogonal and
Σ = diag(d1, · · · , dr), d1 ≥ · · · ≥ dr > 0.
Upon denoting V = (v(1), v(2), · · · , v(M)) and setting
b(j) =
√
dj v
(j), cj = −αT b(j), 1 ≤ j ≤ r, (3.2.7)
we have
A =
r∑
j=1
djv
(j)v(j)T =
r∑
j=1
(
√
dj v
(j))(
√
dj v
(j))T =
r∑
j=1
b(j)b(j)T ,
and thus
f(x) =
r∑
j=1
(x− α)T b(j)b(j)T (x− α) + d
=
r∑
j=1
[(x− α)T b(j)][(x− α)T b(j)]T + d
=
r∑
j=1
(b(j)Tx+ cj)
2 + d.
Note that we can rewrite
f(x) =
s∑
j=1
(bˆ(j)Tx+ cˆj)
2 + hˆ = xTAx− 2bTx+ c,
Therefore A =
∑s
j=1 bˆ
(j)bˆ(j)T . Set Bˆ = (bˆ(1), bˆ(2), · · · , bˆ(s)). Then A = BˆBˆT and so
r = rank(A) = rankBˆ ≤ s.
This completes the proof.
Based on Proposition 3.2.3, and noting that constant functions are particular linear functions, the
following result is a direct consequence of Proposition 3.2.5.
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Corollary 3.2.6. Any non-negative quadratic function can be written as a sum of squares of linear
functions.
This corollary guarantees that completing squares can transform non-negative quadratic functions
into sums of squares of linear functions.
3.2.2 Positive quadratic function solutions to bilinear forms
Let α = (α1, · · · , αM )T ∈ RM be a fixed vector. Consider following quadratic function:
f(x) = (x− α)TA(x− α) + d, (3.2.8)
where the real matrix A = (aij)M×M is symmetric and d ∈ R is a constant. Proposition 3.2.3
implies that when A ≥ 0 and d > 0, this presents the class of positive quadratic functions.
We will discuss the following general Hirota bilinear equation
P (D)f · f = P (D1, D2, · · · , DM )f · f = 0, (3.2.9)
where P is a polynomial of M variables x = (x1, · · · , xM ) and D = (D1, D2, · · · , DM ) is a
vector of Hirota operators. Since the terms of odd powers are all zeros, we assume that P is an even
polynomial, i.e., P (−x) = P (x), and to generate non-zero polynomial solutions, we also require
that P has no constant term, i.e., P (0) = 0. Moreover, we set
P (x) =
M∑
i,j=1
pijxixj +
M∑
i,j,k,l=1
pijklxixjxkxl + higher order terms, (3.2.10)
for pij and pijkl are coefficients of terms of second- and fourth-degree, to determine quadratic
function solutions. Without loss of the generality, we require pij = pji, 1 ≤, i, j ≤ M . We denote
the coefficient matrix of the second order Hirota bilinear derivative terms by P (2) = (pij)M×M ∈
RM×M then it is symmetric: P (2) = (P (2))T .
Obviously, we have
Di1Di2 · · ·Dikf · f = 0, 1 ≤ ij ≤M, 1 ≤ j ≤ k, k > 4,
for any quadratic function f . Moreover, because all odd-order Hirota bilinear derivative terms in
the Hirota bilinear equation (1.3.31) are zero, the bilinear equation (1.3.31) is reduced to
Q(D)f · f = 0, (3.2.11)
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where
Q(x) =
M∑
i,j=1
pijxixj +
M∑
i,j,k,l=1
pijklxixjxkxl, (3.2.12)
since Q(D)f · f = P (D)f · f , where f is quadratic.
Now we compute the second- and fourth-order Hirota bilinear derivatives of a positive quadratic
function defined by (3.2.8). Note that
fi = 2
M∑
k=1
aik(xk − αk) = 2ATi (x− α), fij = 2aij , 1 ≤ i, j ≤M,
where Ai is the ith column vector of A for 1 ≤ i ≤M . We denote y = x−α. Then using (1.3.34),
we have
M∑
i,j=1
pijDiDjf · f = 4
M∑
i,j=1
pijaijf − 8
M∑
i,j=1
pijy
TAiA
T
j y
= 4d
M∑
i,j=1
pijaij + 4y
T
[ M∑
i,j=1
pij(aijA−AiATj −AjATi )
]
y. (3.2.13)
By (1.3.35), the fourth-order Hirota bilinear derivatives of f in (3.2.8) read
DiDjDkDlf · f = 2(fijfkl + fikfjl + filfjk) = 8(aijakl + aikajl + ailajk), (3.2.14)
wgere 1 ≤ i, j, k, l ≤ M . Thus, if (3.2.8) solves the Hirota bilinear equation (1.3.31), i.e., the
reduced Hirota bilinear equation (3.2.11), then we have
8
M∑
i,j,k,l=1
pijkl(aijakl + aikajl + ailajk) + 4d
M∑
i,j=1
pijaij
+yT
[ M∑
i,j=1
pij(aijA−AiATj −AjATi )
]
y = 0. (3.2.15)
Note x ∈ RM is arbitrary, and so is y = x− α. Therefore, we obtain the following result.
Theorem 3.2.7. Let A = (aij)M×M ∈ RM×M be symmetric and d ∈ R be arbitrary. A quadratic
function f defined by (3.2.8) solves the Hirota bilinear equation (3.2.11) if and only if
2
M∑
i,j,k,l=1
pijkl(aijakl + aikajl + ailajk) + d
M∑
i,j=1
pijaij = 0 (3.2.16)
and
M∑
i,j=1
pij(aijA−AiATj −AjATi ) =
M∑
i,j=1
pijaijA− 2AP (2)A = 0, (3.2.17)
where Ai denotes the ith column vector of the symmetric matrix A for 1 ≤ i ≤M .
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Corollary 3.2.8. If f(x) = xTAx + d solves the Hirota bilinear equation (1.3.31), then for any
α ∈ RM , f(x− α) solves the Hirota bilinear equation (1.3.31), too.
Proof. This is because (3.2.16) and (3.2.17) only depend on the matrix A and the constant d, but do
not depend on the shift vector α.
When P (2) = 0, the matrix equation (3.2.17) is automatically satisfied and the scalar equation
(3.2.16) reduces to
M∑
i,j,k,l=1
pijkl(aijakl + aikajl + ailajk) = 0. (3.2.18)
If M ≥ 2, for a fixed matrix A, obviously there exists infinitely many non-zero solutions of
pijkl, 1 ≤ i, j, k, l ≤M, to the equation (3.2.18).
Let us now consider quadratic function solutions with |A| 6= 0.
If M = 1, then a11 6= 0. Therefore, (3.2.16) and (3.2.17) equivalently yield
p11 = p1111 = 0.
This means that a bilinear ordinary differential equation defined by (1.3.31) has a quadractic func-
tion solution if and only if the least degree of a polynomial P must be greater than 5.
If M = 2, we have following example in (1+1)-dimensions. Consider the function f(x, t) =
2x2 − 2xt+ 2t2 + 4, then A =
 2 −1
−1 2
 > 0 with |A| = 3 > 0. This quadratic polynomial is
positive, and solves the following (1+1)-dimensional Hirota bilinear equation:
(D4x − 2D2x − 2DtDx − 2D2t )f · f = 0,
where the symmetric coefficient matrix P (2) =
 −2 −1
−1 −2
 is not zero. This function f leads to
lump solutions to the corresponding nonlinear equations under u = 2(ln f)x or u = 2(ln f)xx.
WhenM ≥ 3, there is a totally different situation. What kind of Hirota bilinear equations (1.3.31)
can possess a quadratic function solution defined by (3.2.8) with |A| 6= 0? The following theorem
provides a complete answer to this question.
Theorem 3.2.9. LetM ≥ 3. Assume that a quadratic function f defined by (3.2.8) solves the Hirota
bilinear equation (3.2.9) with P defined by (3.2.10). If |A| 6= 0, i.e., A is non-singular, then
pij + pji = 0, 1 ≤ i, j ≤M, (3.2.19)
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which means that the Hirota bilinear equation (3.2.9) doesn’t contain any second-order Hirota
bilinear derivative term.
Before we prove the theorem, we introduce a lemma as follows.
Lemma 3.2.10. Suppose that A = (aij), B = (bij) ∈ RM×M . For any orthogonal matrix U =
(uij) ∈ RM×M , let A˜ = (a˜ij) = UAUT , B˜ = (b˜ij) = UBUT . Then
M∑
i,j=1
a˜ij b˜ij =
M∑
i,j=1
aijbij . (3.2.20)
Proof. It is easy to see
a˜ij =
M∑
k=1
uik(
M∑
l=1
aklujl) =
M∑
k,l=1
akluikujl.
Similarly we have
b˜ij =
M∑
k,l=1
bkluikujl.
Since matrix U is orthogonal, we have for any i : 1 ≤ i ≤M ,
M∑
i=1
uikuij =
 1, k = j,0, k 6= j.
Then
M∑
i,j=1
a˜ij b˜ij =
M∑
k,l=1
akluikujl
M∑
k,l=1
akluikujl
=
M∑
i,j=1
M∑
k,l=1
aklbklu
2
iku
2
jl +
M∑
i,j=1
M∑
k,l,k′l′=1
(k,l)6=(k′,l′)
aklbk′l′uikujluik′ujl′
=
M∑
k,l=1
aklbkl
( M∑
i=1
u2ik
)
×
( M∑
j=1
u2jl
)
+
M∑
k,l,k′l′=1
(k,l)6=(k′,l′)
aklbk′l′
( M∑
i=1
uikuik′
)
×
( M∑
j=1
ujlujl′
)
=
M∑
k,l=1
aklbkl.
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Proof of Theorem 3.2.9. First, assume that P (2)T = P (2). Then, (3.2.17) becomes
a˜A− 2AP (2)A = 0, where a˜ =
M∑
i,j=1
pijaij . (3.2.21)
Since A is symmetric, there exists an orthogonal matrix U ∈ RM×M such that
Aˆ = UTAU = diag(aˆ1, · · · , aˆM ).
Set Pˆ (2) = UTP (2)U, and by (3.2.21), we have
a˜Aˆ− 2AˆPˆ (2)Aˆ = 0. (3.2.22)
Since |A| 6= 0, we have |Aˆ| 6= 0. Thus, (3.2.22) tells that Pˆ (2) = a˜2 Aˆ−1 and further Pˆ (2) is diagonal.
Therefore, we can express
Pˆ (2) = diag(pˆ1, · · · , pˆM ).
Plugging the two diagonal matrices Aˆ and Pˆ (2) into (3.2.22) engenders
a˜ = 2aˆkpˆk, 1 ≤ k ≤M. (3.2.23)
On the other hand, lemma 3.2.10 shows that a˜ =
∑M
i,j=1 aijpij is an invariant under an orthogonal
similarity transformation, and thus, from Aˆ = UTAU and Pˆ (2) = UTP (2)U , we have
a˜ =
M∑
k=1
aˆkpˆk. (3.2.24)
Now a combination of (3.2.23) and (3.2.24) tells that Ma˜ = 2a˜. Since M ≥ 3, we see a˜ = 0,
and so, Pˆ (2) = 0, which implies that P (2) = 0.
Second, if P (2) is not symmetric, noting that
N∑
i,j=1
pijxixj =
N∑
i,j=1
p¯ijxixj , p¯ij =
pij + pji
2
, 1 ≤ i, j ≤M.
we can begin with a symmetric coefficient matrix of second order Hirota bilinear derivative terms,
P¯ (2) = (p¯ij)M×M , to analyze quadratic function solutions. Thus, as we just showed, P¯ (2) = 0.
This is exactly what we need to get. The proof is finished.
Theorem 3.2.9 tells us about the case of |A| 6= 0, which says that if a Hirota bilinear equation
admits a quadratic function solution determined by (3.2.8) with |A| 6= 0, then it cannot contain any
second-order Hirota bilinear derivative term.
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For the KPI and KPII equations, since the corresponding symmetric coefficient matrix P (2) is not
zero, Theorem 3.2.9 tells that any quadratic function solution f cannot be expressed as a sum of
squares of three linear functions and a constant: f = g21 + g
2
2 + g
2
3 + d, where
gi = ci1x+ ci2y + ci3t+ ci4, 1 ≤ i ≤ 3,
with (cij)3×3 being non-singular, which will also be showed clearly later.
The other case is |A| = 0, for which there is no requirement on inclusion of second-order Hirota
bilinear derivative terms. Obviously, when A = diag(a1, · · · , aM−1, 0) 6= 0, (3.2.21) has a non-
zero symmetric matrix solutionP (2) = diag(0, · · · , 0︸ ︷︷ ︸
M−1
, 1) 6= 0 with a˜ = 0, and (3.2.16) has infinitely
many non-zero solutions for {pijkl| 1 ≤ i, j, k, l,≤ M}. Therefore, we can have both second- and
fourth-order Hirota bilinear derivative terms in the Hirota bilinear equation (1.3.31).
3.3 Applications to generalized KP equations
Let us first consider the generalized Kadomtsev-Petviashvili (gKP) equations in (N+1)-dimensions:
(ut + 6uux1 + ux1x1x1)x1 + σ(ux2x2 + ux3x3 + · · ·+ uxNxN ) = 0, (3.3.1)
where σ = ∓1 and N ≥ 2. When σ = −1, it is called the gKPI equation, and when σ = 1, the
gKPII equation.
Denote x = (x1, x2, · · · , xN , t)T ∈ RN+1. Take a positive quadratic function:
f(x) = xTAx+ d (3.3.2)
with A = AT ∈ R(N+1)×(N+1), A ≥ 0 and d > 0. For any x ∈ RN+1, the rational function
u = 2(ln f)x1x1 =
2(ff11 − f21 )
f2
is analytical in RN+1. Substituting it into (3.3.1), we have
(ut + 6uux1 + ux1x1x1)x1 + σ
N∑
j=2
uxjxj
=
∂2
∂x21
[
f−2(D41 +D1DN+1 + σ
N∑
j=2
D2j )f · f
]
= 0, σ = ∓1,
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where DN+1 is the Hirota bilinear derivative with respect to time t. Therefore, if f solves the
bilinear gKPI or gKPII equation:
then u = 2(ln f)x1x1 solves the gKPI or gKPII equation in (3.3.1). Such a solution process
provides us with lump or lump-type solutions to the gKPI or gKPII equation.
Theorem 3.3.1. A positive quadratic function f defined by (3.3.2) solves the bilinear gKPI or gKPII
equation by (3.3.1) if and only if
6a211 + da˜ = 0, (3.3.3)
and
a˜A− (A1ATN+1 +AN+1AT1 )− 2σ
N∑
i=2
AiA
T
i = 0, (3.3.4)
where
a˜ := a1N+1 + σ
N∑
i=2
aii ≤ 0. (3.3.5)
Proof. An application of Theorem 3.2.7 to the bilinear gKPI and gKPII equations in (3.3.1) tells
(3.3.3) and (3.3.4). The property a˜ ≤ 0 in (3.3.5) follows from (3.3.3) and d > 0. The proof is
finished.
If a˜ = 0, then we have a11 = 0 by (3.3.3). Since A ≥ 0, we have a1,N+1 = 0. Further
σ
N∑
i=2
aii = a˜− a1N+1 = 0.
However, σ 6= 0 and aii ≥ 0 for i = 1, · · · , N + 1. Thus, a22 = · · · = aNN = 0, and there
exists only a non-zero solution A = (aij)(N+1)×(N+1) with all aij = 0 except aN+1,N+1. The
corresponding solution is u = 2(ln f)x1x1 ≡ 0, a trivial solution.
Now let us introduce
B = 2P¯ (2) =

0 0 1
0 2σIN−1 0
1 0 0

(N+1)×(N+1)
, (3.3.6)
where IN−1 is the identity matrix of size N − 1, and then the algebraic equation (3.3.4) can be
written in a compact form:
a˜A−ABA = 0, (3.3.7)
where a˜ is defined by (3.3.5).
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Corollary 3.3.2. If a positive-semidefinite matrix A satisfies the condition (3.3.7), then |A| = 0.
Proof. If |A| 6= 0, then a˜IN+1−AB = 0, and so A = a˜B−1. The matrix B has two eigenvalues±1
(and an eigenvalue 2σ of multiplicityN−1), and thusB−1 also has two eigenvalues±1. Therefore,
A is not positive-semidefinite unless a˜ = 0. In this case, ABA = 0, and then |ABA| = |A|2|B| =
0, which leads to |A| = 0. A contradiction!
This corollary is also a consequence of Theorem 3.2.9. For the (N+1)-dimensional KP equations,
since the corresponding symmetric coefficient matrix P (2) is not zero, their corresponding Hirota
bilinear equations do not possess any quadratic function solution which can be written as a sum of
squares of N + 1 linearly independent linear functions.
We remark that it is not easy to find all solutions to the system of quadratic equations in (3.3.7).
The following examples show us that the gKPI equations have lump or lump-type solutions. It is
also direct to observe that any lump or lump-type solution to an (N+1)-dimensional gKPI equation
is a lump-type solution to an ((N + 1) + 1)-dimensional gKPI equation of the same type as well.
Example 3.3.3. Let us consider the simplest case: N = 2. This corresponds to the (2+1)-
dimensional KPI and KPII equations:
(ut + 6uux + uxxx)x + σuyy = 0, σ = ∓1, (3.3.8)
where we set x1 = x and x2 = y.
By using Maple, we can have
A =

a b σ(ac− 2b2)/a
b c −σbc/a
σ(ac− 2b2)/a −σbc/a σ2c2/a
 with a > 0, c > 0, ac− b2 > 0.
This leads to
f(x, y, t) = ax2 + cy2 +
σ2c2
a
t2 + 2bxy − 2σbc
a
yt+
2σ
a
(ac− 2b2)xt+ d
= a[x+
b
a
y +
σ
a2
(ac− 2b2)t]2 + ac− b
2
a
(y − 2σb
a
t)2 + d, (3.3.9)
which reduces to
f(x, y, t) = ax2 + cy2 +
σ2c2
a
t2 + 2σcxt+ d = a(x+
σct
a
)2 + cy2 + d,
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when b = 0. The condition (3.3.3) now reads
6a2 + d[
σ(ac− 2b2)
a
+ σc] = 6a2 + 2d
σ(ac− b2)
a
= 0,
which yields
d = − 3a
3
σ(ac− b2) > 0. (3.3.10)
By Corollary 3.2.8, for any constants γ1, γ1, γ3 ∈ R, we have the following quadratic function
solutions:
f(x, y, t) = a[(x− γ1) + b
a
(y − γ2) + σ
a2
(ac− 2b2)(t− γ3)]2
+
ac− b2
a
[(y − γ2)− 2σb
a
(t− γ3)]2 + d
= a[x+
b
a
y +
σ
a2
(ac− 2b2)t− δ1]2
+
ac− b2
a
(y − 2σb
a
t− δ2)2 + d, (3.3.11)
with δ1 and δ2 being defined by
δ1 = γ1 +
b
a
γ2 +
σ
a2
(ac− 2b2)γ3, δ2 = γ2 − 2σb
a
γ3.
Because γ1, γ2, γ3 are arbitrary, so are δ1 and δ2. Furthermore, the corresponding lump solutions to
the (2+1)-dimensional KPI equation in (3.3.8) read
u(x, y, t) = 2(ln f)xx
=
4
{− a2[x+ b
a
y +
σ
a2
(ac− 2b2)t− δ1]2 + (ac− b2)(y − 2σb
a
t− δ2)2 + ad
}
{
a[x+
b
a
y +
σ
a2
(ac− 2b2)t− δ1]2 + ac− b
2
a
(y − 2σb
a
t− δ2)2 + d
}2 ,
where d is defined by (3.3.10), a, b, c ∈ R satisfy a > 0, c > 0, ac − b2 > 0, and δ1 and δ2 are
arbitrary. When taking
a = 1, b =
√
3 a, c = 3(a2 + b2), d =
1
b2
, δ1 = δ2 = 0, y → 1√
3
y,
the resulting lump solutions reduce to the solutions in (3.1.2).
Remark 3.3.4. The condition in (3.3.10) implies that σ = −1 in order to have lump solutions
generated from positive quadratic functions. This shows that the (2+1)-dimensional KPI equation
(σ = −1) possesses the discussed lump solutions whereas the (2+1)-dimensional KPII equation
(σ = 1) does not.
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The gKP equations in (N + 1)-dimensions with N ≥ 3 have no lump solutions generated from
quadratic functions.
Theorem 3.3.5. Let N ≥ 3. Then there is no symmetric matrix solution A ∈ R(N+1)×(N+1) to the
matrix equation (3.3.7) with rank(A) = N , which implies that the (N + 1)-dimensional gKP equa-
tions (3.3.1) have no lump solution generated from quadratic functions under the transformation
u = 2(ln f)xx.
Proof. Suppose that there is a symmetric matrix A ∈ R(N+1)×(N+1) which solves the equation
(3.3.7) and whose rank is N . Then, since A is symmetric and rank(A) = N , there exists an
orthogonal matrix U ∈ R(N+1)×(N+1) such that
Aˆ = UTAU =
 Aˆ1 0
0 0
 , Aˆ1 = diag(λ1, · · · , λN ),
where λi 6= 0, 1 ≤ i ≤ N . Set
Bˆ = UTBU =
 Bˆ1 Bˆ2
Bˆ3 Bˆ4
 , Bˆ1 = (bˆij)N×N ∈ RN×N .
Upon noting that a˜ is an invariant under an orthogonal similarity transformation, it follows from
(3.3.7) that
a˜Aˆ1 − Aˆ1Bˆ1Aˆ1 = 0, a˜ =
N+1∑
i,j=1
aijpij =
1
2
N∑
k=1
λk bˆkk.
Then, based on this sub-matrix equation, using the same idea in the proof of Theorem 3.2.9 shows
thatNa˜ = 2a˜, which leads to a˜ = 0 sinceN ≥ 3. Further, we have Bˆ1 = 0, and thus, rank(Bˆ) ≤ 2,
which is a contradiction to rank(Bˆ) = rank(B) = N + 1. Therefore, there is no symmetric matrix
solution A to the equation (3.3.7) with rank(A) = N .
Finally, note that the existence of a non-zero (N+1, N+1) minor ofA implies that rank(A) ≥ N ,
and thus, by Theorem 3.2.9, we have rank(A) = N . Now, it follows that there is no symmetric
matrix solution A to the equation (3.3.7) with a non-zero (N + 1, N + 1) minor. This means that
the gKP equations, defined by (3.3.1), in (N + 1)-dimensions with N ≥ 3 have no lump solution,
which are generated from quadratic functions under the transformation u = 2(ln f)xx. The proof is
finished.
Generalized KP and BKP equations with general 2nd-order derivatives has been studied in [59].
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3.4 Generalized bilinear equations
3.4.1 Generalized bilinear equations and polynomial solutions
Let P (x) be a polynomial in x ∈ RM with degree dP and P (0) = 0 (P may not be even). Suppose
that p ≥ 2 is an integer. Formulate a generalized bilinear equation as follows:
P (Dp)f · f = 0, (3.4.1)
where Dp = (Dp,1, Dp,2, · · · , Dp,M ).
We consider polynomial solutions f(x) with the independent variable x ∈ RM . For a monomial
Pk(x) = x
n1
1 · · ·xnMM , noting that (i) deg(f) = 0 if and only if f = const. 6= 0 and (ii) deg(0) =
−∞, we have
deg(Pk(D〈p〉)f · f) ≤ 2 deg(f)− deg(Pk),
since
Pk(Dp)f · f =
∑
J
αJ
∂j1
∂xj11
· · · ∂
jM
∂xjMM
f(x)
∂n1−j1
∂xn1−j11
· · · ∂
nM−jM
∂xnM−jMM
f(x)
for some real constants αJ with J = (j1, · · · , jM ). As a corollary, for a linear or quadratic function
f (i.e., deg(f) ≤ 2), we have
Pk(Dp)f · f = 0, (3.4.2)
when deg(Pk) ≥ 5.
In general, if f is a polynomial solution to the generalized bilinear equation (3.4.1), then the
coefficients of f satisfy a group of nonlinear algebraic equations. For example, if f(x, t) = ax2 +
2bxt+ ct2 + dx+ et+ g is a solution of the bilinear KdV equation (1.3.39), then we have
ab = ac = ae = bc = cd = 12a2 + 2bg − de = 0, (3.4.3)
which leads to the following three classes of solutions:
(i) f(x, t) = 2bxt+ dx+ et+ de/(2b), (ii) f(x, t) = ct2 + et+ g, (iii) f(x, t) = dx+ g.
However, if f is quadratic, then we can easily find that
Dnp,if · f = Dni f · f, n ≥ 1, (3.4.4)
where 1 ≤ i ≤ M and p ≥ 2, and thus, the same quadratic function f can solve all generalized
bilinear differential equations with different values of p ≥ 2, (see Example 1.3.1 and 1.3.2 for
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p = 2, 3). For k < p, the following equality holds for p > 4:
Dp,n1 · · ·Dp,nkf · f = D2,n1 · · ·D2,nkf · f.
We list this result as follows.
Theorem 3.4.1. The generalized bilinear equations (3.4.1) with a given polynomial P and different
integers p ≥ 2 possess the same set of quadratic function solutions.
Let us consider a quadratic function f defined by (3.2.1) and write the polynomial P (x) defining
the generalized bilinear equation (3.4.1) as follows:
P (x) =
N∑
k=1
M∑
i1,··· ,ik=1
pi1···ikxi1 · · ·xik , (3.4.5)
where N = deg(P ) ≥ 1 is an integer, and pi1···ik , 1 ≤ i1, · · · , ik ≤ M, 1 ≤ k ≤ N, are real
constants.
Noting the properties in (3.4.2) and (3.4.4), we can see that only the coefficients pij and pijkl take
effect in computing quadratic function solutions. Necessary and sufficient conditions on quadratic
function solutions to Hirota bilinear equations have been presented in the Theorem 3.2.7, indeed.
Based on Theorem 3.4.1, we can have the same criterion on quadratic function solutions to gener-
alized bilinear equations.
We point out that for distinct p, the generalized bilinear equations by (3.4.1) may have different
polynomial solutions of higher order than two. For example, any C3-differentiable function is a
solution to the equation D3xf · f = 0. But if f = f(x, t) = x4 + t2, we can have
D33,xf · f = 48x(x4 + t2) 6= 0,
which means that this quartic function f does not solve D33,xf · f = 0.
In general, it is difficult to find rational function solutions to nonlinear differential equations.
But using Mathematical software such as Maple, we can find polynomial solutions to generalized
bilinear differential equations.
In this section, we’ll try to search for positive quadratic or quartic polynomial solutions to gen-
eralized bilinear equations. From those polynomial solutions f , we will be able to construct lump-
type solutions to nonlinear differential equations, via the transformation of dependent variables
u = (2 ln f)x.
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3.4.2 A class of nonlinear equations
Example 3.4.2. Let us begin with the following polynomial (see formula (18) in Ref.[44]):
P = c1x
5 + c2x
3y + c3x
2z + c4xt+ c5yz,
where the coefficients ci, 1 ≤ i ≤ 5, are free real constants. The associated generalized bilinear
differential equation with p = 3 reads (see (19) in Ref.[44]):
P (D3,x, D3,y, D3,z, D3,t)f · f
= 2c1(fxxxxxf − 5fxxxxfx + 10fxxxfxx) + 6c2fxxfxy
+2c3fxxzf + 2c4(fxtf − fxft) + 2c5(fyzf − fyfz) = 0. (3.4.6)
Taking u = 2(ln f)x generates the corresponding nonlinear differential equation:
∂
∂x
P (D3,x, D3,y, D3,z, D3,t)f · f
f2
= c1
(15
2
u3x +
5
2
u3uxx +
15
8
u4ux + 10uxuxxx +
15
2
u2u2x + 15uuxuxx
+10u2xx + uxxxxx
)
+ c2
[3
8
u3uy +
3
2
uxuxy +
3
4
u2uxy +
3
2
uxxuy
+
9
4
uuxuy +
3
8
(3u2ux + 2uuxx + 2u
2
x)v
]
+ c3
[
uuxz + uxxz
+
3
2
uxuz +
1
4
u2uz +
1
2
(uxx + uux)w
]
+ c4uxt + c5uyz = 0, (3.4.7)
where uy = vx and uz = wx. Therefore, if f solves the generalized bilinear equation (3.4.6), then
u = 2(ln f)x solves the nonlinear differential equation (3.4.7).
Quadratic function solutions
Let us first consider quadratic function solutions to the generalized bilinear equation (3.4.6), which
involve a sum of two squares. Based on the discussion in the aforementioned section, we know
that such solutions have nothing to do with c1 and c3. Therefore, the coefficients c1 and c3 will
be arbitrary real constants. Three cases of such solutions by symbolic computation with Maple are
displayed as follows.
(1) When c4 6= 0, but c2 and c5 are arbitrary, we have
f =
(a4a7a8c5
a22c4
t+ a2x− a7a8
a2
y + a4z + a5
)2
+
(− a4a8c5
a2c4
t+ a7x+ a8y +
a4a7
a2
z + a10
)2
+ a11,
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where a2, a4, a5, a7, a8, a10 and a11 are arbitrary real constants satisfying a2 6= 0 and a11 > 0.
(2) When c2c4 6= 0, but c5 is arbitrary. we have
f =
[a3(a42a11c5 − 3 a73a9c2)c5
3 a74c2c4
t+ a3y + a4z + a5
]2
+
[a3a4 (3 a73c2 + a9a11c5) c5
3a74c2c4
t+ a7x− a3a4a11c5
3a73c2
y + a9z + a10
]2
+ a11,
where a3, a4, a5, a7, a9, a10 and a11 are arbitrary real constants satisfying a7 6= 0 and a11 > 0.
(3) When c4c5 6= 0, but c2 is arbitrary, we have
f =
[− (a2a3a4 − a2a8a9 + a3a7a9 + a4a7a8) d1t+ a2x+ a3y + a4z + a5]2
+
[− (a2a3a9 + a2a4a8 − a3a4a7 + a7a8a9) d1t+ a7x+ a8y + a9z + a10]2 + d2
with
d1 =
c5
(a22 + a72)c4
, d2 = − 3(a2
2 + a7
2)2(a2a3 + a7a8)c2
(a2a9 − a4a7)(a2a8 − a3a7)c5 ,
where ai, i = 2, · · · , 5, 7, · · · , 10 are arbitrary real constants satisfying a2a9 − a4a7 6= 0 and
a2a8 − a3a7 6= 0.
The discussion of lump and lump-type solutions to another class (2+1) of nonlinear PDE can be
found in [61].
Quartic function solutions
Let us now consider quartic function solutions to the generalized bilinear equation (3.4.6). A direct
symbolic computation with Maple tells us seven classes of positive quartic function solutions.
(1) Solutions independent of y:
f = (a2x+ a4z + a5)
2 + (a7x+ a9z + a10)
2 + (a14z + a15)
4 + a16,
where a2, a4, a5, a7, a9, a10, a14, a15 and a16 > 0 are arbitrary real constants.
(2) Solutions independent of z:
f =
(− a7a8
a3
x+ a3y + a5
)2
+ (a7x+ a8y + a10)
2 + (a13y + a15)
4 + a16,
where a3, a5, a7, a8, a10, a13, a15 and a16 > 0 are arbitrary real constants.
(3) Solutions independent of x and y:
f = (a1t+ a4z + a5)
2 + (a6t+ a9z + a10)
2 + (a11t+ a14z + a15)
4 + a16,
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where a1, a4, a5, a6, a9, a10, a11, a14, a15 and a16 > 0 are arbitrary real constants.
(4) Solutions independent of x and z:
f = (a1t+ a3y + a5)
2 + (a6t+ a8y + a10)
2 + (a11t+ a13y + a15)
4 + a16,
where a1, a3, a5, a6, a8, a10, a11, a13, a15 and a16 > 0 are arbitrary real constants.
(5) When c5 6= 0, but ck, 1 ≤ k ≤ 4, are arbitrary, we have
f =
(− a7a8a11
a2a13
t+ a2x− a7a8
a2
y − a2a11c4
a13c5
z + a5
)2
+
(a8a11t
a13
+ a7x
+a8y − a7a11c4
a13c5
z + a10
)2
+ (a11t+ a13y + a15)
4 + a16,
where a2a13 6= 0, a16 > 0 and all other involved parameters are arbitrary real constants.
(6) When c4 6= 0, but ck, 1 ≤ k ≤ 3, we have
f =
(− a4a13c5
a11c4
x+ a4z + a5
)2
+ (a11t+ a13y + a15)
4 + a16,
where a11 6= 0, a16 > 0 and all other involved parameters are arbitrary real constants.
(7) When c4 6= 0, but ck, 1 ≤ k ≤ 3, we have
f =
(− a3a9c5
a7c4
t+ a3y + a5
)2
+ (a7x+ a9z + a10)
2
+
(−a9a13c5
a7c4
t+ a13y + a15
)4
+ a16,
where a7 6= 0, a16 > 0 and all other involved parameters are arbitrary real constants.
Discussions
Lump solutions are rationally localized in all directions in the space. For the exact solutions we
discussed above, this characteristic property equivalently requires
lim
x2+y2+z2→∞
u(x, y, z, t) = 0, ∀t ∈ R,
where u = 2(ln f)x, and obviously, a sufficient condition for u to be a lump solution is
lim
x2+y2+z2→∞
f(x, y, z, t) =∞, ∀t ∈ R. (3.4.8)
We claim that all the above solutions do not satisfies the critierion (3.4.8), but function f(x, y, z, t)
does go to∞ in some directions, and thus functions u(x, y, z, t) are lump-type solutions.
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(a) (b) (c)
Figure 1.: Plots of (3.4.9) at t = 0 with (a) x = 0, (b) y = −1 and (c) z = 1.
We consider a special case of the parameters and coefficients for the class of solutions in the case
(5). Choose a2 = a11 = a13 = a16 = 1, a5 = a10 = a15 = 0, a7 = −1, a8 = 2 and c4 = c5 = 2, .
Then, we have the following positive quartic function solution to the generalized bilinear equation
(3.4.6):
f = (2t+ x+ 2y − z)2 + (2t− x+ 2y + z)2 + (t+ y)4 + 1,
and the corresponding lump-type solution to the nonlinear differential equation (3.4.7):
u = 2(ln f)x =
8(x− z)
(2t+ x+ 2y − z)2 + (2t− x+ 2y + z)2 + (t+ y)4 + 1 . (3.4.9)
The figure 1 shows three 3d plots of this lump-type solution at t = 0 with x = 0, y = −1 and
z = 1, respectively.
3.5 Higher-degree polynomial solutions and Hilbert’s seventeenth problem
Suppose f is a polynomial on RM with deg(f) = 2N . We know when f is quadratic (i.e. N=1),
f is non-negative if and only if it is a sum of squares of polynomials (SOS). Is it true for a general
case? Unfortunately, in 1888, D. Hilbert proved [30] the existence of a real polynomial in two
variables(M = 2) of degree six (N = 3) which is nonnegative but not a sum of squares of real
polynomials. Hilbert’s proof used some basic results from the theory of algebraic curves. Five
years later, in 1893, the second pioneering paper of Hilbert [31] in this area appeared. He proved that
each nonnegative polynomial f with two variables is a finite sum of squares of rational functions.
Afterwords he posed it in his famous 23 problems at the International Congress of Mathematicians
in Paris (1900):
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Hilbert’s 17th problem:
Suppose that f is a nonnegative polynomial. Is f a finite sum of squares of rational functions?
Hilbert’s 17th problem was solved in the affirmative by E. Artin [5] in 1927.
Theorem 3.5.1 (E. Artin). If a polynomial f is nonnegative on RM , then there are polynomials
q, p1, · · · , pk on RM with q 6= 0, such that
f · q2 = p21 + · · ·+ p2k. (3.5.1)
In 1967, T. S. Motzkin [66] gave the first explicit example of nonnegative polynomial in two
variables
f(x, y) = x4y2 + x2y4 + 1− 3x2y2 (3.5.2)
which is not a sum of squares of polynomials. However, it can be represented by the sum of four
squares of rational functions of (x, y):
f(x, y) =
x2y2(x2 + y2 + 1)(x2 + y2 − 2)2 + (x2 − y2)2
(x2 + y2)2
.
In Motzkin’s example, f is a two variables polynomial of degree 6. f ·(x2+y2)2 can be expressed
as sum of 4 squares of polynomials. Let z = (x3, x2y, xy2, y3, x2, xy, y2, x, y, 1)T , then f(x, y) =
zTAz, where A is a constant matrix of order 10:
A =

0 0 α 0 0 0 0 0 0 0
0 1− 2α 0 β 0 0 0 0 a 0
α 0 1− 2β 0 0 0 0 b 0 0
0 β 0 0 0 0 0 0 0 0
0 0 0 0 0 0 c 0 0 0
0 0 0 0 0 d 0 0 0 0
0 0 0 0 c 0 0 0 0 0
0 0 b 0 0 0 0 0 0 0
0 a 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1

, (3.5.3)
where d = −3−2a−2b−2c, α, β, a, b, c are arbitrary real numbers. We claim that matrix A is not
positive semidefinite for any parameters α, β, a, b and c. Otherwise, if A ≥ 0 then α = β = a =
b = c = 0 and thus d = −3, a contradiction!
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Therefore, a nonnegative polynomial may be not a sum of squares of polynomials. However, its
multiplication by a square of some polynomial can be a sum of squares of polynomials.
We have the following result for a polynomial to be a sum of squares of polynomials.
Proposition 3.5.2. Suppose f is a polynomial onRM of degree no large than 2N for integerN > 0.
Let y = (xN1 , x
N−1
1 x2, · · · , xNM , xN−11 , xN−21 x2, · · · , x2M , x1, · · · , xM , 1)T . Then f is a sum of
squares of polynomials if and only if there exists a matrix A ≥ 0 such that f(x) = yTAy.
Proof. If: Let f(x) = P1(x)2 + · · · + Pr(x)2 where deg(Pj) ≤ N, j = 1, · · · , r. Obiously Pj
must a linear combination of components of y, that is, Pj(x) = bTj y for some column vectors bj ,
j = 1, · · · , r. Therefore
f(x) =
r∑
j=1
Pj(x)
2 =
r∑
j=1
(bTj y)
2 =
r∑
j=1
yT bjb
T
j y = y
T
r∑
j=1
(bjb
T
j )y.
We can simply take A =
∑r
j=1(bjb
T
j ), which is non-negative.
Only if: If A ≥ 0 then there is a matrix B such that A = BTB and B is of full row rank. So
f(x) = (By)T (By) = yTBTBy = yTAy.
We now consider a special case when M = N = 2. By [30], we know in this class, a polynomial
is nonnegative if and only if it is a sum of squares of polynomials.
Let f(x, t) be a quartic polynomial, and then it can be written as yTAy, where A ∈ R6×6, y =
(x2, xt, t2, x, t, 1)T . Note for a given f , A is not unique even if we require that the matrix A is
symmetric.
Example 3.5.3. Let f(x, t) = x2t2 + 1 and then f(x, t) = yTAy for
A =

0 0 α 0 0 0
0 1− 2α 0 0 0 0
α 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1

and α ∈ R. When α = 1, the matrix A is not positive semidefinite whereas when α = 0, the matrix
A is indeed positive semidefinite.
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When f(x, t) is nonnegative, it is a sum of squares of polynomials with degree no large than
2. Thus we have a matrix A ≥ 0 such that f(x, t) = yTAy. Consider a given bilinear equation
(3.2.9) with an even polynomial P satisfying P (0) = 0. Substituting f(x, t) = yTAy into (3.2.9),
we will get a system of quadratic equations. If we can get an nonnegative solution of A, then by
the logarithm transformation, u = 2(ln f)x or u = 2(ln f)xx, we get a lump or lump type solution
provided that f is positive, and otherwise u is a rational solution with singularity.
An algorithm
In general, we propose an algorithm for finding rational solutions to an evolution equation.
Step 1: Suppose (3.2.9) is the bilinear form of a nonlinear PDE which we are considering.
By proposition 3.5.2 we know that any polynomial f of degree no more than 2N being a sum of
squares of polynomials can be written as a quadratic form which is parametrized by a symmetric
matrix A.
Step 2. Solve a matrix A by substituting f into the bilinear form.
Step 3. Check the positivity of A, and note for a fixed function f such a matrix A is not unique.
If we can find some A ≥ 0 then f is non-negative. Since f can be decomposed as finite sum of
square of some polynomials, f is positive if there is no common zeros of these polynomials.
Step 4. Computer u by the logarithmic or rational transformation. We usually get a rational
solution. When f is positive, then u is a lump or lump-type solution. When f is nonnegative but
not positive, then u is a rational solution with singularity.
For a more general nonnegative polynomial solution f , we may not be able to find A ≥ 0 like
the example provided by T. S. Motzkin. We need to develop some algorithm to check the positivity
of a polynomial. We will discuss it in the future to study quartic and higher order nonnegative
polynomial solutions to the bilinear KdV and KP equations.
3.6 Concluding remarks
In this chapter, we studied positive quadratic function solutions to Hirota bilinear equations. Suffi-
cient and necessary conditions for the existence of such polynomial solutions were given. In turn,
positive quadratic function solutions generate lump or lump-type solutions to nonlinear partial dif-
ferential equations possessing Hirota bilinear forms. Applications were made for a few generalized
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KP and BKP equations. We also considered quartic function solutions.
Proposition 3.2.3 provides a criterion for the positivity of quadratic functions. It, however, still
remains open how to determine the positivity of higher-order multivariate polynomials. It should
be also interesting to look for positive polynomial solutions to generalized bilinear equations [44],
which generate exact rational function solutions to novel types of nonlinear partial differential equa-
tions [75, 82, 83] .
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Chapter 4
Complexitons to nonlinear PDEs
4.1 Introduction
It is always of great interest to find exact solutions to nonlinear partial differential equations, espe-
cially soliton equations. The Hirota direct method [10, 32] is a powerful tool of finding exact soliton
solutions to nonlinear partial differential equations, which takes advantage of bilinear derivatives.
There are also some other works successfully extending the direct method [29, 44, 47, 48]. For
some kind of soliton equations like the KdV equation, mKdV equation, sG equation, etc. [80],
Hirota established nonlinear superposition principles to find multi-soliton solutions and the method
was extended to find multi-complexiton solutions [86].
The linear superposition principle is very important in studying differential equations. However,
solutions to a nonlinear differential equation do not form a linear space. It is valuable that we
can find some subset of solutions to a nonlinear differential equation which forms a linear space.
In the references [53, 57] , the authors discussed the linear superposition principle of exponential
traveling waves. Recently the papers [69, 84] extended the results to a special hyperbolic function
(cosh(η)) waves and a trigonometric function (cos(η)) waves under certain conditions. Complexiton
solutions, which are combinations of trigonometric function waves and exponential traveling waves,
are introduced by W. X. Ma in 2002 [41]. The Wronskian technique is an effective method to
find complexitons [56]. However, the complexitons obtained by the Wronskian technique are very
complicated and for high dimensions and for general nonlinear differential equations we do not
know how to find Wronskian solutions. In this chapter, we first propose an algorithm [85] to find
complex valued multi-solitons and the result turns out to be multi-comlexitons or mixed solitons
and complexitons when suitable coefficients are chosen. We then establish the linear superposition
principle [86] for complexitons which is a generalization of [69, 84].
55
4.2 Using the Hirota method to find complexitons
4.2.1 General bilinear equations
In this section, we apply the Hirota method to solve nonlinear PDEs based on bilinear forms.
Suppose P is a real polynomial of M variables with the properties that P (0) = 0 and P (−x) =
P (x) and functions f is differentiable on RM . We consider the following bilinear equation
P (D)f · f = 0. (4.2.1)
In order to find traveling wave solutions of (4.2.1), let
η = β0 +
M∑
k=1
βkxk, (4.2.2)
where βk ∈ C, k = 0, · · · ,M .
Applying the Hirota method, we consider the expansion
f = 1 + εf1 + ε
2f2 + · · · . (4.2.3)
For one soliton solution, suppose f1 = exp(η). A complex function f = 1 + exp(η) is a solution
to (4.2.1) if and only if the following nonlinear dispersion relation holds:
P (β1, · · · , βM ) = 0. (4.2.4)
Since P and x are real we have (the bar denoting complex conjugation)
P (β1, · · · , βM ) = P (β¯1, · · · , β¯M ).
Therefore, the functions η and η¯ satisfy the same dispersion relation.
By the same approach as that in chapter 1, we have if ηj = βj0 +
∑M
k=1 βjkxk, j = 1, 2, satisfy
the dispersion relation (4.2.4) and P (β21 +β11, · · · , β2M +β1M ) 6= 0, then the (complex) function
f = 1 + exp(η1) + exp(η2) + a12 exp(η1 + η2), (4.2.5)
where a12 = −P (β21 − β11, · · · , β2M − β1M )
P (β21 + β11, · · · , β2M + β1M ) , is a solution of (4.2.1). Taking η2 = η¯1, we get
f = 1 + exp(η) + exp(η¯) + a12 exp(η + η¯)
= 1 + 2Re(exp(η)) cos(Im(exp(η))) + a12 exp(2Re(η)) ∈ R, (4.2.6)
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since P is a real and even polynomial,
a12 = −P (2iIm(β1), · · · , 2iIm(βM ))
P (2Re(β1), · · · , 2Re(βM )) ∈ R. (4.2.7)
Now we considerN ≥ 3, according to [32], N–soliton solutions can be written as (1.3.25) where
eAjk := ajk denoted by
ajk := −P (βk1 − βj1, · · · , βkM − βjM )
P (βk1 + βj1, · · · , βkM + βjM ) = akj , 1 ≤ j < k ≤ N. (4.2.8)
However, the polynomial P must satisfies the Hirota condition to have N -soliton solutions:
∑
P
( N∑
j=1
σjβj1, · · · ,
N∑
j=1
σjβjM
)∏
k<j
P (σkβk1 − σjβj1, · · · , σkβkM − σjβjM )σkσj = 0,
(4.2.9)
where the summation over all possible combinations of σj = ±1, j, k = 1, 2, · · · , N .
We have the following result.
Theorem 4.2.1. Let P be a real coefficient polynomial on RM satisfying P (0) = 0, P (−x) =
P (x), and N be an positive integer. Assume that the complex functions ηj = βj0 +
∑M
l=1 βjlxl,
j = 1, 3, · · · , 2N − 1, satisfy the dispersion relation (4.2.4) and the Hirota condition (4.2.9).
Suppose η2j = η¯2j−1, j = 1, · · · , N . Then the function
f = 1 +
2N∑
n=1
∑
∑2N
j=1 µj=n
exp
 2N∑
j=1
µjηj +
∑
k<j
Akjµkµj
 , (4.2.10)
where µj = 0 or 1 for j = 1, 2, · · · , 2N , and akj = eAkj , j, k = 1, 2, · · · , 2N , dertermined by
(4.2.8), presents a complexiton solution to (4.2.1).
Proof. We only need to show that function f given by (4.2.10) is real and we use the mathematical
induction. We have proved the case of N = 1. Suppose N ′ ≥ 1 is an integer and we assume for
1 ≤ n ≤ 2N ′, ∑
∑
µj=n
exp
2N ′∑
j=1
µjηj +
∑
m<j
Amjµmµj
 ∈ R. (4.2.11)
When N = N ′ + 1, for any fixed n : 1 ≤ n ≤ 2N , we want to show
∑
∑
µj=n
exp
2N ′+2∑
j=1
µjηj +
∑
m<j
Amjµmµj
 ∈ R. (4.2.12)
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For fixed n ≥ 1, the sum in (4.2.12) consists of three parts: ∑2N ′1 µj = n, n − 1, n − 2. In the
first case µ2N ′+1 = µ2N ′+2 = 0, by induction we know the sum is real.
In the second case µ2N ′+1 = 1, µ2N ′+2 = 0 or µ2N ′+1 = 0, µ2N ′+2 = 1. Since we take all the
possible sum, this part of sum equals
∑
∑2N′
j=1 µj=n−1
exp
2N ′∑
j=1
µjηj +
∑
m<j
Amjµmµj
 2∑
m=1
exp
η2N ′+m + 2N ′∑
j=1
µjAj,2N ′+m
.
(4.2.13)
By (4.2.8) we have for 1 ≤ j < k ≤ N ′ + 1,
a2j−1,2k−1 = a¯2j,2k, a2j,2k−1 = a¯2j−1,2k (4.2.14)
and
a2k−1,2k := −P (2iIm(β2k−1,1), · · · , 2iIm(β2k−1,M ))
P (2Re(β2k−1,1), · · · , 2Re(β2k−1,M )) ∈ R. (4.2.15)
We introduce a map ? : N→ N
(2j − 1)? = 2j, (2j)? = 2j − 1, ∀j ∈ N.
This map has the property
(j?)? = j, ∀j ∈ N
and
2N∑
j=1
µj =
2N∑
j?=1
µj? , ∀N ∈ N.
Case I. If (µ1? , µ2? , · · · , µ(2N ′−1)? , µ(2N ′)?) = (µ1, µ2, · · · , µ2N ′−1, µ2N ′), then µ2j−1 = µ2j
for 1 ≤ j ≤ N ′,
µ2j−1η2j−1 + µ2jη2j = µ2j−1(η2j−1 + η¯2j−1) ∈ R. (4.2.16)
When µ2j−1 = µ2k−1 = 1, we get
a2j−1,2k−1 + a2j−1,2k + a2j,2k−1 + a2j,2k = 2Re(a2j−1,2k−1 + a2j−1,2k). (4.2.17)
Therefore
exp
2N ′∑
j=1
µjηj +
∑
m<j
Amjµmµj
 ∈ R. (4.2.18)
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On the other hand
η2N ′+m +
2N ′∑
j=1
µjAj,2N ′+m = η2N ′+m +
N ′∑
j=1
µ2j−1(A2j−1,2N ′+m +A2j,2N ′+m) (4.2.19)
implies
exp
η2N ′+1 + 2N ′∑
j=1
µjAj,2N ′+1
 = exp
η2N ′+2 + 2N ′∑
j=1
µjAj,2N ′+2
 (4.2.20)
and this concludes
2∑
m=1
exp
η2N ′+m + 2N ′∑
j=1
µjAj,2N ′+m
 ∈ R
and hence (4.2.13) is real.
Case II. If (µ1? , µ2? , · · · , µ(2N ′−1)? , µ(2N ′)?) 6= (µ1, µ2, · · · , µ2N ′−1, µ2N ′), then µ2j−1 6= µ2j
for some 1 ≤ j ≤ N ′. Because we have µj?ηj? = µj η¯j . Suppose µm = µj = 1 andm < j, j 6= m?
then by (4.2.14) and (4.2.15) we have
aj,j? = aj?,j ∈ R, am,j = a¯m?,j? , am,j? = a¯m?,j . (4.2.21)
Therefore
exp
 2N ′∑
j?=1
µj?ηj? +
∑
m?<j?
Am?,j?µm?µj?
 = exp
2N ′∑
j=1
µj η¯j +
∑
m<j
A¯mjµmµj
 . (4.2.22)
In the same way, it is east to see
2∑
m=1
exp
η(2N ′+m)? + 2N ′∑
j?=1
µj?Aj?,(2N ′+m)?
 = 2∑
m=1
exp
η¯2N ′+m + 2N ′∑
j=1
µjA¯j,2N ′+m
,
which means
exp
 2N ′∑
j?=1
µj?ηj? +
∑
m∗<j∗
Am?j?µm?µj?
 2∑
m=1
exp
η2N ′+m + 2N ′∑
j?=1
µj?Aj?,2N ′+m

= exp
2N ′∑
j=1
µjηj +
∑
m<j
Amjµmµj
 2∑
m=1
exp
η2N ′+m + 2N ′∑
j=1
µjAj,2N ′+m
. (4.2.23)
So we know (4.2.13) is real.
In the third case µ2N ′+1 = µ2N ′+2 = 1. Let
C0 := exp
(
η2N ′+1 + η2N ′+2 +A2N ′+1,2N ′+2
)
= a2N ′+1,2N ′+2 exp(2Re(η2N ′+1)) ∈ R.
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And we have also
exp
2N ′∑
m?=1
µm?(Am?,2N ′+1 +Am?,2N ′) = exp
2N ′∑
m=1
µm(Am,2N ′+1 +Am,2N ′).
Therefore
exp
 2N ′∑
j?=1
µj?ηj? +
∑
m?<j?
Am?,j?µm?µj?
 exp
 2N ′∑
j?=1
µj?(Aj?,2N ′+1 +Aj?,2N ′+2)

= exp
2N ′∑
j=1
µjηj +
∑
m<j
Am,jµmµj
 exp
2N ′∑
j=1
µj(Aj,2N ′+1 +Aj,2N ′+2)
.(4.2.24)
This tells us
∑
∑2N′
j=1 µj=n−2
exp
2N ′∑
j=1
µjηj +
∑
m<j
Amjµmµj
 exp( 2∑
m=1
η2N ′+m
+A2N ′+1,2N ′+2 +
2∑
m=1
2N ′∑
j=1
µjAj,2N ′+m

= C0
∑
∑2N′
j=1 µj=n−2
exp
2N ′∑
j=1
µjηj +
∑
m<j
Amjµmµj
 exp
 2∑
m=1
2N ′∑
j=1
µjAj,2N ′+m

is real.
Combining with the above proofs, we get (4.2.12) is real for any n ≥ 1, that concludes the
function f is real for N = N ′ + 1. This completes the proof by the induction.
In general, we can reformulate Theorem 4.2.1 to get N -complexiton solutions.
Theorem 4.2.2. Let N be a positive number. The real function ηj , j = 1, 2, · · · , 2N , are defined
by (1.3.11) and complex valued functions η˜2j−1 = η2j−1 + iη2j , η˜2j = η2j−1 − iη2j , for j =
1, 2, · · · , N . Assume that the dispersion relation (4.2.27) is true for η˜j , 1 ≤ j ≤ 2N . Then the
function
f = 1 +
2M∑
n=1
∑
∑2N
j=1 µj=n
exp
 2N∑
j=1
µj η˜j +
∑
m<j
Amjµmµj
 , (4.2.25)
where µj = 0 or 1 for j = 1, 2, · · · , 2N , amj denoted by (4.2.31) and amj = eAmj for 1 ≤ m <
j ≤ 2N , presents a complexiton solution to (1.3.9).
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4.2.2 Example: the bilinear KP equation
It is well known that KdV, KP, sG, nlS equations possess multi-soliton solutions. In this section,
we will apply Theorem 4.2.1 to multi-complexiton solutions to the bilinear KP equation. By the
references [32, 29], we know that the bilinear KP equation satisfies the Hirota condition.
We use the notation i :=
√−1. Suppose the function
η(x, y, t) = kx+ ly + wt+ η0 = η1 + iη2, (4.2.26)
where k, l, w, η0 are constants and η1 = Re(η), η2 = Im(η). Then f := 1 + eη is a complex valued
solution to (1.3.9) if and only if the following dispersion relation holds (recall for the KP equation,
P (x, y, t) = x4 + y2 + xt)
P (k, l, w) = P (k¯, l¯, w¯) = 0. (4.2.27)
Let k1 := Re(k), k2 := Im(k), l1 := Re(l), l2 := Im(l), w1 := Re(w), w2 := Im(w). Under
the condition k21 + k
2
2 > 0, equation (4.2.27) is equavalent to
w1 = −k31 + 3k1k22 −
k1(l
2
2 − l21) + 2k2l1l2
k21 + k
2
2
,
w2 = k
3
2 − 3k21k2 −
k2(l
2
1 − l22) + 2k1l1l2
k21 + k
2
2
.
(4.2.28)
Now suppose η stisfies (4.2.27) or (4.2.28). By the two solition formulation and the above dis-
cussion, we get a one complexiton solution to (1.3.9):
f = 1 + eη + eη¯ + a12e
η+η¯ = 1 + 2eη1 cos(η2) + a12e
2η1 , (4.2.29)
where
a12 = −P (2ik2, 2il2, 2iw2)
P1(2k1, 2l1, 2w1)
= −4k
4
2 − l22 − k2w2
4k41 + l
2
1 + k1w1
∈ R.
The solution for the KP equation reads
u = 2(ln f)xx
=
1
(1 + 2eη1 cos(η2) + a12e2η1)2
{4eη1 [(k21 − k22) cos(η2)− 2k1k2 sin(η2)]
+8e2η1(a12k
2
1 − k22) + 4a12e3η1 [(k21 − k22) cos(η2) + 2k1k2 sin(η2)]}.
(4.2.30)
Due to the relation (4.2.28), we have four free real parameters in this simplest complexiton solution,
whereas the solutions in [79] only possess two parameters α and β. Our solutions can’t be covered
by those solutions.
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Now we consider N = 4. Suppose that the dispersion relation (4.2.27) is true for η˜1 = η1 +
iη2, η˜2 = η1−iη2 and η˜3 = η3 +iη4, η˜4 = η3−iη4, where ηj = η0j +kjx+ ljy+wjt, j = 1, · · · , 4,
are all real.
Let
aj′j = −
P (k˜j′ − k˜j , l˜j′ − l˜j , w˜j′ − w˜j)
P (k˜j′ + k˜j , l˜j′ + l˜j , w˜j′ + w˜j)
, 1 ≤ j′ < j ≤ N. (4.2.31)
Then we have
a12 =
−4k42 + l22 + k2w2
4k41 + l
2
1 + k1w1
∈ R,
a13 = −P (k1 − k3 + i(k2 − k4), l1 − l3 + i(l2 − l4), w1 − w3 + i(w2 − w4))
P (k1 + k3 + i(k2 + k4), l1 + l3 + i(l2 + l4), w1 + w3 + i(w2 + w4))
,
a14 = −P (k1 − k3 + i(k2 + k4), l1 − l3 + i(l2 + l4), w1 − w3 + i(w2 + w4))
P (k1 + k3 + i(k2 − k4), l1 + l3 + i(l2 − l4), w1 + w3 + i(w2 − w4)) ,
a23 = −P (k1 − k3 − i(k2 + k4), l1 − l3 − i(l2 + l4), w1 − w3 − i(w2 + w4))
P (k1 + k3 − i(k2 − k4), l1 + l3 − i(l2 − l4), w1 + w3 − i(w2 − w4))
= a14,
a24 = −P (k1 − k3 − i(k2 − k4), l1 − l3 − i(l2 − l4), w1 − w3 − i(w2 − w4))
P (k1 + k3 − i(k2 + k4), l1 + l3 − i(l2 + l4), w1 + w3 − (w2 + w4))
= a13,
a34 =
−4k44 + l24 + k4w4
4k43 + l
2
3 + k3w3
∈ R.
(4.2.32)
Let the function f be defined by
f = 1 + eη˜1 + eη˜2 + eη˜3 + eη˜4 + a12e
η˜1+η˜2 + a13e
η˜1+η˜3 + a14e
η˜1+η˜4
+a23e
η˜2+η˜3 + a24e
η˜2+η˜4 + a34e
η˜3+η˜4 + a123e
η˜1+η˜2+η˜3 + a124e
η˜1+η˜2+η˜4
+a134e
η˜1+η˜3+η˜4 + a234e
η˜2+η˜3+η˜4 + a1234e
η˜1+η˜2+η˜3+η˜4
(4.2.33)
with
a1234 = a12a13a14a23a24a34 = a12a24a23a23a24a34 ∈ R,
a123 = a12a13a23 = a12a24a14 = a¯124,
a134 = a13a14a34 = a24a23a34 = a¯234.
(4.2.34)
Then it is a two complexiton solution to (1.3.9).
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The function f can be simplified as
f = 1 + 2eη1 cos(η2) + 2e
η3 cos(η4) + a12e
2η1 + a34e
2η3
+2Re{a13eη1+η3+i(η2+η4) + a14eη1+η3+i(η2−η4)}
+2Re{a123e2η1+η3+iη4 + a134eη1+2η3+iη2}
+a1234e
2η1+2η3 .
(4.2.35)
In particular, if η4 = 0 then η˜3 = η˜4 = η3. By (4.2.31) we get a34 = 0. It is clear a14 =
a13, a134 = a1234 = 0. Therefore (4.2.35) can be written as
f = 1 + 2eη1 cos(η2) + 2e
η3 + a12e
2η1 + 2Re{2a13eη1+η3+iη2}
+2Re{a123e2η1+η3}.
(4.2.36)
This is a mixed one-soliton and two-complexiton solution.
In general, we can have a mixed N1-soliton and 2N2-complexiton solution for the KP equation.
Remark 4.2.3. In this section, we study Hirota bilinear forms. For generalized cases (i.e. p =
3, 5, · · · ) the problem is still open.
4.3 Applications of linear superposition principles to complexitons
4.3.1 Exponential wave solutions and linear superposition principle
In this section, suppose that P is a real polynomial in M variables. We will study the bilinear
equation with Dp-operators:
P (Dp)f · f = 0. (4.3.1)
Let N be a positive integer. We define N -wave variables
ηm := βm,0 + βm,1x1 + βm,2x2 + · · ·βm,MxM , 1 ≤ m ≤ N (4.3.2)
and exponential wave functions
fm := e
ηm , 1 ≤ m ≤ N, (4.3.3)
where βm,j , 1 ≤ m ≤ N, 0 ≤ j ≤M , are all real constants.
It is not difficult to prove that for any positive integer k, we have
Dkj e
η1 · eη2 = (β1,j − β2,j)keη1+η2 , (4.3.4)
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where Dj is a Hirota derivative. Therefore
P (D)eη1 · eη2 = P (β1,1 − β2,1, · · · , β1,M − β2,M )eη1+η2 . (4.3.5)
In particular, we have
P (D)eη1 · eη1 = P (0, · · · , 0)e2η1 . (4.3.6)
Hence function f1 = eη1 with arbitrary constant coefficients β1,j , 0 ≤ j ≤ M, is a solution to a
bilinear differential equation
P (D)f · f = 0, (4.3.7)
provided that P (0) = 0.
Similarly, for Dp-operators, we have
P (Dp)e
η1 · eη2 = P (β1,1 + αpβ2,1, · · · , β1,M + αpβ2,M )eη1+η2 . (4.3.8)
Therefore f1 = eη1 solves (4.3.1) if and only if
P (β1,1 + αpβ1,1, · · · , β1,M + αpβ1,M ) = 0.
Our problem is: assuming f1 = eη1 and f2 = eη2 are all solutions of (4.3.1), is any linear
combination of f1 and f2 still a solution? We are going to answer the question later.
From the previous discussion, we know the bilinear equation (4.2.1) possesses infinitely many
exponential function solutions. We are interested in constructing some subset of such solutions
which forms a nonzero linear space. The idea is to find certain conditions such that for some given
solutions, their linear combinations will still be solutions.
Suppose that P (x) is a polynomial in x ∈ RM (P may be not an even function). Assume that p is
a positive integer.
We are interested in finding the conditions for a linear combination of functions
f = ε1f1 + ε2f2 + · · ·+ εNfN , (4.3.9)
where εm, 1 ≤ m ≤ N , are arbitrary real constants, and fm, 1 ≤ m ≤ N , are solutions of bilinear
equation (4.3.1).
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As in [44], we can compute that
P (Dp)f · f
=
N∑
j,k=1
εjεkP (Dp)e
ηj · eηk
=
N∑
j,k=1
εjεkP (βj,1 + αβk,1, · · · , βj,M + αβk,M )eηj+ηk
=
N∑
j=1
ε2jP (βj,1 + αβj,1, · · · , βj,M + αβj,M )e2ηj +
∑
1≤j<k≤N
εjεke
ηj+ηk [P (βj,1 + αβk,1,
· · · , βj,M + αβk,M ) + P (βk,1 + αβj,1, · · · , βk,M + αβj,M )].
Because εj and εk, 1 ≤ j, k ≤ N are arbitrary constants, the function f , defined by (4.3.9), solves
bilinear equation (4.3.1) if and only if for 1 ≤ j ≤ k ≤ N , it is true that
P (βj,1 + αβk,1, · · · , βj,M + αβk,M ) + P (βk,1 + αβj,1, · · · , βk,M + αβj,M ) = 0. (4.3.10)
The above conditions are a collection of nonlinear algebraic equations, solving these equations
paves a way of finding exact solutions by solving a group of algebraic equations rather than a group
of nonlinear partial differential equations.
We now summarize our discussion as follows.
Theorem 4.3.1 (Linear superposition principle[44]). Let P (x) be a polynomial in x ∈ RM and
ηm, 1 ≤ m ≤ N , be the N -wave variables ηm =
M∑
j=1
βm,jxj , 1 ≤ m ≤ N , where βm,j’s are all
constants. Then any linear combination of the exponential waves fm = eηm , 1 ≤ m ≤ N , solves
the bilinear differential equation (4.3.1) if and only if the conditions in (4.3.10) are satisfied.
Remark 4.3.2. In the above linear superposition principle if βm,j’s are complex, then linear com-
binations provides a large class of complex valued function solutions.
In the situation of p = 2, the conditions (4.3.10) can be simplified. We list the related results in
the following two corollaries.
Corollary 4.3.3 (Linear superposition principle I[53]). Let P (x) be a polynomial satisfying P (0) =
0 and the wave variables ηm, 1 ≤ m ≤ N be defined by (4.3.2). Then any linear combination of
the exponential waves fm = eηm , 1 ≤ m ≤ N , solves the bilinear differential equation (4.2.1) if
and only if
P (βj,1 − βk,1, · · · , βj,M − βk,M ) = 0, (4.3.11)
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for 1 ≤ j < k ≤ N .
Corollary 4.3.4 (Linear superposition principle II). Let P (x) be a polynomial satisfying P (0) = 0
and the wave variables ηm, 1 ≤ m ≤ N be defined by (4.3.2). Then any linear combination of
the exponential waves fm = eηm , fm+N = e−ηm , 1 ≤ m ≤ N , solves the bilinear differential
equation (4.2.1) if and only if
P (βj,1 ± βk,1, · · · , βj,M ± βk,M ) = 0, (4.3.12)
for 1 ≤ j < k ≤ N .
The prove is apply the Corollary 4.3.3 for 2N exponential waves. Note
2N∑
m=1
εmfm =
N∑
m=1
[(εm + εm+N )ch(ηm) + (εm − εm+N )sh(ηm)] (4.3.13)
The condition is the same as that in the Theorem 1 of [84] and we have much strong results: any
linear combination of ch(ηm), sh(ηm), 1 ≤ m ≤ N solves the bilinear differential equation (4.2.1).
By the proved linear superposition principle, we know for some bilinear partial differential equa-
tions under certain conditions, there exist some infinite dimensional linear subspaces of solutions
although all the solutions do not form a linear space. Such a kind of examples can be seen in the
works [53, 57]. In subsets of the solutions to bilinear PDEs (4.3.1), we are particularly interested in
that spanned by fm = eηm with
ηm = b1k
α1
m x1 + b2k
α2
m x2 + · · ·+ bMkαMm xM , 1 ≤ m ≤ N, (4.3.14)
where bj ∈ R, αj ∈ Z, for j = 1, · · · ,M , are fixed numbers, and km ∈ R,m = 1, · · · , N , are
arbitrary.
Theorem 4.3.5. Let P (x) be a polynomial in x ∈ RM and ηm, 1 ≤ m ≤ N , be the N -wave
variables ηm =
M∑
j=1
bjk
αj
m xj , for 1 ≤ m ≤ N , where bj’s are all real constant. Then any linear
combination of the exponential waves fm = eηm , 1 ≤ m ≤ N , solves the bilinear differential
equation P (Dp)f · f = 0 if and only if
P (b1(k
α1
j + αk
α1
m ), · · · , bM (kαMj + αkαMm ))
+P (b1(k
α1
m + αk
α1
j ), · · · , bM (kαMm + αkαMj )) = 0,
(4.3.15)
for 1 ≤ j ≤ m ≤ N .
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Moreover, (4.3.15) is true for arbitrary k1, k2 ∈ R if and only if it is also true for arbitrary
constants k1, k2 ∈ C.
Remark 4.3.6. Theorem 4.3.5 works also for complex km’s, which leads to complex-valued linear
combination. However, we are interested in only real solutions. Is it possible for us to choose
suitable coefficients to get real solutions?
From the second part of the Theorem 4.3.5, we see if (4.3.15) is true for arbitrary k1, k2 ∈ R.
Then N can be any positive integer and km, 1 ≤ km ≤ N are arbitrary complex numbers.
Let N ∈ N, i = √−1. Suppose km = γm + iδm, γm, δm, θm ∈ R,m = 1, 2, · · · , N . Suppose
that (4.3.15) is satisfied for any k1, k2,∈ R. Let the functions ηm =
∑M
j=1 bjk
αj
m xj , fm = eηm+iθm ,
for m = 1, 2, · · · , N . It is easy to check that P (Dp)fm · fm = 0 if and only if P (Dp)f¯m · f¯m = 0.
By the superposition principle, we know
N∑
m=1
(εm
2
fm +
εm
2
f¯m
)
=
N∑
m=1
εme
Re(ηm) cos(Im(ηm) + θm) (4.3.16)
is a real valued solution to (4.3.1) for arbitrary εm ∈ R, 1 ≤ m ≤ N . For somem ∈ {1, 2, · · · , N},
it may happen that δm = 0. This implies that km ∈ R and ηm is a real wave function. Then we have
a real solution of equation (4.3.1):
εme
Re(ηm) cos(Im(ηm) + θm) = ε
′
me
ηm , (4.3.17)
where ε′m = εm cos(θm) is a real constant.
In general, we have following result.
Theorem 4.3.7 (Linear superposition principle for complexitons). Let P (x) be a polynomial in x ∈
RM . Suppose that N ∈ N, bj ∈ R, αj ∈ Z for j = 1, · · · ,M , are all fixed. The 2N -wave variables
ηm =
M∑
j=1
bjk
αj
m xj , ηm+N =
M∑
j=1
bj k¯
αj
m xj , ηm,1 = Re(ηm), ηm,2 = Im(ηm), 1 ≤ m ≤ N .
If (4.3.15) is true for arbitrary kj , km, 1 ≤ j,m ≤ 2N . Then any linear (real) combination of
the waves eηm,1 cos(ηm,2), eηm,1 sin(ηm,2), 1 ≤ m ≤ N
N∑
m=1
eηm,1
[
am cos(ηm,2)cm sin(ηm,2)
]
. (4.3.18)
solves the bilinear differential equation (4.3.1) with arbitrary am, cm ∈ R, 1 ≤ m ≤ N .
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Proof. From the Theorem 4.3.5, we know any linear combination of fm = eηm , 1 ≤ m ≤ 2N ,
with complex coefficients is a complex solution to the bilinear differential equation (4.3.1)
2N∑
m=1
εmfm =
N∑
m=1
[
(εm + εm+N )
fm + f¯m
2
+ (εm − εm+N )fm − f¯m
2
]
=
N∑
m=1
[
(εm + εm+N )e
ηm,1 cos(ηm,2) + i(εm − εm+N )eηm,1 sin(ηm,2)
]
.
The algebraic equations  εm + εm+N = a,i(εm − εm+N ) = b, (4.3.19)
has a unique (complex) solution (εm, εm+N ) for any fixed real numbers a and b. Our theorem
follows.
Remark 4.3.8. For any fixed m, 1 < m ≤ N , if km ∈ R or Im(ηm) = 0 then fm = fm+N is an
exponential wave.
Suppose p = 2 and Re(ηm) = 0, 1 ≤ m ≤ N . We have a linear combination of cos(ηm,2) and
sin(ηm,2), 1 ≤ m ≤ N . Obviously, this is a generalization of Theorem 2 of [84].
When ηm,1ηm,2 6= 0, we get at least a complexiton.
In general, we may have a linear combination of exponential waves, trigonometric waves and
multiplication of exponential and trigonometric waves.
4.3.2 Some examples
First, we consider Hirota bilinear equations.
Example 4.3.9. We consider the bilinear KdV equation
Dx(D
3
x +Dt)f · f = 0. (4.3.20)
For a fixed positive integer N ≥ 2, consider
ηj = kjx+ wjt, 1 ≤ j ≤ N. (4.3.21)
then by N - wave solution condition in the Theorem 4.3.1,
(kj − km)[(kj − km)3 + (wj − wm)] = 0, 1 ≤ j < m ≤ N. (4.3.22)
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The only nontrivial solution is in the case of N = 2 and (k1 − k2)3 + w1 − w2 = 0. Let
k1 = k + a, k2 = k − a, w1 = w + b, w2 = w − b. (4.3.23)
Then we have
(2a)3 + 2b = 0, (4.3.24)
therefore b = −4a3. By Theorem 4.3.1, we know for any k, a 6= 0, w ∈ R,
f = ε1e
(k+a)x+(w−4a3)t + ε2e(k−a)x+(w+4a
3)t (4.3.25)
is a solution to the bilinear KdV equation for any real coefficients ε1 and ε2. We get a solution to
the KdV equation from f :
u(x, t) := 2 ln(f(x, t))xx =
8a2ε1ε2e
2kx+2wt
[ε1e(k+a)x+(w−4a
3)t + ε2e(k−a)x+(w+4a
3)t]2
=
8a2ε1
[ε1eax−4a
3t + ε2e−ax+4a
3t]2
, (4.3.26)
which is just a one-soliton solution.
Now we turn to find complexitons. Suppose that k2 = k¯1 and w2 = w¯1, then
k1 + k2 = 2k = 2Re(k1), k1 − k2 = 2a = 2iIm(k1). (4.3.27)
Hence k = Re(k1), a˜ = Im(k1) = a/i. With the same discussion, we have w = Re(w1), b˜ =
Im(w1) = b/i. By (4.3.24) , we get b˜ = 4a˜3. Fix θ ∈ R, define
f = ε[e(k+a)x+(w−4a
3)t+iθ + e(k−a)x+(w+4a
3)t−iθ]
= 2εekx+wt cos(a˜x+ 4a˜3t+ θ).
(4.3.28)
Then f is a solution to the bilinear KdV equation for any real coefficients ε. The solution to the
KdV equation reads
u(x, t) = 2 ln(f(x, t))xx =
−2a2
[cos(ax+ 4a3t+ θ)]2
. (4.3.29)
In this example, we proved that there are no vector spaces with dimension large than two which
can be subset of solutions to the bilinear KdV equation.
Example 4.3.10. We study the bilinear KP equation
(D4x +DxDt +D
2
y)f · f = 0. (4.3.30)
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For a fixed positive integer N ≥ 2, let
ηm = kmx+ b1k
2
my + b2k
3
mt, 1 ≤ m ≤ N. (4.3.31)
Then by the linear superposition principle, we get
(kj − km)[(kj − km)3 + b2(k3j − k3m)] + b21(k2j − k2m)2 = 0, 1 ≤ j < m ≤ N. (4.3.32)
The parameters b1 and b2 should satisfy b21 + b2 + 1 = 0,−b2 − 4 = 0. (4.3.33)
Therefore, we have solutions b1 =
√
3, b2 = −4 and b1 = −
√
3, b2 = −4.
Suppose N ∈ N. The N -wave variables ηm = kmx + b1k2my + b2k3mt, 1 ≤ m ≤ N with
parameters km = γm + iδm, 1 ≤ m ≤ N . Moreover, for 1 ≤ m ≤ N , we have
ηm = kmx+ b1k
2
my + b2k
3
mt
= γmx+ (γ
2
m − δ2m)b1y − 4(γ3m − 3γmδ2m)t
+i[δmx+ 2γmδmb1y − 4(3γ2mδm − δ3m)t].
(4.3.34)
Therefore  ηm,1 = γmx+ (γ2m − δ2m)b1y − 4(γ3m − 3γmδ2m)t,ηm,2 = δmx+ 2γmδmb1y − 4(3γ2mδm − δ3m)t (4.3.35)
with b1 = ±
√
3. By Theorem 4.3.7, any linear (real) combination of the exponential and trigono-
metric waves (4.3.18) solves the bilinear KP equation.
If ηm,1 = 0 then γm = δm = 0 and thus ηm = 0, fm = 1. If ηm,2 = 0 then δm = 0, γm is
arbitrary and fm = exp(γmx+ γ2mb1y − 4γ3mt).
Example 4.3.11. We introduce a polynomial
P (x, y, z, t) = c1x
4 + c2x
2y + c3xz + c4xt+ c5y
2 (4.3.36)
and define weights of the independent variables:
(w(x), w(y), w(z), w(t)) = (1, 2, 3, 3). (4.3.37)
70
The corresponding Hirota bilinear equation reads
P (Dx, Dy, Dz, Dt)f · f
= 2c1(ff4x − 4fxf3x + 3f2xx) + 2c3(ffxz − fxfz)
+2c4(ffxt − fxft) + 2c5(ffyy − f2y )
= (c1D
4
x + c3DxDz + c4DxDt + c5D
2
y)f · f = 0.
(4.3.38)
Let us take the wave variables
ηm = kmx+ b1k
2
my + b2k
3
mz + b3k
3
mt, 1 ≤ m ≤ N. (4.3.39)
Suppose that a linear subspace of N -wave solutions is given by
f =
N∑
m=1
εmfm =
N∑
m=1
εme
ηm , (4.3.40)
Since the solutions of (4.3.38) do not depend on c2, taking P˜ (x, y, z, t) = c1x4+c3xz+c4xt+c5y2,
applying Theorem 4.3.5 for P˜ , bm, m = 1, 2, 3, are need satisfy c5b21 = 3c1,c3b2 + c4b3 = −4c1. (4.3.41)
We know if c1c5 > 0, c3, c4 not all zero, then (4.3.41) has real solutions. Thus the corresponding
equation (4.3.15) is satisfied. Suppose that km, ηm, 1 ≤ m ≤ N are defined by the Theorem 4.3.7.
Moreover, for N1 < m ≤ N , we have
ηm = kmx+ b1k
2
my + b2k
3
mz + b3k
3
mt
= γmx+ (γ
2
m − δ2m)b1y + (γ3m − 3γmδ2m)(b2z + b3t)
+i[δmx+ 2γmδmb1y + (3γ
2
mδm − δ3m)(b2z + b3t)].
(4.3.42)
So we get  ηm,1 = γmx+ (γ2m − δ2m)b1y + (γ3m − 3γmδ2m)(b2z + b3t),ηm,2 = δmx+ 2γmδmb1y + (3γ2mδm − δ3m)(b2z + b3t) (4.3.43)
We can apply Theorem 4.3.7. Any linear (real) combination of the exponential and trigonometric
waves (4.3.18) solves the bilinear differential equation (4.3.38).
Note this example comes from [53] with c2 = 0.
This example shows that there are infinite (actually uncountable) dimensional vector spaces as
subset of solutions to the bilinear KPI equation.
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Example 4.3.12. In this example, we have weights (w(x), w(y), w(z), w(t)) = (1,−1,−2, 3) with
negative weight components. Then, consider a homogeneous polynomial of weight 2
P = c1ty + c2x
3y + c3x
4y2 + c4x
4z + c5z
2t2 + c6x
2. (4.3.44)
This example is similar to but different from Example 5 in [53]. Let us take the wave variables
ηm = kmx+ b1k
−1
m y + b2k
−2
m z + b3k
3
mt, 1 ≤ m ≤ N. (4.3.45)
The corresponding Hirota bilinear equation reads
P (Dx, Dy, Dz, Dt)f · f
= 2c1(ffty − ftfy) + 2c2(ff3xy − 3fxfxxy + 3fxxfxy − fxxxfy) + 2c3(ff4xyy
−4fxf3x2y + 6fxxfxxyy − 4f3xfxyy + f4xfyy − 2fyf4xy + 8fxyf3xy − 6f2xxy)
+2c5(ffttzz − 2fzfttz + fzzftt − 2ftfzzt + 2f2tz) + 2c6(ffxx − f2x).
(4.3.46)
It possesses an N -wave solution
f =
N∑
m=1
εmfm =
N∑
m=1
εme
ηm , (4.3.47)
where εm’s and km’s are arbitrary, and bj , 1 ≤ j ≤ 3, satisfy
3c2b1 = −c6,
c1b1b3 + c2b1 = 0,
c3b
2
1 = c5(b2b3)
2 = 0.
(4.3.48)
We have a solution b1 = − c63c2 , b3 = − c2c1 and b2 is an arbitrary real number when c3 = c5 = 0 and
c1c2 6= 0. (Note c4D4xDzf · f = 0) The equation (4.3.46) reduces to
(c1DtDy + c2D
3
xDy + c6D
2
x)f · f = 0. (4.3.49)
Suppose that km, ηm, 1 ≤ m ≤ N , are defined by the Theorem 4.3.7. Then for N1 < m ≤ N ,
we compute
ηm = kmx+ b1k
−1
m y + b2k
−2
m z + b3k
3
mt
= γmx+
γm√
γ2m + δ
2
m
b1y +
γ2m − δ2m
γ2m + δ
2
m
b2z + (γ
3
m − 3γmδ2m)b3t
+i[δmx− δm√
γ2m + δ
2
m
b1y − 2γmδm
γ2m + δ
2
m
b2z + (3γ
2
mδm − δ3m)b3t].
(4.3.50)
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We use Theorem 4.3.7. Any linear (real) combination of waves (4.3.18) solves the bilinear differ-
ential equation (4.3.49).
Now we consider two examples of generalized bilinear equations with the Dp-operators under
p = 3.
Example 4.3.13. We consider a polynomial
P (x, y, z, t) = c1x
5 + c2x
3y + c3x
2z + c4xy
2 + c5xt+ c6yz (4.3.51)
with weights
(w(x), w(y), w(z), w(t)) = (1, 2, 3, 4). (4.3.52)
This example is similar to but different from Example 1 in [44]. The corresponding Hirota bilinear
equation is
P (D3,x, D3,y, D3,z, D3,t)f · f
= 2c1(f5xf − 5f4xfx + 10f3xf2x) + 6c2fxxfxy + 2c3fxxzf + 2c4fxyy
+2c5(fxtf − fxft) + 2c6(fyzf − fyfz) = 0.
(4.3.53)
Let us take the wave variables
ηm = kmx+ b1k
2
my + b2k
3
mz + b3k
4
mt, 1 ≤ j ≤ N. (4.3.54)
Suppose that the linear subspace of N -wave solutions is
f =
N∑
m=1
εmfm =
N∑
m=1
εme
ηm , (4.3.55)
where εm, 1 ≤ m ≤ N , are arbitrary constants. The parameters b1, b2, b3 satisfy

c6b1b2 − 3c2b1 = 10c1,
c5b3 = −5c1,
c4b
2
1 + c5b1b2 + c3b2 + c5b3 = −c1.
(4.3.56)
By symbolic computation, we get the following result.
1. If c1 = 0, then we have the solution
b1 = 0, b2 =
 0, if c3 6= 0,arbitrary, if c3 = 0, b3 =
 0, if c5 6= 0,arbitrary, if c5 = 0, (4.3.57)
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Moreover, when c6 6= 0 and ∆ = 9c22 − 12c2c3c4/c6 ≥ 0, we have another solution
b1, b2 =
3c2
c6
, b3 =
 0, if c5 6= 0,arbitrary, if c5 = 0, (4.3.58)
where b1 is a real solution to the quadratic equation
c4b
2
1 + 3c2b1 + 3c2c3/c6 = 0. (4.3.59)
2. If c1c4c5c6 6= 0, then we have the solution
b2 =
3c2b1 + 10c1
c6b1
, b3 = −5c1
c5
, (4.3.60)
where b1 is a real solution to the equation
c4c6x
3 + 3c2c6x
2 + (3c2c3 + 6c1c6)x+ 10c1c3 = 0. (4.3.61)
3. If c1c2c3c5 6= 0, and c6 = 0, then we have the solution
b1 = −10c1
3c2
, b2 =
4c1
c3
− 100c
2
1c4
9c22c3
, b3 = −5c1
c5
. (4.3.62)
Moreover, for N1 < m ≤ N we have
ηm = kmx+ b1k
2
N+my + b2k
3
mz + b3k
4
mt
= γmx+ (γ
2
m − δ2m)b1y + (γ3m − 3γmδ2m)b2z + (γ4m + δ4m − 6γ2mδ2m)b3t
+i[δmx+ 2γmδmb1y + (3γ
2
mδm − δ3m)b2z + 4(γ3mδm − γmδ3m)b3t].
(4.3.63)
We can apply Theorem 4.3.7. Any linear (real) combination of waves (4.3.18) solves the bilinear
differential equation (4.3.53).
Note We have more examples in [86].
4.4 Concluding remarks
In this chapter, we presented a general scheme for constructing multi-complexitons to Hirota bilin-
ear equations satisfying the Hirota condition. We also established the linear superposition principle
to solitons and complexitons of both Hirota and generalized bilinear PDEs. The key is to take pairs
of conjugate complex wave variables in formulating real solutions.
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Chapter 5
Algebro-geometric solutions to a soliton hierarchy
5.1 Introduction
The modern theory on the integrability of evolution systems was greatly developed after the inverse
scattering transform (IST) method been invented. However, IST requires that the potential func-
tions be spatially fast decaying. In the middle of 1970s, with the study of periodic, quasi-periodic
and almost periodic solutions to the KdV equation, the new approach to obtain solutions based on
algebro-geometric data [6, 11, 13, 22] was developed by B. A. Dubrovin, A. R. Its, I. M. Krichever,
V.B. Matveev, S. P. Novikov and others.
There are many discussions about quasi-periodic solutions of different soliton hierarchies [17,
21, 23, 62, 71, 72, 81] for associate with elliptic and hyper-elliptic curves. Recently, explicit quasi-
periodic solutions of the entire Kaup-Newell hierarchy were constructed [18]. There are also many
researches for quasi-periodic solutions on trigonal curves [20, 27, 28, 51].
In the paper [60], we considered a generalized Kaup-Newell spectral problem possessing two
potential functions associated with sl(2,R). In this chapter, we will construct algebro-geometric
solutions to the corresponding soliton hierarchy.
5.2 Riemann Surfaces
We need some preliminary knowledge of Riemann surfaces. In this section we will list the most im-
portant definitions and theorems about Riemann surfaces. For details, readers can check references
[6, 11, 13, 34].
A Riemann surface is a one complex dimensional connected analytic manifold K. The simplest
Riemann surfaces are C and C¯ = C ∪ {∞}. In what follows, we introduce a special class of
Riemann surfaces called algebraic curves.
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Definition 5.2.1 (Algebraic curve). Suppose F (·, ·) is a nonconstant irreducible polynomial on C2.
Equation F (λ, y) = 0 defines a Riemann surface K := {(λ, y) : F (λ, y) = 0}, which is also called
an algebraic curve. It is nonsingular at P0 = (λ0, y0) ∈ K if
grad(F )
∣∣
(λ0,y0)
=
(∂F
∂λ
(λ0, y0),
∂F
∂y
(λ0, y0)
)
6= 0. (5.2.1)
The algebraic curve K is called nonsingular, or smooth, if it is nonsingular at every point of K.
Example 5.2.2 (Elliptic and hyperelliptic curve). For any integer N ≥ 1,
y2 =
N∏
j=1
(λ− Ej), Ej 6= Ek, j 6= k, j, k = 1, 2, · · · , N, (5.2.2)
defines a quadratic algebraic curve K. It is called an elliptic curve for N = 3, 4 and a hyperelliptic
curve for N > 4.
The nonnegative integer g = [(N − 1)/2] is called the genus of the algebraic curve, where [x] is
the integer part of x.
In this example, F (λ, y) = y2 −
N∏
j=1
(λ− Ej). When Fy(λ, y) = 0, we have y = 0, λ = Ej , j =
1, · · · , N . The algebraic curve is nonsingular if and only if Ej , j = 1, · · · , N , are distinct.
For any z = reiθ ∈ C, 0 ≤ θ < 2pi, r > 0, we define √z = √reiθ/2. Then √r 6= −√r
and z = (±√z)2. Let λ ∈ C and λ 6= Ej , j = 1, · · · , N , then there are exact two points
P = (λ,±√z) ∈ K with z = ∏Nj=1(λ − Ej). However, for each λ = Ej , j = 1, · · · , N , there is
only one point (Ej , 0) ∈ K. We call (Ej , 0) a branch point of K, j = 1, · · · , N.
We will only study the compact Riemann surface and we will compactify an algebraic curve
by joining some points at infinity. For the quadratic algebraic curve, there are one such point for
N = 2g+ 1, and two points denoted by∞± when N = 2g+ 2, here positive integer g is the genus
of K.
We use a biholomorphic map (holomorphic map with holomorphic inverse map) (λ, y) 7→ (µ, z)
in a neighbourhood of infinity U∞ =
{
(λ, y) ∈ K : |λ| > max
j=1,··· ,N
|Ej |
}
:
z =
y
λg+1
, µ =
1
λ
. (5.2.3)
The image will be a punctured neighbourhood of the point (µ, z) = (0, 0) of the curve when N =
2g + 1
z2 = µ
2g+1∏
j=1
(1− Ejµ), (5.2.4)
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or two punctured neighbourhoods of the point (µ, z) = (±1, 0) of the curve when N = 2g + 2
z2 =
2g+2∏
j=1
(1− Ejµ), (5.2.5)
Usually, we can distinguish the two points∞± by
P ≡ (λ, y)→∞± ⇔ λ→∞, y ∼ ±λg+1. (5.2.6)
Definition 5.2.3 (Holomorphic and meromorphic function). A function f : K → C¯ on a Riemann
surface is said a meromorphic function if the local notation f(z) = f ◦ ϕ−1(z) is a meromorphic
function of z = ϕ(U).
A holomorphic function is a meromorphic function with range in C.
By Liouville’s theorem, a holomorphic function on a compact Riemann surface must be a constant
and also a meromorphic function on a compact Riemann surface can not have infinitely many poles
and thus a meromorphic on a compact Riemann surface is a rational function.
Definition 5.2.4 (Abelian differential). An Abelian differential on Riemann surfaces is a meromor-
phic 1-form ω on X , namely, ω = f(z)dz locally for a meromorphic function of z.
A holomorphic 1-form is called a differential of the first kind, a meromorphic 1-form with all of
its residues vanishing is called a differential of the second kind, and a meromorphic 1-form whose
poles are all simple is called a differential of the third kind.
A fundamental property of an Abelian differential ω on a compact Riemann surface is [34,
Lemma 5.3.1] ∑
all poles
res(ω) = 0. (5.2.7)
Theorem 5.2.5 (Riemann). Let K be a Riemann surface of genus g. Then
a) the dimension of the space of differentials holomorphic on K is equal to g;
b) for any finite set P := {Pj ∈ K, j = 1, · · · , k}, there is an Abelian differential which is
holomorphic on K \ P and has the poles at Pj , j = 1, · · · , k, with arbitrary preassigned principal
parts satisfying (5.2.7).
Since any Abelian differential ω on a Riemann surface is closed. Then a primitive function for ω
always exists locally
Ω(P ) =
∫ P
P0
ω.
77
γ1
γ2
γ1 ◦ γ2 = 1
γ2
γ1
γ1 ◦ γ2 = −1
An oriented closed curve on a Riemann surface is called a cycle. At each intersection point of
cycles γ1 and γ2, we define the intersection number γ1 ◦ γ2 = ±1 according to above figures. We
assign γ1 ◦γ2 = 0 if cycles γ1 and γ2 do not intersect. Note that we always have γ1 ◦γ2 = −γ2 ◦γ1.
A canonical basis of the cycles of a Riemann surfaceK of genus g consists of cycles: a1, b1, · · · , ag,
bg with the intersection numbers
aj ◦ ak = bj ◦ bk = 0, aj ◦ bk = δjk, j, k = 1, 2 · · · , g.
Let Ω(P ) be a holomophic function. Then we have A-periods and B-periods of differential dΩ:
Aj :=
∫
aj
dΩ, Bj :=
∫
bj
dΩ, 1 ≤ j ≤ g. (5.2.8)
If γ =
∑
j(njaj +mjbj),mj , nj ∈ Z, is a cycle then define∫
γ
dΩ =
∑
j
(njAj +mjBj). (5.2.9)
Basically, we have the Riemann bilinear relation
Theorem 5.2.6 (Riemann’s bilinear identity). Let a1, b1, · · · , ag, bg be a canonical basis of the cy-
cles of a Riemann surfaceK of genus g. For any two Abelian integrals Ω and Ω′, letAj , Bj , A′j , B′j ,
j = 1, · · · , g be their periods. We have∫
∂X\∪gk=1(ak∪bk)
Ω′dΩ =
g∑
k=1
(A′kBk −AkB′k). (5.2.10)
Further more, if Ω and Ω′ are all holomorphic. Then
g∑
k=1
(A′kBk −AkB′k) = 0. (5.2.11)
We select a basis for Abelian differentials
ω˜j :=
λj−1dλ
y
, 1 ≤ j ≤ g. (5.2.12)
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Then the period matrices A˜ = [A˜kj ]g×g and B˜ = [B˜kj ]g×g have the following entries:
A˜kj =
∫
aj
ω˜k, B˜kj =
∫
bj
ω˜k. (5.2.13)
Since A˜ is invertible [6], set
C := A˜−1 = [Ckj ]g×g, (5.2.14)
let B := CB˜. We normalize ω˜j with
ωj =
g∑
k=1
Cjkω˜k, 1 ≤ j ≤ g, (5.2.15)
and then we have ∫
ak
ωj =
g∑
l=1
Cjl
∫
ak
ω˜l = δjk,
∫
bk
ωj = Bjk. (5.2.16)
We can choose a basis for Abelian differentials ω1, · · · , ωg such that the period matrix are Ig and
B. The period matrix B has following properties.
Theorem 5.2.7 ([34]). The period matrix B is symmetric (B = BT ) and the imaginary part is
positive definite (Im(B) > 0), i.e. xT Im(B)x > 0, ∀x ∈ Rg, x 6= 0.
Based on the period matrix B of the Riemann surface X , we define a lattice in Cg
Lg := {N +BM : N,M ∈ Zg},
and propose an equivalence relation in Cg
x ∼ x′ ⇔ x− x′ ∈ Lg.
The g-dimensional torus J(K) := Cg/Lg is named as a Jacobian variety.
Let P0 ∈ K be a base point. The Abelian mapping is defined by
A(P ) :=
∫ P
P0
ω =
(∫ P
P0
ω1, · · · ,
∫ P
P0
ωg
)T ∈ J(K). (5.2.17)
Definition 5.2.8 (Divisor). A divisor on a Riemann surface K is a formal finite sum of points on it
D =
m∑
k=1
nkPk, Pk ∈ K, nk ∈ Z. The number deg(D) :=
m∑
k=1
nk is called the degree of D.
It is not difficult to show that the divisors on K form a group under pointwise addition denoted
Div(K).
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The Abelian mapping of a divisor D =
m∑
k=1
nkPk is defined by
A(D) :=
m∑
k=1
nkA(Pk).
A positive divisor
D =
m∑
k=1
nkPk ≥ 0⇔ nk ≥ 0, k = 1, · · · , g,
and a partial order of divisors is determined by
D ≤ D′ ⇔ D′ −D ≥ 0.
The divisor of a meromorphic function f on K is denoted by (f) := ∑k nkPk where nk > 0 if
Pk is a zero of f with multiplicity of nk and nk < 0 if Pk is a pole of f with multiplicity of −nk.
A divisor D is said to be principal if D = (f) for some function f on K.
Theorem 5.2.9 (Abel’s theorem). Suppose D is a divisor of K with deg(D) = 0. Then the divisor
is principal if and only if A(D) = 0.
Theorem 5.2.10 (Riemann-Roch theorem). If K is a Riemann surface of genus g and D ∈ Div(K).
Then
dimF−D − dim(dΩD) = 1− g + deg(D), (5.2.18)
where FD is a linear space of meromorphic functions f on K and divisible by D (i.e. (f) ≥ D);
dΩD is a linear space of meromorphic differentials ω on K and divisible by D (i.e. (ω) ≥ D).
Definition 5.2.11. The divisor D > 0,deg(D) ≤ g, is said special if dimF−D > 1. Otherwise
dimF−D = 1, it is called non-special.
Suppose that the matrix B satisfies B = BT and Im(B) > 0. A Riemann theta function is
defined by its Fourier series for z ∈ Cg
θ(z;B) :=
∑
m∈Zg
exp
{
pii〈Bm,m〉+ 2pii〈z,m〉
}
, (5.2.19)
where 〈x, y〉 =
g∑
j=1
xj y¯j is the inner product in Cg.
The Riemann theta function satisfies following properties
θ(z1, · · · , zj−1,−zj , zj+1, · · · , zg;B) = θ(z;B), (5.2.20)
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for j = 1, · · · , g, z = (z1, · · · , zg)T ∈ Cg, and
θ(z + n+Br;B) = e−pii<Br,r>−2pii<z,r>θ(z;B), (5.2.21)
for n, r ∈ Zg.
Theorem 5.2.12 (Riemann Theorem). Let a Riemann surface K of genus g be equipped with a
canonical basis a1, b1, · · · , ag, bg and a vector of Riemann constants K with components
Kj =
2pii+Bjj
2
− 1
2pii
∑
k 6=j
(∫
ak
ωk(P )
∫ P
P0
ωj
)
, j = 1, · · · , g. (5.2.22)
Let ζ = (ζ1, · · · , ζg)T ∈ J(K) such that
F (P ) := θ(
∫ P
P0
ω − ζ −K;B)
does not vanish identically on K. Then
a) the Riemann theta function F has exactly g zeros P1, · · · , Pg that solve the Jacobi inverse
problem
g∑
k=1
∫ Pk
P0
ωj = ζj , j = 1, · · · , g; (5.2.23)
b) the divisor D = P1 + · · ·+ Pg is non-special;
c) the points Pj , j = 1, · · · , g, are uniquely determined up to a permutation.
5.3 The general Kaup-Newell hierarchy from sl(2,R)
In this section we will derive a soliton hierarchy from the matrix loop algebra s˜l(2,R). We begin
with a spectral problem and let e1, e2, e3 be defined by (2.1.11).
Let α be an arbitrary real constant. Let us introduce a spectral matrix
U = U(u, λ) = (λ+ α)e1 + pe2 + qe3 =
 λ+ α λp
q −λ− α
 , (5.3.1)
and consider the following isospectral problem
φx = Uφ, u =
 p
q
 , φ =
 φ1
φ2
 , (5.3.2)
associated with s˜l(2,R).
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Define
W = ae1 + be2 + ce3 =
 a b
c −a
 ∈ s˜l(2,R), (5.3.3)
and then, the stationary zero curvature equation Wx = [U,W ] becomes
ax = λpc− qb,
bx = 2(λ+ α)b− 2λpa,
cx = 2qa− 2(λ+ α)c.
(5.3.4)
We further assume that
a =
∑
i≥0
aiλ
−i, b =
∑
i≥0
biλ
−i, c =
∑
i≥0
ciλ
−i−1, (5.3.5)
and take the initial values
a0 = 1, b0 = p, c0 = q.
Now based on (5.3.4), we have
ai,x = pci − qbi,
bi,x = 2αbi + 2bi+1 − 2pai+1,
ci,x = 2qai+1 − 2αci − 2ci+1,
i ≥ 0. (5.3.6)
From this, we can derive the recursion relations for i ≥ 0:
ai+1,x = αqbi − αpci − q2bi,x − p2ci,x,
bi+1 =
1
2bi,x − αbi + pai+1,
ci+1 = qai+1 − 12ci,x − αci.
(5.3.7)
Note The recursion relations (5.3.7) we derived here is the same as that in [60].
We impose the conditions for integration:
ai|u=0 = bi|u=0 = ci|u=0 = 0, i ≥ 1, (5.3.8)
to determine the sequence of {ai, bi, ci|i ≥ 1} uniquely. Based on the recursion relations (5.3.7),
we can have  ci+1
bi+1
 = Ψ
 ci
bi
 , i ≥ 0, (5.3.9)
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where
Ψ =
 −α− 12∂ − αq∂−1p− 12q∂−1p∂ αq∂−1q − 12q∂−1q∂
−αp∂−1p− 12p∂−1p∂ −α+ 12∂ + αp∂−1q − 12p∂−1q∂
 , (5.3.10)
in which ∂ = ∂∂x . We will see that all vectors (ci, bi)
T , i ≥ 0, are gradient, and will generate
conserved functionals.
Now for each m ≥ 0, we introduce
V [m] = (λmW )+ + cme3
=
m∑
i=0
[aiλ
m−i+1e1 + biλm−i+1e2 + ciλm−ie3], (5.3.11)
and the corresponding zero curvature equations
Utm − V [m]x + [U, V [m]] = 0, m ≥ 0, (5.3.12)
engender a hierarchy of solution equations
utm = Km =
 bm,x − 2αbm
cm,x + 2αcm
 = J
 cm
bm
 , m ≥ 0, (5.3.13)
where
J =
 0 ∂ − 2α
∂ + 2α 0
 . (5.3.14)
It is obvious that J is a Hamiltonian operator, since it is skew-adjoint and does not depend on the
potentials [68]. When m = 0, 1, 2, we have the systems
ut0 =
 p
q

t0
=
 px − 2αp
qx + 2αq
 ,
ut1 =
 p
q

t1
=
 2α2p+ αp2q + 12pxx − 2αpx − pqpx − 12p2qx
−2α2q − αpq2 − 12qxx − 2αqx − pqqx − 12pxq2
 ,
ut2 =
 p
q

t2
=

−2α3p+ 3αp2px − 32αpxx + 14pxxx + 92αppxq + 32αp2qx − 3α
2
2 p
2q
−3α4 p3q2 + 34(p2xq + ppxxq + ppxqx) + 3p
2q
8 (3pxq + 2pqx)
2α3q + 3α2qx +
3α
2 qxx +
1
4qxxx +
9
2pqqx +
3α
2 pxq
2 + 3α2 pq
2
+38p
2q3 + 34(pxqqx + pq
2
x + pqqxx) +
2pq2
8 (2pxq + 3pqx)
 .
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5.4 Hyperelliptic curve and Baker-Akhiezer functions
5.4.1 Hyperelliptic curve
For a fixed integer m ∈ N, let us introduce a Lax matrix (see [17]) W =
 G F
H −G
 satisfying
Wx = [U,W ], Wtm = [V
[m],W ]. (5.4.1)
Lemma 5.4.1. Suppose U(x) ∈ Cn×n is continuous on (a, b) and W (x) is a matrix solution of
Wx = UW −WU . Then det(W )x = 0.
Proof. Take x0 ∈ (a, b). Let X1(x, x0), X2(x, x0) be the fundamental solutions of linear equations
d
dx
y(x) = U(x)y(x) and
d
dx
y(x) = −y(x)U(x) respectively. Let A ∈ Cn×n be a constant
matrix. Then it is easy to verify thatX(x) := X1(x, x0)AX2(x, x0) solvesWx = UW −WU with
X(x0) = A. By the Liouville’s formula
det(X1(x, x0)) = exp(
∫ x
x1
tr(U(s))ds), det(X2(x, x0)) = exp(
∫ x
x1
tr(−U(s))ds). (5.4.2)
Therefore det(X(x)) = exp(
∫ x
x1
tr(U(s))ds) det(A) exp(
∫ x
x1
tr(−U(s))ds) = det(A). Since A
is a constant matrix, we get
[det(W )]x = 0, (5.4.3)
and thus det(W ) is independent of x.
Similarly, we have
[det(W )]tm = 0.
Therefore, when (5.4.1) is true, then det(W ) is a function of λ, which is independent of (x, t).
By (5.4.1), we have
Gx = λpH − qF,
Fx = 2(λ+ α)F − 2λpG,
Hx = 2qG− 2(λ+ α)H.
(5.4.4)
Let n ∈ N also be fixed in this section, and assume that
G =
n∑
j=0
gjλ
n+1−j , F =
n∑
j=0
fjλ
n+1−j , H =
n∑
j=0
hjλ
n−j .
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We denote
Wj =
 gj fj
hj −gj
 , j = 0, 1, · · · , n.
It is easy to see
W0 = α0
 1 p
q −1
 (5.4.5)
and
Wn =
 β1 + ∂−1(β3pe−2αx − β2qe2αx) β2e2αx
β3e
−2αx −β1 − ∂−1(β3pe−2αx − β2qe2αx)
 , (5.4.6)
where βj , j = 1, 2, 3, are arbitrary constants. Without loss of generality, we take α0 = 1 and we
obtain from (5.3.4) and (5.4.4),
Wk =
k∑
j=0
αjVk−j , 0 ≤ k ≤ n, (5.4.7)
where Vj =
 aj bj
cj −aj
 and α1, · · · , αn are integration constants.
Since −det(W ) = G2 + FH is a polynomial of λ with degree 2n+ 2 and leading coefficient 1.
We denote
R(λ) := G2 + FH = λ
2n+1∏
j=1
(λ− λj) =
2n+1∏
j=0
(λ− λj), (5.4.8)
where λ0 = 0. Consider the characteristic function of W
|yI2 −W | = y2 −G2 − FH = y2 −R(λ). (5.4.9)
We introduce the algebraic curve of genus n
Kn = {(λ, y) : y2 −R(λ) = 0} (5.4.10)
with P0 = (0, 0) ∈ Kn and the curve is compactified by joining two distinct infinity points P∞+
and P∞−. We further assume that λj , j = 0, · · · , 2n + 1, are distinct and thus Kn is non-singular.
For notational simplicity, the Riemann surface after compactification is still denoted by Kn. The set
of branch points of Kn is given by {(λk, 0) : k = 0, 1, · · · , 2n+ 1}.
The branch of y near P∞± is fixed, according to
lim
P→P∞±
y(P )
G(P, x, tm)
= ∓1. (5.4.11)
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We define the holomorphic sheet exchange map (involution)
∗ : Kn → Kn, P = (λ, y) 7→ P ∗ = (λ,−y), P∞± 7→ P ∗∞± = P∞∓. (5.4.12)
We define the Baker-Akhiezer (BA) function Ψ(P, x, x0, tm, tm,0) to be the spectral function
satisfying
Ψx(P, x, x0, tm, tm,0) = U(u(x, tm), λ(P ))Ψ(P, x, x0, tm, tm,0), (5.4.13)
Ψtm(P, x, x0, tm, tm,0) = V
[m](u(x, tm), λ(P ))Ψ(P, x, x0, tm, tm,0), (5.4.14)
W (u(x, tm), λ(P ))Ψ(P, x, x0, tm, tm,0) = y(P )Ψ(P, x, x0, tm, tm,0). (5.4.15)
Since the above three equations are all linear, we assume that the first component of Ψ = (ψ1, ψ2)T
satisfies
ψ1(P, x0, x0, tm,0, tm,0) = 1
for fixed (x0, tm,0) ∈ R2 to achieve the uniqueness.
5.4.2 Characteristic variables and Dubrovin type equations
By the initial conditions, we introduce the elliptic variables {µj : j = 1, · · · , n} and {νj : j =
1, · · · , n} and take
F = pλ
n∏
j=1
(λ− µj), H = q
n∏
j=1
(λ− νj). (5.4.16)
We can lift the elliptic variables to Kn by
µˆj(x, tm) = (µj(x, tm),−G(µj(x, tm), x, tm)), (5.4.17)
νˆj(x, tm) = (νj(x, tm), G(νj(x, tm), x, tm)) (5.4.18)
for j = 1, 2, · · · , n and (x, tm) ∈ R2. Hence by (5.4.8)
G|λ=µj =
√
R(µj), G|λ=νj =
√
R(νj). (5.4.19)
Now we study the dynamics of elliptic variables {µj : j = 1, · · · , n} and {νj : j = 1, · · · , n}.
Theorem 5.4.2. The elliptic variables satisfy the Dubrovin-type equations for j = 1, · · · , n:
µj,x =
2
√
R(µj)
n∏
k=1,k 6=j
(µj − µk)
, νj,x = − 2
√
R(νj)
n∏
k=1,k 6=j
(νj − νk)
, (5.4.20)
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and
µj,tm =
2b[m](µj)
√
R(µj)
pµj
n∏
k=1,k 6=j
(µj − µk)
, νj,tm = −
2c[m](νj)
√
R(νj)
q
n∏
k=1,k 6=j
(νj − νk)
. (5.4.21)
Proof. Taking derivative with respect to x, we get
Fx|λ=µj = −pµjµj,x
n∏
k=1,k 6=j
(µj − µk) = −2pµjG|λ=µj , (5.4.22)
Hx|λ=νj = −qνj,x
n∏
k=1,k 6=j
(νj − νk) = 2qνjG|λ=νj . (5.4.23)
We can easily get (5.4.20)
With the same approach and by
Gtm = λb
[m]H − c[m]F,
Ftm = 2(a
[m]F − b[m]G),
Htm = 2(c
[m]G− a[m]H),
(5.4.24)
we have (5.4.21)
In order to straighten out of the corresponding flows, we equipKn with the canonical basis cycles:
a1, · · · , an; b1, · · · , bn. We can select a basis ωj , j = 1, · · · , n such that∫
ak
ωj = δjk,
∫
bk
ωj = Bjk, (5.4.25)
where B = (Bjk) is a period matrix. By section 5.2, we know when the period matrix A˜ is defined
by (5.2.13), we define matrix C is inverse of A˜. We can define the period lattice Λg and the Jacobian
variety of J(Kn).
We choose a branch point Q0 = (λj0 , 0) for some 1 ≤ j0 ≤ 2n+ 1 as a base point, and assume
that λ(Q0) is its local coordinate.
Denote the Abel map for P ∈ Kn:
A(P ) : Div(Kn)→ J(Kn), (5.4.26)
A(P ) =
∫ P
Q0
ω mod Λg. (5.4.27)
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For two special divisors
∑n
k=1 P
(l)
k , l = 1, 2, k = 1, · · · , n, with P (1)k = µˆk(x, tm) and P (2)k =
νˆk(x, tm), we define the Abel-Jacobi coordinates as
ρ(l) := A
(
n∑
k=1
P
(l)
k
)
=
n∑
k=1
A
(
P
(l)
k
)
=
n∑
k=1
∫ P (l)k
Q0
ω. (5.4.28)
Theorem 5.4.3. Assume that µj 6= µk and νj 6= νk for j 6= k, 1 ≤ j, k ≤ n. Then
ρ(1) = 2Cnx+ Ωmtm + ρ
(1)
0 , (5.4.29)
ρ(2) = −2Cnx− Ωmtm + ρ(2)0 , (5.4.30)
where ρ(1)0 , ρ
(2)
0 ∈ Rn, and Ck = (C1k, · · · , Cnk)T , 1 ≤ k ≤ n, with components Cjk defiend by
(5.2.14) and
Ωm = 2
m∑
j=0
γjCn−m+l, 0 ≤ m ≤ n− 1, (5.4.31)
with
γ0 = 1, γ1 = −α1, · · · , γk = −
k∑
j=1
αjγk−j . (5.4.32)
Proof. Since for 1 ≤ l ≤ n it is true that
n∑
k=1
µl−1k
n∏
r=1,r 6=k
(µk − µr)
= δln,
we then have
∂xρ
(1)
j =
n∑
k=1
n∑
l=1
Cjl
µl−1k µk,x√
R(µk)
=
n∑
l=1
n∑
k=1
2Cjlµ
l−1
k
n∏
r=1,r 6=k
(µk − µr)
= 2Cjn, 1 ≤ j ≤ n. (5.4.33)
By the relation fk =
k∑
j=0
αjb
[m]
k−j and α0 = 1, we have (which can be verified by mathematical
induction)
b
[m]
k =
k∑
j=0
γjfk−j (5.4.34)
with γj = 1, 0 ≤ j ≤ k are defined by (5.4.32).
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Since f0 = b
[m]
0 = p, we get for 1 ≤ j ≤ n,
∂tmρ
(1)
j =
n∑
k=1
n∑
l=1
Cjl
µl−1k µk,tm√
R(µk)
=
n∑
l=1
n∑
k=1
2Cjlµ
l−2
k b
[m]
p
∏n
r=1,r 6=k(µk − µr)
=
n∑
l=1
n∑
k=1
2Cjlµ
l−2
k
p
∏n
r=1,r 6=k(µk − µr)
m∑
i=0
b
[m]
i µ
m+1−i
k
=
n∑
l=1
n∑
k=1
2Cjl
p
∏n
r=1,r 6=k(µk − µr)
m∑
i=0
(
i∑
i′=0
γi′fi−i′
)
µm+l−i−1k
= 2
m∑
l=0
γlCj,n−m+l. (5.4.35)
Similarly
∂xρ
(2)
j =
n∑
k=1
n∑
l=1
Cjl
νl−1k νk,x√
R(νk)
= −
n∑
l=1
n∑
k=1
2Cjlν
l−1
k
n∏
r=1,r 6=k
(νk − νr)
= −2Cjn, 1 ≤ j ≤ n, (5.4.36)
and
∂tmρ
(2)
j =
n∑
k=1
n∑
l=1
Cjl
νl−1k νk,tm√
R(νk)
= −
n∑
l=1
n∑
k=1
2Cjlν
l−1
k b
[m]
q
n∏
r=1,r 6=k
(νk − νr)
= −
n∑
l=1
n∑
k=1
2Cjlν
l−1
k
q
n∏
r=1,r 6=k
(νk − νr)
m∑
i=0
ciν
m−i
k
= −2
m∑
l=0
γlCj,n−m+l. (5.4.37)
The proof is finished.
5.4.3 Algebro-geometric solutions
In this subsection, we will find quasi-periodic solutions to the gKN hierarchy.
By y2 = G2 +FH , we have (y−G)(y+G) = FH , and we consider the meromorphic function
φ(·, x, tm) on Kn
φ(P, x, tm) :=
ψ2(P, x, x0, tm, tm,0)
ψ1(P, x, x0, tm, tm,0)
(5.4.38)
By (5.4.15), we have
φ(x, tm) =
y −G
F
=
H
y +G
,
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where P = (λ, y) ∈ Kn \ {P∞+, P∞−}.
It is easy to verify the following lemma.
Lemma 5.4.4. Suppose that (p, q) satisfies the nth generalized KN (gKN) equation (5.4.4), and let
P = (λ, y) ∈ Kn \ {P0, P∞+, P∞−}. Then φ satisfies the Riccati-type equation
φx(P, x, tm) = q(x, tm)− 2(λ+ α)φx(P, x, tm)− λp(x, tm)φx(P, x, tm)2, (5.4.39)
and
φ(P, x, tm)φ(P
∗, x, tm) = −H(λ, x, tm)
F (λ, x, tm)
, (5.4.40)
φ(P, x, tm) + φ(P
∗, x, tm) = −2G(λ, x, tm)
F (λ, x, tm)
, (5.4.41)
φ(P, x, tm)− φ(P ∗, x, tm) = 2y
F (λ, x, tm)
. (5.4.42)
Now we discuss the asymptotics of the function φ at P0, P∞+ and P∞−.
Theorem 5.4.5. Suppose that (p, q) satisfies the nth gKN equation (5.4.4), and let P = (λ, y) ∈
Kn \ {P0, P∞+, P∞−}. Then
φ =

−2
p
+
(
− q
2
+
px
p
− 2α
p
)
ζ2 +O(ζ2), P → P∞+, ζ = λ−1,
−q
2
+
(
− αq
2
+
qx
4
+
pq2
8
)
ζ2 +O(ζ3), P → P∞−, ζ = λ−1,√
β3
β2
e−2αxζ−1 +O(1), P → P0, ζ2 = λ.
Proof. Firstly, we consider P → P∞±, and let ζ = 1/λ.
y = ∓
√
R(λ) = ∓ζ−n−1(1 + α1ζ + α2ζ2 +O(ζ3)), as P → P∞±, (5.4.43)
and
F−1 = ζn+1(f0 + f1ζ +O(ζ2))−1 = ζn+1(f−10 − f−20 f1ζ +O(ζ2)),
G = ζ−n−1(g0 + g1ζ + g2ζ2 +O(ζ3)). (5.4.44)
Then when P → P∞+, we have
φ =
y −G
F
= −((g0 + 1) + (g1 + α1)ζ +O(ζ2))(f−10 − f−20 f1ζ +O(ζ2))
= −2
p
+
(
− q
2
+
px
p2
− 2α
p
)
ζ +O(ζ2). (5.4.45)
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When P → P∞−, we get
φ =
y −G
F
= ((g1 − α1)ζ + (g2 − α2)ζ +O(ζ3))(f−10 − f−20 f1ζ +O(ζ2))
= −q
2
ζ +
(αq
2
+
qx
4
+
pq2
8
)
ζ2 +O(ζ3). (5.4.46)
When P → P0 = (0, 0), take the local coordinate ζ2 = λ. We have
φ =
y −G
F
=
ζ(fnhn +O(ζ
2))1/2 − ζ2(gn +O(ζ2))
ζ2(fn +O(ζ2))
=
√
hn
fn
ζ−1 +O(1) =
√
β3
β2
e−2αxζ−1 +O(1). (5.4.47)
Proof finished.
Since the divisor of φ
(φ(P, x, tm)) = DP∞−,νˆ1(x,tm),··· ,νˆn(x,tm) −DP0,µˆ1(x,tm),··· ,µˆn(x,tm). (5.4.48)
In order to represent the functions p and q in terms of the Riemann theta function, we denote
ω
(3)
P∞−,P0 as the normal differential of the third kind being holomorphic on Kn \ {P∞−, P0} with
simple poles at P∞− and P0 and residues 1 and −1, respectively. Then
ω
(3)
P∞−,P0 = −
1
2λ
dλ− 1
2y
n∏
j=1
(λ− δi)dλ, (5.4.49)
where δi ∈ C, j = 1, · · · , n, are constants that are determined by∫
aj
ω
(3)
P∞−,P0(P ) = 0, j = 1, · · · , n. (5.4.50)
If the local coordinate near P∞± is taken by ζ = λ−1, then the asymptotic expansion
ω
(3)
P∞−,P0 =

1
2
(
α1 +
n∑
j=1
δj +O(ζ)
)
dζ, as P → P∞+,[
ζ−1 − 1
2
(
α1 +
n∑
j=1
δj +O(ζ)
)]
dζ, as P → P∞−.
(5.4.51)
We use the local coordinate ζ2 = λ near P0, and then
ω
(3)
P∞−,P0 = (−ζ−1 +O(1))dζ, as P → P0. (5.4.52)
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Therefore, we get
∫
Q0
ω
(3)
P∞−,P0(P ) =

lnω∞+ +O(ζ), as P → P∞+,
ln ζ + lnω∞− +O(ζ), as P → P∞−,
− ln ζ + lnω0 +O(ζ), as P → P0,
(5.4.53)
where ω∞± and ω0 are integration constants.
Let the Riemann theta function θ(z) [6, 11] associated with Kn equipped with homology basis
and holomorphic differentials be defined by
θ(z) :=
∑
N∈Zn
exp{2pii〈z,N〉+ pii〈BN,N〉}. (5.4.54)
Our main result of this chapter is the following theorem.
Theorem 5.4.6. Let P = (λ, y) ∈ Kn \ {P∞+, P∞−}, (x, tm) ∈ M , where M ⊂ R2 is open and
connected. Suppose p(x, tm), q(x, tm) ∈ C∞(M) satisfies the hierarchy equation. Assume that
λj , 1 ≤ j ≤ 2n + 1 are none-zero, distinct complex numbers. Moreover, suppose that Dµˆ(x,tm) or
equivalently, Dνˆ(x,tm), are nonspecial for (x, tm) ∈M . Then p, q admit the following expression
p = η1
θ(∆1 + 2Cnx+ Ωmtm)θ(∆2 − 2Cnx− Ωmtm)
θ(∆3 − 2Cnx− Ωmtm)θ(∆4 + 2Cnx+ Ωmtm) , (5.4.55)
q = η2
θ(∆4 + 2Cnx+ Ωmtm)θ(∆5 − 2Cnx− Ωmtm)
θ(∆2 − 2Cnx− Ωmtm)θ(∆6 + 2Cnx+ Ωmtm) , (5.4.56)
where
∆1 = K + ρ
(1)
0 −A(P∞+), ∆2 = K + ρ(2)0 −A(P0), ∆3 = K + ρ(2)0 −A(P∞+),
∆4 = K + ρ
(1)
0 −A(P0), ∆5 = K + ρ(2)0 −A(P∞−), ∆6 = K + ρ(1)0 −A(P∞−),
η1 = −2
(β2
β3
) 1
2 ω0
ω∞+
e2αx, η2 = −2
(β3
β2
) 1
2 ω∞−
ω0
e−2αx,
where K is the vector of Riemann constants defined by (5.2.22).
Proof. Let us define a function z : Kn × σnKn → C
z(P,Q) = K −A(P ) +
∑
Q′∈Q
D(Q′)A(Q′), (5.4.57)
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whree σnKn denote the g-th symmetric power of Kn. Then we get
θ(z(P, µˆ(x, tm))) = θ(K −A(P ) + ρ(1)),
θ(z(P, νˆ(x, tm))) = θ(K −A(P ) + ρ(2)). (5.4.58)
By the Riemann vanishing theorem and the divisor of meromorphic function φ
φ(P, x, tm) = N(x, tm)
θ(z(P, νˆ(x, tm)))
θ(z(P, µˆ(x, tm)))
exp
(∫ P
Q0
ω
(3)
P∞−,P0(P )
)
, (5.4.59)
where N(x, tm) is independent of P ∈ Kn.
Let us assume that µj(x, tm) are distinct for j = 1, · · · , n and (x, tm) ∈ M˜ then consider the
expansion near P0, P∞±.
√
hn
fn
= N(x, tm)ω0
θ(∆2 − 2Cnx− Ωmtm)
θ(∆4 + 2Cnx+ Ωmtm)
, (5.4.60)
−2
p
= N(x, tm)ω∞+
θ(∆3 − 2Cnx− Ωmtm)
θ(∆1 + 2Cnx+ Ωmtm)
, (5.4.61)
−q
2
= N(x, tm)ω∞−
θ(∆5 − 2Cnx− Ωmtm)
θ(∆6 + 2Cnx+ Ωmtm)
. (5.4.62)
Theorm 5.4.6 follows by solving functions p and q.
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