In the following, we show the strong comparison principle for the fractional p-Laplacian, i.e. we analyze
Introduction
In the following, we investigate an ordered pair of functions v, w : ℝ N → ℝ which are the sub-and supersolution of the equation In order to derive a strong comparison principle for the fractional p-Laplacian we use a weak setting. We denote by W s,p (ℝ N ) as usual the fractional Sobolev space of order (s, p) given by For an introduction into fractional Sobolev spaces, we refer to [6] . Finally, we also use the spacẽ Similarly, we call v a subsolution of (1.1) if −v is a supersolution of (1.1). If v is a sub-and a supersolution of (1.1) and v ∈ W s,p 0 (D), then we call v a solution of (1.1). We note that indeed the left-hand side in (1.4) is well-defined as is shown in Lemma 2.4 below.
Equations involving the fractional Laplacian, that is, the case of p = 2, have been studied extensively in recent years (see, e.g., [1] and the references therein), whilst for its nonlinear counterpart there are still several unanswered questions. Existence of solutions and their regularity has been treated in [5, 10, 11, 15] . In particular, the question of existence of nontrivial solutions to problem (1.1) in the case q = 0 with nontrivial outside data has been studied in [5, 15] . Let us also mention [17] , where the Rayleigh quotient associated to (−∆) s p has been studied, and [14] , which analyzes the obstacle problem associated with the fractional p-Laplacian. In this work, we prove a strong comparison principle for equations of type (1.1) and apply this to equations in starshaped rings and in the half space. 
The weak comparison principle for the fractional p-Laplacian with q = 0 goes back to [17] (see also [11, 15] ). However, the validity of a strong comparison principle is already a delicate question in the case s = 1, i.e. the case of the classical p-Laplacian. We refer here to the works [18, 19] . Note that in the above nonlocal case neither v nor w need to be solutions, and indeed to achieve such a statement we strongly use the nonlocal structure of the fractional p-Laplacian. In the case p = 2, of course, the strong comparison principle follows from the strong maximum principle by linearity (see, e.g., [7] ). But in general, when p ̸ = 2, the strong maximum principle for the fractional p-Laplacian does not imply the strong comparison principle due to the nonlinear structure of the operator. For the strong maximum principle and a Hopf-type lemma for the fractional p-Laplacian, we refer to the recent work [4] .
For an application of Theorem 1.1, we investigate bounded nonnegative solutions of (1.1) in starshaped rings, i.e. we analyze The set A is said strictly starshaped if 0 is in the interior of A and any ray starting from 0 intersects the boundary of A in only one point. By U(ℓ), ℓ ∈ ℝ, we denote the superlevel sets of a function u : ℝ N → ℝ: 
then the superlevel sets U(ℓ) of u are strictly starshaped for ℓ ∈ (0, 1).
Remark 1.3. (i)
The starshapedness of superlevel sets is indeed a consequence of the weak comparison principle, hence the assumptions are rather general in this case. To prove the strict starshapedness of superlevel sets, however, we need the strong comparison principle and hence stronger assumptions on u, s, and p in view of Theorem 1.1. We note that in the case q ≡ 0, existence and local Hölder regularity of solutions of (1.5) has been discussed in [5] , so Theorem 1.2 can be applied for p ∈ (0, 1),
(ii) In the case p = 2, neither the bounds on s nor the regularity assumption on u are necessary (see [12] ).
Let us close this introduction with the following further result in half spaces (see also [2, 3, 8] for similar results).
nonnegative continuous function which satisfies
If q is increasing in the direction of x 1 , i.e. q(x + te 1 ) ≥ q(x) for all x ∈ Ω, t ≥ 0, and
The article is organized as follows: In Section 2, we give some basic properties on the involved function spaces and useful elementary inequalities. In Section 3, we give the proof of a variant of a weak comparison principle and then prove Theorem 1.1. The proofs of Theorem 1.2 and 1.4 are given in Section 4.
Preliminaries and Notation
We will use the following notation: 
Some Elementary Inequalities
We use the notation a * q := |a| q−1 a for any a ∈ ℝ, q > 0. Note that for a ≥ 0 we have a * q = a q , and for a < 0 we have a * q = −|a| q . Moreover, we have the following elementary inequalities of this function.
3) 
since q < 1. Hence for b > max{0, |a|} we have
And for 0 ≤ b ≤ |a|, using again that q < 1, we have
Function Spaces and Their Properties
In the following, we let s ∈ (0, 1), p > 1, and
2) and (1.3), respectively. Moreover, we set formally for functions u, v :
is a Banach space with the norm
and that it corresponds to the completion of C ∞ c (D) with respect to this norm (see, e.g., [9] ).
Lemma 2.4. The map
Proof. We have by Hölder's inequality with q 
Proof. The fact thatW s,p (D) is a vector space follows from (2.1). Moreover, we have C Proof. Since D is bounded, we have u ∈ L p (D). Moreover,
which is bounded by assumption.
An immediate consequence of Lemmas 2.6 and 2.5 is the following corollary. In the following, we also say that v ∈W s,p (D) satisfies (in weak sense)
Similarly, we use "≤" and "=".
Lemma 2.8 (cf. [11, Lemma 2.9]). Let t > 0 and let u ∈W
s,p (D) satisfy (−∆) s p u = g in D for some g ∈ [W s,p 0 (D)] . Then the function v : ℝ N → ℝ, v(x) = u(tx) satisfies v ∈W s,p (t −1 D) and (−∆) s p v = t sp g(t ⋅ ) on t −1 D. Proof. Let φ ∈ W s,p 0 (t −1 D). Then clearly φ( ⋅ t ) ∈ W s,p 0 (D) and ⟨v, φ⟩ s,p = ∫ ℝ N ∫ ℝ N (u(x) − u(y)) * (p−1) (φ( x t ) − φ( y t )) | x t − y t | N+sp dx dy = t −N+sp ∫ ℝ N ∫ ℝ N (u(x) − u(y)) * (p−1) (φ( x t ) − φ( y t )) |x − y| N+sp t −2N dx dy = t −N+sp ∫ D g(x)φ( x t ) dx = ∫ t −1 D t sp g(tx)φ(x) dx.
Comparison Principles
The following is a slight variant of the weak maximum principle presented in [ 
Proof. First assume D is bounded and set u(x) = v(x) − w(x) and
Since q ≥ 0, this implies N+sp 
Then v ≥ w a.e. in ℝ N . 
Proof. By Lemma 3.3, we have in weak sense
|x − y| N+sp dy.
We will start by showing the first inequalities in (3.1) and (3.2). Case 1: p ≥ 2. Then by inequality (2.2) we have
Hence the first inequality in (3.1) holds with C 1 = 2 3−p |K| sup x∈D,y∈K |x − y| −N−sp .
Case 2: p ∈ (1, 2). Then with (2.4) we have
Hence the first inequality in (3.2) holds with C 2 = C M,2 |K| sup x∈D,y∈K |x − y| −N−sp .
For the second inequalities in (3.1) and (3.2), note that
Hence this part follows similarly. given by (2.5),
Lemma 3.5. Let D ⊂ ℝ N be an open bounded set and let s
where ω N = |B 1 (0)|. Hence (3.3) holds with
Note that Q(x, y) = Q(y, x) ≥ 0 for any x, y ∈ ℝ N . Moreover, there is
where we used that
we have
We now follow closely the lines of the proof of [13, Lemma 3.8] to show that
Clearly, once (3.7) is shown, this finishes the proof of (3.4). To see (3.7), fix x ∈ U and note that
and from (3.6) and (2.1) there is K 2 > 0 such that
Hence with (3.5) and (3.6), we have
where we have used α(p − 2) > sp − 1. Note that (4.1) implies that u is strictly decreasing in x 1 , but since u ≥ 0, u = 0 on (ℝ N + ) c and u is continuous, this is a contradiction, and hence we must have u ≡ 0 on ℝ N as claimed.
