The spatiotemporal visual response to an inducing bar of a short duration was studied by a brightness-matching procedure. The apparent brightness of a test line, presented in the centre of an inducing bar, exhibited a U-shaped dependence of the inducing-bar width with a minimum at about 4.5' width. The temporal response to a 4.5'-wide inducing stimulus consisted of three alternating phases, the middle one being the largest. The spatial spread of the response to this stimulus was initially restricted in the area of the inducing bar, later it was extended to adjacent positions achieving a triphasic form and still later faded away. These findings indicate that the response to a spatiotemporal impulse of suprathreshold luminance is triphasic in time and the spatial spread of the response depends on the time after the stimulus onset. A model was presented assuming that the spatiotemporal weighting function might be described by a spherical harmonic function modulated by a Gaussian function. The model predictions agreed with the data obtained.
INTRODUCTION
Visual information is contained in the distribution of luminance in space as well as in the variations of this distribution over time. Considering the visual system to be linear, its response in space and time to any stimulus might be obtained if the spatiotemporal weighting function is known. This function represents the response in space and time to a spatiotemporal impulse (stimulus of a short duration and a limited spatial extent).
Both the spatial-impulse response to stimuli of long duration and the temporal-impulse response to stimuli of large dimensions consist of positive and negative components. The spatial-impulse response (point-spread function or line-spread function) to prolonged stimuli is triphasic with a central positive (excitatory) zone flanked on either side by shallower negative (inhibitory) regions. This conclusion has been drawn from experiments using: the inverse Fourier transform of the spatial transfer function (Schade, 1956) ; two(three)-pulse techniques (Fiorentini, 1972; Kulikowski & King-Smith, 1973) ; the brightness-matching technique (Thomas, 1968) ; and the Westheimer paradigm (Vassilev, Alexander & Teller, 1975) .
The temporal-impulse response to stimuli of large dimensions is usually thought to be biphasic with two substantial phases: a positive phase followed by a negative one. Kelly (1961) was the first to obtain a biphasic temporal weighting function by inverse Fourier trans- formation of his data on the temporal transfer function of the human eye. It should be emphasized that psychophysical measurements with sinusoidal stimulation usually estimate the amplitude spectrum of the temporal transfer function but not the phase spectrum. Stork and Falk (1987) reconstructed the phase spectrum from the measured amplitude spectrum assuming a minimum-phase behaviour of the visual system. They calculated a biphasic temporal weighting function by means of the inverse Fourier transform of this complete transfer function. Recently, Tyler (1992) used a new temporal deblurring technique to measure the amplitude sensitivities to sinusoidally flickering stimulus as well as the relative phase shift of all frequency components of the response. His data did not confirm the minimum-phase constraint [see Victor (1989) for the critical role of the minimum-phase assumption and the doubt about its validity in human psychophysics]. Tyler (1992) converted the amplitude and phase values by the inverse Fourier transform and obtained a triphasic temporal weighting function, with dips on either side of the main peak. The temporal-impulse response to stimuli of large dimensions has also been studied (for review see Ikeda, 1986) by measuring the sensitivity to temporal-pulse pairs as a function of the stimulus onset asynchrony (SOA). Applying the summation-index technique to investigate the temporal summation, Ikeda (1966) proposed a biphasic nature of the temporal weighting function. Rashbass (1970) suggested that the stimulus waveform first passes through a band-pass filter whose output is squared and integrated. In terms of his model, he obtained 227 228 VELITCHKO MANAHILOV the auto-correlation function of the temporal-impulse response. Rashbass made explicit the statement that it is not possible to derive a unique temporal weighting function from data on the sensitivity to temporal-pulse pairs. Attempting to estimate the temporal weighting function more directly, Roufs and Blommaert (1981) and de Ridder (1987) applied a perturbation approach based on the assumed linearity and peak detection. They showed that the calculated temporal-impulse response to a 1-deg stimulus consisted of three phases, the middle one being the largest. Watson (1982) doubted the peak-detection assumption of Roufs and Blommaert and implied that a biphasic temporal-impulse response with probability summation over time could account for their results. Recently, Roufs and Doornbos (1993) pointed out that the data obtained by the perturbation method (Roufs & Blommaert, 1981; de Ridder, 1987) exhibited low amplitude of the intrinsic noise (the slope of the psychometric functions was 5-8) and the triphasic temporal-impulse response could explain these results even the probability summation was considered. Apparently, the question of whether the temporal weighting function is biphasic or triphasic is still open.
The inferences about the spatial-impulse response to stimuli of short duration and the temporal-impulse response to stimuli of small dimensions are contradictory. The spatial transfer function obtained with briefly presented gratings (Nachmias, 1967) exhibited a low-pass characteristic indicating that the spatial-impulse response is only positive under these conditions. However, the Mach bands which might be explained if a triphasic spatial-impulse response is assumed (Ratliff, 1965) , can be perceived with extremely brief flashes of light (Thomas, 1965; Matthews, 1966) . Markoff and Sturr (1971) found that for briefly presented conditioning flashes the Westheimer functions exhibited a typical inverted U-shaped form indicating a non-monophasic spatialimpulse response.
The temporal-impulse response to near-threshold stimuli of small dimensions is monophasic. This conclusion was reached by measuring the sensitivity to sinusoidal flicker (Kelly, 1971) and to pairs of temporal pulses (Meijer, van der Wildt & van der Brink, 1978; Roufs & Blommaert, 1981) . However, Georgeson (1987) showed that the above-mentioned dependence of the temporal weighting function on the spatial dimensions of the stimuli was not valid in the case of suprathreshold stimulation. He employed a contrast-matching paradigm to measure the temporal-frequency response to various sinusoidal gratings. At suprathreshold contrast levels the data obtained were fitted by a non-monophasic (biphasic) temporal weighting function that was nearly uniform with the spatial frequencies used (1.5-12 c/deg).
In an attempt to describe the response to spatially extended or temporally prolonged stimuli by means of the response to "elementary" stimuli, van der Wildt and Vrolijk (1981) and Vrolijk and van der Wildt (1985) found that the inhibition induced by small flashes of a short duration was not maximal at the site of excitation, but at a certain minimum distance from it and after a certain time. The authors claimed that inhibition was generated nonlinearly by the edges of the stimuli, but not by the parts between the edges. They, however, focussed their attention only on the inhibitory processes and did not suggest a plausible spatiotemporal weighting function that might be used to describe the visual response in space and time.
Recently, Bijl (1991) assumed that the spatiotemporal events might be transformed by units differing only in spatial scale which are organized in a multi-layer stack-structure like the "stack model" of Koenderink and van Doorn (1978) . The centre response and the surround response of these units were characterized in space by concentric Gaussian functions of different spatial extent. Both responses in time were described by exponential impulse-response functions with different time constants considering time delay of the surround response with respect to the centre response. Thus, these units exhibit a biphasic temporal-impulse response regardless of their spatial extent. Assuming a Pythagorean summation of the responses of the individual units, followed by a temporal integration, this model correctly predicted thresholds for stimuli with different spatial and temporal characteristics.
As was already mentioned, the inferences about the spatiotemporal weighting function of the visual system are contradictory. Thus, the first aim of the present study was to measure the response in space and time to suprathreshold stimuli. To this end, the brightness of a briefly presented incremental test line was employed as a measure of the spatiotemporal response to inducing decremental bars of short duration. Such brightness matching is believed to be determined by a peak detection criterion (Georgeson, 1987; de Ridder, 1987) . Thus, the influence of the probability summation, which makes a pattern easier to see and reduces the measurable effect of inhibition (Wilson, 1980) , is avoided. On the other hand, in everyday life, the human visual system encounters patterns whose luminance is above-threshold and the knowledge of the spatiotemporal properties under these conditions is of obvious interest. This approach was used to measure: (i) the effect of the inducing-bar width on the brightness of the test line presented in the centre of the inducing stimulus at a SOA of 0 msec; (ii) the test brightness as a function of the SOA; and (iii) the test brightness as a function of the distance to the inducing-bar centre at different SOAs. The second aim was to propose a plausible spatiotemporal weighting function and applying the convolution technique to describe the data obtained.
METHODS

Apparatus
The stimuli were presented on a display Tektronix 608 with white phosphor (P4) by electronics of our own design. The frame rate was 200 Hz and the raster consisted of 768 vertical lines. Two independent channels generated stimuli to the upper and lower part of the screen. For every channel, at the beginning of each frame, a list of 768 numbers stored in a static RAM was read and transferred to an 8-bit digital-to-analogue converter (DAC). Its output was attenuated by a second 12-bit DAC controlling the stimulus luminance. The signals of the two channels were summed in order to produce the complex signal which controlled the z-input of the display.
Stimuli
The viewing distance was 171 cm at which the screen subtended 210' x 150'. Figure I(A) shows the stimuli as seen by the observer. The screen was segregated into two stimulation fields (210' x 60'). The mean luminance was 30 cd/m 2 for the upper part and 5 cd/m 2 for the lower part. The two fields were separated by a 30'-wide black bar with a bright fixation point in the middle. A back-illuminated transparency of 30 x 30 deg and luminance of 20 cd/m 2 surrounded the screen. Two stimuli were presented to the upper field: an 2.5'-wide incremental test line and a decremental inducing bar of variable width. The inducing stimulus was a 30-cd/m 2 decrement below the mean luminance (the luminance of a 4.5'-wide inducing bar was 1 log unit above its detection threshold). The test stimulus was a 45-cd/m 2 increment above the mean luminance or the luminance of the inducing stimulus (when both stimuli coincided in space and time). The luminance of the test line was 1 log unit above its detection threshold. In the lower field, an incremental comparison line (2.5'-wide) was displayed. The stimulus duration was 15 msec. Both test line and comparison line were presented simultaneously above and below the fixation point and were accompanied by a click. The test line was displayed at various distances from the centre of the inducing stimulus 
Procedure
The subject's task was to match the comparison line in apparent brightness with the test line. A computercontrolled method of ascending and descending limits was used. At the start of the procedure, the experimenter adjusted the luminance of the comparison stimulus at a level where the comparison line was seen as brighter than the test line. When the subject was ready he/she pressed a key and 500 msec later the stimuli were presented. The subject had to push one of the three keys according to his/her evaluation of the comparison stimulus as being of "higher", "equal" or "lower" brightness than the brightness of the test line. The comparison-line luminance was decreased by 0.05 log units after each stimulus presentation. When the subject's report changed to "lower", the luminance of the comparison line was decreased randomly by 0.15~0.3 log units and the measurement continued in an ascending direction. This sequence was repeated until four descendin~ascending pairs were collected. If the subject had blinked or his/her attention was distracted from the stimuli he/she was requested not to push any of the keys. In this case, after a 5-sec waiting period the program repeated the trial. The point of subjective equality of the test and comparison brightness was obtained by calculating the mean value of the luminance corresponding to four reversals in the subject's reports in one descending-ascending pair. The mean of the test brightness was calculated from 12 measurements collected in three experimental sessions .=. 
Subjects
Three subjects took part in the experiments: the author and two naive observers. They had normal or corrected-to-normal visual acuity. Viewing was binocular with natural pupils. In all figures data for only one subject (PK) are shown as the other two observers gave similar results.
RESULTS
The first aim of this study was to examine the response in space and time to a briefly presented inducing decremental stimulus. To this end, the apparent brightness of a brief test incremental line was measured in the presence of an inducing bar at various spatial and temporal parameters of stimulation. This approach is based on the assumptions that the brightness of the test line is determined by the peak of its response (Georgeson, 1987; de Ridder, 1987) as well as that the interactions between the responses to both stimuli are linear. The test stimulus was a line in order to restrict the subject's judgement with respect to an elemental fragment of the visual field along one spatial dimension. On the other hand, the test stimulus was presented briefly to limit the subject's judgement to a short time period. The test stimulus and the inducing stimulus were with opposite polarities in order to make the subject's task in test-brightness judgements easier.
Experiment I: effect o.1" the inducing-bar width on the test brightness
Spatial integration in the visual system was studied by measuring the brightness of the test line superimposed on the centre of the inducing stimulus of a variable width. Both stimuli were presented simultaneously (the SOA was 0 msec). The width of the inducing bar was varied within the range 2.5-30'. The brightness of the test line was reduced below the control level with all inducing bars used (Fig. 2) . However, the test-brightness reduction was not uniform with the inducing-bar widths used. When the inducing bar became wider, the test brightness initially decreased to a minimum at about 4.5'-width and then increased up to 10'-width, beyond which the effect on the test brightness did not depend on the inducing-bar width. The U-shaped dependence of the test brightness on the inducing-bar width (Fig. 2) represents the integral of the spatial weighting function, integrated over different stimulus widths. Bearing in mind that the inducing stimulus was decremental, the amplitude of that stimulus should be considered negative with respect to the mean luminance. The inducing-bar width at which the change in the test brightness reverses sign (from a decrease to an increase) corresponds to the size of the positive central zone of the spatial weighting function. Beyond this range, the increase of the test brightness should be referred to the negative surround of the spatial weighting function. The data obtained in this experiment (Fig. 2) clearly show that at suprathreshold luminance levels of stimulation the visual system is characterized by a triphasic spatial weighting function.
Experiment H: test brightness as a function of the SOA
To study the temporal response to the inducing stimulus, the test brightness was measured at different SOAs within the range of -140 to 160 msec. The inducing-bar width was 4.5', which did not exceed the central positive zone of the spatial weighting function. The dependence of the test brightness on the SOA is shown in Fig. 3 . The maximal reduction of the test brightness was obtained at a SOA of 0 msec. However, at SOAs within the range of -60 to -40 msec and 40 to 60 msec the test brightness was increased above the control level. Assuming that the test brightness is determined by the peak of the test response, the enhancement of the test brightness might be due to superimposing of the test response peak to the lighter background produced by the overshoot of the inducing-bar response which precedes and follows the main negative response to the inducing stimulus. This result demonstrates that a narrow inducing bar of suprathreshold luminance evokes a nonmonotonic temporal-impulse response which consists of three alternating phases, the middle one being the largest.
Experiment III: test brightness as a function of the distance from the centre of the inducing bar at different SOAs.
The data obtained in Expt I indicated that at a SOA of 0 msec the spatial weighting function consisted of a positive central zone and negative flanks. To verify this conclusion as well as to examine the dynamics of the spatial response to the inducing stimulus, the test brightness was measured as a function of the distance from the centre of the inducing bar at several SOAs. The distance between the centres of both stimuli was varied within the range 0-10'. The test line was presented only on the right-hand part of the inducing stimulus, assuming that the effects on the test brightness were symmetrical with respect to the inducing-bar centre. The inducing-bar width was 4.5'. The measurements were carried out at three SOAs: -50, 0 and 50 msec. At SOA of -50 msec the test line looked brighter than in the absence of the inducing bar only when it was presented in the area of the inducing stimulus [ Fig. 4(A) ]. The test brightness was not influenced by the inducing bar in adjacent positions. When the SOA was 0 msec, the test brightness was reduced at distances of about 0-2' and increased within the range of 5-7' [Fig. 4(B) ]. At a SOA of 50 msec, an increase of the test brightness was observed at distances of about 0-2' while the test brightness was decreased at distances of about 3.5-5' [Fig. 4(C) ]. The data of subject SN (not shown here) did not speak for a significant decrease of the test brightness at lateral positions.
These results are in line with the conclusion that the spatial weighting function at a SOA of 0 msec is triphasic. Moreover, they indicate that the spatial spread of the weighting function depends on the SOA.
Model calculations
The second aim of this study was to describe the response to the inducing stimulus in both space and time. The model used is presented in Appendix A. The first term of the spatiotemporal weighting function [expression (A2)] represents harmonic oscillations with a temporal frequency F= lIT (T is the time period of oscillations) which are assumed to propagate in the visual network with a velocity v. The oscillation's amplitude decreases in inverse proportion to the distance r between a given input point x' and a given output point x. Strictly speaking, this term is not defined for r = 0, but for distances much larger than the spatial-impulse extent it describes spherical harmonic oscillations (whose waveform in space is spherical) (Born & Wolf, 1964) . The spatiotemporal weighting function determined so far, is restricted in the image space. Thus, it is consistent with the findings about the limited spread of the spatial interactions in the visual system. However, this function is not restricted in time, thus being at odds with the limited spread in time of the response to a temporal impulse. That is why the second term (a Gaussian function) in expression (A2) was introduced to limit in time the spatiotemporal weighting function, i.e. to be in line with the triphasic temporal-impulse response obtained in Expt II (Fig. 3) . One might recognize that a similar weighting function [the first term of expression (A2)] has been used to describe the diffraction pattern in optical imaging systems (Goodman, 1968) . Although the visual processes differ from the wave processes in the optical realm, they might be studied using a similar mathematics.
The data obtained in Expt I were fitted by the least-squares method to find the proper values of the parameters in equation (A6). To this end, the image TABLE 1. Best-fitting parameters obtained by fitting the experimental data in Fig. 2 function g(x*,t*) was calculated in the centre of the inducing bar (x* = 0) and at a SOA of 0 msec (t* = 0) as a function of the bar width w. In the present experiments the stimuli were foveally presented so that the magnification factor m ) was chosen to be 7.99mm/deg (m=19 in relative units because 1 deg of the visual field corresponds to 0.418 mm of the retina).
The best-fitting values of the parameters are shown in Table 1 .
The curve in Fig. 2 illustrates the model calculations which show satisfactory fitting to the measured data (for all subjects tested there were no data points which differed from the prediction by more than the 95% confidence interval).
The data from Expts II and III were compared with the predicted responses to a 4.5'-wide inducing bar on the basis of the superposition integral [equation (A6)] using the parameters shown in Table 1 .
The curve in Fig. 3 (solid line) denotes the model calculations of g(x*,t*) at the centre of the inducing bar (x*=0) as a function of t* (SOA). The predicted responses were close to the measured data as only one data point for subjects PK, VM and SN out of 20 measurements for every subject differed from the predicted ones by more than the 95% confidence interval.
The spatial profile of the image function g(x*,t*) was computed as a function of the position of the inducing-stimulus centre x*. Three "time shies" of the image function were calculated at t*=-50, 0 and 50 msec. Good agreement of the data obtained with the model-predicted responses (the curves in Fig. 4 ) is seen again. Only one data point for subject PK and two for subjects VM and SN out of 21 measurements for every subject, differed by more than the 95% confidence interval from the predicted ones. The weighting function, determined by expression (A2) and by the values of the parameters shown in Table 1 , was the same for all subjects tested. The temporal weighting function is presented in Fig. 5 . Figure 6 illustrates the dynamics of the spatial spread of the weighting function calculated at t= 100 msec (upper graph), t= 150 msec (middle graph) and t= 200 msec (lower graph).
DISCUSSION
In this study the apparent brightness of a briefly presented test line was used to measure the response in space and time to inducing bars of short duration. This approach is based on the assumption that the interactions between the responses to both stimuli are linear. The above assumption was tested by Thomas (1968) who studied the spatial integrations involving inhibitory interactions by a brightness-matching technique. His results correspond to the data about the effect of the inducing-bar width on the test brightness when the centres of both stimuli coincide in space and time (Fig. 2) . The assumption of linearity states that each element of the inducing stimulus contributes to the test brightness according to the weight associated with that element and in proportion to its luminance. In other words, it means that the response to any stimulus should be described by a unique spatial weighting function. Thomas (1968) obtained different spatial weighting functions depending on the order in which the segments of the inducing stimulus were added, suggesting that the spatial integration was not strictly linear. In the present study, the response to the inducing stimuli was examined at the SOA of 0 msec by measuring: (i) the brightness of the test line presented in the centre of the inducing stimulus as a function of the inducing-bar width (Fig. 2) ; and (ii) the test brightness as a function of the distance between the centre of a 4.5'-wide inducing stimulus and the test line [ Fig. 4(B) ]. As we have seen, one and the same spatial weighting function (Fig. 6 , middle graph) was used to fit both results. Therefore, the spatial interactions in the visual system, revealed by the brightness-matching technique, may be considered linear under the conditions of these experiments. Table 1 at three moments after the stimulus onset: t= 100 msec (upper graph), t= 150 msec (middle graph) and t = 200 msec (lower graph).
The main findings of this study might be summarized as follows: (i) the U-shaped dependence of the inducing-bar width on the test brightness (Fig. 2) exhibited a minimum at about 4.5' width; (ii) the temporal response to a 4.5'-wide inducing stimulus was multiphasic with three alternating phases, the middle one being the largest (Fig. 3) ; and (iii) the spatial spread of the response to this inducing stimulus depended on the SOA: the initial phase of the response was restricted in the area of the inducing stimulus [ Fig. 4(A) ], while at SOAs of 0 and 50 msec the response was extended to adjacent positions [ Fig. 4(B,C)] .
A model of the spatiotemporal weighting function was proposed (Appendix A) to describe the data obtained. The weighting function was assumed to be a spherical harmonic function modulated by a Gaussian function depending on time and space coordinates. The predicted responses by the model agreed with the results (Figs 2-4) .
The weighting function in the time domain consists of three dominant phases with dips on either side of the main peak (Fig. 5) . The signal evoked by an impulse at the input point with coordinate x = 0 arrives at the image point with coordinate x' = 0 with a delay of 36 msec because of the transport time (gtr=Z/V, see Table 1 ). The maximal response occurred 150 msec after the stimulus onset. The best-fitting value for the period of oscillations (7) was 110 msec. The amplitude spectrum in the temporal-frequency domain of this weighting function should have a peak at about 9 Hz. This result is an accordance with the data of Magnussen and Glad (1975) , who measured the temporal-frequency characteristics of the visual system by means of suprathreshold flicker stimuli.
The data obtained in this study were fitted by a triphasic temporal weighting function assuming that the test brightness judgements are related to the peak of the response to the test stimulus (Georgeson, 1987; de Ridder, 1987) . However, some studies have shown that the subjects may differ in the perceptual criteria they adopt in making brightness judgements. Bowen and Markell (1980) and Bowen, Sekuler, Owsley and Markell (1981) investigated the temporal brightness phenomenon (Broca-Sulzer effect) and found that naive observers could be classified in two main categories: type A observers were thought to relate their brightness judgements to the peak of the sensory activity evoked by a flash, whereas type C observers might use the integral of this activity. One might suggest that the effect of the inducing bar on the test brightness as a function of the SOA (Fig. 3) could be explained by a biphasic temporal weighting function assuming that the test brightness is judged on the integrated test response. To test this suggestion the relative test brightness as a function of the SOA was calculated considering the above assumptions (see Appendix B). The predicted curve is presented in Fig. 3 by a dashed line. When the test stimulus follows the inducing stimulus (positive SOAs) the model calculations predict an increase of the relative test brightness that is in line with the data obtained. However, it is clearly seen that when the test stimulus precedes the inducing stimulus (negative SOAs) there are large deviations of the predicted curve from the results. It should be noted that the form of the modelled curve does not much depend on the limits of integration and on the values of the parameters of equation (B2). Therefore, the suggestion that the observers relate their brightness judgements to the integral of the biphasic test response might be rejected under the conditions of the present experiments.
Some features of the temporal weighting function described in Appendix A might be considered:
(i) This temporal weighting function is at odds with the widely accepted suggestion about its biphasic form (for review see Ikeda, 1986) . However, it is in line with the conclusions of Roufs and Blommaert (1981), de Ridder (1987) and Tyler (1992) that the temporal weighting function is triphasic. It differs from the biphasic one mainly in the existence of an early negative phase which is thought to reflect inhibitory processes in the visual system. Inhibition often is believed to be slower than excitation (Barlow, Fitzhugh & Kuffler, 1957; Rodieck & Stone, 1965) , but there is evidence that excitation might be preceded by inhibition as well. Thus, Licker (1969) showed that, when the activity of rabbit ganglion cells was increased by a conditioning stimulus, the flash of light elicited an early inhibitory response. Its latency was shorter than the latency of excitation of these cells. Podvigin, Cooperman and Tchueva (1974) also established that neurons in the cat's lateral geniculate nucleus responded with preexcitatory inhibition which was followed by excitation.
(ii) In spatial vision the filtering due to the triphasic spatial weighting function results in an increase of the spatial contrast of transients in space as lines and edges (Cornsweet, 1970) . By analogy, the triphasic temporal weighting function could determine the increase of the temporal contrast of transients in time like flashes and steps. The data of Roufs and Blommaert (1981) and de Ridder (1987) support this suggestion.
(iii) The spatiotemporal-impulse response [expression (A2)] is a Gabor function in the time domain (Fig. 5) . It might be written as a complex-Gabor function, which in the information plane yields minimum uncertainty in time and temporal frequency (Gabor, 1946) . Gabor (1946) elaborated a quantum theory of information applying the mathematical apparatus of quantum mechanics. He demonstrated that such signals occupy the smallest possible area in the information diagram, i.e. they possess the smallest product of effective duration by effective frequency width. In expression (A2) the real-valued Gabor function was used because the neural activity should be a real function. To prove the validity of the uncertainty principle in temporal vision, data on both temporal-impulse response and temporal transfer function should be obtained under identical experimental conditions and with the same observers.
The spatial profile of the weighting function is not fixed in time (Fig. 6) . The initial phase of the response (t = 100 msec) to a spatial impulse is negative and is restricted in a small area. It should be noted that most models of the spatiotemporal weighting function of the visual system (Vrolijk & van der Wildt, 1985; Bijl, 1991) do not predict the existence of this initial negative phase of the spatial-impulse response. When the amplitude of the response is maximal (t= 150 msec) its spatial profile becomes triphasic with a central positive zone flanked on either side by shallower negative regions. Thus, it resembles the typical triphasic form of the receptive field (the physiological correlate of the spatial weighting function), usually described by difference of Gaussians (Rodieck, 1965) , Gabor function (Mar6elja, 1980) or as a Laplacian operator (Marr, 1982) . Later on, the response in the centre decreases and even changes its sign, while at both sides positive flanks are observed (t = 200 msec). Still later the response disappears.
Assuming that the output neural level is positioned in the visual cortex, the cortical magnification factor m was used in equation (A6) to take into account the scale of cortical mapping of the visual field. Virsu and Rovamo (1979) have shown that spatial contrast sensitivity functions can be made similar for all regions of the visual field if the stimuli are scaled proportionally to m 1. It means that the spatial weighting function has a constant size in the cortical surface independently of the retinal place of stimulation. In this study only the fovea was tested. However, the assumed response of the visual cortex [equation (A6)] to a spatial-impulse stimulus applied to a point of the object space with coordinate x'=0 does not depend on the magnification factor. Therefore, its form and spatial spread should be the same anywhere in the cortex. Note, that the distance in Fig. 6 is represented in the scale of the object coordinates. To obtain the spatial weighting function in the image space the scale in Fig. 6 should be multiplied by the magnification factor m.
Another consequence of the proposed model is that the temporal weighting function should be similar on stimulation of the fovea and the periphery of the retina. Indeed, Virsu, Rovamo, Laurinen and Nasanen (1982) found that the temporal frequency sensitivity to foveal targets was almost the same as that to peripheral targets that had been magnified in order to occupy an equal cortical projection area. However, Tyler (1985) established that when the stimulus size was increased according to the magnification factor the time constants of the human temporal response in the fovea and in the periphery were different. Apparently, the proposed relationship between the spread of the weighting function in time and space on foveal and peripheral stimulation needs additional verification by studying the spatiotemporal weighting function at different distances from the fovea.
In the model of the weighting function the visual system was simplified and some possible complications might arise:
(i) A single spatiotemporal weighting function was assumed for a given retinal area. The model does not take into account the suggestions about the existence of two parallel subsystems (sustained and transient) which are thought to have different temporal and spatial properties (Kulikowski & Tolhurst, 1973) . Thus, Wilson (1978) established that at each eccentricity there were at least two mechanisms with different line-spread functions. These functions were obtained by different forms of the temporal modulation of the stimuli. The model assumed in the present study predicts that the spatial spread of the response to a spatial impulse depends on the temporal modulation of the stimuli as well without suggesting the existence of the above mentioned subsystems.
(ii) In humans one cannot determine with certainty the neural level of the visual system at which the activities evoked by the inducing stimulus and the test stimulus interact. However, there are some reasons allowing speculation that the interactions between the responses to both stimuli occur in the visual cortex. The responses to both suprathreshold stimuli should be conveyed by a sign-preserving mechanism. One model might assume that the increments and decrements in luminance could be signaled by activity above and below an intermediate resting activity, respectively (Robson, 1975) . However, the resting activity of neurons at early stages in the visual system has been shown to be too low to represent satisfactorily both directions of change (Levick, 1973) . That is why the model proposing that one channel carries information about luminance increments and another channel signals luminance decrements (Jung, 1973; Roufs, 1974 ) seems more suitable. Moreover, there is a physiological correlate of this model. It is well established that two types of cells exist in the visual system: ON-centre cells, which increase their activity when light increments are presented in the centre of their receptive fields and OFF-centre cells, which are excited by light decrements stimulating the receptive field centre. The centre of the receptive fields is surrounded by an antagonistic region which responds with an opposite polarity. The ON-and OFF-systems are first presented at the level of the bipolar cells (Werblin & Dowling, 1969) . The two systems remain segregated up to the level of the visual cortex, where the ON-and OFF-systems converge on single neurons (Schiller, 1982) . The ON-OFF dichotomy seems to provide a means of transmitting all cone-mediated information to the visual cortex by excitatory processes (Jung, 1973) . The above assumption should not be considered crucial for the proposed model, however. If the image level is assumed to be positioned elsewhere than in the visual cortex then the distance z and the magnification factor m should be changed appropriately.
In numerous studies the response to suprathreshold stimuli has been investigated by measuring the visual masking effects on the threshold for detection of a test stimulus (for review see Breitmeyer, 1984) . The Westheimer function reflects the effect of suprathreshold masking stimuli of various size on the detection threshold of an incremental test stimulus, presented in the centre of the masking stimuli. This function corresponds to the effect of the inducing-bar width on the test brightness (Fig. 2) obtained in the present study. In fovea the maximal desensitization in the Westheimer function for circular stimuli (Westheimer, 1967) and rectangular stimuli (Vassilev, Zlatkova & Nejkov, 1982 ) is observed with a stimulus size (~5'), similar to that at which the test brightness was maximally reduced (Fig. 2) . Thus, one might conclude that the brightness-matching paradigm provides similar information about the contribution of excitatory and inhibitory components of the response to suprathreshold stimuli as the Westheimer paradigm. However, the effects of a suprathreshold masking stimulus on the threshold for detection of a test stimulus are characterized by nonlinearity. A brief (less than about 50 msec) masking flash usually produces a test-threshold increase beginning 100-150 msec prior to the mask onset, reaching a maximum at the mask onset and declining gradually after the mask offset (Breitmeyer, 1984) . A suprathreshold line also elicits only increase of the threshold for detection of a test line presented at various distances from the masking stimulus (Rentschler & Hilz, 1976; Manahilov, 1991) . Moreover, incremental flashes as well decremental flashes result in an increase of the threshold of an incremental test stimulus (Cogan, 1989) . Apparently, the neural effects associated with suprathreshold masking stimuli have been rectified before the site of interactions between the responses to test and masking stimuli. On the other hand, the detection of a test stimulus is based not on a peak-response criterion but rather on probability summation over time and space (Watson, 1979; Wilson, 1980) . That is why the use of the detection threshold as a measure of the spatiotemporal response of the visual system is restricted.
The proposed model of the spatiotemporal weighting function was intended to describe the data obtained in this study. Probably, there are other models, which could also explain adequately our observations. The weighting function assumed in the present study is characterized by a simple form and the model predictions agree with the triphasic temporal response to the inducing stimulus as well as with the dynamics of the spatial spread of this response. The present experiments do not include all situations where the weighting function model could be applied. Therefore, the verification of the model ability to characterize the processing of spatiotemporal events by the human visual system requires further studies.
