We study the generalized Hénon equation in reflectionally symmetric or point symmetric domains and prove that a least energy solution is neither reflectionally symmetric nor even. Moreover, we prove the existence of a positive solution with prescribed exact symmetry.
Introduction
In this paper, we study the generalized Hénon equation in a symmetric domain
where Ω is a bounded domain in R N with piecewise smooth boundary ∂Ω, 1 < p < ∞ when N = 2, 1 < p < (N + 2)/(N − 2) when N 3, h ∈ L ∞ (Ω) and h(x) may be positive or may change its sign. In this paper, we consider Ω and h(x) which are reflectionally symmetric or point symmetric. We call Ω x i -symmetric if it has a reflectional symmetry with respect to the hyperplane x i = 0, i.e., ( We call Ω point symmetric if x ∈ Ω implies −x ∈ Ω and h(x) point symmetric (or even) if h(x) = h(−x) in Ω. In the same manner as in h(x), we call a solution of (1.1) x i -symmetric or even. Let I be a subset of the set {1, . . . , N}, where I may be empty. We call Ω, h(x) and a solution of (1.1) I -symmetric if they are x i -symmetric for all i ∈ I . We call a solution of (1.1) exactly I -symmetric if it is x i -symmetric for all i ∈ I and not x j -symmetric for all j / ∈ I . When I is empty, we mean that an exactly I -symmetric solution has no x i -symmetry for all i. Consider the weight function of the form h(x) = g(|x|) λ in a rectangle domain Ω. Then we have the next theorem, which is one of our main results. Therefore there exist at least 2 N positive solutions.
The theorem above is applicable to many weight functions h(x), e.g., h(x) = |x| λ (the original Hénon equation), h(x) = e λ|x| , (|x|/(1 + |x|)) λ , (sin(π |x|/(2T ))) λ , etc. When Ω is a cube, we say that solutions u and v are equivalent if u(gx) = v(x) with a certain orthogonal matrix g. For example, when N = 5, an exactly {1, 4, 5}-symmetric solution is equivalent to an exactly {1, 2, 3}-symmetric solution. Then we have the next corollary. 
Because of the Sobolev embedding theorem, the Rayleigh quotient R has a positive lower bound, and therefore R 0 is well defined and positive. We define the Nehari manifold
It is obvious that N ⊂ D(R).
Observe that for any u ∈ D(R), there is a λ > 0 such that λu ∈ N . Furthermore, R(λu) = R(u) for any λ > 0. Hence we have
The infimum is achieved at a certain point u ∈ N . Then u satisfies (1.1). For the proof, we refer the readers to [14] or [15] . We call u a least energy solution if u ∈ N and R(u) = R 0 . It is well known that a least energy solution is positive or negative (see [14] or [15] ). We choose a positive solution as a least energy solution because we replace u by −u, if necessary.
To explain our motivation, we consider the Hénon equation 4) where B is a unit ball in R N . The equation above was introduced by Hénon [11] to study spherically symmetric clusters of stars. Smets, Willem and Su [20] have proved that if λ is large enough, then a least energy solution of (1.4) is not radially symmetric. On the other hand, by using the mountain pass lemma in the radially symmetric function space, one can prove the existence of a radial positive solution. Therefore (1.4) has both a radial positive solution and a nonradial positive solution. There are many contributions which have studied the Hénon equation [2] [3] [4] [5] [6] [7] [8] [9] 12, 18, 19] . On the other side, Moore and Nehari [16, pp. 32-33] have studied the two point boundary value problem of the ordinary differential equation
(1.5)
Here h(t) = 0 for |t| < a and h(t) = 1 for a < |t| < 1. When a(< 1) is sufficiently close to 1, they have constructed at least three positive solutions of (1.5): the first one is even, the second one u(t) is non-even and the third one is the reflection u(−t).
Inspired the results above, the author has studied (1.4) with |x| λ replaced by more general nonnegative radial functions h(|x|) and has proved in [14] that if the ratio of the density of h(|x|) in |x| < a to that in a < |x| < 1 is small enough and a is sufficiently close to 1, then a least energy solution is not radially symmetric. See also [13] and [15] .
Observing these results, we conjecture that if Ω and h(x) are symmetric with respect to x 1 = 0 and if the density of h(x)( 0) is thick in a subdomain D of Ω far away from the hyperplane x 1 = 0, but thin in Ω \ D, then a least energy solution has no reflectional symmetry with respect to x 1 . Therefore (1.1) has both a reflectionally symmetric solution and an asymmetric solution. Moreover, we conjecture that if Ω and h(x) are point symmetric with respect to the origin and if h(x) is large in a subdomain D of Ω far away from the origin and small in Ω \ D, then a least energy solution is not even. The purpose of this paper is to prove these conjectures to be true.
To get our results, for a subset I of {1, . . . , N}, we define
where H 1 0 (Ω, I) has been defined by (1.2) . Moreover, we define even function spaces
We call R 0 (I) the I -symmetric least energy and u an I -symmetric least energy solution if u ∈ N (I) and R(u) = R 0 (I). To 
(1.6)
where Vol(D) denotes the Lebesgue measure of D. Since D is a symmetric domain, u is symmetric.
Here "symmetric" means I -symmetric or point symmetric. Since u ∈ L ∞ (Ω), there exists a sequence
Moreover we can assume that u n is symmetric because the usual mollifier has symmetry. Indeed, we choose a radially symmetric function
Here supp J denotes the support of J . For n ∈ N, we put J n (x) = n N J (nx) and define
Then u n ∈ C ∞ 0 (Ω) for n large enough and it is symmetric and satisfies This paper is organized in seven sections. In Section 2, we state the main results and give some examples of h(x). In Section 3, we construct a function which has a lower energy than the symmetric least energy provided that a symmetric least energy solution satisfies a certain inequality. This inequality is fulfilled under our assumption on h(x), which will be proved in Section 5 for the Isymmetry and in Section 6 for the point symmetry. To this end, we need an a priori L ∞ (Ω) estimate of a symmetric least energy solution. This will be given in Section 4. In Section 7, we prove the main results.
Main results
In this section, we state the main results and give some examples of h(x). We first study the reflectional symmetry. Let Ω(s < x 1 < t) denote the set of points in Ω between two hyperplanes x 1 = s and
We introduce two alternative assumptions (A) and (B) on h(x): the former deals with a sign-changing weight and the latter with a positive one.
In case (B), we define for N 3,
, and for N = 2 with r ∈ (0, 1),
is the distance function defined by (1.6). We always assume that Ω is a bounded domain whose boundary ∂Ω is piecewise smooth. The rectangle domain fulfills the condition above. We state the first main result. In the theorem above, the assumption of ξ(h) to be small enough means that the ratio of 
The corollary above deals with h(x 1 ) depending only on x 1 . In the next corollary, we consider a radially symmetric potential h(|x|).
As examples of Ω satisfying (2.4), we have an ellipse
. In order to study x i -symmetry, we introduce some notation. When Ω is x i -symmetric, we define
for a > 0, where x i is the i-th coordinate of x. (ii) Let Ω be x 1 -symmetric and put h( [6] , in which they have studied the semilinear elliptic equation
Corollary 2.4. Let Ω be a bounded domain which is x i -symmetric for all 1 i N and satisfies
Here B is the unit ball in R N and f (|x|, u) is a superlinear and subcritical nonlinear term, which includes the Hénon equation f (|x|, u) = |x| λ u p . In [6] , they have proved the theorem below.
Let u be a least energy solution of (2.7) and P 0 be a maximum point of u. Then the following conclusions hold. 
Thus the assumption of Theorem 2.1 is not fulfilled.
As mentioned before, the assumption of ξ(h) to be small implies that the ratio of h(
In a rectangle domain, the density of |x| λ concentrates at 4 vertices (±L 1 , ±L 2 ) as λ → ∞, and hence the ratio of |x| λ in |x i | < a to that in a < |x i | < L i with i = 1, 2 is small enough. Now, we consider a point symmetry. We denote by Ω(s < |x| < t) the intersection of Ω and the annulus s < |x| < t, i.e.,
We introduce the assumption on h(x): 
A function with lower energy
In this section, we shall construct a function v which has a lower energy than the x 1 -symmetric least energy or the even least energy. We begin with the regularity of solutions. Let C 
Ω). If h(x) is locally Hölder continuous in Ω, then u belongs to C 2 (Ω).
Proof. By the standard bootstrap argument, we see that
which with the interior elliptic regularity theorem shows that u belongs to W Let us define a function v whose energy is less than the x 1 -symmetric least energy or the even least energy. Let u be an x 1 -symmetric positive solution or an even positive solution. Then we define 
Proof. First, denote the integral of |∇u| 2 on Ω by A. Then Lemma 3.2 means that 
Using the integration by parts, we see that
Then we integrate (3.7) to get
We extend u to R N by setting
. Let u and Ω be x 1 -symmetric. Since |∇u| 2 is even in x 1 , we see that
Integrating both sides with respect to x = (x 2 , . . . , x N ), we have (3.9). If u is even and Ω is point symmetric, (3.9) clearly holds. Then (3.8) is reduced to
where A has been given by (3.5) and B is defined by
We shall compute the denominator of R(v). For any t > −1, there exists a δ ∈ (0, 1) by the Taylor theorem such that
Observing this identity, we define φ(x 1 , ε) by the relation
Here L is defined by (2.2). Using the expression above, we have
where we have used the fact that the integral of h(x)|u| p+1 x 1 vanishes because of the same reason as in (3.9). We put
Using (3.5), we have
Note that the integral of hu p+1 x 2 1 over Ω is positive because of (3.6). Thus we have
By the mean value theorem, for t > 0 there is a δ ∈ (0, 1) such that
where we have put
Combining (3.10) with (3.12), we get
where we have used (3.5). By (3.6) and (3. 
A priori estimate
In this section, we deal with the case where h(x) is nonnegative. Then we shall give an a priori estimate for the L ∞ (Ω) norm of I -symmetric least energy solutions or even least energy solutions.
When I is the empty set, an I -symmetric least energy solution is equal to a global least energy solution. 
.
Here Vol(Ω) denotes the R N -Lebesgue measure of Ω.
Proof. We put φ(x) := dist(x, ∂Ω). Then φ is I -symmetric or even and belongs to D(R, I) or D(R, e).
Since |∇φ(x)| 1 a.e. in Ω, we see that
Since u is an I -symmetric least energy solution or even least energy solution, it holds that R(u) R(φ) and the proof is complete. 2
We give an a priori L ∞ (Ω) estimate of an I -symmetric least energy solution or an even least energy solution in the next lemma.
Lemma 4.2. Let u and h be as in Lemma 4.1. Then for N 3, there exists a constant C > 0 independent of u and h such that
where · ∞ denotes the L ∞ (Ω) norm and μ and ν are given by
When N = 2, for any r ∈ (0, 1) there exists a C r > 0 independent of u and h such that
. 
Then we have
Hereafter C denotes various positive constants independent of h and u.
Let N 3. We choose p 1 = q = 2N/(N − 2). Then (4.1) is reduced to
Using the Sobolev inequality with (3.2) and Lemma 4.1, we get
Consequently, we obtain
Let N = 2 and r ∈ (0, 1). We choose q > 2 satisfying (p − 1)q/(q − 2) > 1 and then define p 1 by the relation 
. Therefore a global least energy solution cannot be x 1 -symmetric. To prove (3.4),
we investigate the properties of x 1 -symmetric least energy solutions.
Let u be a positive solution of (1.1). Put u = 0 outside of Ω. 
1). Then w is in W
1,1 (R) ∩ C 1 (−L, L), even and w(x 1 ) = 0 for |x 1 | L,
where L has been defined by (2.2). Moreover it satisfies
w x 1 (x 1 ) = 2 R N−1 u x 1 u dx = 2 Ω(x 1 ) u x 1 u dx , (5.2) w x 1 (t) − w x 1 (s) = 2 Ω(s<x 1 <t) |∇u| 2 − hu p+1 dx, (5.3) for −L < s < t < L,
Proof. Recall (3.1). It is obvious that
Then w n is in C ∞ 0 (R) and converges to w in L 1 (R). Therefore, to prove w ∈ W 1,1 (R), it is enough to show that w n is a Cauchy sequence in W 1,1 (R). We use the Schwarz inequality to get
Integrating it with respect to x 1 and using the Schwarz inequality again, we have
which converges to 0 as n, m → ∞. Hence w n is a Cauchy sequence in W 1,1 (R) and therefore w ∈ W 1,1 (R). Then w(x 1 ) is absolutely continuous and so it is differentiable a.e. in R and satisfies (5.2). Multiplying (1.1) by u and integrating it over Ω(s <
where dσ is the standard measure on ∂Ω(s < x 1 < t). Note that ∂u/∂n is well defined a.e. on ∂Ω because ∂Ω is supposed to be piecewise smooth. We divide ∂Ω(s <
On S, u vanishes. Since ∂/∂n denotes the outward normal derivative, we observe that
Since u has the C 1 regularity in the interior of Ω, ∂u/∂x 1 is well defined. Hence by (5.2), we find that
Substituting the inequality above into (5.4), we see that (5.3) holds a.e. s, t ∈ (−L, L). Since the right hand side of (5.3) is continuous in t, so is w 
Using the Schwarz inequality and (5.2), we get
By the Schwarz inequality again, for b x 1 L we see that
Then (5.6) leads to
Since a b, the inequality above proves (5.5). 2
The next lemma gives a sufficient condition for an x 1 -symmetric least energy solution to satisfy (3.4). Indeed, (5.7) in the next lemma implies (3.4) because of (2.3). 
Lemma 5.3. Let u(x) and w(x 1 ) be as in Proposition 5.1. Suppose that the maximum of w(x
Thus w x 1 is increasing, i.e., w is convex in (−a, a) . Since w(x 1 ) is even, it holds that w (0) = 0 and
The lemma above ensures that an x 1 -symmetric least energy solution satisfies ( for N = 2 with a certain 0 < r < 1, then
Here ε 0 and ε(r) do not depend on b, h(x) and u(x).
Integrating both sides over (b, a) with respect to t, we find that
Hence it follows that
We shall show that 
where μ and ν have been defined in Lemma 4.2 and C > 0 is independent of b, h(x) and u(
x). If ξ(h)
is small enough, then (5.9) holds.
provided that ξ(h, r) is small enough. Thus (5.9) holds. By (5.8) and (5.9), we see that w(b) 2w(a).
By Lemma 5.2, we obtain
Ω u(x) 2 dx = 2 L 0 w(x 1 ) dx 1 2L w(b) 4L w(a) 16a −1 (L − a) Ω(a<x 1 <L) u 2 x 1 x 2 1 dx 8a −1 (L − a) Ω |∇u| 2 x 2 1 dx. 2
Even least energy solution
In this section, we investigate the properties of even least energy solutions. Many lemmas in this section can be proved in the same way as in Section 5. We use the polar coordinates x = rσ , r = |x| Any function in the space above becomes absolutely continuous in any compact subinterval of (0, ∞). 
Note that u = 0 on S 0 and dτ = r 
Proof. Let us choose x i in the following way. Observe the trivial identity
Then there exists an i ∈ {1, . . . , N} such that
We exchange the x 1 -axis with x i -axis to get
Using the Schwarz inequality and (6.2), we get
By the Schwarz inequality again, for b r T we see that
Then (6.6) leads to 
Therefore we obtain 
Proof of the main results
In this section, we prove the main results.
Proof of Theorem 2.1. Let u be an x 1 -symmetric least energy solution. As mentioned at the beginning of Section 5, it is enough to show that u satisfies (3.4). 
