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Introduccio´n
Las funciones de variable real a valor real o complejas a valor complejo con
las operaciones de suma y producto por escalares como en Ca´lculo, es decir
(f + g)(x) = f(x) + g(x)
(αf)(x) = αf(x)
(1)
forman un espacio vectorial; que contiene el subespacio vectorial de todas las
funciones perio´dicas de per´ıodo T. Este subespacio contiene una base enu-
merable conformada por funciones sinusoidales; es decir cualquier funcio´n
perio´dica se expresa como una suma enumerable de funciones sinusoidales
multiplicadas por escalares, entrando entonces a las series de Fourier. Si
se consideran funciones no perio´dicas, la serie de Fourier se generaliza y
proporciona la transformada de Fourier de una funcio´n. Una transformada
Wavelets es entonces una generalizacio´n de la transformada de Fourier, en
donde ciertos subespacios vectoriales de funciones se les constituyen bases
numerables, llamadas bases Wavelets. Estas teor´ıas sobre estos espacios vec-
toriales han encontrado una gran aplicacio´n en problemas de tecnolog´ıa, por
ejemplo en Ana´lisis Multiresolucio´n. Una introduccio´n a estas aplicaciones
se puden modelar con cierta restriccio´n en los espacios de Hilbert que es un
caso particular de lo espacios normados y este a su vez de espacios me´tricos.
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1 Espacios Me´tricos
Algunas propiedades de R y de la funcio´n valor absoluto permiten establecer
una nocio´n de distancia entre nu´meros reales:
| | :R× R→ [0,∞)
(x, y)→ |x− y| ,
(2)
esta funcio´n satisface las siguientes propiedades: para cada x, y, z en R,
(i) Si x = y entonces |x− y| = 0.
(ii) |x− y| = 0 entonces x = y.
(iii) |x− y| = |y − x| .
(iv) |x− z| ≤ |x− y|+ |y − z| .
Como esta nocio´n es u´til en varios apartes del Ana´lisis tales como en con-
vergencia, continuidad, etc., es conveniente elevarla a otros espacios ma´s
generales pero preservando sus propiedades.
Definicio´n 1. Sea X un conjunto no vac´ıo.
(a) Una me´trica en X es una funcio´n d : X ×X → [0,+∞) que satisface
las siguientes propiedades para todo x, y, z en X : (m1) x = y implica
d(x, y) = 0.
(m2) d(x, y) = 0 implica x = y. (Separacio´n).
(m3) d(x, y) = d(y, x). (Simetr´ıa).
(m4) d(x, z) ≤ d(x, y) + d(y, z).(Desigualdad Triangular).
El nu´mero d(x, y) se llama distancia de x a y.
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(b) Una seudome´trica es una funcio´n d : X × X → [0,+∞) que satis-
face (m1),(m3), (m4). Mientras que una cuasime´trica es aquella que
cumple (m1) y (m4).
(c) Un espacio me´trico X es un par (X, d), donde X es un conjunto no
vac´ıo y d es una me´trica en X.
Ejemplo 1. El conjunto de los nu´meros reales con la me´trica:
d(x, y) = |x− y|
para todo x, y ∈ R, donde |x| indica el valor absoluto de x, es un espacio
me´trico.
Ejemplo 2. [El espacio euclidiano Rn] Este ejemplo generaliza el ejemplo
anterior, los puntos de Rn son de la forma x = (x1,...,xn) donde cada una de
las n coordenadas xi es un nu´mero real y cuya funcio´n distancia se define
por: si x = (x1,...,xn), e y = (y1,...,yn) entonces
d(x, y) =
[
n∑
k=1
(xk − yk)2
]1/2
.
Tambie´n se presentara´n dos maneras adicionales de definir una distancia
entre elementos de Rn.
(a) d1(x, y) =
n∑
k=1
|xk − yk| ,
(b) d2(x, y) = ma´x{|xk − yk| : k = 1, 2, 3, ..., n}.
Las funciones d, d1, d2 : R
n → [0,∞) son me´tricas.
Ejemplo 3. Sea X cualquier conjunto no vac´ıo, se define
d(x, y) =
{
0 si x = y
1 si x = y
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para cada x e y en X. Demostrar que d es una me´trica para X. Este espacio
me´trico recibe el nombre de espacio me´trico discreto.
Solucio´n. Obse´rvese que las condiciones m1), m2) y m3) se satisfacen in-
mediatamente. Para ver que m4) tambie´n se satisface considere x, y, z ∈ X,
si x = y = z, entonces
d(z, y) = d(x, z) = d(y, z) = 0,
y as´ı d(z, y) ≤ d(x, z) + d(y, z). Supo´ngase ahora que x = y o y = z. Sin
pe´rdida de generalidad se puede suponer que x = y, entonces d(x, y) = 1,
luego en cualquiera de las posibilidades para z se tiene que
d(z, y) ≤ d(x, z) + d(y, z).
Esto termina el ejercicio.
2 Espacios Vectoriales Normados
Sea X un espacio vectorial real. Una norma en X es una funcio´n real
‖.‖ : X→R,
que asocia a cada vector x ∈ X el nu´mero real ‖x‖ , llamado norma de x, y
satisface las siguientes condiciones para todo x, y ∈ X y λ un escalar:
n1) ‖x‖ ≥ 0 y ‖x‖ = 0⇔ x = 0
n2) ‖λx‖ = |λ| ‖x‖
n3) ‖x + y‖ ≤ ‖x‖+ ‖y‖ (desigualdad triangular)
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Un espacio vectorial normado es un par (X, ‖.‖) donde X es un espacio
vectorial y ‖.‖ es una norma en X.
Los ejemplos de espacios vectoriales normados ma´s usuales son (Rn, ‖.‖),
(Rn, ‖.‖1), (Rn ‖.‖2), donde, para x = (x1,...,xn) ∈ Rn, se tiene que
‖x‖ =
√∑
x2i , ‖x‖1 =
∑
|xi| , ‖x‖2 = max |xi| .
Las condiciones que caracterizan una norma son de veriﬁcacio´n inmediata,
exceptuando n3) para la primera de estas normas, pero se dmuestra facil-
mente con la desigualdad de Cauchy-Schwarz y se hara´ despues que se pre-
sente esta desigualdad.
Un ejemplo de espacio vectorial normado es el espacio vectorial de todas las
transformaciones lineales T de un espacio vectorial normado X en R, denotado
con B( X,R), donde la norma se deﬁne en este caso como:
‖T‖ = sup
x =0
|T (x)|
‖x‖ .
Obse´rvese que para todo x ∈ X, |T (x)| ≤ ‖x‖‖T‖ y que las condiciones n1),
n2) se satisfacen de manera inmediata. Para ver n3), sean T1, T2 ∈ B(X,R),
entonces
‖T1 + T2‖ = sup
x =0
|(T1 + T2)(x)|
‖x‖
≤ sup
x =0
|T1(x)|
‖x‖ + supx =0
|T2(x)|
‖x‖
= ‖T1‖+ ‖T2‖ .
Lo que termina la demostracio´n de n3).
Todo espacio vectorial normado (X, ‖.‖) es un espacio me´trico con me´trica
d, deﬁnida por
d(x, y) = ‖x− y‖ ,
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en este caso se dice que la me´trica es inducida por la norma ‖.‖ . Por ejemplo
las metricas d, d1 y d2 son inducidas por las normas ‖.‖ , ‖.‖1 y ‖.‖2 respec-
tivamente. Las propiedades m1) a m4) para una me´trica inducida por una
norma resultan inmediatamente de las ana´logas para la norma, en el caso de
la desigualdad triangular se demuestra as´ı:
d(x, y) = ‖x− y‖
= ‖(x− z) + (z − y)‖
≤ ‖x− z‖+ ‖y − z‖
= d(x, z) + d(z, y).
Ejemplo 4 (Espacio vectorial con producto interno). Sea H un espacio
vectorial. Un producto interno en H es una funcio´n
〈, 〉 : H×H→C
que asocia a cada par de vectores x, y ∈ H un nu´mero real 〈x, y〉, llamado
el producto interno entre x, e y que satisface las siguientes propiedades para
todo x, y, z ∈ H y λ ∈ C : a) 〈x, y〉 = 〈y, x〉, b) 〈x+y, z〉 = 〈x, z〉+ 〈y, z〉,
c) 〈λx, y〉 = λ〈x, y〉, d) 〈x, x〉 ≥ 0 para todo x ∈ H, e) 〈x, x〉 = 0 si y
so´lo si x = 0.
A partir de un producto interno, se deﬁne una norma para los vectors x ∈ H
mediante la siguiente fo´rmula
‖x‖ =
√
〈x, x〉.
Las propiedades n1) y n2) son inmediatas a partir de las propiedades del
producto interno, la condicio´n n3) es ma´s complicada necesita de la siguiente
desigualdad
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2.1 Desigualdad de Cauchy-Schwarz
En todo espacio vectorial con producto interior se tiene
|〈x, y〉|2 ≤ 〈x, x〉〈y, y〉.
No´tese que la desigualdad es obvia si x = 0. As´ı que supo´ngase que x = 0
y to´mese z = tx + y. Utilizando las propiedades del producto interior se
obtiene
0 ≤ 〈z, z〉
= 〈tx + y, tx+ y〉
= 〈x, x〉t2 + 2〈x, y〉t + 〈y, y〉,
entonces para A = 〈x, x〉, B = 〈x, y〉, C = 〈y, y〉 se obtiene
At2 + 2Bt + C ≥ 0.
Como A > 0, entonces t = −B/A proporciona
B2 − AC ≤ 0,
esto es, 〈x, y〉2 ≤ 〈x, x〉〈y, y〉.
Lo que termina la demostracio´n de la desigualdad.
Ahora se puede demostrar la condicio´n n3) de la deﬁnicio´n de norma inducida
por un producto interno. En efecto si x, y ∈ H, entonces
‖x + y‖2 = 〈x + y, x + y〉 = ‖x‖2 + ‖y‖2 + 2〈x, y〉
≤ ‖x‖2 + ‖y‖2 + 2 ‖x‖ . ‖y‖
= (‖x‖+ ‖y‖)2.
El ejemplo ma´s natural con producto interno es Rn, con producto interno
deﬁnido por
〈x, y〉 =
n∑
k=1
xkyk
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las propiedades de producto interno se satisfacen inmediatamente y su norma
inducida es
‖x‖ =
√√√√ n∑
k=1
x2k.
Los espacios vectoriales normados estudiados en las secciones anteriores son
algo ma´s que espacios vectoriales pues incluyen la nocio´n de longitud de un
vector. Uno de los conceptos geome´tricos que desaparecen en el estudio de
los espacios abstractos es el de a´ngulo entre dos vectores; en el ambiente de
los espacios de Hilbert no se habla de a´ngulos en general sino que se tiene la
ortogonalidad como reminiscencia de esa intuicio´n geome´trica.
2.2 De un Ejemplo muy Conocido
Consideramos el espacio Euclideo R3. Un vector en R3 se puede representar
mediante una terna ordenada x = (x1, x2, x3) de nu´meros reales y su norma
esta´ deﬁnida por:
‖x‖ = (|x1|2 + |x2|2 + |x3|2) 12 .
Por otro lado, el producto interior (o producto punto)de los vectores repre-
sentados por x = (x1, x2, x3) e y = (y1, y2, y3) esta´ deﬁnido por
〈x, y〉 = x1y1 + x2y2 + x3y3,
este producto interior esta´ relacionado con la norma por
〈x, x〉 = ‖x‖2.
Es familiar la ecuacio´n
〈x, y〉 = ‖x‖‖y‖ cos θ,
donde θ es el a´ngulo entre los vectores x e y, para justiﬁcar esta u´ltima
expresio´n se ilustra la condicio´n
‖x + y‖ = ‖x− y‖
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que coincide con la propiedad geome´trica x es perpendicular a y:
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Figura: 1
Elevando al cuadrado cada miembro de ‖x + y‖ = ‖x− y‖ se tiene
〈(x + y), (x + y)〉 = 〈(x− y), (x− y)〉
expresio´n que al ser desarrollada equivale a
〈x, x〉+ 2〈x, y〉 + 〈y, y〉 = 〈x, x〉 − 2〈x, y〉+ 〈y, y〉,
cancelando se obtiene que 4〈x, y〉 = 0 o lo que es lo mismo 〈x, y〉 = 0 es
decir: ‖x + y‖ = ‖x− y‖ si y solo si 〈x, y〉 = 0.
Sean los vectores x e y con y = 0, la proyeccio´n de x a lo largo de y es un
vector z tal que z = ky para algu´n k ∈ R y x − z es perpendicular a y;
es decir,
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Figura: 2
〈x− ky, y〉 = 0 equivale a 〈x, y〉 = 〈ky, y〉 = k〈y, y〉, esto es,
k =
〈x, y〉
〈y, y〉 =
〈x, y〉
‖y‖2 ,
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a este escalar k se le llama la componente de x a largo de y; ahora, volviendo
a la Figura 2 y haciendo uso de la trigonometr´ıa elemental se tiene que
cos θ =
k‖y‖
‖x‖ = k
‖y‖
‖x‖ =
〈x, y〉
‖y‖2
‖y‖
‖x‖ ,
por tanto,
〈x, y〉 = ‖x‖‖y‖ cos θ
como se hab´ıa anunciado.
2.3 En un Espacio Vectorial Complejo
Las ideas cruciales expuestas en la seccio´n anterior se adaptan al espacio C3;
para dos vectores x = (x1, x2, x3) e y = (y1, y2, y3) en este espacio, se deﬁne
su producto interior por
〈x, y〉 = x1y1 + x2y2 + x3y3.
Se introducen los complejos conjugados para garantizar que la relacio´n
〈x, x〉 = ‖x‖2 tenga siempre sentido. Por otro lado, para cada y ﬁjo, es
lineal visto como funcio´n de x, es decir 〈x + z, y〉 = 〈x, y〉 + 〈z, y〉; hay
tambie´n una simetr´ıa con respecto a la conjugacio´n i. e. 〈x, y〉 = 〈y, x〉.
Aqu´ı la condicio´n 〈x, y〉 = 0 es tomada para deﬁnir la ortogonalidad.
Definicio´n 2. Sea X un espacio me´trico y {xn} una sucesio´n en X. Se
dice que {xn} es convergente si existe un punto x ∈ X con la siguiente
propiedad: para cada  > 0 existe un nu´mero natural N tal que n ≥ N
implica d(xn, x) < .
En este caso se dice que {xn} converge a x o que x es el l´ımite de {xn} y se
escribe
xn → x, o´ lim
n→∞
xn = x.
Si {xn} no converge, se dice que {xn} es divergente.
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Definicio´n 3. [ Sucesio´n de Cauchy]. Sea X un espacio me´trico y {xn}
una sucesio´n en X. Se dice que {xn} es una sucesio´n de Cauchy si y so´lo si
para cada  > 0 existe un nu´mero natural N tal que d(xn, xm) < , siempre
que n ≥ N, m ≥ N.
Teorema 1. Sea X un espacio me´trico y {xn} una sucesio´n en X tal que
xn → x (en X). Entonces {xn} es una sucesio´n de Cauchy.
Demostracio´n. Inmediata.
3 Espacios de Hilbert
Sea H un espacio vectorial con producto interno, por lo tanto normado y as´ı
un espacio me´trico (con me´trica inducida por el producto interno deﬁnido
en H). Si este espacio me´trico es completo, es decir toda sucesio´n de Cauchy
converge en H, entonces H se llama un espacio de Hilbert. Ejemplos
(a) Para cada n ﬁjo, el conjunto Cn de todas las x = (x1 · · · , xn) donde
cada xj son nu´meros complejos, es un espacio de Hilbert si la suma
y multiplicacio´n por escalares se deﬁnen componente a componente,
como en Ca´lculo elemental, y si adema´s
〈x, y〉 =
n∑
j=1
xjyj (y = (y1 · · · , yn)).
(b) Si µ es la medida de Lebesgue sobre un espacio medible X, L2(µ) el
espacio vectorial de todas las funciones complejas f deﬁnidas sobre X
tales que ∫
X
|f |2dµ < +∞
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es un espacio de Hilbert, con producto interno
〈f, g〉 =
∫
X
fg dµ
4 Sistemas Ortonormales
Definicio´n 4. Seadonde E un espacio de Hilbert, dos elementos x, y ∈ E
son ortogonales si 〈x, y〉 = 0.
Como se dijo antes, en este contexto se puede deﬁnir en a´ngulo entre dos
vectores x, y ∈ E como cos−1 〈x,y〉‖x‖‖y‖ , expresio´n que tiene sentido pues en E
se satisface la desigualdad de Cauchy-Schwartz:
|〈x, y〉| ≤ ‖x‖‖y‖
pero lo que es relevante aqu´ı es la ortogonalidad.
Definicio´n 5. Un conjunto de vectores no nulos {xk}k∈K ⊂ E es un sistema
ortogonal si 〈xk, xj〉 = 0 para k = j, i. e. xj y xk son ortogonales; {xk}k∈K
es un sistema ortonormal si
〈xk, xj〉 =

0 si k = j,1 en otro caso.
Note que si {xk}k∈K es un sistema ortogonal entonces { xk‖xk‖}k∈K es un
sistema ortonormal.
Teorema 2. Los vectores de un sistema ortogonal son linealmente indepen-
dientes.
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Demostracio´n. Sea {xk}k∈K ⊂ E un sistema ortogonal y {αk}k∈K escalares
tales que
∑
k∈K αkxk = 0, entonces para j ∈ K
0 =
(∑
k∈K
αkxk, xj
)
= αj(xj, xj)
de donde se sigue que αj = 0.
El sistema ortogonal {xk}k∈K es una base ortogonal si genera a todo el
espacio E.
Para el espacio L2[−π, π], se tiene que
{einx}∞n=1
es un sistema ortonormal.
5 La Desigualdad de Bessel y los Sistemas
Ortogonales
Si e1, e2, · · · , en es una base ortonormal de Rn, entonces todo x ∈ Rn
se puede escribir en la forma x =
∑n
i=1 ciei donde ci = (x, ei). Esto se
generaliza al caso en que E es un espacio de Hilbert. Sea {φn}n un sistema
ortogonal en E y f ∈ E, a cada uno de los nu´meros ck = (f, φk) se le
llama componente de Fourier de f con respecto al sistema {φn}n y a la serie∑∞
k=1 ckφk serie de Fourier de f con respecto al sistema {φn}n. Frente a
esta serie surgen dos preguntas: Dado que hasta ahora su presentacio´n ha
sido formal ¿La serie converge?, en caso aﬁrmativo ¿La serie converge a f?
En esta direccio´n se tienen los resultados que siguen.
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Teorema 3. Dados {φn}n un sistema ortogonal en un espacio de Hilbert E
y un elemento arbitrario f ∈ E. Entonces
‖f −
n∑
k=1
akφk‖
se minimiza cuando ak = ck = 〈f, φk〉 para todo k que satisface 1 ≤ k ≤ n
y para todo n, y el mı´nimo es ‖f‖2−∑nk=1 c2k. En consecuencia se tiene la
desigualdad de Bessel,
∑n
k=1 c
2
k ≤ ‖f‖2.
Demostracio´n. Sea sn =
∑n
k=1 akφk entonces
‖f − sn‖2 = ‖f‖2 − 2〈f,
n∑
k=1
akφk〉 +
n∑
k=1
a2k
= ‖f‖2 − 2
n∑
k=1
akck +
n∑
k=1
a2k
= ‖f‖2 −
n∑
k=1
c2k +
n∑
k=1
c2k − 2
n∑
k=1
akck +
n∑
k=1
a2k
= ‖f‖2 −
n∑
k=1
c2k +
n∑
k=1
(ck − ak)2
por tanto, ‖f − sn‖2 es mı´nimo cuando para todo k con 1 ≤ k ≤ n se
tiene que ak = ck y este mı´nimo es ‖f‖2 −
∑n
k=1 c
2
k; como ‖f − sn‖2 ≥ 0,
para todo n se tiene que ‖f‖2 ≥ ∑nk=1 c2k y adema´s la serie ∑nk=1 c2k es
convergente.
En un espacio de Hilbert E, un sistema ortonormal {φn} se dice que es
cerrado si para todo f ∈ E se tiene que ‖f‖2 =∑∞k=1 c2k donde ck = (f, φk).
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Teorema 4. Un sistema ortonormal {φn} en un espacio de Hilbert E es
cerrado si y solamente si para todo f ∈ E se tiene que
f =
∞∑
k=1
(f, φk)φk
i.e., f es la suma de su serie de Fourier.
Demostracio´n. De la deﬁnicio´n, {φn} es un sistema ortonormal cerrado si
y solamente si para todo f ∈ E se tiene que ‖f‖2 = ∑∞k=1 〈f, φk 〉2. Si
sn =
∑n
k=1 ckφk con ck = 〈f, φk〉 entonces ‖f − sn‖2 = ‖f‖2 −
∑n
k=1 c
2
k,
haciendo n → ∞ se obtiene que ‖f‖2 = ∑∞k=1 c2k, esto prueba el teorema.
A la expresio´n f =
∑∞
k=1〈f, φk〉φk se le llama identidad de Parseval; no´tese
que bajo un sistema ortonormal {φn}, todo f ∈ E es el l´ımite de las
sumas parciales de su serie de Fourier; adema´s, no´tese que de la desigual-
dad de Bessel se obtiene que una condicio´n necesaria para que los nu´meros
c1, . . . , cn, . . . sean coeﬁcientes de Fourier de f es
∑n
n=1 c
2
n ≤ ∞. El resul-
tado que sigue muestra que esta condicio´n es suﬁciente.
Teorema 5 (Teorema de Riesz-Fischer). Dado un sistema ortogo-
nal {φk} en espacio de Hilbert E y c1, . . . , ck, . . . nu´meros tales que∑∞
k=1 c
2
k ≤ ∞,entonces existe f ∈ E tal que
ck = 〈f, φk〉 y ‖f‖2 =
∞∑
k=1
c2k.
Demostracio´n. Se deﬁne fn =
∑n
k=1 ckφk de donde se sigue que
‖fn+p − fn‖2 = ‖cn+1φn+1 + . . . + cn+pφn+p‖2 =
n+p∑
k=n+1
c2k
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y como limn→∞
∑n+p
k=n+1 c
2
k = 0 se tiene que {fn} es una sucesio´n de Cauchy,
luego existe f = limn→∞ fn ya que el espacio es completo. Por otro lado,
〈f, φk〉 = 〈fn, φk〉+ 〈f − fn, φk〉
donde 〈fn, φk〉 = ck cuando k ≤ n y limn→∞〈f − fn, φk〉 = 0 pues
|〈f − fn, φk〉| ≤ ‖f − fn‖‖φk‖ luego limn→∞〈fn, φk〉 = ck.
De limn→∞ ‖f − fn‖ = 0 se tiene que
0 = lim
n→∞
‖f −
n∑
k=1
ckφk‖2 = lim
n→∞
‖f‖2 −
n∑
k=1
c2k
esto termina la prueba.
Dos espacios Eucl´ıdeos E1 and E2 son isomorfos si existe una biyeccio´n
Ψ : E1 → E2 que preserva las operaciones de espacio vectorial y el producto
escalar, es decir, para x, y ∈ E1 y λ ∈ C se satisface
Ψ(x + y) = Ψ(x) + Ψ(y), Ψ(λx) = λΨ(x) y 〈Ψ(x),Ψ(y)〉 = 〈x, y〉,
A la aplicacio´n Ψ se le llama isomorfismo. Este concepto y el de espacios
de Hilbert producen el siguiente resultado.
Teorema 6. Dos espacios de Hilbert Cualesquiera son isomorfos.
Demostracio´n. Veamos que un espacio de Hilbert H es isomorfo a l2. Sea
{φn} un sistema ortonormal en H, as´ı para cada f ∈ H se le hace corres-
ponder la sucesio´n de sus coeﬁcientes de Fourier con respecto a {φn}, es
decir,
f → (c1, . . . , cn, . . .) = (〈f, φ1〉, . . . , 〈f, φn〉, . . .),
como
∑∞
n=1 c
2
n ≤ ∞ entonces (c1, c2, . . . , cn, . . .) ∈ l2. Rec´ıprocamente, por
el teorema de Riesz-Fischer, a cada sucesio´n (c1, c2, . . . , cn, . . .) ∈ l2 le co-
rresponde un elemento f ∈ H, es decir se ha establecido una piyeccio´n
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entre H y l2. Ahora, si se tiene la correspondencia f ↔ (c1, . . . , cn, . . .) y
fˆ ↔ (cˆ1, . . . , cˆn, . . .) y α es un escalar, entonces
f + fˆ ↔ (c1 + cˆ1, . . . , cn + cˆn, . . .) y αf ↔ (αc1, . . . , αcn, . . .),
es decir, la biyeccio´n es un isomorﬁsmo de espacios vectoriales. Ahora, por
la identidad de Parseval, 〈f, f〉 =∑∞n=1 c2k, 〈fˆ , fˆ〉 =∑∞k=1 cˆ2k, y
〈f + fˆ , f + fˆ〉 = 〈f, f〉 + 〈f, fˆ〉 + 〈fˆ , f〉 + 〈fˆ , fˆ〉 =
∞∑
n=1
(ckcˆk)
2
para obtener que 〈f, fˆ〉 =∑∞n=1 ck cˆ2k, en otras palabras, el producto interno
se preserva.
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La ma´s importante caracteristica del ana´lisis multiresolucio´n es la capacidad
para separar una sen˜al en muchas componentes a diferentes escalas (o reso-
luciones). Similar a una descomposicio´n de una sen˜al en multiples bandas de
frecuencia, el objetivo es aplicar una estrategia de ‘dividir’ la sen˜al para que
sus componentes individuales puedan ser procesados por diferentes algorit-
mos. Para tal propo´sito consideremos las propiedades de los subespacios de
aproximacio´n y los subespacios wavelet
Definicio´n 6. una funcio´n ϕ(t)L2(R) se llama funcio´n de escalado( o de
aproximacio´n), si genera una secuencia anidada de subespacios (de aproxi-
macio´n) {Vj} de L2(R) tal que
{0} ←− · · · ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ · · · · · · → L2
y satisface la ecuacio´n de refinamiento ϕ(t) =
∑
n∈Z
h0(n)
2
√
2.ϕ(2t−n) donde
la secuencia de coeficientes {h0(n)} ∈ l2.
Los anteriores subespacios escalado Vj son generados por las funciones
ϕj,k(t) = 2
j
2ϕ(2jt− k)
para cada j y k∈ Z
Definicio´n 7. Las wavelets ψ(t) son funciones de energ´ıa finita con pro-
piedades de localizacio´n que pueden ser usadas muy eficientemente para
representar sen˜ales transitorias con muy pocos coeficientes. Estas funciones
satisfacen la ecuacio´n
ψ(t) =
∑
n∈Z
h1(n)
2
√
2.ϕ(2t− n)
donde los coeficientes {h1(n)} ∈ l2.
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El subespacio wavelet Wj es generado por las funciones
ψ j,k (t) = 2
j
2 ψ(2jt − k) y constituye un subespacio mutuamente
ortogonal con Vj dentro del siguiente subespacio de resolucio´n Vj+1, por
tanto Vj+1 = Vj ⊕Wj
Ejemplo 1. La funcio´n de escalado de Haar ϕ es el ma´s ejemplo simple:
ϕ(t) =
{
1 if 0 ≤ t < 1
0 if |t| ≥ 1
que puede expresarse como:
ϕ(t) = ϕ(2t) + ϕ(2t− 1) donde h0(0) = 12√2 = h0(1)
La wavelet ψ(t) asociada al escalado de Haar :
ψ(t) =


1 if 0 ≤ t < 0.5
−1 if 0.5 ≤ t < 1
0 if |t| ≥ 1
ψ(t) = ϕ(2t)− ϕ(2t− 1) donde h1(0) =
1
2
√
2
, h1(1) =
− 1
2
√
2
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Figura: 3
Figura: 4
Definicio´n 8. Un ana´lisis multiresolucio´n de L2 es secuencia anidada doble-
mente infinita de subespacios de L2
{0} ←− ·· ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ · · · → L2
con las propiedades:
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1. ∪nVn es denso en L2.
2. ∩nVn = {0}
3. f(x) ∈ Vn ⇔ f(2x) ∈ Vn+1 para todo n ∈ Z
4. f(x) ∈ Vn ⇔ f(x− 2−nk) ∈ Vn para todo n, k ∈ Z
5. Existe una funcio´n ϕ ∈ L2 tal que {ϕ(x− k) : k ∈ Z} forma una base
estable de V0.
La funcio´n base ϕ es llamada la funcio´n de escalado. El MRA se dice orto-
gonal si ϕ es ortogonal
Figura 5: Ilustracio´n picto´rica de la relacio´n entre los espacios vectoriales
Wavelets y Escalados
La proyeccio´n ortogonal de una funcio´n arbitraria f ∈ L2 sobre Vj viene dada
por
Pjf =
∑
k
〈f, ϕj,k〉ϕj,k
La diferencia entre las aproximaciones en las resolucio´n 2−j y 2−j−1 se de-
nomina el detalle fino en la resolucio´n 2−j expresado:
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Qjf(x) = Pj+1f − Pjf =
∑
k
〈f, ψj,k〉ψj,k
De Vj+1 = Vj ⊕Wj se deduce que para j = n
Pn+1f = Pnf + Qnf(x) =
∑
k
〈f, ϕn,k〉ϕn,k +
∑
k
〈f, ψn,k〉ψn,k
repitiendo el proceso para
j= n-1 obtenemos Pn+1f = Pn−1f+Qn−1f(x)+Qnf(x) despue´s de n+1 pasos
Pn+1f = P0f +
n∑
j=0
Qjf(x) =
∑
k
〈f, ϕ0,k〉ϕ0,k +
n∑
j=0
∑
k
〈f, ψj,k〉ψj,k
Ejemplo 2. Ejemplo: Utilizando el DERIVE representar la funcio´n sin(2πt)sin(4πt)en
los espacios escalados V5 ,V7 , V9
Figura 6
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Figura 7
Figura 8
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Figura 9
Figura 10
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