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Guerra’s interpolation using Derrida-Ruelle cascades.
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Abstract
New results about Poisson-Dirichlet point processes and Derrida-Ruelle cascades
allow us to express Guerra’s interpolation entirely in the language of Derrida-Ruelle
cascades and to streamline Guerra’s computations. Moreover, our approach clarifies
the nature of the error terms along the interpolation.
Key words: Sherrington-Kirkpatrick model, Poisson-Dirichlet point process.
Mathematics Subject Classification: 60K35, 82B44
1 Introduction.
The interpolation invented by Francesco Guerra in [3] is one of the most important results
in the mathematical theory of the Sherrington-Kirkpatrick model [9]. Guerra showed for
the first time in [3] how the Parisi formula [7] appears naturally as an upper bound on
the free energy. This was a major step toward the rigorous proof of this formula in [12].
One can define Guerra’s interpolation in terms of Derrida-Ruelle cascades [8] similarly to
Aizenman-Sims-Starr interpolation [2]; this greatly simplifies the computation leading to the
upper bound on the free energy ([1], [2]). However, in order to prove that the upper bound
is sharp one needs to understand precisely the error terms along the interpolation as in [12]
(see also [6]) and Guerra’s original representation is much better suited for this analysis.
In this paper we obtain new results about Poisson-Dirichlet point processes and Derrida-
Ruelle cascades that allow us to express Guerra’s interpolation entirely in the language of
the cascades and, in particular, to easily obtain Guerra’s representation of the error terms
from the corresponding representation via Derrida-Ruelle cascades. This interplay not only
streamlines the computations but also helps us understand Guerra’s interpolation on the
conceptual level.
We consider a Gaussian Hamiltonian HN(σ) indexed by spin configurations σ ∈ ΣN =
{−1,+1}N with covariance
EHN(σ
1)HN(σ
2) = ξ(R1,2) (1.1)
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where
R1,2 =
1
N
σ
1 · σ2 = 1
N
∑
i≤N
σ1i σ
2
i
is called the overlap of configurations σ1,σ2 and ξ is a smooth convex function such that
ξ(0) = 0. Given external field parameter h ∈ R, free energy is defined by
FN =
1
N
E log
∑
σ
exp
(
HN(σ) + h
∑
i≤N
σi
)
. (1.2)
The external field term h
∑
σi will play no special role in our considerations so for simplicity
of notations it will be omitted.
Guerra’s interpolation. Let us first recall Guerra’s construction. Given k ≥ 1, consider
sequences m and q such that
0 = m0 < m1 < . . . < mk−1 < mk = 1
and
0 = q0 < q1 < . . . < qk < qk+1 = 1.
Consider a matrix
Z = (zil) for 1 ≤ i ≤ N and 0 ≤ l ≤ k (1.3)
of independent Gaussian r.v. such that Ez2il = ξ
′(ql+1) − ξ′(ql), i.e. the coordinates of each
column are i.i.d. Let
s = (s1, . . . , sN) where si =
∑
0≤l≤k
zil.
For 0 ≤ t ≤ 1 we define an interpolating Hamiltonian by
Ht(σ) =
√
tHN(σ) +
√
1− t s · σ. (1.4)
Consider Xk = log
∑
σ
expHt(σ) and recursively for 1 ≤ l ≤ k define
Xl−1 =
1
ml
logEl expmlXl (1.5)
where El denotes the expectation in (zip) for 1 ≤ i ≤ N and l ≤ p ≤ k. By construction,
Xl is a function of (zip) for p ≤ l. This definition is slightly different from [12], where Xl
denoted what we callXl−1, but this indexing will be more convenient when we define Guerra’s
interpolation in terms of Derrida-Ruelle cascades. Finally, we consider
ϕ(t) = N−1 EX0. (1.6)
It should be obvious that ϕ(1) = FN and ϕ(0) can be easily computed since all coordinates
decouple and as a result ϕ(0) does not depend on N. Let θ(x) = xξ′(x)− ξ(x) and for any
a, b ∈ R define
∆(a, b) = ξ(a)− aξ′(b) + θ(b). (1.7)
By convexity of ξ, ∆(a, b) ≥ 0. The following holds.
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Theorem 1 (Guerra) We have,
ϕ′(t) = −1
2
θ(1) +
1
2
∑
1≤r≤k
(mr −mr−1)θ(qr)− 1
2
∑
1≤r≤k
(mr −mr−1)µr
(
∆(R1,2, qr)
)
, (1.8)
where µl will be described below.
Definition of µr. Fix 1 ≤ r ≤ k. Let
Wl = expml(Xl −Xl−1) for 1 ≤ l ≤ k.
Notice that by definition of Xl, Wl depends only on (zip) for p ≤ l. Consider two copies
Z1, Z2 of Z such that for all 1 ≤ i ≤ N
z1il = z
2
il for l ≤ r − 1 and z1il, z2il are independent for r ≤ l. (1.9)
This means that the columns 0 through r − 1 of Z1, Z2 are completely correlated and all
other columns are independent. We consider Hamiltonians H1t and H
2
t as above defined in
terms of Z1 and Z2 correspondingly and define X1l , X
2
l and W
1
l ,W
2
l accordingly. Then, for
a function f : Σ2N → R we define
µr(f) = E
∏
1≤l<r
W 1l
∏
r≤l≤k
W 1l W
2
l 〈f〉 (1.10)
where 〈·〉 is the Gibbs’ average on Σ2N with respect to Hamiltonian
Ht(σ
1,σ2) = H1t (σ
1) +H2t (σ
2).
Notice that in the first product for l < r we could also write W 2l since in this case by
construction W 1l = W
2
l .
Alternative definition of µr. Fix 1 ≤ r ≤ k. Consider a sequence n such that
nl = ml/2 for l < r and nl = ml for r ≤ l. (1.11)
In the notations of the first definition let Yk = log
∑
σ
1,σ2 expHt(σ
1,σ2) and recursively for
1 ≤ l ≤ k define
Yl−1 =
1
nl
logEl exp nlYl.
Let Vl = expnl(Yl − Yl−1) for 1 ≤ l ≤ k. Then, (1.10) is equivalent to
µr(f) = E
∏
1≤l≤k
Vl 〈f〉, (1.12)
where again 〈·〉 denotes the Gibbs’ average with respect to the Hamiltonian Ht(σ1,σ2).
To see that these definitions are the same, it is a simple exercise to show by induction
that Vl =W
1
l W
2
l for r ≤ l ≤ k and Vl =W 1l =W 2l for l < r (see Lemma 2.7 in [12]).
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Guerra’s interpolations via Derrida-Ruelle cascades. We will now define Guerra’s inter-
polation in the language of Derrida-Ruelle cascades similarly to [2].
Given 0 < m < 1, consider a Poisson point process Π of intensity measure x−1−mdx on
(0,∞). Let (un)n≥1 be a decreasing enumeration of Π and wn = un/
∑
l ul. The distribution
of (wn) is called Poisson-Dirichlet distribution PD(m, 0). We will identify a sequence (un)
with a point process Π and simply call (un) itself a Poisson point process.
Let us recall the construction of Derrida-Ruelle cascades (see, for example, [8], [5] or
[2]) which involves construction of several processes indexed by α ∈ Nk. Let us consider a
sequence
0 < m1 < m2 < . . . < mk < 1.
We start by constructing a family of point processes on the real line as follows.
(i) Let (un1)n1≥1 be a decreasing enumeration of a Poisson point process on (0,∞) with
intensity measure x−1−m1dx.
(ii) Recursively for 2 ≤ l ≤ k, for all (n1, . . . , nl−1) ∈ Nl−1 we define independent Poisson
point processes (un1...nl−1nl)nl≥1 with intensity measure x
−1−mldx independent of all
previously constructed processes (un1...nj ) for j ≤ l − 1.
(iii) For α = (n1, . . . , nk) ∈ Nk we define vα =
∏
1≤l≤k un1...nl and wα = vα
/∑
α vα.
The reason why the sum
∑
vα is well defined follows easily from the properties of Poisson
point processes (see, for example, [2], [5]). We assume that mk < 1 is because the sum of
Poisson point process corresponding to mk = 1 is not well defined (equal to +∞ a.s.). In the
interpolation that we will now describe one should formally treat the last step corresponding
tomk = 1 differently but this simple modification will unnecessarily complicate the notations.
Instead, for simplicity of notations, we will work with mk < 1 and then formally let mk → 1.
Let Z = (z0, z1, . . . , zk) be a column representation of a Gaussian matrix in (1.3). Let
us define a sequence Zα of copies of Z as follows.
(i) Let (zn1)n1≥1 be i.i.d. copies of z1.
(ii) Recursively for 2 ≤ l ≤ k, for all (n1, . . . , nl−1) ∈ Nl−1 we define independent sequences
(zn1...nl−1nl)nl≥1 of i.i.d. copies of zl independent of all (zn1...nj ) for j ≤ l − 1.
(iii) For all α = (n1, . . . , nk) ∈ Nk we define Zα = (zαil) = (z0, zn1, zn1n2, . . . , zn1...nk).
Let
sα = (sα1 , . . . , s
α
N) where s
α
i =
∑
0≤l≤k
zαil .
It is easy to check that, by construction, for any α, β ∈ Nk
Esαi s
β
i = ξ
′(qα∧β) and Es
α
i s
β
j = 0 for i 6= j (1.13)
where
α ∧ β =
{
min{l ≥ 1 : αl 6= βl} if α 6= β
k + 1 if α = β.
(1.14)
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For 0 ≤ t ≤ 1 we define a Hamiltonian
Ht(σ, α) =
√
tHN(σ) +
√
1− t sα · σ (1.15)
and define
ϕ(t) =
1
N
E log
∑
α,σ
wα expHt(σ, α). (1.16)
Based on the properties of Derrida-Ruelle cascades we will see that ϕ(t) is equal to Guerra’s
interpolation in (1.6). The definition (1.16) is similar to the Aizenman-Sims-Starr interpola-
tion in [2] with one difference that here we omit an additional term in (1.15). In the present
setting, due to the properties of Derrida-Ruelle cascades, adding this extra term is a matter
of taste. Not adding this term as the advantage to give an interpolation identical to Guerra’s
in (1.6). Let us consider a Gibbs probability measure Γ on ΣN × Nk defined by
Γ
{
(σ, α)
} ∼ wα expHt(σ, α). (1.17)
Theorem 2 We have
ϕ′(t) = −1
2
θ(1) +
1
2
E
〈
θ(qα∧β)
〉− 1
2
E
〈
∆(R1,2, qα∧β)
〉
(1.18)
where 〈·〉 is the Gibbs average with respect to Γ⊗2.
Proof. By (1.16) and (1.17),
ϕ′(t) =
1
2
√
t
E
〈
HN(σ)
〉− 1
2
√
1− tE
〈
sα · σ〉.
Using (1.1) and (1.13), Gaussian integration by parts easily implies that this is equal to
ϕ′(t) =
1
2
(ξ(1)− ξ′(1))− 1
2
E
〈
ξ(R1,2)− R1,2ξ′(qα∧β)
〉
= −1
2
θ(1) +
1
2
E
〈
θ(qα∧β)
〉− 1
2
E
〈
∆(R1,2, qα∧β)
〉
.
and this finishes the proof.
This proof illustrates that the computation of the derivative in this version of Guerra’s
interpolation is a simple exercise compared to the original computation of Theorem 1 in [3].
However, in Theorem 1 the corresponding error terms were defined much more precisely and
a priori it is not at all obvious how this can be deduced from (1.18). As the following shows,
the second term in (1.18) is equal to the second term in (1.8).
Theorem 3 For all 1 ≤ r ≤ k and for all 0 ≤ t ≤ 1,
E〈I(α ∧ β = r)〉 = EΓ⊗2{α ∧ β = r} = mr −mr−1. (1.19)
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This implies that
E
〈
θ(qα∧β)
〉
=
∑
1≤r≤k
E
〈
I(α ∧ β = r)〉 θ(qr) = ∑
1≤r≤k
(mr −mr−1)θ(qr).
It remains to understand the last term in (1.18). Note that in each error term in the last
sum in (1.8), the overlap R1,2 is compared to a fixed value qr. Therefore, it seems natural
that fixing α ∧ β = r in the Gibbs average in (1.18) would produce a corresponding term in
(1.8). This turns out to be true but the proof will require new results about Poisson-Dirichlet
point processes and Derrida-Ruelle cascades.
Theorem 4 For 1 ≤ r ≤ k, we have
E
〈
∆(R1,2, qα∧β)I(α ∧ β = r)
〉
= (mr −mr−1)µr
(
∆(R1,2, qr)
)
. (1.20)
The alternative definition of µr above played an important role in the proof of Parisi formula
in [12] and one might be interested in the corresponding representation via Derrida-Ruelle
cascades if one, for example, wishes to write the interpolation in [12] for coupled copies via
the cascades. This can be expressed as follows. Let (Z1, Z2) be a pair of matrices defined
in (1.9). Let n be a sequence defined in (1.11) and let w
(r)
α be the Derrida-Ruelle cascades
corresponding to parameters given by n. Next, we generate a sequence (Z1, Z2)α as above
by treating a pair of matrices as a block matrix with twice as many rows. We define a
Hamiltonian on Σ2N × Nk by
Ht(σ
1,σ2, α) =
√
tHN(σ
1) +
√
1− t s1,α · σ1
+
√
tHN(σ
2) +
√
1− t s2,α · σ2 (1.21)
and define a Gibbs’ measure Γr on Σ
2
N × Nk by
Γr
{
(σ1,σ2, α)
} ∼ w(r)α expHt(σ1,σ2, α). (1.22)
The following holds.
Theorem 5 For any function f : Σ2N → R we have µr(f) = E〈f〉r and, in particular,
µr
(
∆(R1,2, qr)
)
= E〈∆(R1,2, qr)〉r (1.23)
where 〈·〉r is the average with respect to the Gibbs measure Γr in (1.22).
2 Properties of Poisson-Dirichlet point processes.
In this section we obtain new results regarding the Poisson-Dirichlet point process and in the
next section we will generalize them to Derrida-Ruelle cascades. These results will immedi-
ately imply Theorems 3, 4 and 5. First, let us state a well-known property of Poisson-Dirichlet
point process (see [8] or Lemma 6.5.15 in [10]).
6
Lemma 1 Let 0 < m < 1. If (un) is a Poisson point process with intensity measure
dµ = x−1−mdx on (0,∞)
and Un > 0 are i.i.d. random variables such that EUn <∞ then
(unUn) and (un(EU
m
1 )
1/m)
are both Poisson point processes with the same intensity measure EUm1 dµ.
Next, we will prove a result that contains the main idea of the paper. Let X be a complete
separable metric space that we will also view as a measurable space with Borel σ-algebra.
Consider an i.i.d. sequence (Xn, Yn) with distribution ν on R× X independent of (un) and
such that Xn > 0. Let ν1, ν2 denote the marginals of ν and νx denote a regular conditional
distribution of Y given X = x. Suppose that EX < ∞ and define by νm a probability
measure on X
νm(B) =
∫
xm
EXm
νx(B)dν1(x)
which is obviously a distribution of Y under the change of density Xm/EXm, i.e. for any
measurable function φ, ∫
φ(y)dνm(y) =
EXmφ(Y )
EXm
.
The following holds.
Lemma 2 Poisson point process (unXn, Yn) has the same distribution as a point process
((EXm)1/mun, Y
′
n) where (Y
′
n) is an i.i.d. sequence independent of (un) with distribution νm.
Proof. By the marking theorem ([4]) a point process (un, Xn, Yn) is a Poisson point process
with intensity measure µ⊗ν on (0,∞)×(0,∞)×X .By the mapping theorem ([4]), (unXn, Yn)
is a Poisson point process with intensity measure given by the image of µ ⊗ ν under the
mapping (u, x, y)→ (ux, y) if this measure has no atoms. Let us compute this image measure.
Given two measurable sets A ⊆ (0,∞) and B ⊆ X ,
µ⊗ ν(ux ∈ A, y ∈ B) =
∫
µ(u : ux ∈ A)νx(B)dν1(x).
For x > 0 we have
µ(u : xu ∈ A) =
∫
I(xu ∈ A)x−1−mdx = um
∫
I(z ∈ A)z−1−mdz = umµ(A)
and, therefore,
µ⊗ ν(ux ∈ A, y ∈ B) =
∫
xmµ(A)νx(B)dν1(x) = EX
mµ(A)⊗ νm(B).
Since measure EXmµ is the intensity measure of a Poisson point process ((EXm)1/mun) this
finishes the proof.
As an application of Lemma 2 we will give a new simple proof of Theorem 6.4.5 in [10].
7
Corollary 1 If (Xn, Yn) are i.i.d. such that X ≥ 1 and EX2,EY 2 <∞ then
E
∑
unYn∑
unXn
=
EXm−1Y
EXm
, (2.1)
E
∑
u2nY
2
n
(
∑
unXn)2
= (1−m)EX
m−2Y 2
EXm
, (2.2)
E
∑
n 6=m unumYnYm
(
∑
unXn)2
= m
(
EXm−1Y
EXm
)2
. (2.3)
Proof. If we denote by c = (EXm)1/m then by Lemma 2,
E
∑
unYn∑
unXn
= E
∑
(unXn)(Yn/Xn)∑
unXn
= E
∑
(unc)(Yn/Xn)
′∑
unc
= E
Xm
EXm
Y
X
since the markings (Yn/Xn)
′ are independent of (un) and the distribution is given by the
change of density Xm/EXm. Similarly,
E
∑
u2nY
2
n
(
∑
unXn)2
= E
∑
(unXn)
2(Yn/Xn)
2
(
∑
unXn)2
= E
∑
(unc)
2(Yn/Xn)
′2
(
∑
unc)2
= E
Xm
EXm
Y 2
X2
E
∑
u2n
(
∑
un)2
.
To finish the proof of (2.2) it remains to use a well-known fact (Corollary 2.2 in [8] or
Proposition 1.2.7 in [10])
E
∑
w2n = (1−m). (2.4)
Finally,
E
∑
n 6=m unumYnYm
(
∑
unXn)2
= E
∑
n 6=m(unXn)(umXm)(Yn/Xn)(Ym/Xm)
(
∑
unXn)2
= E
∑
n 6=m(unc)(umc)(Yn/Xn)
′(Ym/Xm)
′
(
∑
unc)2
= m
(
E
Xm
EXm
Y
X
)2
since by (2.4), E
∑
n 6=mwnwm = 1− E
∑
w2n = m.
3 Properties of Derrida-Ruelle cascades.
Let us construct a general random process Zα indexed by α ∈ Nk in a much more general
way than the random matrix process in the second version of Guerra’s interpolation above.
Consider complete separable metric spaces X1, . . . ,Xk which we also view as measurable
spaces with Borel σ-algebras and for 1 ≤ l ≤ k let
X l = X1 × . . .× Xl.
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Consider a probability measure ν on X1 and for 1 ≤ l < k consider regular conditional
distributions
νl(·|x) on Xl+1 for x ∈ X l. (3.1)
We generate a process
Zα = (zn1 , zn1n2 , . . . , zn1n2...nk) ∈ X k
according to the following recursive procedure.
(i) Generate i.i.d. random variables (zn1)n1≥1 with distribution ν.
(ii) Recursively over 2 ≤ l ≤ k, given (zn1 , . . . , zn1...nl−1) for all n1 . . . nl−1 ∈ N we generate
i.i.d. sequences (zn1...nl−1nl)nl≥1 with distributions
νl(·|zn1, . . . , zn1...nl−1) (3.2)
independently for all n1, . . . , nl−1.
(iii) For each α = (n1, . . . , nk) ∈ Nk we define Zα = (zn1 , zn1n2 , . . . , zn1...nk) ∈ X k.
For convenience of notations, given α = (n1, . . . , nk) we denote for 1 ≤ l ≤ k,
αl = (n1 . . . nl), uαl = un1...nl and vαl =
∏
1≤j≤l
uαj (3.3)
so that vαl+1 = vαluαl. Given Zα ∈ X k we denote
zαl = zn1...nl and Zαl = (zn1, . . . , zn1...nl).
Consider a measurable function X : X k → R such that E expX(Zα) <∞. Let Xα = X(Zα)
and recursively for 1 ≤ l ≤ k define
Xαl−1 =
1
ml
logEl expmlXαl (3.4)
where El denotes the expectation conditionally on (Zαl−1)α∈Nk and
Wαl = expml(Xαl −Xαl−1). (3.5)
Thus, both Xαl and Wαl are functions of Zαl. In particular, X0 := Xα0 is a constant. It will
be convenient to think of Wαl as a function of two variables
Wαl =Wl(Zαl−1 , zαl).
Let us now generate another process Z ′α exactly the same way as Zα with one modifi-
cation that instead of (3.2) the distribution of (z′n1...nl−1nl)nl≥1 conditionally on Z
′
αl−1 =
(z′n1 , . . . , z
′
n1...nl−1
) will be given by
Wl(Z
′
αl−1 , x) dνl(x|Z ′αl−1). (3.6)
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This is a probability measure because by (3.4), (3.5) and (3.2),
∫
Wl(Z
′
αl−1 , x) dνl(x|Z ′αl−1) = El expml(Xαl −Xαl−1) = 1.
For 1 ≤ l ≤ k, let us define
eαl = exp(Xαl −Xαl−1). (3.7)
The following in the generalization of Lemma 2.
Lemma 3 The point processes
(uα1eα1 , . . . , uαkeαk , Zαk) and (uα1, . . . , uαk , Z
′
αk) (3.8)
on R+
k × X k have the same distribution.
Proof. The proof is by induction on k. The case k = 1 immediately follows from Lemma 2.
Consider k > 1. By induction assumption, point processes
(uα1eα1 , . . . , uαk−1eαk−1 , Zαk−1) and (uα1 , . . . , uαk−1 , Z
′
αk−1) (3.9)
have the same distribution. If we write
Zαk = (Zαk−1 , zαk) and Z
′
αk = (Z
′
αk−1 , z
′
αk)
it suffices to show that conditionally on the processes (3.9), the two processes
(
uαkeαk , zαk
)
and
(
uαk , z
′
αk
)
(3.10)
have the same distribution . Let us write αk = (αk−1, n) and for a fixed αk−1 look at the
point process
(
uαkeαk , zαk
)
n≥1
. Let us apply Lemma 2 to this sequence conditionally on (3.9).
By (3.4),
Eke
mk
αk
= Ek expmk(X(αk−1,n) −Xαk−1) = 1
and, therefore, by Lemma 2, the point processes
(
uαkeαk , zαk
)
n≥1
and
(
u(αk−1,n), z
′
(αk−1,n)
)
n≥1
(3.11)
have the same distribution, where z′(αk−1,n) is distributed as z(αk−1,n) under the change of
density
emk
αk
Eke
mk
αk
= expmk(X(αk−1,n) −Xαk−1) =Wk(Zαk−1 , zαk).
By construction, z(αk−1,n) are distributed according to νl(·|Zαk−1) and the change of density
defines a distribution
Wk(Zαk−1, x) dνk(x|Zαk−1)
which is precisely the distribution (3.6) for l = k. Since conditionally on (3.9) processes
(3.11) are generated independently for all αk−1, this shows that conditionally on (3.9) both
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processes in (3.10) are generated according to the same distribution and this finishes the
proof.
In particular, Lemma 3 implies that the processes
vα exp(Xα −X0) =
∏
1≤l≤k
uαleαl and vα =
∏
1≤l≤k
uαl (3.12)
have the same distribution, which generalizes Theorem 5.4 in [2]. As a consequence we get
(Proposition 2 in [5])
E log
∑
wα expXα = X0. (3.13)
Using (3.13) one only needs to compare the definitions to observe the equality of (1.6) and
(1.16). Using (3.12), Lemma 3 also implies that
(
vα exp(Xα −X0), Zα
)
and
(
vα, Z
′
α
)
(3.14)
have the same distribution. As we will now show, this immediately implies Theorems 4 and
5. Moreover, the change of density (3.6) makes the definition of measures µr in Guerra’s
interpolation in (1.8) much more transparent.
In addition to X , consider a measurable function Y : X k → R such that EY 2(Zα) <∞
and let Yα = Y (Zα). Theorem 5 is an immediate consequence of the following.
Theorem 6 We have
E
∑
α vα(expXα) Yα∑
α vα expXα
= E
∏
1≤l≤k
WαlYα. (3.15)
Proof. The proof follows immediately by (3.14), because
E
∑
α vα(expXα) Y (Zα)∑
α vα expXα
= E
∑
wαY (Z
′
α)
= EY (Z ′α) = E
∏
1≤l≤k
WαlYα,
where in the second line α is fixed and the last equality holds since the distribution of Z ′α is
defined by the change of density (3.6).
Let us now fix 1 ≤ r ≤ k. Consider a measurable function Y : X k × X k → R such
that EY 2(Zα, Zβ) < ∞ for any α, β ∈ Nk and let Yα,β = Y (Zα, Zβ). Let us consider fixed
α, β ∈ Nk such that α ∧ β = r. Let
Mr = E
∏
l<r
Wαl
∏
l≥r
WαlWβlYα,β.
Clearly, Mr depends on α and β only through r = α ∧ β. Theorem 4 is an immediate
consequence of the following.
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Theorem 7 We have
E
∑
α∧β=r vαvβ exp(Xα +Xβ) Yα,β
(
∑
α vα expXα)
2 = (mr −mr−1)Mr. (3.16)
Proof. Again, by (3.14)
E
∑
α∧β=r vαvβ exp(Xα +Xβ) Yα,β
(
∑
α vα expXα)
2 = EY (Z
′
α, Z
′
β)E
∑
α∧β=r
wαwβ,
where EY (Z ′α, Z
′
β) is taken for any fixed α and β such that α ∧ β = r. By construction, this
expectation is equal to Mr because the distribution of Z
′
α is defined by the change of density
(3.6) and, because, since α ∧ β = r, the function Y (Z ′α, Z ′β) depends on one copy z′αl = z′βl
for l < r and on two independent copies z′
αl
and z′
βl
for l ≥ r. It remains to show that
E
∑
α∧β=r
wαwβ = mr −mr−1. (3.17)
Given α ∈ Nk let us write αr = (a, n) for a ∈ Nr−1 and n ∈ N. If α∧ β = r then βr = (a,m)
for m 6= n. In the notations of (3.3) let us define U(a,n) =
∑
γ:γr=(a,n)
∏
r<l≤k uγl. Then
∑
α∧β=r
wαwβ =
∑
α∧β=r vαvβ(∑
α vα
)2 =
∑
a v
2
a
∑
n 6=m(u(a,n)U(a,n))(u(a,m)U(a,m))(∑
a va
∑
n u(a,n)U(a,n)
)2 .
A sequence (U(a,n)) is i.i.d. by construction and, therefore, by Lemma 1, a point process
(u(a,n)U(a,n)) has the same distribution as (u(a,n)c) where c = (EU
mr
(a,n))
1/mr <∞. As a result,
E
∑
α∧β=r
wαwβ = E
∑
a v
2
a
∑
n 6=m u(a,n)u(a,m)(∑
a va
∑
n u(a,n)
)2 .
Using that ∑
n 6=m
u(a,n)u(a,m) =
(∑
n
u(a,n)
)2 −∑
n
u2(a,n) = U
2
a −
∑
n
u2(a,n)
where we introduced Ua =
∑
n u(a,n), we can write
E
∑
a v
2
a
∑
n 6=m u(a,n)u(a,m)(∑
a va
∑
n u(a,n)
)2 = E
∑
a(vaUa)
2
(
∑
a vaUa)
2 − E
∑
a,n v
2
(a,n)(∑
a,n v(a,n)
)2 . (3.18)
By Corollary 3.3 in [8], the process (va,n/
∑
va,n) has Poisson-Dirichlet distribution PD(mr, 0).
By Lemma 3 above, the process (vaUa/
∑
vaUa) has the same distribution as the process
(va/
∑
va) which again, by Corollary 3.3 in [8], is PD(mr−1, 0). Therefore, using (2.4) twice
implies that the right hand side of (3.18) is equal to (1 − mr) − (1 −mr−1) = mr −mr−1.
This finishes the proof.
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Finally, we prove Theorem 3.
Proof of Theorem 3. Let Γ1 be a marginal on N
k of measure Γ defined in (1.17). Then
Γ1{α} = vαfα
/∑
α
vαfα where fα =
∑
σ
expHt(σ, α). (3.19)
By Lemma 3, conditionally on HN(σ) and (zi0, yi0)1≤i≤N , the sequence (Γ1{α})α∈Nk is equal
in distribution to the sequence (wα)α∈Nk and, consequently, the same is true unconditionally.
Therefore,
EΓ⊗2{α ∧ β = r} = EΓ⊗21 {α ∧ β = r} = E
∑
α∧β=r
wαwβ = mr −mr−1,
using (3.17). This finishes the proof.
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