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Abstract
We analytically compute the thermoelectric conductivities at zero frequency (DC) in the
holographic dual of a four dimensional Einstein-Maxwell-Axion-Dilaton theory that admits a
class of asymptotically hyperscaling violating Lifshitz backgrounds with a dynamical exponent
z and hyperscaling violating parameter θ. We show that the heat current in the dual Lifshitz
theory involves the energy flux, which is an irrelevant operator for z > 1. The linearized fluctua-
tions relevant for computing the thermoelectric conductivities turn on a source for this irrelevant
operator, leading to several novel and non-trivial aspects in the holographic renormalization pro-
cedure and the identification of the physical observables in the dual theory. Moreover, imposing
Dirichlet or Neumann boundary conditions on the spatial components of one of the two Maxwell
fields present leads to different thermoelectric conductivities. Dirichlet boundary conditions re-
produce the thermoelectric DC conductivities obtained from the near horizon analysis of Donos
and Gauntlett, while Neumann boundary conditions result in a new set of DC conductivities.
We make preliminary analytical estimates for the temperature behavior of the thermoelectric
matrix in appropriate regions of parameter space. In particular, at large temperatures we find
that the only case which could lead to a linear resistivity ρ ∼ T corresponds to z = 4/3.
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1 Introduction and summary of results
Recent years have seen growing efforts to extend the dictionary of holography beyond the original
paradigm of the AdS/CFT correspondence, and generalize it to spacetimes with different asymp-
totics from those of AdS. In particular, there has been interest in extensions to quantum field
theories that may not be relativistic in the UV, with Lifshitz theories providing a prime example
[1, 2, 3, 4, 5, 6, 7, 8, 9]. These efforts are part of a broader program to enlarge the universality class
of theories to which holographic techniques can be applied, and also to understand how symmetries
and symmetry breaking mechanisms are encoded in a spacetime description. Much of this program
has been motivated by the intriguing behavior of many novel, strongly correlated quantum phases
of matter that typically lack a quasiparticle description, but are amenable to being probed with
the tools of holography. Indeed, the latter can offer a new analytical window into the dynamics of
such phases, and provide insight into their unconventional transport behavior. For a comprehensive
review with a focus on condensed matter applications see e.g., [10].
Thus far, most holographic studies of transport have been framed within the context of systems
which break Lorentz invariance in the IR, but emanate from a relativistic conformal fixed point in
the UV. Such constructions, which rely on geometries that approach AdS at the boundary, have
proven fruitful for probing a rich variety of IR phases, whose behavior is captured by the near-
horizon region of the geometry. However, non-relativistic UV fixed points and their hyperscaling
violating generalizations are interesting in their own right, and furthermore broaden the class of
renormalization group (RG) flows that can be modeled holographically, offering novel ways to make
contact with condensed matter systems. In particular, in order to identify the physical observables
in non-relativistic theories holographically it is necessary to place them at the UV of the RG
flow, that is to consider bulk backgrounds that are asymptotically non-relativistic, and develop the
corresponding holographic dictionary.
To this end, in this paper we examine a four dimensional Einstein-Maxwell-Axion-Dilaton the-
ory that admits a class of non-relativistic geometries that are asymptotically Lifshitz and exhibit
hyperscaling violation. They are parametrized by a dynamical critical exponent z and a hyper-
scaling violating parameter θ, which characterizes the anomalous scaling of the free energy of the
system. The axionic fields included in the model break translational invariance along the boundary
directions, thus providing a mechanism to dissipate momentum [11, 12, 13, 14], a crucial ingredient
for a realistic description of materials with impurities and an underlying lattice structure. The
theory we focus on involves two massless U(1) gauge fields, one responsible for the Lifshitz-like
nature of the background solutions, while the other is analogous to a standard Maxwell field in
asymptotically-AdS charged black holes.
The electrical DC conductivity matrix for this model was computed originally in [15], using
the near horizon analysis of [16]. Subsequently, [17] computed the full thermoelectric conductiv-
ity matrix in the presence of a background magnetic field, using the same near horizon analysis.4
However, the near horizon analysis does not suffice to identify the conserved currents in the dual
4See also [18, 19]. Note, however, that there are a number of subtleties in their analysis, including choices of
parameters which lead to violations of the null energy condition. Some of their results differ from ours.
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Lifshitz theory whose two-point functions determine the thermoelectric conductivities. Moreover,
both the identification of the conserved currents in the Lifshitz theory and the corresponding con-
ductivities depend on the boundary conditions for the bulk fields imposed at infinity. In particular,
the conductivities obtained from the near horizon analysis correspond only to one specific boundary
condition, out of an infinite family of possible boundary conditions.
In this paper we consider linearized fluctuations around a class of purely electric asymptotically
hyperscaling violating Lifshitz backgrounds with axion charge that turn on all the modes neces-
sary to obtain the full matrix of thermoelectric conductivities. Through a careful analysis of the
asymptotic behavior of the solutions at the UV we determine the boundary counterterms necessary
to renormalize the theory and identify the physical observables in the dual Lifshitz theory. One of
our main observations is that the fluctuations necessary to compute the thermoelectric conductiv-
ities turn on a source for the energy flux, which is an irrelevant operator in the energy-momentum
complex of the dual Lifshitz theory [4]. This leads to several subtleties in the holographic renor-
malization of the theory, which we address in detail. Moreover, we consider both Dirichlet and
Neumann boundary conditions for the gauge field supporting the Lifshitz background and show
that these boundary conditions result in a different set of thermoelectric conductivities for the sec-
ond Maxwell field. In fact, there is an infinite set of possible boundary conditions, parameterized
by SL(2,Z) [20], all leading to a different set of conductivities. Only the conductivities corre-
sponding to Dirichlet boundary conditions on the gauge field supporting the Lifshitz background
match those obtained from the near horizon analysis, which has mostly been used in the literature.
However, we show that boundary conditions at the UV provide a mechanism for obtaining different
conductivities from the same bulk theory.
The conductivities we obtain from Dirichlet and Neumann boundary conditions have a rich
but distinct behavior as a function of temperature and are sensitive to the various parameters
characterizing the background solution. We perform a preliminary analysis of their temperature
dependence by looking for regions in the parameter space where they exhibit approximate scaling
behavior with the temperature. We identify several clean scaling regimes in the limit of large
temperature, which in our setup probes the Lifshitz theory in the UV. Rather intriguingly, the
only case we could identify that can potentially lead to a linear resistivity arises in the case of
Dirichlet boundary conditions for the specific value z = 4/3 of the dynamical exponent, which was
also singled out in the field theory analysis of [21].
The paper is organized as follows. In section 2 we present the general class of models we are
interested in, both in the Einstein and the so called ‘dual frame’ [22], as well as the generic back-
grounds around which we linearize the equations of motion. We consider backgrounds carrying
only electric Maxwell charge and magnetic axion charge in order to incorporate momentum dissi-
pation. A significant part of our analysis is carried out for generic backgrounds and applies to a
wide range of UV asymptotics, including AdS4 and hyperscaling violating Lifshitz with arbitrary
dynamical exponents. A specific exact asymptotically hyperscaling violating Lifshitz black brane
solution studied in [15] is reviewed in subsection 2.3 and is the focus of most of our subsequent
analysis. Section 3 contains our study of the linearized fluctuation equations, which are collected
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in appendix A. In particular, we obtain the general solution of the fluctuation equations in the
small frequency limit and with infalling boundary conditions on the horizon. Specializing to the
exact background of subsection 2.3, we then obtain the asymptotic UV expansions of the linear
fluctuations and determine the boundary terms required in order to renormalize the theory. Fi-
nally, we identify the physical observables in the dual Lifshitz theory for two different boundary
conditions on the bulk gauge field supporting the Lifshitz background. All two-point functions
captured by the linear fluctuations we consider are presented in section 4, and the corresponding
DC conductivities are obtained after the identification of the thermal current in the dual Lifshitz
theory. We conclude in section 5, where we also discuss a number of possible directions for future
work. The radial Hamiltonian description of the bulk dynamics, which is used to renormalize the
theory, is summarized in appendix B.
2 Hyperscaling violating Lifshitz black branes with axion charge
We are interested in asymptotically hyperscaling violating Lifshitz backgrounds supported by a
massless gauge field and a running dilaton [2]. Additionally, we turn on spatial profiles for a
number of axion fields in order to break translation invariance [23, 24], which ensures that the DC
conductivities are finite.
Einstein frame Specifically, the model we consider is described by the Einstein frame action
S =
1
2κ2
∫
M
dds+2x
√−g
(
R− α(∂φ)2 − ΣIJ(φ)F IµνF Jµν − Z(φ)(∂χa)2 − V (φ)
)
+ SGH, (2.1)
where ds denotes the number of spatial dimensions of the conformal boundary, κ
2 = 8piGds+2 is
the gravitational constant in ds + 2 dimensions, and SGH denotes the Gibbons-Hawking term
SGH =
1
2κ2
∫
∂M
dds+1x
√−γ 2K. (2.2)
We have allowed for a generic normalization of the dilaton kinetic term, corresponding to the
positive definite parameter α, for later convenience. The indices a = 1, · · · , ds run over all ds
axion fields, while the indices I, J run over a yet unspecified number of Abelian gauge fields. The
summation convention is adopted for the indices a and I, J , in addition to the spacetime indices
µ, ν. Finally, the symmetric matrix ΣIJ(φ) and the functions Z(φ) and V (φ) are going to be kept
generic for most part of our analysis, except that ΣIJ(φ) is required to be invertible with strictly
positive eigenvalues.
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The equations of motion following from the action (2.1) are
Rµν = Z(φ)∂µχ
a∂νχ
a + α∂µφ∂νφ+
1
ds
V (φ)gµν + 2ΣIJ(φ)
(
F IµρF
J
ν
ρ − 1
2ds
F IρσF
Jρσgµν
)
,
∇µ(Z(φ)∂µχa) = 0, 2αφ− V ′(φ) = Σ′IJ(φ)F IρσF Jρσ, ∇µ(ΣIJ(φ)F Jµν) = 0. (2.3)
Dual frame As for non-conformal branes [22], the holographic dictionary for asymptotically
hyperscaling violating Lifshitz backgrounds is best understood in the so called ‘dual frame’ [9],
obtained by a Weyl rescaling of the Einstein frame metric as
gµν = e
−2ξφgµν , (2.4)
where the parameter ξ is proportional to the hyperscaling violating exponent θ (see eq. (2.21)). In
the dual frame the action (2.1) takes the form
Sξ =
1
2κ2
∫
M
dds+2x
√
−g edsξφ
(
R−αξ(∂φ)2−ΣξIJ(φ)F
I
µνF
Jµν−Zξ(φ)(∂χa)2−Vξ(φ)
)
+SξGH, (2.5)
where we have defined
αξ = α− ds(ds + 1)ξ2, ΣξIJ(φ) = e−2ξφΣIJ(φ), Zξ(φ) = Z(φ), Vξ(φ) = e2ξφV (φ). (2.6)
Moreover, the Gibbons-Hawking term in the dual frame is
SξGH =
1
2κ2
∫
∂M
dds+2x
√
−γ edsξφ2K. (2.7)
All quantities with an over-bar are constructed using the dual frame metric (2.4). In the analysis
that follows we will use both the Einstein and dual frame variables, depending on which frame is
more convenient for different aspects of the analysis.
2.1 Anisotropic black brane solutions
Depending on the choice of the functions Z(φ), ΣIJ(φ) and V (φ), the action (2.1) admits a wide
range of planar solutions, including black holes and domain walls at finite charge density. Such
solutions can be asymptotically AdS, conformal to AdS, Lifshitz, or hyperscaling violating Lifshitz.
In this paper the functions of the dilaton in the action (2.1) will be chosen such that the equations
of motion admit asymptotically hyperscaling violating Lifshitz backgrounds, with generic values of
the Lifshitz and hyperscaling violating exponents z and θ.
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In the Einstein frame we parameterize the planar background solutions we are interested in as
ds2B = dr
2 + e2A(r)
(−f(r)dt2 + dxadxa) ,
AIB = a
I(r)dt, φB = φB(r), χ
a
B = px
a, (2.8)
where again the index a = 1, 2, . . . , ds, runs over all spatial dimensions along the conformal bound-
ary and p 6= 0 is the isotropic axion charge [25]. The fieldstrength of the Abelian gauge fields on
the backgrounds (2.8) is given by
F IB = dA
I
B = a˙
I dr ∧ dt, (2.9)
where the dot denotes a derivative with respect to the canonical Einstein frame radial coordinate r.
In the following we will occasionally use the alternative ‘domain wall’ radial coordinate u, defined
through the relation
∂r = −
√
f e−A∂u. (2.10)
In terms of the radial coordinate u the Einstein frame background metric (2.8) takes the form
ds2 = e2A(u)
(
du2
f(u)
− f(u)dt2 + dxadxa
)
. (2.11)
Einstein frame background field equations Inserting the ansatz (2.8) in the field equations
(2.3) leads to the system of coupled equations
dsA˙
(
(ds + 1)A˙+
f˙
f
)
− αφ˙2B + V (φB) + dsp2Z(φB)e−2A + 2f−1e−2AΣIJ(φB)a˙I a˙J = 0, (2.12a)
A¨+ A˙
(
(ds + 1)A˙+
f˙
2f
)
+ p2Z(φB)e
−2A +
1
ds
(
V (φB) + 2e
−2Af−1ΣIJ(φB)a˙I a˙J
)
= 0, (2.12b)
f¨ + f˙
(
(ds + 1)A˙− f˙
2f
)
− 2p2fZ(φB)e−2A − 4e−2AΣIJ(φB)a˙I a˙J = 0, (2.12c)
2αφ¨B + 2α
(
(ds + 1)A˙+
f˙
2f
)
φ˙B − V ′(φB)− dsp2Z ′(φB)e−2A + 2
f
e−2AΣ′IJ(φB)a˙
I a˙J = 0, (2.12d)
∂r
(
ΣIJ(φB)e
(ds−1)Af−1/2a˙J
)
= 0. (2.12e)
The Maxwell equation can be integrated directly to obtain
ΣIJ(φB)e
(ds−1)Af−1/2a˙J = −qI , (2.13)
where the integration constants qI are electric charges associated with the Abelian gauge fields A
I
B.
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2.2 Asymptotically hyperscaling violating Lifshitz backgrounds
The system of equations (2.12) admits asymptotically hyperscaling violating Lifshitz solutions
with generic dynamical exponent z and hyperscaling violation parameter θ provided at least one
of the gauge fields, here taken to be a1, has a non-trivial profile, while, at least asymptotically
[26, 27, 28, 29, 30, 31, 32, 33, 34, 9]
V (φ) ∼ −(ds + z − θ)(ds + z − θ − 1)e
2θ
dsµ
φ
, Σ11(φ) ∼ Σoe
2(ds−1)θ−2d2s
dsµ
φ
, (2.14)
where Σo is an arbitrary positive definite constant and
µ2 =
(ds − θ)(dsz − ds − θ)
dsα
. (2.15)
Recall that the parameter α corresponds to the normalization of the dilaton kinetic term in (2.1) and
can be specified at will. Moreover, the electric charge of the gauge field supporting the hyperscaling
violating Lifshitz background is related to the dynamical exponents as
q1 = ±
√
(z − 1)(ds + z − θ)
32Σo
. (2.16)
The null energy condition (NEC) for this class of solutions requires that z ≥ 1 and θ ≤ ds + z.
There exists another class of hyperscaling violating Lifshitz solutions of (2.12) with vanishing gauge
fields, but those solutions have a fixed hyperscaling violating exponent θ = ds + z [34, 9] and we
will not consider them here further.
In terms of the radial coordinate r in the ansatz (2.8), the hyperscaling violating Lifshitz
solutions of (2.12) asymptotically take the form
ds2B ∼ dr2 − (|θ|r/ds)2−
2dsz
θ dt2 + (|θ|r/ds)2−
2ds
θ dxadxa,
a1(r) ∼ 4sgn(θ)q1
ds + z − θ (|θ|r/ds)
− ds(ds+z−θ)
θ , φB(r) ∼ −dsµ
θ
log r, (2.17)
while the asymptotic behavior of the second gauge field, a2(r), depends on the choice of the function
Σ22(φ) and it is assumed to contribute to the bulk stress tensor at subleading order relative to the
gauge field a1(r) that supports the asymptotic solution. Notice that in these coordinates the UV is
located at r →∞ for θ < 0 and at r = 0 for θ > 0 [9]. Moreover, the case θ = 0, corresponding to
an asymptotically Lifshitz background, looks like a singular limit of the asymptotic solution (2.17).
A radial coordinate that is better suited for describing hyperscaling violating Lifshitz back-
grounds can be defined as [9]
dr¯ = −sgn(θ)e θdsµφdr, (2.18)
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which leads to the asymptotic relation
r ∼ ds|θ|e
− θ
ds
r¯. (2.19)
In terms of the radial coordinate r¯ the asymptotic solution (2.17) becomes
ds2B ∼ e−
2θr¯
ds
(
dr¯2 − e2zr¯dt2 + e2r¯dxadxa
)
,
a1(r¯) ∼ 4sgn(θ)q1
ds + z − θ e
(ds+z−θ)r¯, φB(r¯) ∼ µr¯. (2.20)
In this coordinate system the metric is manifestly conformally related to a Lifshitz geometry and
the solution for θ = 0 can be smoothly obtained as a limiting case. Moreover, setting the parameter
ξ that defines the dual frame metric in (2.4) to
ξ = − θ
dsµ
, (2.21)
one can identify the radial coordinate r¯ with the canonical radial coordinate in the dual frame,
where the background (2.17) becomes asymptotically Lifshitz, i.e. in the dual frame
ds¯2B ∼ dr¯2 − e2zr¯dt2 + e2r¯dxadxa. (2.22)
Another advantage of the radial coordinate r¯ is that, as follows from the asymptotic relation (2.19),
the UV is located at r¯ →∞ for any value of θ.
Evading the curvature singularity for θ > 0 For θ < 0 the conformal factor in the Einstein
frame metric (2.20) blows up as r¯ → ∞, while it approaches zero for θ > 0. As a consequence,
the Einstein frame metric possesses a well defined conformal boundary for θ < 0, but for θ > 0
there is a curvature singularity at r¯ →∞. In contrast, the dual frame metric (2.22) is independent
of the hyperscaling exponent θ and, hence, possesses a well defined conformal boundary for all
θ. Since hyperscaling violating Lifshitz backgrounds necessarily involve a running dilaton that
diverges at the UV, it was argued in [9] that the presence of a metric curvature singularity is
a frame-dependent property that can be avoided simply by going to the dual frame. Instead of
discarding the case θ > 0, therefore, we postulate that the holographic dictionary for all values of
θ should be constructed in the dual frame.
2.3 An exact black brane solution
An exact asymptotically hyperscaling violating black brane solution of (2.12) with non-zero axion
charge was presented in [15] (see also [18, 17]) for the case ds = 2 and generic exponents z and
θ, subject to a number of conditions that we will specify shortly. This solution exists when the
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expressions (2.14) hold exactly, instead of merely asymptotically near the UV. Specifically, the
Lagrangian that admits the solutions found in [15] corresponds to the choice of functions
V (φ) = −(2 + z − θ)(1 + z − θ)eθφ/µ, Σ11(φ) = 1
4
e(θ−4)φ/µ,
Σ12(φ) = Σ21(φ) = 0, Σ22(φ) =
1
4
e(2z−2−θ)φ/µ, Z(φ) =
1
2
e
µ
θ−2φ, (2.23)
with the normalization of the dilaton kinetic term in (2.1) chosen such that α = 1/2. The exact
black brane solution discussed in [15, 17] then takes the form5
ds2 = v−θ
(
−v2zF(v)dt2 + dv
2
F(v)v2 + v
2d~x2
)
, φ = µ log v, χa = p xa,
a1 =
4sgn(θ)q1
2 + z − θ (v
2+z−θ − v2+z−θh ), a2 =
4sgn(θ)q2
θ − z (v
θ−z − vθ−zh ), (2.24)
where the axion charge p denotes the amount of momentum dissipation in the dual system and
q1 = ±
√
(2 + z − θ)(z − 1)
8
. (2.25)
vh denotes the location of the horizon and corresponds to the largest real root of the equation
F(v) = 0, where the blackening factor is given by
F(v) = 1 + p
2
(2− θ)(z − 2)v2z−θ −
m
v2+z−θ
+
8q22
(2− θ)(z − θ)v2(z+1−θ) . (2.26)
Although this expression for the blackening factor holds provided z 6= 2, θ 6= 2 and θ 6= z, the
solution can be extended to these cases by including certain logarithmic terms. For example, the
blackening factor for the case z = 2, θ 6= z is given in [15]. The radial coordinate v in (2.24) is
related to the radial coordinates, r, defined in (2.8), r¯, defined in (2.18), and u defined in (2.10)
through the identities
dr = −sgn(θ)v−θ/2F−1/2(v)dv
v
, dr¯ = F−1/2(v)dv
v
, du = sgn(θ)vz−3dv. (2.27)
In particular, the coordinate v is asymptotically related to the canonical radial coordinate in the
dual frame as v ∼ er¯ for all values of θ. All of these coordinates are useful for different aspects of
the subsequent analysis.
In order for the solution (2.24) to be asymptotically hyperscaling violating Lifshitz with expo-
nents z and θ, the blackening factor F(v) must asymptote to 1 as v → ∞. For q2 6= 0 and p 6= 0,
together with the NEC, this requires that z ≥ 1 and θ < z + 1. Moreover, the axion charge p is
a magnetic charge that corresponds to a non-normalizable mode and should be kept fixed for all
5Note the change of notation relative to [15]: r → v, θ → −θ, γ → µ, f → F , α→ p and QI → 4sgn(θ)qI .
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solutions of the theory, while the mass m and the electric charge q2 correspond to normalizable
modes, i.e. to state-dependent parameters. We therefore demand that the term proportional to
p2 is asymptotically dominant relative to the terms involving m and q2, which further restricts the
values of the dynamical exponents to
1 ≤ z < 2, θ < z. (2.28)
Demanding that the exponents z and θ satisfy (2.28) ensures that the terms in (2.26) are increasingly
asymptotically subleading in the order they are written, from left to right. Note that the upper
bounds in these inequalities can be saturated, but we will not consider these cases here since the
form of the blackening factor (2.26) would acquire logarithmic terms, which must be analyzed
separately. It is important to emphasize that the conditions (2.28) are not a generic requirement
for hyperscaling violating backgrounds, but rather a specific feature of the solution (2.24).
3 Linear fluctuations and the holographic dictionary
In order to compute the conductivities for hyperscaling violating Lifshitz backgrounds of the form
(2.8) it is necessary to not only solve the system of linearized field equations around such back-
grounds, but also to correctly identify the holographic observables, i.e. the sources and the local
operators, in the dual theory. As we will see in the subsequent analysis, identifying the holo-
graphic observables in such theories is far from trivial and requires a novel form of holographic
renormalization.
In appendix A we derive the linearized equations for a consistent set of spatially homogeneous,
time dependent fluctuations around a generic background of the form (2.8) for the special case
ds = 2, i.e. four dimensional bulk. The system of equations we derive can be used to compute
certain two-point functions at arbitrary frequency and in any background of the form (2.8), includ-
ing asymptotically AdS4 backgrounds. However, in this section we focus exclusively on the zero
frequency limit of the fluctuations around the hyperscaling violating Lifshitz background (2.24).
Without loss of generality, we consider fluctuations that preserve the Einstein frame gauge
ds2 = dr2 + γij(r, t)dx
idxj , AIr = 0, (3.1)
where xi = {t, xa}, and we parameterize the fluctuations as
γij = γBij + hij , A
I
i = A
I
Bi + a
I
i , φ = φB + ϕ, χ
a = χaB + τ
a. (3.2)
Defining Sji ≡ γjkB hki, the linearized equations allow one to consistently set Stt = Sxx = Syy = Syx =
ϕ = at = 0 and to consider only the non-zero components a
I
a = a
I
a(r, t), S
a
t = S
a
t (r, t), and τ
a(r, t).
The resulting system of linear equations can be reduced to the coupled system of equations (A.8),
involving only the variables aIa and
Θa ≡ Sat −
iω
p
τa, (3.3)
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where ω is the frequency. Both Sat and τ
a can then be determined from the solution for aIa and Θ
a.
3.1 Near horizon solutions and ingoing boundary conditions
To compute the retarded two-point functions in a generic background of the form (2.8) we need to
impose ingoing boundary conditions at the black brane horizon. In the domain wall coordinates
(2.11), near the horizon the blackening factor f takes the form
f(ρ) = 4piTρ+O(ρ2), ρ ≡ uh − u, (3.4)
where uh is the smallest root of the equation f(u) = 0 and T is the Hawking temperature. To
leading order in ρ, the system of linear equations (A.8) becomes
ΣIJ(φB(uh))
[
ρ∂ρ
(
ρ∂ρa
J
a
)
+
( ω
4piT
)2
aJa
]
+ 2p2ω−2qIZ(φB(uh))ρ2∂ρΘa = 0, (3.5a)
ρ∂ρ
(
ρ∂ρ(e
2AΘa)
)
+
( ω
4piT
)2
e2AΘa − 4qIρ∂ρ(ρaIa) = 0. (3.5b)
It follows that ingoing solutions at the horizon, to leading order in the near horizon expansion, are
of the form
aI (in)a ∝ ρ−
iω
4piT , Θa (in) ∝ e−2Aρ− iω4piT . (3.6)
3.2 Small frequency expansions
Our next goal is to solve the system of equations (A.8) for a generic background of the form (2.8)
in a small frequency expansion, i.e.
aIa = a
I(0)
a + ω
2aI(2)a +O(ω4), Θa = Θa(0) + ω2Θa(2) +O(ω4). (3.7)
In order to compute the DC conductivities it suffices to determine the O(ω0) terms in these ex-
pansions only. However, as we will see, identifying the O(ω0) solution that corresponds to ingoing
boundary conditions at the horizon requires to compute part of the O(ω2) terms too.
Solution at O(ω0) Inserting the small frequency expansions (3.7) in the system of linear equa-
tions (A.8) we find that the leading order terms satisfy
∂r
(
ΣIJ(φB)f
1/2eAa˙J(0)a − qIΘa(0)
)
= 0, (3.8a)
∂r
(
e3Af−1/2Θ˙a(0) − 4qIaI(0)a
)
− 2p2Z(φB)eAf−1/2Θa(0) = 0. (3.8b)
The first of these equations can be integrated immediately to obtain
ΣIJ(φB)f
1/2eAa˙J(0)a − qIΘa(0) = caI (ω), (3.9)
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where caI (ω) are arbitrary frequency dependent integration constants. Inserting this expression in
the second equation in (3.8), rearranging the resulting equation using the background equations
(2.12) and (2.13), and changing to the domain wall coordinates (2.11) we obtain
∂u
(
e2Af2∂u(f
−1Θa(0))− 4caI (ω)aI
)
= 0. (3.10)
Hence, the general solution for Θa(0) to leading order in the small frequency expansion is
Θa(0)(u, ω) = Θa1(ω)f + Θ
a
2(ω)f
∫ u
u∗
du′
e2A(u′)f(u′)2
+ 4caI (ω)f
∫ u
u∗
du′aI(u′)
e2A(u′)f(u′)2
, (3.11)
where Θa1(ω), Θ
a
2(ω) are arbitrary frequency dependent integration constants, and u∗ is an unspec-
ified reference point that should be chosen such that the integrals are well defined. Notice that the
solution (3.11) is valid for any background of the form (2.8) and so the choice of the reference point
u∗ depends on the specific background. Inserting this solution for Θa(0) in (3.9) determines
aI(0)a (u, ω) = a
I
oa(ω)−Θa1(ω)aI(u)− qJΘa2(ω)
∫ u
u∗
du′ΣIJ(φB(u′))
∫ u′
u∗
du′′
e2A(u′′)f(u′′)2
−
∫ u
u∗
du′ΣIJ(φB(u′))f−1(u′)
(
δKJ + 4qJf
∫ u′
u∗
du′′aK(u′′)
e2A(u′′)f(u′′)2
)
caK(ω),
(3.12)
where aIoa(ω) are yet another set of arbitrary frequency dependent integration constants. Finally,
(A.9) implies that, to leading order in ω, τa is determined from the equation
τ˙a(0) =
iω
2pZ(φB)f
(
4e−3Af1/2qIaI(0)a − Θ˙a(0)
)
. (3.13)
Recall that the dot ˙ stands for a derivative with respect to the Einstein frame radial coordinate r
defined in (2.8).
Ingoing boundary conditions at the horizon The expressions (3.11) and (3.12) correspond
to the general solutions of the linearized equations (A.8) to leading order in the small frequency
expansion and suffice for computing the DC conductivities. However, to do so we must first
determine the relations among the integration constants imposed by ingoing boundary conditions
at the horizon.
In a gauge where the background gauge fields vanish at the horizon, i.e. aI(ρ) = O(ρ) as ρ→ 0,
the near horizon behavior of the solution (3.12) is
aI(0)a (ρ, ω) = a
I
oa(ω) + Θ
a
1(ω)O(ρ) +
ΣIJ(φB(uh))
4piT
(
caJ(ω) +
qJΘ
a
2(ω)
4piTe2A(uh)
)
(log ρ+O(ρ0)). (3.14)
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Comparing this with the small ρ expansion of the ingoing solution (3.6) determines that for ingoing
solutions the integration constants in (3.12) must satisfy
cI(ω) +
qIΘ
a
2(ω)
4piTe2A(uh)
= −iωΣIJ(φB(uh))aJoa(ω). (3.15)
Similarly, the near horizon behavior of the solution (3.11) is
Θa(0)(ρ, ω) = 4piTΘa1(ω)ρ+
Θa2(ω)
4piTe2A(uh)
(1 +O(ρ log ρ)) + caI (ω)O(ρ log ρ). (3.16)
However, in order to compare this with the small ρ expansion of the ingoing solution (3.6) we need
to determine Θa(ρ, ω) up to O(ω2).
Solution at O(ω2) To determine Θa(ρ, ω) to O(ω2) we insert the expansions (3.7) in (A.8), which
leads to the O(ω2) equations
∂r
(
ΣIJ(φB)f
1/2eAa˙J(2)a − qIΘa(2)
)
(3.17a)
+ f−1/2e−A
(
ΣIJ(φB) +
2e−2AqIqJ
p2Z(φB)
)
aJ(0)a −
qI
2p2fZ(φB)
Θ˙a(0) = 0,
∂r
(
e3Af−1/2Θ˙a(2) − 4qIaI(2)a
)
− 2p2Z(φB)eAf−1/2Θa(2)
+ ∂r
(
1
2p2fZ(φB)
(
e3Af−1/2Θ˙a(0) − 4qIaI(0)a
))
= 0. (3.17b)
Without loss of generality, the homogeneous solution of these equations can be absorbed into the
integration constants aIoa(ω), Θ
a
1(ω), Θ
a
2(ω) and c
a
I (ω) of the O(ω0) solution (3.11) and (3.12).
Hence, at O(ω2) we are only interested in the inhomogeneous solution of the system (3.17).
The first equation in (3.17) determines
− ΣIJ(φB)f∂uaJ(2)a − qIΘa(2) = vaI , (3.18)
where
vaI =
∫
duf−1
(
ΣIJ(φB) +
2e−2AqIqJ
p2Z(φB)
)
aJ(0)a +
qI
2p2
∫
du
fZ(φB)
∂uΘ
a(0). (3.19)
Inserting this in the second equation in (3.17) gives
∂u
(
e2Af2∂u(f
−1Θa(2))
)
= −f∂u
(
1
2p2fZ(φB)
(
e2A∂uΘ
a(0) + 4qIa
I(0)
a
))
+ 4∂ua
JvaJ . (3.20)
The near horizon behavior of Θa(2) can be determined straightforwardly from this equation. Using
the near horizon behavior of the O(ω0) solution that we obtained above, one can easily deduce that
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near the horizon vaI = O(log ρ)2. Expanding (3.20) near the horizon then determines
Θa(2) =
1
2p2Z(φB(uh))4piTe2A(uh)
(
−4piTe2A(uh)Θa1(ω) + 4qIaIoa(ω)
)
log ρ+O(log ρ)2. (3.21)
Combining this with the near horizon expansion (3.16) of the O(ω0) solution and comparing
with the small ρ expansion of the ingoing solution (3.6) leads to a second relation among the
integration constants, namely
Θa2(ω) =
iω4piT
2p2Z(φB(uh))
(
−4piTe2A(uh)Θa1(ω) + 4qIaIoa(ω)
)
. (3.22)
Inserting this in the relation (3.15) we obtained above gives
caI (ω) = −iω
(
ΣIJ(φB(uh)) +
2qIqJ
p2Z(φB(uh))e2A(uh)
)
aJoa(ω) +
iω4piTqI
2p2Z(φB(uh))
Θa1(ω). (3.23)
These two relations allow us to express the integration constants Θa2(ω) and c
a
I (ω) in terms of the
arbitrary constants Θa1(ω) and a
I
oa(ω), which we will later identify with sources of certain dual
operators.
The solutions (3.11) and (3.12), together with the identifications (3.22) and (3.23), provide the
general solution of the linear equations (A.8) to lowest order in the frequency and with ingoing
boundary conditions at the horizon. These solutions apply to any background of the form (2.8)
and can therefore be used to compute the DC conductivities in a large class of holographic theories
with momentum dissipation. However, identifying the operators whose two-point functions these
fluctuations compute is a very non-trivial question that requires a careful analysis of the asymptotic
behavior of the solutions at the UV, which depends strongly on the specific choice of background.
3.3 Asymptotic analysis at the UV
In our analysis of the linear fluctuations so far we have not specified the background other than
demanding that it takes the generic form (2.8). The asymptotic analysis in the UV, however, and
the holographic dictionary, are sensitive to the asymptotic form of the background. We are therefore
compelled at this point to make a concrete choice. Ideally, one would like to have general expressions
for the DC conductivities valid for any asymptotically hyperscaling violating Lifshitz background
described in section 2.2. However, even though they are not directly involved in supporting the
asymptotic form of the background to leading order, additional matter fields and their asymptotic
behavior do in general affect the form of the UV expansions of the fluctuations, and consequently
the holographic dictionary. We already encountered an example of the effect extra matter fields
can have on the asymptotics in section 2.3, where we saw that in order for the exact background
(2.24) to have a well defined asymptotic behavior in the UV, the dynamical exponents must lie in
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the range (2.28), which is more stringent than the conditions imposed by the null energy condition.
In the subsequent analysis, therefore, we consider fluctuations around the specific exact back-
ground (2.24). In particular, we set the functions that specify the bulk Lagrangian as in (2.23)
and we assume that the dynamical exponents satisfy (2.28), although we exclude the relativistic
case z = 1, since it requires a separate analysis. Moreover, we use the radial coordinate v for the
asymptotic analysis, since this is the natural coordinate for the exact background (2.24) and also it
is simply related asymptotically to the canonical radial coordinate r¯ in the dual frame. Crucially,
the UV is located at v → ∞ independently of the value of the hyperscaling violation exponent θ.
In terms of v, the functions (2.23) evaluated on the background (2.24) take the form
Σ11(φB) =
1
4
vθ−4, Σ22(φB) =
1
4
v2z−2−θ, Z(φB) =
1
2
v−(2z−2−θ), (3.24)
while a comparison between (2.24) and the general background ansatz (2.8) allows us to read off
e2A = v2−θ, f = v2(z−1)F(v). (3.25)
To determine the UV asymptotic expansions of the linear fluctuations (3.11) and (3.12) it is
useful to introduce the functions
Ψ(u) =
∫ u
u∗
du′
e2A(u′)f(u′)2
, YI(u) =
∫ u
u∗
du′aI(u′)
e2A(u′)f(u′)2
, (3.26)
which in terms of the radial coordinate v become
Ψ(v) = sgn(θ)
∫ v
dv vθ−3z−1F−2(v), (3.27a)
Y1(v) = 4sgn(θ)q1
2 + z − θ
(
− v2+z−θh Ψ(v) + sgn(θ)
∫ v
dv v−2z+1F−2(v)
)
, (3.27b)
Y2(v) = 4sgn(θ)q2
θ − z
(
− vθ−zh Ψ(v) + sgn(θ)
∫ v
dv v2θ−4z−1F−2(v)
)
. (3.27c)
The small frequency solutions of the fluctuation equations, (3.11) and (3.12), can then be expressed
in the v coordinate in the compact form
Θa(0)(v, ω) = v2(z−1)F(v)
(
Θa1(ω) + Θ
a
2(ω)Ψ(v) + 4c
a
I (ω)YI(v)
)
, (3.28a)
aI(0)a (v, ω) = a
I
oa(ω)−Θa1(ω)aI(v)− sgn(θ)qJΘa2(ω)
∫ v
dv ΣIJvz−3Ψ(v)
− sgn(θ)
∫ v
dv ΣIJv−(z+1)
(
F−1(v)δKJ + 4qJv2(z−1)YK(v)
)
caK(ω). (3.28b)
These expressions, together with (3.27), allow us to straightforwardly determine the UV asymptotic
expansions of the fluctuations.
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UV expansions Using the expression (2.26) for the function F(v), as well as the allowed range
(2.28) for the dynamical exponents, the integral expressions in (3.27) determine that asymptotically
Ψ(v) = sgn(θ)
( vθ−3z
θ − 3z + · · ·
)
, (3.29a)
Y1(v) = −4q1
2 + z − θ
(v−2(z−1)
2(z − 1) +
2p2vθ+2−4z
(2− θ)(z − 2)(θ − 4z + 2) −
(2m− v2+z−θh )vθ−3z
θ − 3z + · · ·
)
, (3.29b)
Y2(v) = 4q2
θ − z
(
− v
θ−z
h v
θ−3z
θ − 3z + · · ·
)
, (3.29c)
where the ellipses stand for subleading terms that are not required for the holographic calculation
of the conductivities. Inserting these expansions in turn in (3.28), we obtain the UV expansions of
the linear fluctuations in the small frequency limit, namely
Θa(0)(v, ω) = v2(z−1)F(v)
(
Θa1(ω)−
8q1c
a
1(ω)v
−2(z−1)
(z − 1)(2 + z − θ) −
32p2q1c
a
1(ω)v
θ+2−4z
(2− θ)(z − 2)(θ − 4z + 2)(2 + z − θ)
+
vθ−3z
θ − 3z
(16q1(2m− v2+z−θh )ca1(ω)
2 + z − θ +
16q2v
θ−z
h c
a
2(ω)
z − θ + sgn(θ)Θ
a
2(ω)
)
+ · · ·
)
, (3.30a)
a1(0)a (v, ω) = a
1
oa(ω)−Θa1(ω)
4sgn(θ)q1(v
2+z−θ − v2+z−θh )
2 + z − θ +
2q1Θ
a
2(ω)v
−2(z−1)
(z − 1)(θ − 3z)
− 32sgn(θ)q1q2v
θ−z
h v
−2(z−1)
(z − 1)(θ − z)(θ − 3z) c
a
2(ω)− 4sgn(θ)ca1(ω)
(
p2v4−3z
(z − 2)(θ − 4z + 2)(4− 3z)
−
(
(z + θ − 4)m− 2(z − 1)v2+z−θh
)
v−2(z−1)
2(z − 1)(θ − 3z)
)
+ · · · , (3.30b)
a2(0)a (v, ω) = a
2
oa(ω)−Θa1(ω)
4sgn(θ)q2(v
θ−z − vθ−zh )
θ − z −
2q2Θ
a
2(ω)v
2(θ−2z)
(θ − 2z)(θ − 3z)
− 4sgn(θ)ca2(ω)
(
v2+θ−3z
2 + θ − 3z −
p2v2θ−5z+2
(2− θ)(z − 2)(2θ − 5z + 2) +
(
m− 16q
2
2v
θ−z
h
(θ − z)(θ − 3z)
) v2(θ−2z)
2(θ − 2z)
)
+
64sgn(θ)q1q2
(2 + z − θ) c
a
1(ω)
(
v2+θ−3z
2(z − 1)(2 + θ − 3z) +
2p2v2θ−5z+2
(2− θ)(z − 2)(θ − 4z + 2)(2θ − 5z + 2)
− (2m− v
2+z−θ
h )v
2(θ−2z)
2(θ − 3z)(θ − 2z)
)
+ · · · . (3.30c)
Finally, from these expansions and (3.13) follows that the UV expansion of the axion fluctuations
takes the form τa(0)(v, ω) = τao (ω) + · · · , where τao (ω) is an arbitrary integration constant. These
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asymptotic expansions, together with the relations (3.22) and (3.23), encode all information about
the thermoelectric DC conductivities. However, in order to extract this information it is necessary
to properly identify the local operators and their sources in the dual hyperscaling violating Lifshitz
theory, which is the goal of the next subsection.
3.4 Renormalized holographic observables and Ward identities
In order to construct the holographic dictionary one must determine a canonical set of symplectic
data that parameterize the space of asymptotic solutions [35]. This symplectic space is then holo-
graphically identified with the space of local sources and operators in the dual quantum field theory.
As we pointed out in section 2.2, a well defined space of asymptotic hyperscaling violating Lifshitz
solutions exists for both positive and negative values of the hyperscaling violation exponent θ only
in the dual frame, defined by the Weyl transformation (2.4), where the parameter ξ is related to θ
as in eq. (2.21). Moreover, a natural basis of symplectic variables that can be used to parameterize
the space of asymptotic solutions is provided by the set of generalized coordinates and canonical
momenta in the radial Hamiltonian formulation of the bulk dynamics, summarized in appendix B.
Our first goal in this section, therefore, is to determine the asymptotic expansions of all canonical
variables in the dual frame in terms of the modes in the solutions of the linear fluctuations equations.
Since we do not consider fluctuations of the dilaton, the relation between the linear fluctuations
of the fields in the Einstein and dual frames is straightforward. In particular, the asymptotic
expansions of the linear fluctuations in (3.30) apply to both the Einstein and dual frames. The
relation between the canonical momenta in the two frames is less trivial, but also straightforward.
Evaluating the dual frame canonical momenta (B.5) in the gauge (B.11) and observing that the
extrinsic curvature in the dual frame is related to that in the Einstein frame as
Kij =
1
2N
γ˙ij =
1
2
eξφ∂r(e
−2ξφγij) = e−ξφ(Kij − ξφ˙γij), (3.31)
we can express the dual frame canonical momenta in terms of Einstein frame variables as
piij =
1
2κ2
√−γ e2ξφ(Kγij −Kij),
piiI = −
2
κ2
√−γ ΣIJ(φ)γijF Jrj ,
piφ =
1
κ2
√−γ (dsξK − αφ˙),
piχa = − 1
κ2
√−γ Z(φ)χ˙a. (3.32)
Linearizing these expressions around the background (2.8) using the fluctuations (3.2) we find
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that the only non-zero linearized momenta in the dual frame are
pita[1] =
1
4κ2
e2ξφBe−(ds+1)Af−1/2∂r
(
e2dsASat
)
,
pi
a[1]
I = −
2
κ2
e(ds−1)Af1/2 ΣIJ(φB)
(
a˙Ja + f
−1a˙JSat
)
,
pi[1]χa = −
1
κ2
e(ds+1)Af1/2Z(φB)τ˙
a, (3.33)
where the superscript [1] indicates that these expressions are linear in the fluctuations of the fields.
Using the first coordinate transformation in (2.27), as well as equations (3.3), (3.13) and (3.24), we
can express these linearized momenta in terms of the background (2.24) and the small frequency
fluctuations as
pita[1] = − sgn(θ)
4κ2
vθ−z−1∂v
(
v4−2θ
(
Θa(0) +
iω
p
τa(0)
))
,
pi
a[1]
1 =
sgn(θ)
2κ2
(
vz+θ−3F(v)∂va1(0)a + 4sgn(θ)q1
(
Θa(0) +
iω
p
τa(0)
))
,
pi
a[1]
2 =
sgn(θ)
2κ2
(
v3z−1−θF(v)∂va2(0)a + 4sgn(θ)q2
(
Θa(0) +
iω
p
τa(0)
))
,
pi[1]χa =
iω
2pκ2
(
− sgn(θ)v5−z−θ∂vΘa(0) − 4qIaI(0)a
)
. (3.34)
Finally, inserting the asymptotic expansions (3.30) for the linear fluctuations in these expressions
we obtain the asymptotic expansions for the linearized momenta, namely
pita[1] =
sgn(θ)
4κ2
(
− 2(z + 1− θ)Θa1(ω)vz−θ −
p2
z − 2Θ
a
1(ω)v
−z + (z − θ)mΘa1(ω)v−2
+
2(2− θ)
q1
(
ca1(ω)−
iω
p
q1τ
a
o (ω)
)
v2−θ−z − (4− 2z − θ)p
2
(z − 2)(θ − 4z + 2)q1 c
a
1(ω)v
2−3z
−
(2− z − θ
θ − 3z
)[8(θ + z − 4)mq1ca1(ω)
(z − 1)(2 + z − θ) −
16q1v
2+z−θ
h c
a
1(ω)
2 + z − θ −
16q2v
θ−z
h c
a
2(ω)
θ − z + sgn(θ)Θ
a
2(ω)
]
v−2z + · · ·
)
,
pi
a[1]
1 = −
2
κ2
(
ca1(ω)−
iωq1
p
τao (ω) + · · ·
)
,
pi
a[1]
2 = −
2
κ2
(
ca2(ω)−
iωq2
p
τao (ω) + · · ·
)
,
pi[1]χa =
iωsgn(θ)
2pκ2
(
p2
z − 2Θ
a
1(ω)v
2−z +
p2ca1(ω)
(4− 3z)q1 v
4−3z − 4sgn(θ)q1a1oa(ω)− 4sgn(θ)q2a2oa(ω)
+
(
(z + θ − 4)m− 2(z − 1)v2+z−θh −
16q22v
θ−z
h
θ − z
)
Θa1(ω) + · · ·
)
. (3.35)
The asymptotic expansions (3.30) and (3.35) provide the symplectic map between the canonical
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variables in the dual frame, i.e. the fluctuations Θa(0), a
I(0)
a , τa(0) and their conjugate momenta,
and the modes Θa1(ω), Θ
a
2(ω), a
I
oa(ω), c
a
I (ω) and τ
a
o (ω) parameterizing the solutions of the linearized
equations. The covariant fluctuations and their conjugate momenta provide the correct symplectic
variables that should be identified with the local sources and operators in the dual theory, but
they depend on the radial coordinate, while the sources and operators in the dual theory should
be solely expressed in terms of the radially independent modes Θa1(ω), Θ
a
2(ω), a
I
oa(ω), c
a
I (ω) and
τao (ω) parameterizing the solutions of the linearized equations. The resolution to this problem is
provided by a suitable canonical transformation that diagonalizes the symplectic map between the
canonical variables and the modes parameterizing the solutions of the linearized equations. This
procedure is a generalization of the method of holographic renormalization that can be applied to
a wider class of backgrounds, beyond asymptotically AdS ones [35].
As we will see below, the fluctuations we have turned on contain a non-zero source, namely
Θa1(ω), for the energy flux, which is an irrelevant operator in the dual Lifshitz theory [4]. As
a result, the canonical transformation required to renormalize the asymptotically hyperscaling
violating theory we consider here is qualitatively different from the usual canonical transformations
that implement holographic renormalization in asymptotically AdS backgrounds or asymptotically
Lifshitz backgrounds without a source for the energy flux. However, it shares some features with
the renormalization of gauge fields in AdS2 and AdS3 [36, 37, 38].
Holographic renormalization In order to determine the canonical transformation that diag-
onalizes the symplectic map between the canonical variables and the modes parameterizing the
solutions of the linearized equations, i.e. the asymptotic expansions (3.30) and (3.35), it is nec-
essary to decompose the induced metric γij in the dual frame in time and spatial components in
order to account for the non-relativistic scaling. Following [9] we parameterize γij as
γijdx
idxj = −(n2 − nana)dt2 + 2nadtdxa + σabdxadxb, a, b = 1, . . . , ds, (3.36)
in terms of the lapse function n, the shift function na and the spatial metric σab. These variables are
all dynamical since they are components of the induced metric, in contrast to the non-dynamical
fields N and N i in the radial decomposition of the bulk metric discussed in appendix B.
The values of these variables in a generic Einstein frame background of the form (2.8) are
σBab = e
−2ξφBe2Aδab, nBa = 0, nB = e
−ξφBeA
√
f, (3.37)
while the linear fluctuations (3.2) become
e−2ξφBhtt = −2nBδn, e−2ξφBhta = e−2ξφBhat = δna, e−2ξφBhab = δσab. (3.38)
It follows that, for the components of the linear fluctuations we turn on,
Sat = σ
ab
B δnb, S
t
a = −
1
n2B
δna, δn = 0, δσab = 0. (3.39)
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Using these identities we can express the variational problem of the regularized on-shell action,
within the space of fluctuations we consider, in terms of the non-relativistic variables as
δSreg =
∫
dds+1x
(
piijδγij + piχ aδχ
a + pii1δA
1
i + pi
i
2δA
2
i
)
=
∫
dds+1x
(
2pitaδna + piχ aδχ
a + pia1δA
1
a + pi
a
2δA
2
a
)
. (3.40)
We now demonstrate that the canonical transformation required to renormalize the symplectic
variables within the space of fluctuations we have turned on is generated by the boundary term
Sb = −
∫
dds+1x A1api
a
1 (3.41)
+
∫
dds+1x
(
h1(φ)napi
a
1 + h2(φ)
pia1pi1a√−γ +
√
−γ h3(φ)na∂tχa + h4(φ)pi1a∂tχa +
√
−γ h5(φ)nana
)
,
where the functions h1(φ), h2(φ), h3(φ), h4(φ) and h5(φ) are yet unspecified. Adding this boundary
term to the regularized dual frame on-shell action Sreg and varying only the field components that
get contributions from the fluctuations we turn on here, the variational principle (3.40) becomes
δ(Sreg + Sb) =
∫
dds+1x
(
2Π
ta
δna + Πχ aδχ
a − A1aδpia1 + pia2δA2a
)
, (3.42)
where the canonical variables pita, A1a and piχa are transformed according to
pita → Πta = pita + 1
2
h1(φ)pi
a
1 +
1
2
√
−γ h3(φ)∂tχa +
√
−γ h5(φ)na,
A1a → A1a = A1a − h1(φ)na − 2h2(φ)
pi1a√−γ − h4(φ)∂tχa,
piχa → Πχa = piχa −
√
−γ Dt(h3(φ)na)−Dt(h4(φ)pi1a), (3.43)
while A2a and its conjugate momentum remain unchanged.
Several comments are in order here. Firstly, in writing (3.41) we have only included terms that
contribute to the renormalization of the linearized canonical variables in the low frequency limit.
In particular, we have not specified the boundary terms required to renormalize the background
values of the canonical variables, or terms that involve spatial derivatives or more than one time
derivative. Such terms can be determined systematically, but we do not need them here. In fact,
this is one of the advantages of formulating holographic renormalization in the language of canonical
transformations: it can be carried out directly within the context one works in, without having to
first carry out the general procedure and then specialize to the case of interest.
Secondly, the boundary term (3.41) is gauge invariant and so the renormalized gauge field A1a
transforms as the unrenormalized gauge potential A1a. Since the bulk action (2.1) is also gauge
20
invariant, it follows that the dual theory possesses a U(1)2 global symmetry associated with the
bulk gauge fields AIa.
Thirdly, notice that the boundary term (3.41) is the generating function of a canonical trans-
formation that is qualitatively different from the standard canonical transformation required for
holographically renormalizing asymptotically AdS backgrounds. In particular, the term in the first
line of (3.41) is a Legendre transform that changes the boundary condition imposed on the gauge
field A1a from Dirichlet to Neumann, while the second line in (3.41) is a local function of the canon-
ical momentum pia1 , which is holographically identified with the source when Neumann boundary
conditions are imposed on A1a. This type of canonical transformation is also required for renormal-
izing gauge fields in asymptotically AdS2 or AdS3 backgrounds [36, 37, 38]. As in those cases, the
gauge field A1a diverges asymptotically in the UV, as is evident from the asymptotic expansion in
(3.30). Recall that the standard counterterms implement a canonical transformation that renormal-
izes the canonical momenta, while leaving the induced fields unchanged [35]. However, whenever
the electric chemical potential is not the leading term in the asymptotic expansion of a gauge field,
the canonical transformation required to render the variational problem well posed renormalizes
the gauge potential instead of its conjugate momentum, as for example in (3.43). Although the
variational principle (3.42) suggests that Neumann boundary conditions be imposed on the gauge
field A1a, this is not necessarily the case. As we will see shortly, once the symplectic variables have
been renormalized by means of the canonical transformation generated by (3.41), an extra finite
boundary term can be added in order to change the boundary conditions on the gauge field back
to Dirichlet, if so desired.
Finally, to compare the boundary terms (3.41) with the more standard counterterms for asymp-
totically Lifshitz theories, e.g. in [3, 4, 9], it is necessary to determine the general asymptotic
solutions without linearizing around a background, which we leave for future work. Nevertheless,
it is important to keep in mind that there are some crucial differences between the system we con-
sider here and typical asymptotically Lifshitz theories. Besides the hyperscaling violation that was
considered also in [9], the presence of a non-zero axion charge and of the second gauge field affects
the asymptotic UV expansions non-trivially, as can be seen from (3.30). Moreover, in the present
analysis we turn on a linear source for the energy flux, which is an irrelevant operator relative to
the Lifshitz theory, but only consider massless gauge fields in the bulk.
In order to determine the functions h1(φ), h2(φ), h3(φ), h4(φ) and h5(φ) and demonstrate
that the canonical transformation generated by the boundary term (3.41) renormalizes the sym-
plectic variables, we need to evaluate the renormalized canonical variables (3.43) asymptotically.
Linearizing the expressions (3.43) for the canonically transformed variables using the identities√
−γ = nB
√
σ = v2nB = v
2+zF1/2(v), (3.44)
and
δna = σ
B
abS
b
t = v
2
(
Θa +
iω
p
τa
)
, (3.45)
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we obtain the following expressions for the linearized and renormalized canonical variables:
Π
at[1]
= piat[1] +
1
2
h1(φ)pi
a[1]
1 +
iω
2
h3(φ)v
z+2F1/2(v)τa + h5(φ)vz+2F1/2(v)
(
Θa +
iω
p
τa
)
,
a1a = a
1
a − h1(φ)v2
(
Θa +
iω
p
τa
)
− 2h2(φ)v−zF−1/2(v)pia[1]1 − iωv2h4(φ)τa,
Π
[1]
χa = pi
[1]
χa − iωv4+zF1/2(v)h3(φ)
(
Θa +
iω
p
τa
)
− iωh4(φ)v2pia[1]1 . (3.46)
Using the expression (2.26) for the blackening factor of the background, F(v), and the UV
expansions (3.30) and (3.35) for the induced fields and their conjugate momenta, we determine
that the transformed variables (3.46) are renormalized provided
h1(φ) = −4q1sgn(θ)e
(2−z−θ)φ/µ
2 + z − θ
(
1− p
2e(θ−2z)φ/µ
(2− θ)(z − 2) +me
−(2+z−θ)φ/µ
)
,
h2(φ) =

κ2sgn(θ)e(4−θ)φ/µ
2+z−θ
(
1−
(
1
2 +
2−θ
4−3z
)
p2e(θ−2z)φ/µ
(2−θ)(z−2)
)
, z 6= 4/3,
κ2sgn(θ)e(4−θ)φ/µ
2+z−θ
(
1 +
(
2−z−θ
2(2+z−θ) − (2− θ)φ/µ
)
p2e(θ−2z)φ/µ
(2−θ)(z−2)
)
, z = 4/3,
h3(φ) =
p sgn(θ)e−4zφ/µ
2(z − 2)κ2
(
1− (2− z)(z − 4 + θ)me
(z−2)φ/µ
p2
)
,
h4(φ) =

p(z−1) sgn(θ)e(2−3z)φ/µ
2(z−2)(4−3z)q1 , z 6= 4/3,
p(z−1) sgn(θ)e(2−3z)φ/µ
2(z−2)q1
(
φ/µ− 14z−2−θ
)
, z = 4/3,
h5(φ) =
(z + 1− θ)sgn(θ)
2κ2
e−(2z+θ)φ/µ
(
1− (3z + 1− 2θ)p
2e(θ−2z)φ/µ
2(2− θ)(z − 2)(z + 1− θ)
+
(3 + 2z − 2θ)me−(2+z−θ)φ/µ
2(z + 1− θ) −
12q22e
−2(z+1−θ)φ/µ
(2− θ)(z − θ)
)
. (3.47)
Inserting these expressions for the functions h1(φ), h2(φ), h3(φ), h4(φ) and h5(φ) in the UV asymp-
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totic expansions of the transformed variables (3.46) gives
Π
at[1]
= − 1
4κ2
v−2z
(
Θa2(ω) + 4µ
IcaI (ω) + · · ·
)
,
a1a = a
1
oa(ω)− µ1Θa1(ω) + · · · ,
Π
[1]
χa = −
2iω
pκ2
qIa
I
a(ω) + · · · , (3.48)
where again the ellipses stand for asymptotically subleading terms,
µ1 ≡ −4sgn(θ)q1v
2+z−θ
h
2 + z − θ , µ
2 ≡ −4sgn(θ)q2v
θ−z
h
θ − z , (3.49)
are the electric chemical potentials of the background (2.24), and we have defined
a2a ≡ a2oa(ω)− µ2Θa1(ω), (3.50)
which is the leading order term in UV expansion of gauge field a2a in (3.30). From the variational
principle (3.42) follows that these renormalized variables have the correct radial scaling to be the
conjugates of respectively na, pi
a
1 and χ
a. Moreover, since they are related to the original symplectic
variables by a canonical transformation they are automatically compatible with the symplectic
structure of the theory and, therefore, can be directly identified with observables in the dual field
theory.
The astute reader will have noticed that the scalar functions (3.47) that define the boundary
counterterms surprisingly depend on the mass m and the electric charge q2 of the background, in
addition to the axion charge p and the electric charge q1 that is fixed by the Lifshitz boundary
conditions. As we have pointed out above, while p and q1 parameterize non-normalizable modes,
i.e. boundary conditions, m and q2 correspond to normalizable modes and define a state in the dual
field theory. The local counterterms that renormalize a UV complete theory should not depend on
the state! However, as we will see shortly, the mode Θa1 in the linearized fluctuations corresponds
to the source of the energy flux, which is an irrelevant operator in the dual Lifshitz theory [4]. It
is well known that the counterterms required to renormalize a theory perturbed by a source of an
irrelevant operator do in fact depend on the background one-point functions, i.e. on the state [39].
For example, using (3.32) and (2.8) one can relate the function h5(φ) to the background canonical
momentum
piaB b = −n2B
√
−γ h5(φ)δab + · · · , (3.51)
which determines the VEV of the spatial stress tensor in the dual Lifshitz theory. A similar situation
was encountered in the computation of two-point functions in a holographic Kondo model [38].
Finally, notice that the functions h2(φ) and h4(φ) contain a logarithmic term, i.e. linear in φ,
when z = 4/3. Such terms would normally signify a conformal anomaly, but in the presence of a
background running dilaton the notion of a conformal anomaly is ambiguous without reference to
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a UV fixed point [9, 40]. Examples where a conformal anomaly in the presence of a running dilaton
can be defined unambiguously include the D4-brane theory with its M5-brane UV completion [22],
as well as the AdS2 dilaton-gravity theory studied in [37], whose UV completions is provided by a
two dimensional conformal field theory. However, in the present bottom-up context we are agnostic
about the far UV completion of the theory and so we cannot unambiguously define a notion of a
conformal anomaly. Nevertheless, it is interesting to observe that the logarithmic terms appear for
the unique value of z that, as we will see in section 4, potentially leads to a linear resistivity at
high temperature.
Having identified the canonical transformation that renormalizes the symplectic variables, we
can define different holographic duals by imposing different boundary conditions on the bulk fields
through additional finite boundary terms. In the following we consider the two distinct theories
obtained by imposing Dirichlet or Neumann boundary conditions on the spatial components A1a
of gauge field A1i , whose time component supports the Lifshitz background.
6 Different boundary
conditions for scalars and metric fluctuations in Lifshitz backgrounds have been studied in [41, 42].
Renormalized observables for Dirichlet boundary conditions The variational problem
(3.42) in terms of the renormalized canonical variables is well posed provided pia1 is kept fixed,
which corresponds to Neumann boundary conditions on the gauge field A1a. In order to impose
Dirichlet boundary conditions on A1a we need to add the finite term
SD =
∫
dds+1x A1api
a
1, (3.52)
to the renormalized on-shell action and define
SDren = limr→∞
(
Sreg + Sb + SD
)
. (3.53)
From (3.42) follows that the variation of the renormalized action (3.53) takes the form
δ(Sreg + Sb + SD) =
∫
dds+1x
(
2Π
ta
δna + Πχ aδχ
a + pia1δA
1
a + pi
a
2δA
2
a
)
, (3.54)
which is well posed provided A1a is kept fixed.
The renormalized variational principle (3.54) leads to the following identification of local oper-
ators and sources in the dual field theory:
6We stress that imposing Dirichlet or Neumann boundary conditions on the gauge fields in the bulk is not equivalent
to changing thermodynamic ensemble, as is often stated. Changing boundary conditions in general changes the dual
theory [20]. Moreover, a given theory can be studied in any thermodynamic ensemble.
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Operator Source Dimension
Energy flux Ea = 2 limr→∞ e2zr¯Πta Θa1 = limr→∞ e−2zr¯na ds + 2z − θ − 1
U(1) currents J aI = limr→∞ piaI aIoa ds + z − θ − 1
Pseudoscalars Xa = limr→∞Πχa τao = limr→∞ τa ds + z − θ
Table 1: Spectrum of operators corresponding to Dirichlet boundary conditions on all fields.
Recall that r¯ is the canonical radial coordinate in the dual frame defined in (2.22). Of course, these
observables are only those turned on by the fluctuations we consider here. In particular, the energy
density and the spatial stress tensor operators of the energy-momentum complex [4] are outside
the space of fluctuations we turn on. Using the expressions (3.48) for the renormalized variables in
terms of the modes in the linear fluctuations we obtain
Ea = − 1
2κ2
(
Θa2 + 4µ
IcaI
)
, J aI = −
2
κ2
(
caI −
iωqI
p
τao
)
, Xa = −2iω
pκ2
qIa
I
a. (3.55)
Notice that, as anticipated, the mode Θa1 corresponds to the source of the energy flux Ea, which is
an irrelevant operator for z > 1.
Renormalized observables for Neumann boundary conditions If the boundary term (3.52)
is not added to the variational principle (3.42), then Neumann boundary conditions must be im-
posed on the gauge field A1a, i.e. pi
a
1 should be identified with the source of the dual operator and
kept fixed. More accurately, since pii1 is constrained by the conservation equation ∂ipi
i
1 = 0 it cannot
be directly identified with the arbitrary source of a local operator. The general (local) solution of
the conservation equation, however, takes the form pii1 =
2
κ2
ijk∂j a˜ok, for some arbitrary a˜ok that
can be identified with the unconstrained source of the dual operator. This is a special case (the
S-transformation) of the SL(2,Z) transformation on the dual field theory first discussed in [20], or
equivalently, particle-vortex duality [43]. In the bulk it corresponds to electric-magnetic duality.
In fact, Neumann boundary conditions on A1a are equivalent to Dirichlet boundary conditions for
the magnetic dual A˜1a. Moreover, had we dualized the gauge field A
1
a in the action (2.1) from the
start, the boundary term (3.41) would take the standard form of the local boundary counterterms
and would involve the fieldstrength F˜ 1ij of the magnetic dual gauge field A˜
1
a, in direct analogy to
the electric and magnetic frame boundary counterterms computed in [36].
For the fluctuations we turn on the only non-trivial components of the canonical momentum pii1
are dualized according to
pia1 =
2iω
κ2
εaba˜1ob, (3.56)
where εab is the Levi-Civita symbol in two dimensions. The spectrum of (dynamical) operators in
the theory defined by the variational principle (3.42) therefore is:
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Operator Source Dimension
Energy flux Ea = 2 limr→∞ e2zr¯Πta Θa1 = limr→∞ e−2zr¯na ds + 2z − θ − 1
U˜(1) current J˜ a1 = 2iωκ2 εaba1ob a˜1oa = κ
2
2iωεab limr→∞ pi
b
1 z + 1 (ds = 2)
U(1) current J a2 = limr→∞ pia2 a2oa ds + z − θ − 1
Pseudoscalars Xa = limr→∞Πχa τao = limr→∞ τa ds + z − θ
Table 2: Spectrum of operators corresponding to Neumann boundary conditions on A1a.
Note that both operators J˜ a1 and J a1 exist in the Dirichlet theory, as well as the Neumann one.
However, J˜ a1 is topological in the Dirichlet theory, while J a1 is topological in the Neumann theory.
In tables 1 and 2 we list only the dynamical operators, respectively in the Dirichlet and Neumann
theories. We should also point out that the particle-vortex dual currents J˜ a1 and J a1 have the same
dimension if and only if θ = 0.
The exchange of the U(1) currents J a1 and J˜ a1 under the change of boundary conditions on the
bulk gauge field A1 is effectively a non-perturbative definition of the particle-vortex duality trans-
formation in the dual Lifshitz theory, that applies even in the absence of a Lagrangian description.
When the theory admits a Lagrangian description the particle-vortex duality transformation can
be constructed explicitly, at least for certain values of the dynamical exponent z. For z = 2 this
transformation is reviewed e.g. in appendix A of [44].
Ward identities The Ward identities in the dual theory are directly related to the first class
constraints (B.8) in the radial Hamiltonian formulation of the theory reviewed in appendix B. The
shift symmetry of the axions gives rise to an additional global Ward identity, which implies that
the axion momentum piχa is a total derivative [25].
Within the space of linear fluctuations we consider in this paper the only non-trivial Ward
identity comes from the diffeomorphism constraint
− 2Djpiji + F
I
ijpi
j
I + piφ∂iφ+ piχa∂iχ
a = 0. (3.57)
Linearizing this constraint around a background of the form (2.8) leads to a single non-trivial
condition, namely7
−2∂tpit[1]a +
2
κ2
qI∂ta
I
a + p pi
[1]
χa = 0. (3.58)
From the expressions (3.33) for the linearized momenta we easily see that this constraint is precisely
the fluctuation equation (A.5b) in appendix A.
7This constraint was also studied in [45] in the context of Lifshitz theories with momentum relaxation. However,
the bulk gauge field supporting the Lifshitz asymptotics was massive in that case, which is presumably the reason
why the corresponding Ward identity in terms of renormalized variables differs from our (3.60).
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Using the identities
pi
a[1]
t = − n2Bpita[1] + δnbpibaB = −v2zF(v)pita[1] + δnbpibaB ,
pit[1]a = σ
B
abpi
bt[1] + δnapi
tt
B = v
2piat[1] + δnapi
tt
B, (3.59)
and the canonical transformation (3.46), the constraint (3.58) can be expressed in terms of the
renormalized variables (3.48). This leads to the Ward identity
Xa = −2iω
pκ2
qIa
I
a(ω), (3.60)
which we already obtained in (3.55). We therefore see that the correlation functions of the scalar
operator dual to the axion fields are entirely determined by the diffeomorphism symmetry.
4 Thermoelectric Lifshitz DC conductivities
Combining the general solution of the fluctuation equations and the identification of the renor-
malized physical observables in the previous section, we are now in a position to evaluate the
renormalized two-point functions for both Dirichlet and Neumann boundary conditions on the
gauge field A1a. As we shall see, the DC conductivities in the Dirichlet and Neumann theories
are closely related, but are distinct. This highlights the fact that the boundary conditions at the
UV play a crucial role in identifying the physical observables and in computing the conductivities,
which cannot be determined in general solely from a near horizon analysis.
4.1 Two-point functions for Dirichlet boundary conditions
In terms of the renormalized gauge field modes aIa, specified in (3.48) and (3.50), the expressions
(3.22) and (3.23) following from imposing ingoing boundary conditions on the horizon become
Θa2(ω) =
iω8piT
p2Z(φB(uh))
(
qIa
I
oa(ω) +
(
qIµ
I − piTe2A(uh))Θa1(ω)),
caI (ω) = − iω
(
ΣIJ(φB(uh)) +
2qIqJ
p2Z(φB(uh))e2A(uh)
)
aJoa(ω)
− iω
(
2qI
(
qJµ
J − piTe2A(uh))
p2Z(φB(uh))e2A(uh)
+ ΣIJ(φB(uh))µ
J
)
Θa1(ω). (4.1)
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Inserting these in the renormalized operators of the Dirichlet theory in (3.55) gives
Ea = 2iω
κ2
(
2
(
qIµ
I − piTe2A(uh))2
p2Z(φB(uh))e2A(uh)
+ ΣIJ(φB(uh))µ
IµJ
)
Θa1(ω)
+
2iω
κ2
(
2qJ
(
qIµ
I − piTe2A(uh))
p2Z(φB(uh))e2A(uh)
+ ΣIJ(φB(uh))µ
I
)
aJoa(ω),
J aI =
2iω
κ2
(
2qI
(
qJµ
J − piTe2A(uh))
p2Z(φB(uh))e2A(uh)
+ ΣIJ(φB(uh))µ
J
)
Θa1(ω)
+
2iω
κ2
(
ΣIJ(φB(uh)) +
2qIqJ
p2Z(φB(uh))e2A(uh)
)
aJoa(ω) +
2iωqI
pκ2
τao (ω),
Xa = − 2iω
pκ2
qIa
I
a, (4.2)
from which we read off the two-point functions
〈J aI (−ω)J bJ (ω)〉 =
2iω
κ2
(
ΣIJ(φB(uh)) +
2qIqJ
p2Z(φB(uh))e2A(uh)
)
δab,
〈Ea(−ω)J bI (ω)〉 = 〈J aI (−ω)Eb(ω)〉 =
2iω
κ2
(
2qI
(
qJµ
J − piTe2A(uh))
p2Z(φB(uh))e2A(uh)
+ ΣIJ(φB(uh))µ
J
)
δab,
〈Ea(−ω)Eb(ω)〉 = 2iω
κ2
(
2
(
qIµ
I − piTe2A(uh))2
p2Z(φB(uh))e2A(uh)
+ ΣIJ(φB(uh))µ
IµJ
)
δab,
〈J aI (−ω)X b(ω)〉 = − 〈X a(−ω)J bI (ω)〉 = −
2iωqI
pκ2
δab.
(4.3)
All other two-point functions are identically zero.
These correlation functions may be simplified by introducing the Lifshitz heat current8
QaD ≡ Ea − µJJ aJ , (4.4)
where µI are the electric chemical potentials of the background (2.24) and are given explicitly in
(3.49). Notice that in the relativistic limit it reduces to the standard heat current T ta − µJJ aJ ,
in terms of the relativistic stress tensor T ij . However, for z > 1, the heat current is an irrelevant
operator, as is the energy flux Ea. Indeed, the scaling dimension of the heat current (4.4) is the
one expected for a hyperscaling violating Lifshitz theory [21]. From expressions (3.55) for the
8The heat current can also be defined through the Ward identity obtained from the time component of the first
class constraint (3.57). This Ward identity involves the energy density E and takes the form ∂tE + ∂aQaD = 0 (see
e.g. [21]). However, within the space of linear fluctuations we consider here this identity is satisfied trivially.
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renormalized operators in the Dirichlet theory follows that the heat current takes the form
QaD = −
1
2κ2
Θa2 −
2iωqIµ
I
pκ2
τao , (4.5)
and so its correlation functions simplify to
〈QaD(−ω)J bI (ω)〉 = −
2iω
κ2
(
2qI
(
piTe2A(uh)
)
p2Z(φB(uh))e2A(uh)
)
δab,
〈QaD(−ω)QbD(ω)〉 =
2iω
κ2
(
2
(
piTe2A(uh)
)2
p2Z(φB(uh))e2A(uh)
)
δab. (4.6)
From these two-point functions we can read off the thermoelectric DC conductivity matrix
σDCD =
(
Tκ TαJ
TαI σIJ
)
= lim
ω→0
1
iω
〈Q
a
D(−ω)QbD(ω)〉 〈QaD(−ω)J bJ (ω)〉
〈J aI (−ω)QbD(ω)〉 〈J aI (−ω)J bJ (ω)〉
 , (4.7)
namely
κab =
pisT
κ2p2Z(φB(uh))
δab,
αabI = −
4qIκab
sT
,
σabIJ =
2
κ2
ΣIJ(φB(uh))δ
ab +
16qIqJκab
s2T
,
(4.8)
where s = 4pie2A(uh) is the entropy density. These conductivities are consistent with the results of
[16, 15, 17], which were obtained exclusively from a near horizon analysis without identifying the
corresponding conserved currents in the dual Lifshitz theory. Notice that the two U(1) currents
present in the theory defined by Dirichlet boundary conditions are on the same footing and so the
full matrix σabIJ should be identified as a matrix of electric conductivities.
4.2 Two-point functions for Neumann boundary conditions
In order to compute the two-point functions in the theory defined by Neumann boundary conditions
we need to invert the expression for the current J a1 in (4.1) to express a1oa in terms of the sources
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in the Neumann theory, namely
a1oa(ω) =
(
Σ11(φB(uh)) +
2q21
p2Z(φB(uh))e2A(uh)
)−1 [
− 2q1q2
p2Z(φB(uh))e2A(uh)
a2oa(ω)
−
(
2q1
(
qJµ
J − piTe2A(uh))
p2Z(φB(uh))e2A(uh)
+ Σ11(φB(uh))µ
1
)
Θa1(ω) +
(
εaba˜1b −
q1
p
τao (ω)
)]
. (4.9)
Using this relation in the remaining expressions for the operators in (4.1) we determine that the
non-zero two-point functions in the Neumann case are
〈J˜ a1 (−ω)J˜ b1 (ω)〉 =
2iω
κ2
Kδab,
〈J˜ a1 (−ω)J b2 (ω)〉 = 〈J b2 (−ω)J˜ a1 (ω)〉 =
2iω
κ2
(
2q1q2K
p2Z(φB(uh))e2A(uh)
)
εab,
〈J a2 (−ω)J b2 (ω)〉 =
2iω
κ2
(
Σ22(φB(uh)) +
2q22N
p2Z(φB(uh))e2A(uh)
)
δab,
〈J˜ a1 (−ω)Eb(ω)〉 = 〈Eb(−ω)J˜ a1 (ω)〉 =
2iω
κ2
(
µ1 +
2q1K
(
q2µ
2 − piTe2A(uh))
p2Z(φB(uh))e2A(uh)
)
εab,
〈Ea(−ω)J b2 (ω)〉 = 〈J a2 (−ω)Eb(ω)〉 =
2iω
κ2
(
2q2N
(
q2µ
2 − piTe2A(uh))
p2Z(φB(uh))e2A(uh)
+ Σ22(φB(uh))µ
2
)
δab,
〈Ea(−ω)Eb(ω)〉 = 2iω
κ2
(
2N (q2µ2 − piTe2A(uh))2
p2Z(φB(uh))e2A(uh)
+ Σ22(φB(uh))(µ
2)2
)
δab,
〈J˜ a1 (−ω)X b(ω)〉 = − 〈X b(−ω)J˜ a1 (ω)〉 = −
2iωq1
pκ2
Kεab,
〈J a2 (−ω)X b(ω)〉 = − 〈X a(−ω)J b2 (ω)〉 = −
2iωq2N
pκ2
δab,
〈X a(−ω)X b(ω)〉 = 2iωq
2
1
p2κ2
K,
(4.10)
where we have defined
K ≡
(
Σ11(φB(uh)) +
2q21
p2Z(φB(uh))e2A(uh)
)−1
,
N ≡ Σ11(φB(uh))K =
(
1 +
2q21Σ
−1
11 (φB(uh))
p2Z(φB(uh))e2A(uh)
)−1
. (4.11)
Notice that N takes values in the interval 0 < N < 1.
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Introducing the Lifshitz heat current for the Neumann theory9
QaN ≡ Eb − µ2J b2 , (4.12)
the two-point functions involving the energy flux and the electric current J a2 take the simpler form
〈QaN (−ω)J b2 (ω)〉 = −
2iω
κ2
(
2q2N
(
piTe2A(uh)
)
p2Z(φB(uh))e2A(uh)
)
δab,
〈QaN (−ω)QbN (ω)〉 =
2iω
κ2
(
2N (piTe2A(uh))2
p2Z(φB(uh))e2A(uh)
)
δab. (4.13)
Reading off the components of the thermoelectric DC conductivity matrix
σDCN =
(
TκN TαN
TαN σN
)
= lim
ω→0
1
iω
〈Q
a
N (−ω)QbN (ω)〉 〈QaN (−ω)J b2 (ω)〉
〈J a2 (−ω)QbN (ω)〉 〈J a2 (−ω)J b2 (ω)〉
 , (4.14)
we obtain
κabN =
pisTN
κ2p2Z(φB(uh))
δab,
αabN = −
4q2κabN
sT
,
σabN =
2
κ2
Σ22(φB(uh))δ
ab +
16q22κ
ab
N
s2T
.
(4.15)
Note that the thermal conductivities (4.15) and (4.8) satisfy the simple relation κ/α = −Ts/(4q),
as in [16]. Moreover, the conductivities (4.15) are related to those of the Dirichlet theory in (4.8) by
an effective rescaling of the function Z according to Z(φB(uh))→ Z(φB(uh))/N , where the factor
N is defined in (4.11). Nevertheless, the conductivities (4.15) are not identical with those obtained
from the near horizon analysis, which as we have seen above correspond to imposing Dirichlet
boundary conditions on A1a. The boundary conditions at the UV, therefore, crucially affect the
computation of the conductivities. The thermoelectric conductivities (4.15) can alternatively be
obtained by dualizing the gauge field A1i in the action (2.1) from the very beginning and imposing
Dirichlet boundary conditions on all fields. Presumably, the near horizon analysis of [16] in the
theory with the dual gauge field A˜1i would produce the same result.
A notable property of the conductivities (4.15) is that, as their counterparts for Dirichlet bound-
9This form of the heat current in the case of Neumann boundary conditions on A1a again follows from the time
component of the Ward identity obtained from the constraint (3.57). The reason why µ1 does not enter in the heat
current for Neumann boundary conditions is that q1 corresponds a to magnetic charge in terms of the dual gauge
field A˜1a, and µ
1 to a magnetic chemical potential.
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ary conditions in (4.8), they obey the Wiedemann-Franz law at weak momentum dissipation, i.e.
κ/σ ∝ T , at least for low temperatures.
Another interesting feature of both electric conductivities (4.8) and (4.15) is that they satisfy
the lower bound found in [46], which in our theory takes the form10
σab11 ≥
2
κ2
Σ11(φB(uh))δ
ab, σab22, σ
ab
N ≥
2
κ2
Σ22(φB(uh))δ
ab. (4.16)
This is expected for the conductivities σab11 and σ
ab
22 obtained by imposing Dirichlet boundary condi-
tions on A1a, since they agree with the near horizon result of [16], on which the bound of [46] relies.
More interesting, and reassuring, is the fact that the Neumann conductivity σabN also satisfies the
same bound. A possible explanation for this is that the conductivities (4.15) can be obtained from
a near horizon analysis after dualizing the gauge field A1µ in the original action (2.1).
A lower bound on the thermal conductivity was also obtained in [47]. However, in contrast to
the bound of [46] on the electric conductivity, the bound on the thermal conductivity assumes a
relativistic conformal UV fixed point, and so it is not directly applicable to the class of theories we
study here. Nevertheless, we can see traces of that bound in non-relativistic theories as well. The
temperature of the black brane solution (2.24) is given below in eq. (4.21). For θ ≤ 0, positivity of
this temperature requires that11
pis
κ2p2Z(φB(uh))
>
16pi2v−θh
2κ2(2− θ)(2 + z − θ) , (4.17)
which translates to the thermal conductivity bounds
κab
T
>
16pi2v−θh
2κ2(2− θ)(2 + z − θ)δ
ab,
κabN
T
>
16pi2v−θh
2κ2(2− θ)(2 + z − θ)N δ
ab, (4.18)
respectively for Dirichlet and Neumann boundary conditions on A1a. These expressions suggest
that the thermal conductivity for Dirichlet boundary conditions in non-relativistic theories is still
bounded from below, at least for θ ≤ 0, but the one obtained from Neumann boundary conditions
is less constrained, since the factor N can be made arbitrarily small, e.g. by taking p2 to be small.
Although the relativistic limit z → 1 does not generically commute with the asymptotic analysis
in the UV, naively setting z = 1 and θ = 0 one finds that the bounds (4.18) on the Dirichlet and
Neumann conductivities coincide, since for z = 1, q1 = 0 and so N = 1, and take the simple form
κab
T
,
κabN
T
>
8pi2
3
δab
2κ2
. (4.19)
10We are grateful to Sasˇo Grozdanov for bringing this bound to our attention. It is unclear whether such a bound
exits for the off-diagonal conductivities σab12 in the presence of two U(1) gauge fields as in (4.8), since [46] considers
only one gauge field.
11For θ > 0 the inequality (4.17) ceases to hold and so it is unclear whether a lower bound on the thermal
conductivity exists in that case.
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This lower bound is twice the one found in [47], but this is not surprising given that the relativistic
conductivities cannot in general be obtained simply by taking the z → 1 limit of the non-relativistic
ones. Nevertheless, the result (4.19) of the naive relativistic limit of the non-relativistic bounds
(4.18) suggests that a lower bound on the thermal conductivity analogous to the one in [47] exists
for non-relativistic theories as well. It would be very interesting to see how universal these bounds
are in non-relativistic theories.
Finally, the two-point functions in (4.10) involving the particle-vortex dual current J˜ a1 give rise
to the following thermoelectric conductivities:
lim
ω→0
1
iω
〈J˜ a1 (−ω)QbN (ω)〉 =
2
κ2
(
µ1 − 2piq1KT
p2Z(φB(uh))
)
εab,
lim
ω→0
1
iω
〈J˜ a1 (−ω)J b2 (ω)〉 =
2
κ2
(
8piq1q2K
p2sZ(φB(uh))
)
εab,
lim
ω→0
1
iω
〈J˜ a1 (−ω)J˜ b1 (ω)〉 =
2
κ2
Kδab. (4.20)
In particular, the J˜1J˜1 conductivity is the inverse of the J1J1 one obtained from the Dirichlet theory
in (4.8), in agreement with particle-vortex duality [43]. Note that the charge q1 is a background
magnetic charge in the Neumann theory, and µ1 is a magnetic chemical potential. Indeed, the
thermoelectric conductivities (4.20) have precisely the expected structure for a background that
is purely electric for one gauge field and purely magnetic for the other. This can be checked
qualitatively by comparing with the conductivities obtained in [17], where a background magnetic
field is turned on for A2i . Replacing B
there → q1, qthere1 → q2, qthere2 → 0, where “there” refers to
quantities defined in [17], eq. (49) in [17] is analogous to the J˜1J˜1 conductivity in (4.20), eq. (46)
in [17] is analogous to the J˜1J2 conductivity in (4.20), and eq. (57) in [17] is analogous to the
J˜1Q conductivity in (4.20). This suggests that the thermoelectric DC conductivities on the dyonic
background of [17] can alternatively be obtained by considering mixed boundary conditions for the
gauge field A2a, but in the purely electric background (2.24).
4.3 Temperature dependence and scaling regimes
Now that we have obtained the general form of the thermoelectric conductivities for Dirichlet and
Neumann boundary conditions, we would like to apply these results to the analytical black brane
solutions (2.24) we considered in subsection 2.3, and examine the associated temperature depen-
dence. We are particularly interested in the differences between the possible scaling regimes for the
two sets of boundary conditions. We remind the reader that the electrical part of the conductivity
matrix for the model of subsection 2.3 was already studied in [15], and therefore we will see some
overlap with that discussion. However, while the analysis of [15] provided some preliminary insight
into the conductive behavior of the system, it only discussed the electric conductivities correspond-
ing to Dirichlet boundary conditions on A1a without fully identifying the physical observables in the
dual Lifshitz theory, and was therefore incomplete. Moreover, the analysis of [15] considered only
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the case θ < 0 (θ > 0 in the conventions of [15]). Here we revisit those results in light of the analysis
of section 3 and expand on it by examining the full thermoelectric matrix for both Dirichlet and
Neumann boundary conditions on A1a, and for any θ < z, both positive and negative.
The temperature T = − sgn(θ)4pi vz+1h F ′(vh) of the black brane solutions (2.24) is given by
T = −sgn(θ)
4pi
(
(z + 2− θ)vzh −
8q22
2− θv
2θ−z−2
h −
p2
2− θv
θ−z
h
)
. (4.21)
Note that for the range 1 < z < 2, θ < z we are considering, the first term inside the parenthesis
is always positive and the remaining two negative, independently of the sign of θ. To identify
analytically relatively simple scaling regimes we would like to inspect two different limiting cases,
high and low temperatures. These regimes will be sensitive to the sign of θ, as we show next:
• θ < 0 case:
Large temperatures: When the hyperscaling violating parameter is negative, the high
temperature limit is defined by q22 << v
2z−2θ+2
h and p
2 << v2z−θh , and (4.21) can be well
approximated by
T ∼ z + 2− θ
4pi
vzh ∼ q21vzh . (4.22)
This simple expression will facilitate the identification of clean scaling regimes.
Small temperatures: On the other hand, the low temperature limit of the theory can be
obtained in three ways, either by working with
p2vθ−zh << q
2
2v
2θ−z−2
h . v
z
h , (4.23)
or alternatively with
q22v
2θ−z−2
h << p
2vθ−zh . v
z
h , (4.24)
or finally by taking the two negative terms in (4.21) to be comparable to each other,
q22v
2θ−z−2
h + p
2vθ−zh . v
z
h . (4.25)
These conditions ensure that the temperature is small and positive. Unfortunately in these
cases we don’t have a simple analytical expression for vh as a function of temperature. For
generic values of the scaling exponents expression (4.21) must be inverted numerically. Still,
these regimes will allow us to highlight some of the key differences in the transport behavior
associated with Neumann and Dirichlet boundary conditions.
• θ > 0 case:
Large temperatures: When the hyperscaling violation parameter is positive the high tem-
perature limit corresponds to small values of the horizon radius, and in particular one has
either
T ∼ q22v2θ−z−2h when q22vθ−2h >> p2 >> q21v2z−θh , (4.26)
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or alternatively
T ∼ p2vθ−zh when p2 >> q22vθ−2h >> q21v2z−θh . (4.27)
The case in which the two positive terms in (4.21) are of comparable magnitude is also
possible, but would lead to similar scalings for T as a function of horizon radius.
Small temperatures: Once again, there are several ways to work in the low temperature
regime, depending on the hierarchy of scales in the theory. One can take
q22v
θ−2
h << q
2
1v
2z−θ
h . p
2, (4.28)
or alternatively
p2 << q21v
2z−θ
h . q
2
2v
θ−2
h , (4.29)
or finally the two positive terms in (4.21) can be of comparable strength, so that
q21v
2z−θ
h . q
2
2v
θ−2
h + p
2 . (4.30)
We can now ask whether in some of these simple regions of parameter space we can identify clean
scaling regimes for the thermoelectric conductivities.
4.3.1 Dirichlet case
Starting from the expressions for the thermoelectric conductivities for Dirichlet boundary conditions
(4.8), and evaluating them on the black brane background (2.24), we obtain
κab =
8pi2
κ2p2
v2z−2θh T δ
ab,
αabI = −
8piqI
κ2p2
v2z−θ−2h δ
ab,
σab11 =
1
2κ2
(
vθ−4h + 16
q21
p2
v2z−4h
)
δab,
σab12 =
8
2κ2
q1q2
p2
v2z−4h δ
ab ,
σab22 =
1
2κ2
(
v2z−2−θh + 16
q22
p2
v2z−4h
)
δab, (4.31)
whose temperature dependence can then be extracted by expressing the horizon radius vh as a
function of T . This is easy to do at large temperatures, but more challenging analytically at small
and intermediate values of T .
• θ < 0 case:
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Large temperatures: In the regime where (4.22) holds they behave as
κab ∼ 8pi
2
κ2p2
T
3z−2θ
z δab,
αabI ∼ −
8piqI
κ2p2
T
2z−θ−2
z δab,
σab11 ∼
8
κ2
q21
p2
T
2z−4
z δab,
σab12 ∼
8
2κ2
q1q2
p2
T
2z−4
z δab ,
σab22 ∼
1
2κ2
(
T
2z−2−θ
z + 16
q22
p2
T
2z−4
z
)
δab . (4.32)
Note that the hierarchy between the two terms in σ22 depends on the magnitude of q2, p
relative to vh. In particular,
σ22 ∼ 1
2κ2
T
2z−2−θ
z when q22 << p
2v2−θh , (4.33)
while instead
σ22 ∼ 8
κ2
q22
p2
T
2z−4
z when p2v2−θh << q
2
2 << v
2z−2θ+2
h . (4.34)
Since θ < 0 and 1 < z < 2, note that σ22 in (4.33) can only scale with positive powers of T .
The case described by (4.34) is more interesting, since it corresponds to each component of
σIJ scaling in the same way ∼ T 2z−4z as a function of temperature. In particular, we see
that the electric conductivities scale as ∼ 1/T when z = 4/3, which would be interesting for
systems that may exhibit a linear temperature dependence for the resistivity, ρ ∼ T . Recall
that the z = 4/3 case was singled out by the analysis of [21].
Small temperatures: At low temperature it is challenging to obtain analytic expressions for
the horizon radius as a function of temperature, which are needed to isolate easily recognizable
scaling regimes in temperature. Nonetheless, we can still examine how the thermoelectric
matrix scales as a function of vh, in the three limits (4.23), (4.24) and (4.25), to highlight how
it differs from the analogous expressions obtained assuming Neumann boundary conditions.
Notice that the two components κab and αab in (4.31) cannot be simplified any further. Thus,
we focus on the electric conductivities σabIJ .
When (4.23) holds we find that
σab11 =
8
κ2
q21
p2
v2z−4h δ
ab , σab12 =
1
2
q2
q1
σab11 , σ
ab
22 =
q22
q21
σab11 . (4.35)
Alternatively, in the low temperature range (4.24) we find that the only component of (4.31)
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which can be simplified is σab22 and takes the form
σab22 =
1
2κ2
v2z−2−θh δ
ab . (4.36)
Finally, when (4.25) holds we have
σab22 =
1
2κ2p2
v4z−2θ−2h δ
ab , (4.37)
with the remaining components of the thermoelectric matrix as in (4.31). Thus, we stress
that one obtains different low temperature behaviors for the electric conductivities depending
on the hierarchy between the different scales in the system, with a variety of scaling regimes
possible. While a more extensive analysis would have to be done numerically, these simple
estimates provide insight into the richness of this system.
• θ > 0 case:
Large temperatures: In the regime (4.26) the thermoelectric conductivities scale as
κab ∼ 8pi
2q22
κ2p2
(
T
q22
) z−2
2θ−z−2
δab,
αabI ∼ −
8piqI
κ2p2
(
T
q22
) 2z−θ−2
2θ−z−2
δab,
σab11 ∼
1
2κ2
(
T
q22
) θ−4
2θ−z−2
δab, σab12 ∼
4
κ2
q1q2
p2
(
T
q22
) 2z−4
2θ−z−2
δab, σab22 ∼
2q2
q1
σab12 . (4.38)
It is easy to check that for these ranges of parameters none of the components of the electric
matrix σabIJ can scale as 1/T .
In the regime (4.27) on the other hand we have
κab ∼ 8pi
2p2
κ2
1
T
δab,
αabI ∼ −
8piqI
κ2p2
(
T
p2
) 2z−θ−2
θ−z
δab,
σab11 ∼
1
2κ2
(
T
p2
) θ−4
θ−z
δab, σab12 ∼
4
κ2
q1q2
p2
(
T
p2
) 2z−4
θ−z
δab, σab22 ∼
1
2κ2
(
T
p2
) 2z−2−θ
θ−z
δab . (4.39)
As for the case above, none of the electric conductivities here can scale as 1/T , for our range
of z and θ.
Small temperatures: In the low temperature regime, the only case for which the thermo-
electric matrix simplifies significantly corresponds to the case (4.29). One can then show that
the electrical conductivities scale as they do in (4.35), which we recall corresponds to θ < 0.
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4.3.2 Neumann case
Recall that the thermoelectric conductivities in the case of Neumann boundary conditions are
modified by a factor of
N =
(
1 + 16
q21
p2
v2z−θh
)−1
, (4.40)
as compared to those associated with Dirichlet boundary conditions. Thus, after evaluating on the
background we have
κabN =
8pi2
κ2p2
v2z−2θh T
(
1 + 16
q21
p2
v2z−θh
)−1
δab,
αabN = −
8piq2
κ2p2
v2z−θ−2h
(
1 + 16
q21
p2
v2z−θh
)−1
δab,
σabN =
1
2κ2
[
v2z−2−θh + 16
q22
p2
v2z−4h
(
1 + 16
q21
p2
v2z−θh
)−1]
δab. (4.41)
For generic values of vh these differ significantly from their Dirichlet counterparts. Again, we
consider separately positive and negative values of the hyperscaling violating exponent:
• θ < 0 case:
Large temperatures: In the regime (4.22) it can be easily shown that N scales like
N ∼ p
2
16q21
vθ−2zh ∼
p2
16q21
T
θ−2z
z , (4.42)
and therefore the leading behavior of the components of the thermoelectric matrix is
κabN ∼
pi2
2κ2q21
T
z−θ
z δab,
αabN ∼ −
piq2
2κ2q21
T−
2
z δab,
σabN ∼
1
2κ2
T
2z−2−θ
z δab. (4.43)
Notice that while the temperature behavior of κabN and α
ab
N is markedly different from their
Dirichlet counterparts κab and αab2 in (4.32), the electric conductivity σ
ab
N in the high tem-
perature limit agrees with the first term in σab22. Thus, the two scale in the same way with
temperature in the regime q22 << p
2v2−θh , as seen in (4.33). On the other hand, in the regime
defined by (4.34) the behavior of σabN differs from that of σ
ab
22.
Finally, notice that for the range 1 < z < 2, θ < 0 of scaling exponents we are working with
in this regime, σN can only scale as a positive power of T . As a result, a resistivity which is
linear in temperature (or even quadratic) is not allowed in this case, at least not to leading
order. This compels us to examine the low temperature regime.
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Small temperatures: In the low temperature regime (4.23) the quantity N is still given by
(4.42), and we find the following simple scalings as a function of horizon radius,
κabN =
pi2
2κ2q21
v−θh T δ
ab,
αabN = −
piq2
2κ2q21
v−2h δ
ab,
σabN =
1
2κ2
v2z−2−θh δ
ab. (4.44)
While the first two coefficients differ substantially from the analogous expressions in (4.31),
the electrical conductivity σabN is identical to the first term in σ
ab
22.
On the other hand, in the low temperature ranges (4.24) and (4.25) the quantity N cannot
be simplified further, and thus we have to resort to using the full expression (4.41), whose
structure is highly non-trivial. Identifying clean scaling regimes analytically for the electrical
conductivity in this case would be challenging and one should resort to numerics.
• θ > 0 case:
Large temperatures: In the high temperature regimes (4.26) and (4.27) the rescaling factor
N ∼ 1 and therefore the thermoelectric matrix agrees with the corresponding expressions
(4.38 and (4.39) for Dirichlet boundary conditions, if we identify κabN = κ
ab,αabN = α
ab
2 , σ
ab
N =
σab22.
Small temperatures: At low temperature the thermoelectric matrix simplifies significantly
only when (4.29) is satisfied, for which we have
N ∼ p
2
16q21
vθ−2zh . (4.45)
In this case we find that (4.44) still describes the thermoelectric matrix, which we stress once
more is very different from its Dirichlet counterpart.
To summarize, at large temperatures the difference between the two sets of boundary conditions
is most apparent for the case θ < 0. When θ > 0 and T is large, we find that N ∼ 1 and thus the
components of the thermoelectric matrix for Neumann boundary conditions scale in the same way
as the corresponding Dirichlet components.
For a negative value of the hyperscaling violating exponent, on the other hand, the two sets of
boundary conditions yield very different results. The only partial agreement is for the special case of
(4.33), in which the Neumann electric conductivity σN behaves in the same way with temperature
as its Dirichlet counterpart σ22.
As mentioned earlier, because of the complexity of the background solution we work with, the
only regime in which we can analytically estimate the temperature scaling of the thermoelectric
matrix is that of large temperatures. As we already mentioned, an interesting phenomenological
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question is whether one can obtain a robust explanation for the linear scaling of the resistivity
ρ ∼ T for the strange metal phase. In this respect a particularly interesting case is described by
the regime (4.34) for θ < 0 and Dirichlet boundary conditions. In this case all the components of
the electrical DC conductivity σIJ scale in the same way ∼ T (2z−4)/z and in particular for z = 4/3
scale as 1/T , leading to a linear resistivity. As it turns out, in our analysis this is the only case
which could in principle support a linear resistivity, in the high temperature regime (independently
of choices of boundary conditions). This is intriguing because the special value z = 4/3 was the one
seemingly needed by the scaling arguments and field theoretic analysis of [21]. To better understand
the significance of this point we would like to generalize this analysis to include a magnetic field,
and extend the computation of observables to the Hall angle and the magnetoresistance. This
would also complement the recent analysis of [48, 49], in which the special values z = 4/3, θ = 0
singled out by [21] were associated with a minimal DBI holographic model which could be used to
reproduce, in the probe limit, the scalings of the resistivity ρ ∼ T and Hall angle cot ΘH ∼ T 2 of
the cuprates [49].
Finally, at arbitrary and low temperatures the expressions for the thermoelectric conductivities
in the Neumann and Dirichlet cases generically differ from each other – for both positive and
negative values of θ – and a more extensive analysis of their temperature behavior would have to
be done numerically.
5 Concluding remarks
In order to holographically identify the conserved currents responsible for the thermoelectric con-
ductivities in a hyperscaling violating Lifshitz theory, it is necessary to place it at the UV, i.e.
consider bulk solutions that are asymptotically locally hyperscaling violating Lifshitz, and to con-
struct the physical observables through holographic renormalization. In this paper we have carried
out this procedure for linearized fluctuations of the theory (2.1) around the family of hyperscaling
violating Lifshitz backgrounds (2.24). This analysis was considerably more involved compared to
that for relativistic theories because the heat current involves the energy flux, which is an irrelevant
operator in the dual Lifshitz theory when z > 1. In particular, we showed that the boundary coun-
terterms required to renormalize the theory in the presence of a source for the energy flux involve
the radial canonical momentum conjugate to the gauge field supporting the Lifshitz asymptotics,
in close resemblance to the renormalization of gauge fields in asymptotically AdS2 and AdS3 back-
grounds [37, 38]. However, if the gauge field supporting the Lifshitz asymptotics in the action (2.1)
is dualized to its magnetic dual, the boundary counterterms would assume a more standard form
that does not involve the canonical momenta [36].
An additional complication in the identification of the dual operators responsible for the ther-
moelectric conductivities is related to the choice of possible boundary conditions on the bulk fields.
It is well known that the field theory dual of a given gravitational theory in the bulk is fully spec-
ified only once boundary conditions at infinity are imposed. In particular, the spectrum of local
operators and their correlation functions are sensitive to the boundary conditions. Holographic
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conductivities are no exception. In this paper we have explicitly demonstrated the dependence
of physical observables on the boundary conditions by computing analytically the thermoelectric
DC conductivity matrix in a hyperscaling violating Lifshitz theory with two different boundary
conditions on one of the two Maxwell fields present. Only Dirichlet boundary conditions lead to
conductivities that agree with the result of the near horizon analysis [16], while Neumann boundary
conditions produce a different set of DC conductivities. However, we expect that a near horizon
analysis in the theory obtained by dualizing the Maxwell field supporting the Lifshitz background
should reproduce the thermoelectric conductivities obtained by imposing Neumann boundary con-
ditions in the original theory. It would be interesting to confirm this explicitly.
Although the thermoelectric conductivities we computed have a rich behavior as functions of
the temperature, depending on the various parameters characterizing the background solution, we
carried out a preliminary analysis by looking for parameter regions where the DC conductivities
exhibit approximate scaling behavior with the temperature. We identified several clean scaling
regimes in the limit of large temperature, which in our setup probes the Lifshitz theory in the UV.
The thermoelectric conductivities obtained from Dirichlet and Neumann boundary conditions on
the Maxwell field supporting the Lifshitz background scale generically differently with temperature.
Rather intriguingly, the only case we could identify that can potentially lead to a linear resistivity
arises in the case of Dirichlet boundary conditions and the specific value of the dynamical exponent
z = 4/3, which was also singled out in the field theory analysis of [21].
The work presented in this paper can be extended in several promising directions. An interesting
generalization is to compute the optical (AC) thermoelectric conductivities for the same model
and background we consider here. This should be relatively straightforward since the linearized
equations we have obtained in appendix A hold for arbitrary frequency, but solving them for general
frequency would require extensive numerical analysis. In particular, one can ask what kinds of clean
scaling laws can be supported in the intermediate frequency regime, along the lines of the analysis
done in [50].
Another obvious extension of the current analysis is to include a background magnetic field, as
was done for the model we study here in [17]. A much simpler way to obtain the thermoelectric
DC conductivities in a dyonic background, however, is to solve the linearized fluctuation equations
for a purely electric background as we have done in this paper, and simply impose mixed boundary
conditions on the gauge field A2a. Both procedures are equivalent and place the dual field theory on
a dyonic background. In particular, the presence of a background magnetic field will facilitate the
evaluation of the Hall angle and the magnetoresistance in the dual Lifshitz theory. These in turn
will permit a more detailed comparison of the holographic DC conductivities with experimental
observations for the cuprates.
Yet another potential direction to explore is turning on a mass for the bulk gauge field supporting
the Lifshitz asymptotics so that the dual Lifshitz theory is characterized by an additional vector
exponent [33]. This again would allow for a more direct comparison with the field theory results of
[21]. Finally, it would be very interesting to revisit part of the asymptotic analysis of [9] for generic
asymptotically locally hyperscaling violating Lifshitz theories in order to include a non-zero source
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for the energy flux and consider the effect of different boundary conditions on the bulk gauge field.
We hope to address some of these questions in the near future.
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Appendices
A Fluctuation equations in the Einstein frame
In this appendix we derive the Einstein frame linearized field equations for a consistent set of
spatially homogeneous, time dependent fluctuations around a generic background of the form (2.8)
for the case ds = 2, i.e. four dimensional bulk. In particular, the system of equations we derive can
be used to compute the AC conductivities too, but in this paper we only solve them in the zero
frequency limit. Moreover, we keep the background completely arbitrary and so the same linearized
equations can be used to compute two-point functions in any background of the form (2.8). The
analysis of the linearized fluctuations in this appendix is almost identical to that in [51], except
that here we turn a background axion charge, but we set the background magnetic field to zero.
We choose to work in a gauge where the Einstein frame metric takes the form
ds2 = dr2 + γij(r, t)dx
idxj , (A.1)
where i, j run over the time t and spatial dimensions xa, and the radial component of the gauge
fields is set to zero, i.e. AIr = 0. Parameterizing the most general fluctuations that preserve this
gauge by
γij = γBij + hij , A
I
i = A
I
Bi + a
I
i , φ = φB + ϕ, χ
a = χaB + τ
a, (A.2)
with Sji ≡ γjkB hki, we turn off the fluctuation components Stt = Sxx = Syy = Syx = ϕ = at = 0 and
only keep the components aIa = a
I
a(r, t), S
a
t = S
a
t (r, t), and τ
a(r, t). Inserting these fluctuations in
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the Einstein frame equations (2.3) leads to the following set of linear equations:
Einstein ta:(
∂2r +
(
3A˙− f˙
2f
)
∂r − 2p2Z(φB)e−2A
)
Sat = −2e−2A
(
pZ(φB)∂tτ
a + 2ΣIJ(φB)a˙
I a˙Ja
)
, (A.3a)
(
∂2r + 3
(
A˙+
f˙
2f
)
∂r +
4
f
e−2AΣIJ(φB)a˙I a˙J
)
Sta =
2
f
e−2A
(
pZ(φB)∂tτ
a + 2ΣIJ(φB)a˙
I a˙Ja
)
, (A.3b)
Einstein ra:
∂tS˙
a
t = −4e−2AΣIJ(φB)a˙I∂taJa − 2pZ(φB)f τ˙a, (A.3c)
Maxwell a:
∂r
(
ΣIJ(φB)f
−1/2eA
(
a˙JSat + f a˙
J
a
))
= ΣIJ(φB)f
−1/2e−A∂2t a
J
a , (A.3d)
Axion:
τ¨a +
(
3A˙+
1
2
f−1f˙ + Z−1(φB)Z ′(φB)φ˙B
)
τ˙a − f−1e−2A∂2t τa = pe−2A∂tSta, (A.3e)
and we recall that ˙≡ ∂r. Notice that the first two equations, (A.3a) and (A.3b), are in fact not
independent since
Sta = −f−1Sat . (A.4)
Using the Maxwell equation for the background, eq. (2.13), and Fourier transforming in time
(∂t → iω) we can write these equations in the form
∂r
(
e3Af−1/2S˙at
)
= 4qI a˙
I
a + 2pZ(φB)f
−1/2eA (pSat − iωτa) , (A.5a)
ωS˙at = 4e
−3Af1/2ωqIaIa + 2ipZ(φB)f τ˙
a, (A.5b)
∂r
(
ΣIJ(φB)f
1/2eAa˙Ja
)
+ ΣIJ(φB)f
−1/2e−Aω2aJa = qI S˙
a
t , (A.5c)
τ¨a +
(
3A˙+
1
2
f−1f˙ + Z−1(φB)Z ′(φB)φ˙B
)
τ˙a + f−1e−2Aω2τa = −iωpe−2Af−1Sat . (A.5d)
Multiplying (A.5b) with e3Af−1/2, taking the radial derivative and substituting (A.5c) and (A.5d)
in the resulting expression gives back (A.5a), which is therefore not independent either. In order
to simplify the remaining three equations we define the quantities
Θa ≡ Sat −
iω
p
τa, Ω ≡ ω2 − 2p2fZ(φB), (A.6)
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in terms of which the last three equations in (A.5) become
ΩS˙at = 4e
−3Af1/2ω2qIaIa − 2p2Z(φB)fΘ˙a, (A.7a)
− qI S˙at + ∂r
(
ΣIJ(φB)f
1/2eAa˙Ja
)
= −ω2ΣIJ(φB)f−1/2e−AaJa , (A.7b)
∂r
(
Z(φB)e
3Af1/2τ˙a
)
= −iωpZ(φB)eAf−1/2Θa. (A.7c)
Finally, substituting (A.7a) in (A.7b) and (A.7c) leads to the system of coupled equations
∂r
(
ΣIJ(φB)f
1/2eAa˙Ja + 2p
2qIZ(φB)fΩ
−1Θa
)
+ ω2f−1/2e−A
(
ΣIJ(φB)− 4fe−2AΩ−1qIqJ
)
aJa − 2p2qIω2Ω−2∂r(Z(φB)f)Θa = 0,
∂r
(
Z(φB)fΩ
−1
(
e3Af−1/2Θ˙a − 4qIaIa
))
+ Z(φB)e
Af−1/2Θa = 0.
(A.8)
Solving these coupled equations completely determines all fluctuations since Sat is related to Θ
a and
aIa through (A.7a), and τ
a is subsequently determined from the defining relation for Θa in (A.6).
In particular, combining (A.6) and (A.7a) gives
τ˙a =
iω
2pZ(φB)f
(
4e−3Af1/2qIaIa − Ω−1
(
4e−3Af1/2ω2qIaIa − 2p2Z(φB)fΘ˙a
))
. (A.9)
B Radial Hamiltonian formalism in the dual frame
In order to construct the holographic dictionary for asymptotically hyperscaling violating Lifshitz
solutions in section (3.4), we make use of the radial Hamiltonian formulation of the theory described
by the dual frame action (2.5). In this appendix we summarize the essential ingredients of the radial
Hamiltonian formalism for the dual frame action (2.5). The exposition is identical to that in section
2 of [9], except that (besides fixing a typo) here we include ds axions and an unspecified number
of gauge fields.
The first step in the Hamiltonian formalism is to decompose the metric and the gauge fields as
ds¯2 = (N
2
+N iN
i
)dr2 + 2N idrdx
i + γij(r, x)dx
idxj , AIµdx
µ = AIrdr +A
I
i dx
i, (B.1)
in terms of the lapse and shift functions, respectively N and N i, the induced metric γij on the
radial slices Σr, as well as the longitudinal and transverse components of the gauge fields. The
action (2.5) can then be written as an integral
Sξ =
∫
drLξ, (B.2)
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over the radial Lagrangian
Lξ =
1
2κ2
∫
dds+1x
√
−γ N
((
1 +
d2sξ
2
αξ
)
K
2 −KijKij − αξ
N
2
(
φ˙−N i∂iφ− dsξ
αξ
N K
)2
− 2
N
2 Σ
ξ
IJ(φ)(F
I
ri −NkF Iki)(F Jr i −N lF Jl i)−
1
N
2Zξ(φ)
(
χ˙a −N i∂iχa
)2
+R[γ]− αξ∂iφ∂iφ− ΣξIJF IijF
J ij − Zξ∂iχa∂iχa − Vξ − 2γ
)
edsξφ, (B.3)
where Kij is the extrinsic curvature,
Kij =
1
2N
(
γ˙ij −DiN j −DjN i
)
, (B.4)
K ≡ γijKij denotes its trace, and Di is the covariant derivative with respect to the metric γij .
From the radial Lagrangian (B.3) follow the canonical momenta
piij =
δL
δγ˙ij
=
1
2κ2
√
−γ edsξφ
(
Kγij −Kij + dsξ
N
γij(φ˙−Nk∂kφ)
)
,
piiI =
δL
δA˙Ii
= − 1
2κ2
√
−γ edsξφΣξIJ(φ)
4
N
γij(F Jrj −NkF Jkj),
piφ =
δL
δφ˙
=
1
2κ2
√
−γ edsξφ
(
2dsξK − 2αξ
N
(φ˙−N i∂iφ)
)
,
piχa =
δL
δχa
= − 1
2κ2
√
−γ edsξφZξ(φ) 2
N
(χ˙a −N i∂iχa), (B.5)
while the momenta conjugate to N , N i, and Ar vanish identically, and so these fields are non
dynamical. Inverting these expressions for the canonical momenta gives Hamilton’s equations
γ˙ij = −
4κ2√−γ e
−dsξφN
(
piij − αξ + d
2
sξ
2
dsα
piγij −
ξ
2α
piφγij
)
+DiN j +DjN i,
A˙Ii = −
κ2
2
1√−γ e
−dsξφΣIJξ (φ)NpiiJ + ∂iA
I
r +N
k
F Iki,
φ˙ = − κ
2
α
1√−γ e
−dsξφN(piφ − 2ξpi) +N i∂iφ,
χ˙a = − κ
2
√−γ e
−dsξφZ−1ξ (φ)Npiχa +N
i
∂iχ
a, (B.6)
which can be used to determine the radial Hamiltonian of the theory, namely
H =
∫
dds+1x(γ˙ijpi
ij + A˙Ii pi
i
I + φ˙piφ + χ˙
apiχa)− L =
∫
dds+1x(NH+N iHi +AIrGI), (B.7)
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where H, Hi and GI are given by
H = − κ
2
√−γ e
−dsξφ
(
2piijpiij − 2
ds
pi2 +
1
2α
(
piφ − 2ξpi
)2
+
1
4
ΣIJξ pi
i
IpiiJ +
1
2
Z−1ξ (piχa)
2
)
+
√−γ
2κ2
(
−R[γ] + αξ∂iφ∂iφ+ ΣξIJF
Iij
F Jij + Zξ∂iχ
a∂
i
χa + Vξ + 2γ
)
edsξφ,
Hi = − 2Djpiji + F IijpijI + piφ∂
i
φ+ piχa∂
i
χa,
GI = −DipiiI . (B.8)
Since the canonical momenta conjugate to the fields N , N i, and Ar vanish identically, the corre-
sponding Hamilton equations impose the first class constraints
H = Hi = GI = 0, (B.9)
reflecting the diffeomorphism and local gauge symmetries of the bulk theory.
Finally, Hamilton-Jacobi theory provides an alternative expression for the canonical momenta
as gradients of Hamilton’s principal function S[γ,AI , φ, χ], namely
piij =
δS
δγij
, piiI =
δS
δAIi
, piφ =
δS
δφ
, piχa =
δS
δχa
. (B.10)
Inserting these expressions for the momenta in the constraints (B.8) one obtains a set of first order
functional partial differential equations, known as the Hamilton-Jacobi equations, for the functional
S. Given a solution S of the Hamilton-Jacobi equations, Hamilton’s equations (B.6) become a set
of first order equations for the dynamical fields γij , A
I
i , φ and χ. In the radial gauge
N = e−ξφ, N i = 0, Ar = 0, (B.11)
which corresponds to Fefferman-Graham gauge in the Einstein frame, these first order equations
take the form
γ˙ij = −
4κ2√−γ e
−(ds+1)ξφ
((
γikγjl −
αξ + d
2
sξ
2
dsα
γijγkl
)
δ
δγkl
− ξ
2α
γij
δ
δφ
)
S,
A˙Ii = −
κ2
2
1√−γ e
−(ds+1)ξφΣIJξ (φ)γij
δ
δAJj
S,
φ˙ = −κ
2
α
1√−γ e
−(ds+1)ξφ
(
δ
δφ
− 2ξγij
δ
δγij
)
S,
χ˙a = − κ
2
√−γ e
−(ds+1)ξφZ−1ξ (φ)
δS
δχa
. (B.12)
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