Abstract. In this paper, the fractional integral operator on non homogeneous metric measure spaces is introduced, which contains the classical fractional integral operator, fractional integral with non-doubling measures and fractional integral with fractional kernel of order α and regularity ǫ introduced by García-Cuerva and Gatto as special cases. And the (L p (µ), L q (µ))-boundedness for fractional integral operators on non-homogeneous metric measure spaces is established. From this, the (L p (µ), L q (µ))-boundedness for commutators and multilinear commutators generated by fractional integral operators with RBM O(µ) function are further obtained. These results in this paper include the corresponding results on both the homogeneous spaces and non-doubling measure spaces.
Introduction
As we know, the theory on spaces of homogeneous type need to assume that measure µ of metric spaces (X, d, µ) satisfies the doubling measure condition, i.e. there exists a constant C > 0 such that µ(B(x, 2r)) ≤ Cµ(B(x, r)) for all x ∈ suppµ and r > 0. Recently, many classical theory have been proved still valid without the assumption of doubling measure condition, see [2, [4] [5] [6] [8] [9] [10] 18, 19, [21] [22] [23] [24] and their references. In case of non-doubling measures, a Radon measure µ on R n only need to satisfy the polynomial growth condition, i.e., for all x ∈ R n and r > 0, there exists a constants C > 0 and k ∈ (0, n] such that, (1.1) µ(B(x, r)) ≤ C 0 r k ,
where B(x, r) = {y ∈ R n : |y − x| < r}. The analysis on non-doubling measures has important applications in solving the long-standing open Painlevé's problem (see [21] ).
However, as pointed out by Hytönen in [12] , the measure satisfying (1.1) do not include the doubling measure as special cases. For this reason, a kind of metric measure spaces (X, d, µ) satisfying geometrically doubling and the upper doubling measure condition (see Definition 1.1 and 1.2) is introduced by Hytönen in [12] , which is called non-homogeneous metric measure spaces. The advantage of this kind of spaces is that it includes both the homogeneous spaces and metric spaces with polynomial growth measures as special cases. From then on, some results paralled to homogeneous spaces and non-doubling measure spaces are obtained (see [1, 3, [11] [12] [13] [14] [15] [16] [17] and the references therein). For example, Hytönen et al. in [14] and Bui and Duong in [1] independently introduced the atomic Hardy space H 1 (µ) and obtained that the dual space of H 1 (µ) is RBM O(µ). Hytönen and Martikainen [13] established the T b theorem in this surroundings. In [1] , Bui and Duong also obtained that Calderón-Zygmund operator and commutators of Calderón-Zygmund operators with RBM O(µ) function are bounded in L p (µ) for 1 < p < ∞. Later, Lin and Yang [16] introduced the space RBLO(µ) and proved the maximal Calderón-Zygmund operators is bounded from L ∞ (µ) into RBLO(µ). Recently, some equivalent characterizations are established by Liu, Yang Da. and Yang Do. in [17] for the boundedness of Carderon-Zygmund operators on L p (µ) for 1 < p < ∞. The boundedness and weak type endpoint estimate of multilinear commutators of Calderón-Zygmund operators on non-homogeneous metric spaces is established by Fu, Yang and Yuan in [3] . And weighted estimate for multilinear Calderón-Zygmund operators on non-homogeneous metric spaces is also obtained by Hu, Meng and Yang in [11] .
The purpose of this paper is to establish the theory of fractional integral operators on non-homogeneous metric measure spaces. At first, fractional integral operators on non-homogeneous metric measure spaces is introduced. This kind of fractional integral operators contains the classical fractional integral operator, fractional integral with non-doubling measures and fractional integral with fractional kernel of order α and regularity ǫ introduced by García-Cuerva and Gatto in [4] as special cases. The (L p (µ), L q (µ))-boundedness for fractional integral operators on non-homogeneous metric measure spaces is obtained. From this result, the boundedness of commutators and multilinear commutators generated by fractional integral operators with RBM O(µ) function are also established. The results in this paper include the corresponding results on both the homogeneous spaces and non-doubling measure spaces.
For the sake of the reader's convenience, let us give some references about previous results of fractional integral operators which are closely related to results in this paper. Classical fractional integral theory can be founded in [20] . In the circumstance of non-doubling measures, (L p (µ), L q (µ))-boundedness for fractional integral operators is established in [4, 5] . The boundedness of commutators and multilinear commutators generated by fractional integral operators with RBM O(µ) function were established in [2] and [8] respectively.
In addition, it's worth mentioning that the Besicovitch covering lemma is only applicable to R n , but is not applicable to non-homogeneous metric measure spaces. Therefore, in the process of proving Lemma 2.2 in this paper, we will adopt a covering lemma introduced in [7] .
Before stating the main results, we firstly recall some notations and definitions. Definition 1.1. [12] A metric spaces (X, d) is called geometrically doubling if there exist some N 0 ∈ N such that, for any ball B(x, r) ⊂ X, there exists a finite ball covering {B(x i , r/2)} i of B(x, r) such that the cardinality of this covering is at most N 0 . Definition 1.2.
[12] A metric measure space (X, d, µ) is said to be upper doubling if µ is a Borel measure on X and there exists a dominating function λ : X × (0, +∞) → (0, +∞) and a constant C λ > 0 such that for each x ∈ X, r −→ (x, r) is non-decreasing, and for all x ∈ X, r > 0,
A space of homogeneous type is a special case of upper doubling spaces, where one can take the dominating function λ(x, r) ≡ µ(B(x, r)).
On the other hand, a metric space (X, d, µ) satisfying the polynomial growth condition (1.1) (in particular, (X, d, µ) ≡ (R n , | · |, µ) with µ satisfying (1.1) for some k ∈ (0, n])) is also an upper doubling measure space if we take λ(x, r) ≡ Cr k . (ii) Let(X, d, µ) be an upper doubling space and λ be a dominating function on X×(0, +∞) as in Definition 1.2. In [15] , it was showed that there exists another dominating function λ such that for all x, y ∈ X with d(x, y) ≤ r,
Thus, in this paper, we always suppose that λ satisfies (1.3).
As stated in Lemma 2.3 of [1] , there exist plenty of doubling balls with small radii and with large radii. In the rest of the paper, unless α and β are specified otherwise, by an (α, β) doubling ball we mean a (6, β 0 )-doubling with a fixed number β 0 > max{C
n }, where n = log 2 N 0 be viewed as a geometric dimension of the spaces. Definition 1.4. Let 0 ≤ β < n and N B,Q be the smallest integer satisfying 6 NB,Q r B ≥ r Q , then we set
B,Q by K B,Q , which is firstly defined in [22] .
and for any two doubling balls B ⊂ Q,
B is the smallest (α, β)-doubling ball of the form 6 k B with k ∈ N {0}, and m B (b) is the mean value of b on B, namely,
The minimal constant C appearing in (1.5) and (1.6) is defined to be the RBM O(µ) norm of b and denoted by ||b|| * . The norm ||b|| * is independent of ρ > 1. Next, let us introduce fracional integral operator on nonhomogeneous metric measure spaces. Definition 1.6. Let 0 < α < n and 0
is said to be a fractional kernel of order α and regularity ǫ if it satisfies the following two conditions:
for all x = y.
(ii) There exists 0 < ǫ ≤ 1 such that
. A operator I α is called a fractional integral operator on non-homogeneous metric measure spaces with the above fractional kernel K α satisfying (1.7) and (1.8) if, for f ∈ L ∞ functions with compact support and x / ∈ suppf ,
Remark 1.2. By taking λ(x, d(x, y)) = Cd(x, y) n , it is easy to see that Definition 1.6 in this paper contains Definition 3.1 and Definition 4.1 introduced by García-Cuerva and Gatto in [4] . Obviously, it also contains the classical fractional integral operator
as special case. Definition 1.7. The commutators [b, I α ] generated by fractional integral operator I α with RBM O(µ) function b is defined by (1.10) [b,
Definition 1.8. The multilinear commutators I α, b is formally defined by
where
. With this notation, we write
In particular, for i ∈ {1, · · ·, k} and
where B is any ball in X and y, z ∈ X. For the product of all the functions, we simply write
In particular, when σ = {1, · · ·, k}, we denote I α, bσ simply by I α, b .
The main results of this paper are stated as follows.
Throughout this paper, χ E denotes the characteristic function of set E. C always denotes a positive constant independent of the main parameters involved, but it may be different from line to line. And p ′ is the conjugate index of p, namely,
2. Proof of Theorem 1.1
To prove Theorem 1.1, we need to give the following notations and lemmas. Let 0 ≤ β < n and f ∈ L 1 loc (µ), the sharp maximal operator is defined by
where ∆ x := {(B, Q) : x ∈ B ⊂ Q and B, Q are two doubling balls} and the non centered doubling maximal operator is denoted by
By the Lebesgue differentiation theorem, it is easy to see that for any f ∈ L 1 loc (µ) and almost every x ∈ X,
Moreover, N is of weak type (1,1) and bounded on L p (µ), 1 < p ≤ +∞. From Theorem 4.2 in [1] or Lemma 4 in [2] , it is easy to obtain that
where the non-centered maximal operator M (β) r,(η) is defined by
, we obtain that if η ≥ 5 and q > r, then
Proof. (of Lemma 2.2) Let us firstly prove the following result.
.
r,(η) , for any x ∈ E λ , there exists a ball B x containing x such that
Note that for η ≥ 5. By Theorem 1.2 in [7] , we can pick a disjoint collection
and r/q < 1, then
Since r/q = 1 − βr/n, then (2.10)
Therefore,
. If r < s < n/β, using the Hölder's inequality, we deduce
. By the preceding arguments, then we obtain
By the Marcinkiewicz interpolation theorem, the proof of Lemma 2.2 is completed.
With the similar method to proof of Lemma 3 in [2] or Lemma 2.1 in [22] , it is easy to obtain the following Lemma 2.3. Here we omit the details. Lemma 2.3. For 0 ≤ β < n, we have the following properties:
( Bi,Bi+1 > P β for i = 1, 2, · · · , m − 1, then there exists a positive constant C, depending on β, n and C λ , such that 
Proof. (of Theorem1.1) For all 1 < p < n/α, we firstly establish the following sharp maximal function estimate (2.14)
r,(5) f (x). Suppose (2.14) is valid for a moment. Choosing r such that 1 < r < p < n/α and 1/q = 1/p − α/n. By Lemma 2.1 and Lemma 2.2, we have
As in the proof of Theorem 9.1 in [22] , to obtain (2.14), by Lemma 2.4 and Lemma 2.5, it suffices to show that
holds for any x and ball B with x ∈ B, and (2.17)
for all balls B ⊂ Q with x ∈ B, where B is an arbitrary ball and Q is a doubling ball. For any ball B, it is easy to see that
To estimate I 1 , by (i) in Definition 1.6, the properties of function λ and the Hölder's inequality, we get
For y, y 0 ∈ B, by (ii) in Definition 1.6 and the properties of function λ and the Hölder's inequality, we obtain
(2.20)
Taking the mean over y 0 ∈ B, then we have
So (2.16) holds from (2.18) to (2.21). Now we prove (2.17). Consider two balls B ⊂ Q with x ∈ B, where B is an arbitrary ball and Q is a doubling ball. Let N = N B,Q + 1, then we have
With the same method to estimate I 2 , we immediately get (2.23)
To estimate J 2 , for z ∈ B, it is easy to see that
By (i) in Definition 1.6 and the Hölder's inequality, we deduce
(2.25) Also, we obtain that
r,(5) f (x). Taking mean for z over B, we have
. Similarly, we also obtain that (2.29)
r,(5) f (x). From (2.22) to (2.29), we yield (2.17) holds. Hence the proof of Theorem 1.1 is completed.
Proof of Theorem 1.2
Let us firstly give the equivalent definition of RBM O(µ), which is useful in proving Theorem 1.2. Definition 3.1.
[8] Let ρ > 1 be some fixed constant. A function b ∈ L 1 loc (µ) is said to belong to RBM O(µ) if there exists a constant C > 0 such that for any ball B, a number b B such that
and for any two balls B ⊂ Q,
The minimal constant C appearing in (3.1) and (3.2) is defined to be the RBM O(µ) norm of f and denoted by ||b|| * . The norm ||b|| * is independent of ρ > 1.
Lemma 3.1. [22] For any ball B, we have
2) For all 1 < p < n/α, we firstly establish the following sharp maximal function estimate
. Suppose (3.4) holds for a moment. By Lemma 3.3 in [22] , we can assume that b ∈ L ∞ (µ). Choosing r such that 1 < r < p < n/α and 1/q = 1/p − α/n. By Lemma 2.1, Lemma 2.2 and Theorem 1.1 in this paper, we obtain 
As in the proof of Theorem 1 in [2] , to obtain (3.4), by Lemma 2.4 and Lemma 2.5 in Section 2 of this paper, it suffices to deduce that
holds for any x and ball B with x ∈ B, and (3.9)
for all balls B ⊂ Q with x ∈ B, where B is an arbitrary ball, Q is a doubling ball and for any ball B, we denote
To obtain (3.8), we write [b, I α ]f as follows.
[b, (3.10) where f 1 = f χ 6 5 B and f 2 = f − f 1 . Now, by the Hölder's inequality, we have
(3.11)
We take s = √ r and let 1/t = 1/s − α/n. Using the Hölder's inequality, the result of Theorem 1.1 and Definition 3.1, we obtain
(3.12)
Next, to prove (3.8), we only need to compute |I α ((b − b B )f 2 )(y) − h B |. For y, y 0 ∈ B, by Lemma 3.1, we have
(3.13)
Taking the mean over y 0 ∈ B, we obtain (3.14)
So (3.8) is proved.
To prove (3.9), we consider two balls B ⊂ Q with x ∈ B, where B is an arbitrary ball, Q is a doubling ball. Denote N = N B,Q + 1, we write
For y ∈ B, by the Hölder's inequality, we get
. For x, y ∈ B, it is easy to see that
Then, by Definition 3.1, we get
Let us estimate L 3 . For y ∈ B, we have
Here we have used the fact that |b
Taking the mean over B, we have
Operating as in (3.13), for any y ∈ B and z ∈ Q, we obtain
Taking the mean over B for y and over Q for z, we have (5) f (x). Thus (3.9) is valid and the proof of Theorem 1.2 is finished .
Proof of Theorem 1.3
To prove Theorem 1.3, we need the following some lemmas.
Lemma 4.2. [9] For any ball B, we have
Proof. (of Theorem 1.3) We prove the theorem by induction on k. If k = 1, the result of Theorem 1.2 asserts that [b, I α ] is bounded from L p (µ) to L q (µ) for any 1 < p < n/α, 0 < α < n and 1/q = 1/p − α/n. Now we assume that k ≥ 2 is an integer and that for any 1 ≤ i ≤ k − 1 and any subset σ = {σ(1), · · ·, σ(i)} of {1, · · ·, k}, I α, bσ is bounded from L p (µ) to L q (µ) for any for any 1 < p < n/α, 0 < α < n and 1/q = 1/p − α/n. We next claim that for any 1 < r < ∞, I α, b satisfies the following sharp maximal function estimate
Suppose (4.3) holds for a moment. Now we prove T b satisfies (1.14). By Lemma 3.3 in [22] , we can assume that b i ∈ L ∞ (µ) for 1 ≤ i ≤ k. Choosing r such that 1 < r < p < n/α and 1/q = 1/p − α/n. By Lemma 2.1, Lemma2.2, Theorem 1.1 and Theorem 1.2 in this paper, we deduce
As in the proof of Theorem 2 in [9] , to obtain (4.3), by Lemma 2.4 and Lemma 2.5 in this paper, it only need to show that
hold for all x and B with x ∈ B, and
holds for any cube B ⊂ Q with x ∈ B, where B is an arbitrary cube and Q is a doubling cube. We denote
, and
Let us firstly estimate (4.5). It is easy to see that
and if i = k, we denote I α f (y) by I α, b σ ′ f (y). Thus,
Take s = √ r and let 1/t = 1/s−α/n. By Theorem 1.1, the Hölder's inequality and (4.9), we deduce
(4.10)
From the Hölder's inequality and Lemma 4.1, it follows that
(4.11)
Let us estimate II 3 . For y, y 0 ∈ B, by the condition (ii) in Definition 1.6 and the Hölder's inequality, we have
(4.12)
From the above estimate and the definition of h B , we have
r, (5) f (x). The estimate for II 1 , II 2 and II 3 yields (4.5). Now we turn to the estimate for (4.6). For any balls B ⊂ Q with x ∈ B and Q is a doubling ball, we denote N B,Q + 1 simply by N .
(4.14)
With the similar estimate for II 3 , we easily get that
To estimate JJ 2 , with the help of (4.7), we deduce that Now we turn to estimate JJ 3 . By the Hölder's inequality, Lemma 4.1 and Lemma 4.2, for y ∈ B, we get Taking the mean over y ∈ Q, we obtain Taking the mean over y ∈ Q, it follows that
r, (5) f (x). The estimate for JJ 1 , JJ 2 , JJ 3 and JJ 4 yields (4.6). Thus the proof of Theorem 1.3 is completed.
