We seek to improve the data efficiency of neural networks and present novel implementations of parameterized piece-wise polynomial activation functions. The parameters are the y-coordinates of n + 1 Chebyshev nodes per hidden unit and Lagrangian interpolation between the nodes produces the polynomial on [−1, 1]. We show results for different methods of handling inputs outside [−1, 1] on synthetic datasets, finding significant improvements in capacity of expression and accuracy of interpolation in models that compute some form of linear extrapolation from either ends. We demonstrate competitive or state-of-the-art performance on the classification of images (MNIST and CIFAR-10) and minimally-correlated vectors (DementiaBank) when we replace ReLU or tanh with linearly extrapolated Chebyshev-Lagrange activations in deep residual architectures.
Introduction
Polynomial interpolation of Chebyshev nodes is one of the most data-efficient approaches for modelling a noise-free, n-differentiable function on the interval [−1, 1] [17] . The error between the approximating polynomial P n−1 of degree at most n − 1 and the true function f is described by:
|f (x) − P n−1 (x)| ≤ 1 2 n−1 n! max
The primary difficulty of applying this to neural networks is the treatment of inputs that may be noisy or outside of [−1, 1]. We solve this by learning the support of polynomials that map inputs to outputs. For every input unit x i , we learn the positions of n + 1 points such that the polynomial P n that forms from these points has output P n (x i ) that minimizes the final loss function. We fix the x-positions of the support points to be the Chebyshev nodes and learn the y-positions. Figure 1 shows an example of this mechanism. This idea has been explored with piece-wise polynomial activations where the model learns the weights for the Lagrangian basis functions of Chebyshev-Lobatto nodes [20] , which is equivalent to learning the y-positions of the nodes. Apart from applying further piece-wise polynomials, there was no additional mechanism for handling inputs outside of [−1, 1] . Therefore, the main novelty of our work is the linear extension of the polynomial from either end 1 using regression or extrapolation, which we find to be key in improving results and attaining competitive performance with modern architectures on a variety of tasks.
We rationalize the basic Chebyshev-Lagrange method and our variations in Sections 1.1 and 2.1, then describe the selection process for the best variation using synthetic datasets and demonstrate its practical value on real datasets in Sections 2.2 and 3, and finally offer explanations for its versatility and performance and discuss future work in Section 4.
Background
Several existing architectures allude to the idea that parameterized piece-wise polynomial activations can improve the data efficiency of ReLU-based neural networks [9, 8, 4] . PReLU is a modified ReLU where the output slope of negative inputs is learned. It is claimed to be the reason for surpassing human performance on the task of classifying of ImageNet 2012 [9] . Maxout is a parameterized activation function where the output is the maximum of a linear transformation [8] . It performed better on various image classification tasks than similar architectures that used ReLU [8] . In particular, maxout differed from ReLU in that it could learn to approximate simple piece-wise polynomials per hidden unit [8] . We build upon these observations and explicitly implement polynomials with degrees greater than one, with the goal of complementing and competing with existing neural architectures in terms of data efficiency on a variety of tasks.
Weighted Chebyshev polynomials (WCP) and Lagrangian interpolation of Chebyshev nodes (CL) are two related ways of constructing polynomials with good interpolative properties within a chosen interval. We refer the reader to Levy [17] for introductory material on these methods. Original work in artificial neurons that used WCP demonstrated improved convergence speed [16] , simplification of neural network operations [23] and successful application in spectral graph convolutions [5, 3, 12] . [5] implemented spectral graph convolutions using a filter operation defined by the sum of weighted Chebyshev polynomials at the normalized graph Laplacian matrixL of all training data: f (x) := n k=0 θ k T k (L)x, where θ k are the parameters and T k are the Chebyshev basis polynomials defined by the recurrence relation T 0 (x) = 1,
Chebyshev polynomial modelling is an appropriate method here because the values of a normalized Laplacian matrix are contained in the interval [−1, 1] and are constant per graph configuration. On the other hand, little work has been done on incorporating CL into neural networks. The main advantage of CL over WCP is that the former can be expressed in closed form and thus benefits from parallelized tensor operations. We will also explore variations of CL that take advantage of the straightforward gradients and nodes of CL for linear extrapolation.
Methods

Implementation of the Chebyshev-Lagrange activation functions
We examine several variants of CL. tanh and prototype cosine-similarity [18] are two ways of compressing input spaces onto the interval [−1, 1]. Whereas the former computes this element-wise, the latter returns a vector representing the cosine-similarity of the entire input vector with each of its prototype parameters [18] . We refer to these as 'restrictive' of the inputs to the polynomial. We also experiment with non-restrictive methods that linearly extrapolate (CL-extrapolate) or regress (CL-regression) the polynomial outside of [−1, 1]. They are expressed as:
1 Although we can linearly scale the Chebyshev nodes into an arbitrary range of [a, b] , it is generally unknown what range will definitely cover all inputs for any task. We also demonstrate in the results that if the input is not restrained within this stable region, the model quickly experiences exploding gradients. Therefore, we simply provide solutions for handling inputs outside of
where v i is the input unit, m (−1) and m (+1) are the slopes of the linear pieces and P n is a polynomial of degree n defined by the Chebyshev nodes x 1 , x 2 , . . . , x n+1 and parameters y 1 , y 2 , . . . , y n+1 . We choose to join the linear portions to the central polynomial. Table 1 outlines the difference in linear slopes for extrapolation and regression. Table 2 summarizes all variants. We describe the parameters and implementation of Chebyshev-Lagrange activations in appendices 6.1 and 6.2 because they are not the main novelty. Since the backpropagation signal to y i is not directly proportional to the output of the activation, we aim for simplicity and choose to initialize all y-positions to zero as Figure 1 shows. Table 1 : Linear slope implementations for non-restrictive, piece-wise variants of Chebyshev-Lagrange activations (CL) at inputs less than (m (−1) )) or greater than 1 (m (+1) ). For CL-regression, we must also choose the hyperparameter k for the number of nodes from either ends of the polynomial to use in regression. The index ordering of regression is reversed because x 1 is closest to +1 and x n+1 is closest to −1 for Chebyshev nodes. Appendix 6.3 shows an example of how to precompute the gradients of the Lagrangian bases on tensors.
Model Table 2 , we train and test on 7 artificially generated datasets with different nonlinear input-output relationships. To generate data, the columns of matrices with random numbers sampled uniformly on [−1, 1] combine according to the recipes listed in Table 3 to produce the target outputs of each dataset, which then receives Gaussian noise of 0.01 or 0.04 standard deviations to simulate field observations. We produce 2000 data points for N = 1000 training and testing sets. See Appendix 6.5 for sample visualizations of these datasets. Gravity Smooth
The architectures are 32-width residual networks that use the different activations and properties described in Table 4 . Weights of all fully-connected and convolution layers in this paper are initialized using the He uniform distribution though it likely benefits ReLU [9] more than CL. We train these variants for 300 epochs on each dataset using L1-loss, stochastic gradient descent (SGD) with batch size 32, 0.01 learning rate, 0.99 momentum, 1 × 10 −6 weight decay, cosine annealing learning rate scheduling [19] and report the test performance in root mean square error (RMSE). Note that we choose L1-loss instead of mean squared error because the latter required careful selection of learning rates for datasets involving exponentials (Arrhenius, Sigmoid), large gaps in discontinuities (Jump) or inverses (Gravity) to avoid exploding gradients. We repeat all experiments across 10 random seeds. Table 4 : Chebyshev-Lagrange (CL) architecture summary for the synthetic experiments. The base architecture is a 32-width residual network using fully connected layers. We include weighted Chebyshev polynomials (WCP) as a baseline. All CL activations have maximal degree n = 3. The rows are grouped by the type of activation: controls, non-restrictive inputs, restrictive inputs and non-restrictive inputs with piecewise outputs. ReLU and tanh are vanilla activations. Cubic computes the third power of the input. Prototype cosine-similarity [18] DementiaBank. DementiaBank is a collection of 551 audio recordings of 210 subjects in various stages of cognitive decline [2] . We filter for subjects with dementia or no diagnosis and count 178 recordings with the dementia label and 229 with no diagnosis. Per recording, we extract the 480 minimally-correlated features specified in [1] . As demonstrated in [6] and [22] , feature selection is critical for good performance on this dataset. For feature selection, we use the FamousPeople dataset, which is a collection of 543 audio recordings of 32 subjects in various stages of cognitive decline [1] . We replicate [1] by computing and normalizing the same 480 features used in DementiaBank for the recordings. We follow [1] and use the Boruta algorithm [14] on FamousPeople to select the 66 final features listed in Appendix 6.4. These features are used for DementiaBank classification.
DementiaBank classification experiments investigate the effect of replacing ReLU or tanh with the best-performing CL variant from the synthetic experiments. The base network is a 2-block, 6-layer residual network [10] , with widths of 32 or 64 to control for hyperparameter optimization. As per [6, 1, 21] , the training and testing sets are produced from random 10-fold cross validation such that each testing fold does not contain samples of subjects existing in the training set. The models train for 300 epochs with cross entropy loss, SGD with batch size 32, 0.01 learning rate, 0.9 momentum, 1 × 10 −4 weight decay, cosine annealing learning rate scheduling [19] and we report the average validation accuracy, sensitivity, specificity and F1 score for the 10-fold cross validation. Since we repeat the experiments across 30 random seeds, this amounts to 300 random cross validation folds.
MNIST and CIFAR-10. MNIST contains 60,000 training and 10,000 testing samples of black and white handwritten digits in 28 × 28 pixel arrays [15] . CIFAR-10 contains 50,000 training and 10,000 testing samples of RGB images in 3 × 32 × 32 pixel arrays [13] . The typical task for both datasets is to map the pixel inputs to one of the ten labelled classes. For MNIST, we pad images to 32 × 32 pixels and augment with 2-pixel translations. For CIFAR-10, we apply the typical data augmentation techniques of random 4-pixel translations and horizontal flips [10, 7] . The same architecture described in [7] is used for both datasets, but we choose 14 layers instead of 26 and progressing widths of 16, 32, 64 and 128 instead of the original progression of 16, 64, 128 and 256. We also train for 100 instead 300 epochs. These architectural and training changes are meant to reduce the computation time of repeating all experiments across 3 random seeds and we expect lower final scores as a result. Shake-shake regularization is disabled for MNIST since we obtain no discernible benefit with it. We replicate these experiments using ReLU and CL-extrapolate as the last 8 convolutional activations. Appendix 6.8 provides more details about the architectures. Table 5 shows the RMSE mean and standard deviations for 10 repeated trials of each model in Table  4 on each dataset in Table 3 with 0.01 standard deviations of Gaussian noise. Given the same data points, models using Chebyshev-Lagrange variants that compute linear extrapolation (CL-extrapolate) show similar or notable improvement of interpolation accuracy over all other classes of activation, even when the underlying functions are discontinuous (i.e., Jump and Step). Despite limiting the raw input in [−1, 1], the non-restrictive Cubic, CL and WCP activations succumb to exploding gradients on the majority of these datasets. Table 5 : Root mean squared error (RMSE) for the smooth (5a) and non-smooth (5b) synthetic datasets with 0.01 standard deviations of Gaussian noise. NaN indicates counts of gradient explosion. See Table 3 and 4 for descriptions of the datasets and models. Excluding rows containing any NaN, bold font marks the two most data-efficient methods while red font marks the four least data-efficient methods.
Results
Synthetic datasets
Model In order to test if these particular CL variants do better than the other activations only in cases of small noise pertubation, we increase the Gaussian noise standard deviation to 0.04. Table 12 in Appendix 6.6 visualizes the magnitude of perturbation this has on the inputs from [−1, 1]. Table  13 in Appendix 6.6 shows that CL-extrapolate continues to perform best for smooth functions and achieves identical performance to the best vanilla activation variants on non-smooth functions, while CL-regression degrades in performance with the increased noise. Non-restrictive activations continue to experience high frequencies of exploding gradients. Although PCS-CL achieved the lowest RMSE on 2/7 datasets, it performed inconsistently on datasets with less noise. Therefore, we selected CL-extrapolate to investigate in the following experiments on real datasets. Table 6 shows the consistent improvement in various metrics of binary classification from replacing ReLU or tanh with CL-extrapolate. Table 7 indicates that these results are, to the best of our knowledge, the state-of-the-art for this task and dataset. Note that results from [11] are excluded since their dataset is different, as indicated by a higher 1-class accuracy of 79.8%. Figure 2 shows the distribution of inputs and the shape of select activations in the trained model. Similar results are seen for both MNIST and CIFAR-10. Appendix 6.7 shows corresponding plots of the original ReLU network for reference. The distribution of inputs for ReLU or CL-extrapolate appear to be bellshaped and centered close to the origin for the majority of units, although there is also a minority of CL-extrapolate inputs which form bi-modal distributions. The ranges of inputs appear consistent between the two activations. The typical hidden unit of shallow layers cover intervals in ±10 to ±30, while deeper layers cover intervals around ±5. Since the range of input for shallow layers is significantly greater than the range covered by the polynomial, we observe CL-extrapolate adopting shapes that emphasize piece-wise linearity. Figure 2a shows CLextrapolate learning various configurations of V-shape or PReLU activations. The densest part of the distribution is still within the polynomial region. For deeper layers, we see greater use of the polynomial region and smoother outputs, as illustrated in Figure  2b . 
Dementia detection
Discussion
The identical performance of the models used in image classification does not seem to be caused by CL-extrapolate behaving identically to ReLU, as shown in Figure 2 . We can interpret the mechanism of ReLU as reporting the one-sided variance of its input distribution (Appendix 6.7). On the other hand, CL-extrapolate can learn to report one or two-sided variances, induce and report bimodal distributions from its input network, and produce smoothly interpolated outputs (Figure 2 ). These properties allow for models to adapt to both smooth and non-smooth functions, which may be the reason for their superior performance over similar variants or controls on the synthetic dataset experiments (Table 5) . Consistently low RMSE on the various non-linear relationships of the synthetic datasets indicates that CL-extrapolate reduces overfitting and learns the true relationship between inputs and outputs better than the other tested activations. This implies that models can improve in data efficiency by replacing their activation functions with CL-extrapolate. We replace ReLU or tanh with CL-extrapolate in two different architectures trained on the task of classifying dementia diagnosis from speech and observe significantly closer performance of these models to the diagnoses of real physicians (Table 6 ). These benefits come for free in respect to the acquisition of data, which may be of use for other machine learning tasks where data is slow or difficult to obtain.
Given this, we consider why CL-extrapolate has limited effect on image classification (Table 8) . One likely explanation is that the combination of noise level and function characteristic in image classification negates the interpolation benefits of CL-extrapolate. Lagrangian interpolation of Chebyshev nodes minimizes the error bound between the true, smooth function and the polynomial of noise-free observations. When the true function is not smooth, the error bound described in equation 1 no longer holds as max ξ∈[−1,1] f (n) (ξ) is not defined. However, we also observed that models that use CL-extrapolate continue to enjoy superior interpolation even on non-smooth datasets (Table  5) . We observe reduced impact of CL-extrapolate on non-smooth function modelling only with higher levels of noise contamination (Appendix 6.5, Table 13 ). This suggests that we should use CL-extrapolate when the input-output relationship is suspected to be smooth or the data has low levels of noise. Other options include finding ways of inducing the input and output into an artificial, smooth relationship, or applying algorithms that reduce noise, such as employing feature selection as we did in the DementiaBank experiment (Section 2.2). An interesting experiment would be to use CL-extrapolate to map intermediate features of deep models trained on large datasets to target outputs, assuming that these features have reduced noise compared to the raw input.
Costs for using CL-extrapolate include increased memory and computation complexity. The implementation and gradient equations of CL-extrapolate in Appendices 6.2 and 6.3 clearly show respective complexities of O(n 2 ) and O(n 3 ) of the hyperparameter choice n for the maximum polynomial degree, which is multiplied to the base complexity of the network. We find n = 3 to be sufficient for our experiments, but the current implementation may be impractical for the lowest convolutional layers of modern image classifiers or with much larger choices of n (i.e., n = 100, 1000...).
Future work should examine the theoretical properties of these activations on generalizing the outcomes of the synthetic experiments. In particular, it is not clear why CL-extrapolate showed superior performance on non-smooth datasets with low noise, or if there exist sets of problems where certain CL variants are likely to consistently out-perform ReLU or tanh. Further research should investigate how noise influences the degradation of performance for these activations and regularization techniques to reduce the degradation rate.
Conclusion
We implement a new piecewise continuous activation function composed of the Lagrangian interpolation of parameterized Chebyshev nodes on [−1, 1] and extrapolated linear components outside of this range. We observe consistent and better interpolation results compared to ReLU, tanh and other activation functions on a variety of smooth and non-smooth synthetic experiments. Significant improvement is seen in DementiaBank, at no cost to MNIST or CIFAR-10 classification. We show how the proposed activations are more versatile than ReLU, which appear to explain their superior performance.
Appendix
Parameters
We first consider the case where the input to the activation function is a vector v of length d, with elements v i , i = 1, ..., d. For the hyperparameter n, we wish to learn a separate n-degree polynomial for every element v i that minimizes the output error of the network. Since we choose to use Lagrangian polynomial interpolation, we need a total of n + 1 nodes for each element. We fix the x-coordinates of the n + 1 nodes across all features to be the scaled Chebyshev nodes with radius r:
To ensure x 1 = 1 and x n+1 = −1, we choose the radius to be:
Therefore we only have to learn the y-coordinates of the nodes, which amounts to a total of (n+1)×d parameters and can be represented by a matrix.
Next, we extend the implementation of the activation to tensors with dimensions greater than 1. Suppose the input V is a tensor of shape W × H × d, where d = 3 for an RGB image. We can consider the channel vectors of this tensor (i.e. the vectors of length d on the W × H plane) as the same type of vector input v as described above. In a similar way, any high dimensional tensor can be interpreted as feature vectors placed in the remaining shape. Therefore the number of parameters for higher dimensional tensors is the same as the single vector case.
In the following sub-section, we describe the computation of the Lagrangian polynomial that results from these nodes.
Lagrangian polynomial calculation
The Lagrangian polynomial P n with degree n that arises from n + 1 nodes with parameterized y-positions is described by
are the Lagrangian basis functions.
Since the basis functions only rely on x-coordinates, we can represent the numerator operation as a matrix of shape d × n and precompute the denominator into a vector of shape d. We program Algorithm 1 in a few lines of PyTorch and will release our code.
Pre-computation of gradients for Lagrangian bases
Recall the gradient of P n :
where I denotes the identity matrix
[·] denotes element-wise index operation denotes the product of elements along the last axis of the tensor denotes the sum of elements in the vector 2: Inputs:
x is a vector of Chebyshev x-coordinates of length n + 1 y is a vector of y-coordinates for each x i , of length n + 1 v i is a real number representing the ith input feature 3: Cache:
X ← repeatedly stack x into a square matrix // shape (n + 1)
← (v i − numerator)/denominator // shape n + 1 5: return y · // shape of 1, polynomial output from v i
The similarity between the Lagrangian polynomial and its gradient allows for the reuse of outputs from Algorithm 1, as shown in Algorithm 2. We can use this to quickly compute P n (−1) and P n (+1) for linear extrapolation. numerator is the cached matrix of shape (n + 1) × n in algorithm 1 denominator is a cached vector of shape (n + 1) in algorithm 1 y is a vector of y-coordinates for each x i , of length n + 1 c is a constant real number at which to compute the gradient of the polynomial 3: Cache:
square_numerator ← repeatedly stack numerator on the last axis into a square // shape (n + 1) × n
// shape n + 1 4: return y · // shape of 1, gradient at c
Features used in DementiaBank classification
We use Boruta feature selection on a different but related dataset, FamousPeople, to obtain the set of 66 relevant features from the original full set of 480 features (Table 9 ). Step 6.6 Results on the synthetic datasets with increased Gaussian noise Table 12 shows sample visualizations of the magnitude of noise. Table 13 shows the results of the CL variants on the synthetic datasets with greater levels of Gaussian noise (i.e. 0.04 standard deviations). Table 12 : Randomly selected visualizations of some synthetic datasets with Gaussian noise of 0.04 standard deviations. These are produced by varying x 0 from −1 to +1 while fixing x i = 0.5 for i > 0. These samples are from a model that uses extrapolated Chebyshev-Lagrange. Smooth Non-smooth Table  3 .
• For DementiaBank classification, we used a 6-layer, 2-block residual network. Each fullyconnected layer maps d input units to d hidden units. We chose σ to be one of ReLU, tanh or CL-extrapolate. Curved arrows indicate averaging of the shortcut with the residual output. We choose d = 32 or 64. The number of input features was i = 66.
• For image classification, we replicated the architecture in [7] with modifications listed in Section 2.2. We use batch normalization (BN) following every convolution in every residual block. Convolution layers are denoted by kernel size, channel width and stride, if any. Shake-shake (SS) regularization [7] was only used in CIFAR-10 but not MNIST. In MNIST, we simply averaged the outputs of the two chains. We chose σ to be one of ReLU or CL-extrapolate. Final 8×8 global pooling was used as per [7] , followed by a fully-connected layer mapping the 128 hidden units to the 10 class predictions of either dataset. The total number of trainable parameters was 1.4 million for both ReLU and CL-extrapolate variants.
