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Abstract
Poisson approximation in total variation can be successfully established in a wide variety of
contexts, involving sums of weakly dependent random variables which usually take the value 0,
and occasionally the value 1. If the random variables can take other positive integer values, or
if there is stronger dependence between them, compound Poisson approximation may be more
suitable. Stein’s method, which is so eective in the Poisson context, turns out to be much
more dicult to apply for compound Poisson approximation, because the solutions of the Stein
equation have undesirable properties. In this paper, we prove new bounds on the absolute values
of the solutions to the Stein equation and of their rst dierences, over certain ranges of their
arguments. These enable compound Poisson approximation in total variation to be carried out
with almost the same eciency as in the Poisson case. Even for sums of independent random
variables, which have been exhaustively studied in the past, new results are obtained, eectively
solving a problem discussed by Le Cam (1965, Bernoulli, Bayes, Laplace. Springer, New York,
pp. 179{202), in the context of nonnegative integer valued random variables. c© 1999 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Let W =
Pn
j=1 Xj be a sum of nonnegative integer valued random variables which,
apart from some signicant local dependence, are otherwise only weakly dependent,
and which are such that pj = P[Xj>1] is small for each j. Then it may often be
reasonable to approximate the distribution of W by a compound Poisson distribution,
as illustrated in numerous situations in Aldous (1988). One way of establishing such
an approximation is to use Stein’s method. Let CP(; ) denote the compound Poisson
distribution of
PN
l=1 Yl, where N and (Yl; l>1) are independent, with N Po() and
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Yl . Then, for bounded f, the dierence Ef(W )−CP(; )ffg can be rewritten in
terms of the solution g= gf of the Compound Poisson Stein equationX
i>1
iig(w + i)− wg(w) = f(w)− CP(; )ffg; w2Z+; (1.1)
and it can then frequently be shown by routine arguments thatE
(X
i>1
iig(W + i)−Wg(W )
)60M0(g) + 1M1(g); (1.2)
where
M0(g) = sup
j>1
jg(j)j; M1(g) = sup
j>1
jg(j + 1)− g(j)j; (1.3)
and −1=20 and −11 are small: see Roos (1994) for the case when the Xi are 0=1
random variables, and Lemma 1.8 below for general Xi. As a consequence, it follows
that
dTV(L(W );CP(; ))60H0(; ) + 1H1(; ); (1.4)
where Hl(; )=supAZ+Ml(gA); l=0; 1, with gA the solution gf of the Stein equation
(1.1) for f = 1A, and where
dTV(P;Q) = sup
A2R
jP(A)− Q(A)j (1.5)
denotes the total variation distance on R. Hence it follows in particular that
dTV(L(W );CP(; ))6H()f−1=20 + −11g (1.6)
for H() :=maxl=0;1 sup>1
(l+1)=2Hl(; ).
A general bound of the form (1.6) would be ideal for applications. Unfortunately,
it has content only when it can be shown that H()<1, and this, in contrast to
the Poisson case, is not in general true, so that (1.6) is typically useless. Indeed,
there are distributions  which are not at all exotic for which H1(; )>Ce for
some C; >0. This greatly reduces the usefulness even of the bound (1.4) for proving
accurate compound Poisson approximations, as soon as  is at all large.
In this paper, we prove two theorems which, together, go a long way to rescuing
the situation. The rst, Theorem 1.10, replaces Hl(; ) with H
(b)
l (; ) in (1.4) for
suitably chosen b>0, where
H (a)l (; ) = sup
AZ+
Ml(gA(+ a)); l= 0; 1: (1.7)
The cost of this is an extra contribution to the error bound, depending in essence on
P[W6cEW ] for some c<1, which is typically insignicant as soon as  is at all large.
The second, Theorem TV, shows that
sup
>1
(l+1)=2H (b)l (; )<1; l= 0; 1; (1.8)
whenever b is not too small, under certain conditions on . Combining the two theo-
rems, it is possible to recover estimates of dTV(L(W );CP(; )) which are almost of the
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desired form (1.4), albeit for a constant H() which has a complicated dependence
on .
The detailed statement of these results needs substantial preparation, and is given in
Section 1.2. The main eort required in the proof is for Theorem TV, and the causes of
the diculties which are encountered there are already apparent when approximating
sums of independent Xi. For this reason, we discuss the independent case at some
length in Section 1:1. Sections 2 and 3 contain the easier parts of the main proof, and
the remaining technical argument is in Section 4.
1.1. Independent summands
There is a long history of compound Poisson approximation for sums of independent
random variables. An excellent presentation is to be found in Le Cam (1965), who,
in his introduction, states the following two results, which he attributes in essence to
Khintchine (1933) and to Prohorov (1953), respectively. Let Xj; 16j6n, be indepen-
dent random variables with P[Xj =0]= 1−pj and with P[Xj 2A jXj 6= 0]= j(A) for
AR n f0g; set =Pnj=1 pj and  = −1Pnj=1 pjj, and write W =Pnj=1 Xj.
Theorem 1.1. dTV(L(W );CP(; ))6
Pn
j=1 p
2
j .
Theorem 1.2. If pj = p and j =  for all j; then
dTV(L(W );CP(np; ))6 32p:
An important asymptotic regime for Theorems 1.1 and 1.2 is that in which n !1
while the probability p, although small, remains (relatively) constant. If all the pj
and j are equal, the estimate
3
2p of Theorem 1.2 is clearly better than the np
2 of
Theorem 1.1, since np ! 1; indeed, the former remains bounded and small for
small p, whereas the latter becomes useless as soon as np2 exceeds 1. If the pj
vary, but j =  for all j, an observation of Michel (1988), implicit also in Le Cam
(1965), to the eect that the total variation distance is no greater than the error in
Poisson approximation to the number of Xj which are nonzero, improves the order of
approximation given by Theorem 1.1 to −1
Pn
j=1 p
2
j , analogous to that of Theorem
1.2, since −1
Pn
j=1 p
2
j is just a weighted average of pj values. Thus the dream is to
achieve a general inequality of the form
dTV(L(W );CP(; ))6C p; p= −1
nX
j=1
p2j ; (1.9)
for some C<1 which may perhaps depend on . However, Le Cam gives examples
to show that the order
Pn
j=1 p
2
j of the bound in Theorem 1.1 can be sharp when the
j are allowed to dier, even when  !1.
Example 1.3. Let j = 3 j−1 for j>1, where x denotes unit mass at x; choose pj,
16j6n, such that
Pn
j=1 p
3
j is small and  =
Pn
j=1 pj is large. Then dTV(L(W );
CP(; )) is of order min(
Pn
j=1 p
2
j ; 1).
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Observe that the ternary expansion of W contains no 2 with probability one, whereas
the probability of there being at least one 2 in that of a realization from CP(; ) is
of order min(
Pn
j=1 p
2
j ; 1).
Example 1.4. Take pj = p0 and j = 
0 for j>2, where 0 is d-periodic for some
d>2, so that 0fdNg= 1. Take p1 = 12 and 1 = 1. Then
CP(; )fdNg − P[W 2dN]>e−1=2 − 12>0
remains uniformly bounded away from zero as n and p0 vary, but p6p0 + 1=(4np0)
could be arbitrarily small.
It is now clear that, even in the case of independent Xj, some restriction on the
j is necessary, if an inequality of the form (1.9) is to be achieved. Indeed, Le Cam
observes that
‘approximation in the sense of the norm (total variation) will be possible only in
very special cases’.
As soon as the Xj are dependent, Theorems 1.1 and 1.2 cease to be applicable.
However, for weakly dependent Xj’s, Stein’s method for Poisson process approx-
imation (Barbour, 1988; Arratia et al., 1990) can be used instead. Here, one rst
bounds the dierence in total variation between the distribution of the random measure
 =
Pn
j=1 I [Xj 6= 0]Xj and that of a Poisson point process  on f1; 2; : : : ; ng  R
with intensity , dened by (fjg  A) = P[Xj 2A], ARnf0g. Then W =
R
xfdxg
is a functional of , and the same functional of  has distribution CP(; ). Thus any
bound on dTV(L();L()) is also a bound on dTV(L(W );CP(; )). Unfortunately,
in the settings of Theorems 1.1 and 1.2, where the Xj are independent, this approach
only yields the unsatisfactory estimate
dTV(L(W );CP(; ))6
nX
j=1
p2j (1.10)
of Theorem 1.1.
A more direct approach is to apply Stein’s method for the compound Poisson distri-
bution CP(; ), as introduced in Barbour et al. (1992). Roos (1994) has shown how
the method can be applied in a purely routine manner to sums of dependent indicator
random variables, and Theorem 1.9 extends her results to sums of dependent non-
negative integer valued random variables. Specializing to the setting of Theorem 1.1,
application of Theorem 1.9 gives the following inequality.
Proposition 1.5. In the setting of Theorem 1:1; and with H1(; ) dened as for (1:4);
dTV(L(W );CP(; ))6H1(; )
nX
j=1
(EXj)2 = H1(; )
nX
j=1
(
pj
X
i>1
iji
)2
; (1.11)
where ji = jfig.
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Thus, if
m1j =
X
i>1
iji
remains bounded for all j, Proposition 1.5 implies a bound of order H1(; )
Pn
j=1 p
2
j ,
which is of the desired order p= −1
Pn
j=1 p
2
j whenever the condition
(B) H1(; )6C()−1
holds for some C().
In the case of Poisson approximation to sums of indicator random variables, we
have  = 1 and H1(; 1)6−1, so that Condition (B) is satised with C(1) = 1,
explaining why the Stein{Chen method yields such attractive results. For general ,
things are much more dicult. Barbour et al. (1992) give the inequality
H1(; )6Cf(1 − 22)g−1[1 + log+f(1 − 22)g]; (1.12)
valid for a universal constant C provided that  belongs to the class of distributions
satisfying
ii>(i + 1)i+1 (1.13)
for all i>1. This yields an inequality of the form H1(; )6C()−1f1 + log+g,
which is close to that of Condition (B), but does not quite achieve it. If (1.13) is not
satised, the best inequality known seems to be the dreadful
H1(; )6C−1e; (1.14)
albeit for a universal constant C, and indeed H1(; )>C()e for some >0 when-
ever 1 +2 =1 and 1<22, so that nothing much better can be expected in general.
In order to circumvent the diculty, we use an alternative bound given in
Theorem 1.10, which is derived from Theorem 1.9 by a technique from Barbour and
Utev (1998). Applying Theorem 1.10 in the case of independent Xj’s leads to a bound
which is substantially more complicated than that of (1.11), and involves the free
choice of a real number c1 2 (0; 1).
Proposition 1.6. Letting ml denote
P
i>1 i
li for l>1; we have
dTV(L(W );CP(; ))6
(
H (a)1 (; ) +
2H (a)0 (; )
m1(1− c1)
)
nX
j=1
(EXj)2
+P[W6 12 (1 + c1)m1]
(
1 +
2m2H
(a)
0 (; )
m1(1− c1)
)
; (1.15)
where H (a)l (; ) is dened in (1:7) and a= c1m1.
The rst element in (1.15) is similar to (1.11); the second represents a penalty for
replacing H1(; ) by H
(a)
1 (; ).
Estimating the quantities H (a)l (; ) is an arduous process, and takes up most of this
paper, but the results are well worth the eort. A detailed statement of what can be
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proved is given in Theorem TV, with the dependence of H (a)l (; ) on  and  made
completely explicit. For now, we concentrate on the asymptotic behaviour when  is
xed and  ! 1. Then, if  has a nite exponential moment and is aperiodic, there
exist c1 2 (0; 1) and C0; C1<1, depending on , such that, with a= c1m1,
H (a)0 (; )6C0()
−1=2 and H (a)1 (; )6C1()
−1: (1.16)
Thus, for independent Xj’s satisfying −1
Pn
j=1 pjj=, it follows from Proposition 1.6
that
dTV(L(W );CP(; )) = Ofm21+ p+ P[W6 12 (1 + c1)m1]g; (1.17)
where m1+ = max16j6n m1j. Chebyshev’s inequality is now enough to establish that
P[W6 12 (1 + c1)m1]6m2[
1
2 (1− c1)m1]−2 = O(−1);
so that we have obtained a bound of the ideal order p=−1
Pn
j=1 p
2
j of (1.9) wheneverPn
j=1 p
2
j is bounded below and m1+ is bounded above; for example, with equal pj, this
is achieved whenever n>1=p2. For more renement, Bernstein’s inequality easily gives
P[W6 12 (1 + c1)m1]6expf− 18m21(1− c1)2=(m2 + m21+)g;
so that (1.9) actually holds whenever m1+ is bounded above and
expf− 18m21(1− c1)2=(m2 + m21+)g=O( p); (1.18)
for equal pj’s, (1.18) requires that n>p−1logfp−1g for =8(m2+m21+)[m1(1−c1)]−2,
which is hardly more restrictive than  ! 1. Thus a bound of order p, as in (1.9),
follows from Proposition 1.6 as  ! 1 for all aperiodic distributions  with nite
exponential moment, except when  grows extremely slowly; but then, in any case, the
improvement of p as compared to
Pn
j=1 p
2
j is minimal, as expressed in the following
result.
Proposition 1.7. Let fXj; 16j6ng be independent nonnegative integer valued ran-
dom variables which satisfy L(Xj) = (1− pj)0 + pjj. Dene
=
nX
j=1
pj; W =
nX
j=1
Xj; m1+ = max
16j6n
m1j and  = −1
nX
j=1
pjj:
Suppose that  has an exponential moment and is aperiodic. Then there exists a
constant C() such that
dTV(L(W );CP(; ))6m21+C() pmaxf1; log(1= p)g;
and dTV(L(W );CP(; ))6m21+C() p if expf−g6m21+ p; where = 18m21(1− c1)2=
(m2 + m21+) and m1; m2 and c1 are as dened for Proposition 1:6.
Thus Proposition 1.6 and Theorem 1.1 together provide a very comprehensive solu-
tion to Le Cam’s problem of compound Poisson approximation in total variation for
sums of independent nonnegative integer valued random variables.
For the estimate (1.16), we assume that  has a nite exponential moment and is
aperiodic. To what extent are these assumptions necessary for either (1.16) or (1.9)
to hold? The existence of an exponential moment is used heavily in our proofs of the
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estimates of H (a)l (; ), but may well only have technical character. Nonetheless, some
aspect of the size of the values typically obtained under  must enter any C() in
(1.9), because of examples similar to Example 1.3.
For  with period d>2, Proposition 1.7 can be recovered by considering instead eXj=
d−1Xj, eW = d−1W , for which ~ is aperiodic. Despite this, an aperiodicity assumption
is essential. First, the solution to the CP (; 2) Stein equation corresponding to the
test function 12N has an explicit integral representation, from which it can be shown
that (1.16) cannot hold for any a = cm1 with c<1. Secondly, taking a sequence of
instances of Example 1.4 with p0n = n
−2=3 and 0 xed and periodic, we have
n n1=3; pn n−2=3 ! 0 and (n) =

1− 1
2n

0 +
1
2n
1;
but
dTV(L(Wn);CP (n; (n)))>e−1=2 − 12>0;
uniformly for all n. Since arbitrary neighbourhoods N (0) of 0 with respect to most
metrics contain all but nitely many of the (n), it thus follows that (1.9) cannot hold
for any xed C<1 uniformly in any neighbourhood of a periodic 0.
1.2. Elaboration
Our rst step is to show that a bound of the form (1.2) can be very generally
established, with eective bounds on 0 and 1. Let (X; 2 ) be nonnegative integer
valued random variables with nite means m1, where   is some nite set of indices.
For each 2 , decompose W=P2  X into a sum of integer valued random variables
W = X + Z + U +W: (1.19)
Such a representation is useful in what follows if Z contains that part of W which is
strongly dependent on X, W is almost independent of (X; Z), and U and Z are not
too large: the sense in which these requirements are to be interpreted becomes clear
shortly. Frequently, the decomposition is realized by dening a partition
  = fg [  vs [  b [  w ; (1.20)
and setting
W =
X
2 
X; Z =
X
2 vs
X; U =
X
2 b
X; W =
X
2 w
X;
 vs contains those X which strongly inuence X, and  
w
 those X whose cumulative
eect on (X; Z) is negligible. Dene the quantities
=
X
2 
E

X
X + Z

1fU>1g

;
l =
1
l
X
2 
EfXI [X + Z = l]g; l>1;
()ik = iP[X = i; Z = k]=m1; i>1; k>0;
96 A.D. Barbour, S. Utev / Stochastic Processes and their Applications 82 (1999) 89{125
1 =
X
2 
m1
X
i>1
X
k>0
()ik E
P[X = i; Z = k jW]P[X = i; Z = k] − 1
 ;
2 = 2
X
2 
EfX dTV(L(W jX; Z);L(W))g;
3 =
X
2 
EfXdW(L(W jX; Z);L(W))g;
4 =
X
2 
fE(XU) + EXEfX + Z + Ugg:
In 3, dW denotes the Wasserstein L1 metric on probability measures over R: if F=
ff : R! R; jf(x)−f(y)j6jx−yj for all x; y2Rg, then dW(P;Q)=supf2F j
R
f dP−R
f dQj. The quantities l, 16l64, appear as elements in the total variation distance
between L(W ) and CP (; ), and they should be small if approximation is to be good.
For 16l63, l=EW is a measure of the dependence between W and (X; Z); 4 is
small in comparison with EW if U and Z are small in expectation, provided that U
is not too strongly dependent on X.
Lemma 1.8. With the assumptions and denitions above;E
(X
i>1
iig(W + i)−Wg(W )
)60M0(g) + 1M1(g);
(i) with 0 = min(1; 2) and 1 = 4; (ii) with 0 = 0 and 1 = 3 + 4.
Furthermore; for any choice of 0;E
(X
i>1
i0ig(W + i)−Wg(W )
)600M0(g) + 01M1(g);
with
00 = 0 + jm1 − m01j and 01 = 1 + m1dW(; 
0);
here;  is used to denote a size-biassed distribution: i = ii=m1.
Remark. (a) For independent X, take  vs = 
b
= ;, and observe that 1 = 2 = 3 =0,
and that 4 reduces to
P
2 (EX)2.
(b) In evaluating 2 and 3, it is often possible to compute the distances between dis-
tributions by means of couplings. This ‘coupling approach’ is most commonly applied
with  b = ;.
Proof. In essence, we follow the argument of Roos (1994). We rst note that, for any
bounded g,
E(Xg(W )) =
X
i>1
iEfg(i + Z + U +W)I [X = i]g
=
X
i>1
X
k>0
iEfg(i + k + U +W)I [X = i; Z = k]g
=
X
i>1
X
k>0
iEfg(i + k +W)I [X = i; Z = k]g+ 1;
A.D. Barbour, S. Utev / Stochastic Processes and their Applications 82 (1999) 89{125 97
where j1j6E(XU)M1(g). In much the same way,X
i>1
X
k>0
iEg(i + k +W)P[X = i; Z = k]
=
X
i>1
X
k>0
iP[X = i; Z = k]Eg(i + k +W ) + 2
=
X
l>1
EfXI [X + Z = l]gEg(l+W ) + 2;
with j2j6EXE(X + Z +U)M1(g). Finally, by choosing to condition either on W
or on (X; Z), one obtainsX
2 
X
i>1
X
k>0
Efg(i + k +W)(I [X = i; Z = k]− P[X = i; Z = k])g

6minf1M0(g); 2M0(g); 3M1(g)g;
concluding the proof of the rst part. For the second, it suces to note thatX
i>1
i(0i − i)g(W + i)
=m1
X
i>1
g(W + i)

i0i
m01
− ii
m1

+ 
X
i>1
i0i
m01
(m01 − m1)g(W + i);
since jg(W + i)j6M0(g) and g(W + )=M1(g)2F.
Theorem 1.9. In the setting above;
dTV(L(W );CP (; ))60H0(; ) + 1H1(; );
with 0 and 1 as in Lemma 1:8; similarly;
dTV(L(W );CP (; 0))600H0(; 
0) + 01H1(; 
0):
Proof. From Lemma 1.8 and (1.2){(1.4): note that i = i.
The next step would be to nd reasonable bounds on the Hl(; ), but, as discussed
earlier, such bounds may not exist. However, recalling inequality (4.4) from Barbour
and Utev (1998), (1.4) can be replaced by
dTV(L(W );CP (; ))6 0H
(a)
0 (; ) + 1
 
H (a)1 (; ) +
H (a)0 (; )
b− a
!
+P[W6b]
(
1 +
m2H
(a)
0 (; )
b− a
)
; (1.21)
where 0<a<b are arbitrary, and H (a)l (; ) is as dened in (1.7). This leads to alter-
native bounds.
98 A.D. Barbour, S. Utev / Stochastic Processes and their Applications 82 (1999) 89{125
Theorem 1.10. In the setting above; taking c1 2 (0; 1); a= c1m1; we have
dTV(L(W );CP (; ))6 0H
(a)
0 (; ) + 1
 
H (a)1 (; ) +
2H (a)0 (; )
m1(1− c1)
!
+P[W6 12 (1 + c1)m1]
(
1 +
2m2H
(a)
0 (; )
m1(1− c1)
)
;
with 0 and 1 as in Lemma 1:8; similarly;  can be replaced by any other 0 on both
sides; if also m1 and m2 are replaced by m01 and m
0
2; and 0 and 1 are replaced by
00 and 
0
1 as in Lemma 1:8.
Note that only c1<1 is of interest, since otherwise P[W6 12 (1+c1)m1] is not small.
There now remains the step of nding bounds for the H (a)l (; ), before Theorem 1.10
can be applied, but this turns out to be a feasible task. The argument is extremely long
and delicate, and makes extensive use of a new representation of the Fourier transform
of the solution of the Stein equation. Our main result is as follows.
Theorem TV. Suppose that the power series (z) =
P
k>1 kz
k has radius of con-
vergence R()>1; that Assumption A below holds and that >2. Then there exist
constants C0(); C1() and C2(); given explicitly in terms of  in (1:29){(1:31)
below; such that; for any a>C2()m1 + 1;
H (a)0 (; )6
−1=2C0() and H
(a)
1 (; )6
−1C1(); (1.22)
where H (a)l (; ); l = 0; 1, are as dened in (1:7); note that C2()<1; so that there
are feasible choices for Theorem 1:10 which are covered by the theorem.
To give expressions for C0, C1 and C2 in terms of , some further notation is
required. We assume throughout that the power series (z)=
P
k>1 kz
k has radius of
convergence R() larger than 1. For each j>1, we dene the additional moments
m[ j] =
X
k>1
k[ j]k and m
(r)
j =
X
k>1
k jkrk ; (1.23)
where k[ j] = k(k − 1)    (k − j+ 1) and r<R(); note that mj = limr!1m(r)j . We also
dene the auxiliary quantities
= m[2] + 12m16m2; m = sup
j>1

m[ j]
(j − 4)!
1=j
;
d = 12(m
3
 _ 3m1); 1 = −1m; 2 = −1d;
(1.24)
where n! is taken to be 1 if n60. Note that, if >2, then >1 and m>2.
The aperiodicity assumption of Barbour and Utev (1998) is also needed. To express
this, dene
1() = 1−
X
i>1
i cos i; 2() = 1− 1m1
X
i>1
ii cos i;
noting that 06l()62, l= 1; 2, and set
l () = inf
66
l() and () = min(1 ();
1
2

2 (); 1): (1.25)
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Assumption A. For any 0<6, ()>0.
We also dene
(r)1 () = 1−
1
(r)
X
i>1
rii cos i; 
(r)
2 () = 1−
1
m(r)1
X
i>1
irii cos i;
(r)() = min

inf
66
(r)1 ();
1
2
inf
66
(r)2 (); 1

;
(1.26)
and note that limr!1 (r)() = ().
We actually work with specic values of  and r. First, we pick <
p
2m2=m4. Then
we choose 1<r<R() small enough that
m(r)2
m(r)4
>
2m2
3m4
and m(r)1 (1− (r)())<m1

1− 1
2
()

; (1.27)
and so that s=
p
r2 − 1 satises
s<
1
9
min

1;
1
m
;

m3

: (1.28)
In terms of these quantities, we can now state the values taken by C0, C1 and C2:
C0 =
1p

f(37 + 233=21 ) + 2(26 + 511)g+
1p
m1

18 +
5er
(r − 1)()

+
1
(r − 1)p

8 + 31
p
1(r − 1) + 2r
r
m2
m4(r − 1)

; (1.29)
C1 =
1

f(130 + 151) + 2(232 + 191)g
+
1
m1

28 +
12er
(r − 1)() + 4
r

m1

1 +
7:2m3
m31

+
1
(r − 1)

4r
r
m2
m4(r − 1) + (r − 1)
1=2(−log(r − 1) + 2 + 91)

; (1.30)
C2 = 1− ()=4: (1.31)
The precise form of the expressions for C0, C1 and C2 is not of paramount im-
portance. The main signicance of Theorem TV is that such constants exist, and
no attempt has been made to optimize them. However, the form of expressions
(1.29){(1.31) illustrates how the assumptions required for the theorem are used in
the proof. If  has no exponential moment, so that R() = 1, it is impossible to nd
an r 2 (1; R()), and this is reected in the expressions for C1 and C2, which become
innite if r ! 1. If  is periodic, () can be expected to take the value 0, which
also has the eect of making the expressions for C1 and C2 become innite; simi-
larly, distributions  which are very close to being periodic will have () close to
zero, and C1 and C2 will be correspondingly large, as must be the case, in view of
Example 1.4.
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However, the concrete expressions also have another important consequence, to show
that the phenomenon in Example 1.4 really is caused by the convergence to a periodic
limiting -distribution. Suppose that  has radius of convergence R>1 and satises
Assumption A. Let MR = f0: supi>1 Rii<1g, and dene a distance on MR by
d(1; 2) = supi>1 R
ij1i − 2i j. Then any dierence of the form jm1(t)l −m(t)l j, for l>1
and 16t<R, is uniformly bounded in the ball B = f1 2MR: d(1; )6g by some
lt(), where lim!0 lt()=0, and the same is true for the 
(t)
l . Hence, for  suciently
small, the same choices of  and r can be used for all elements 0 2B as are used
for ; and, if  satises Assumption A, the expressions for C0 and C1 are uniformly
bounded above and C2 is uniformly bounded away from 1, for all elements 0 2B0 ,
for some 0<06. Thus, for any R>1, the functions C0(), C1() and C2() are
uniformly continuous within MR at any aperiodic .
In much the same spirit, it is also possible to use Theorems 1:8 and TV to formulate
an analogue of Proposition 1.7 for triangular arrays, when n ! 1 suciently fast
and (n) ! .
Proposition 1.11. Consider a triangular array of nonnegative integer valued ran-
dom variables fXjn; 16j6n; n>1g; which are independent within rows and satisfy
L(Xjn) = (1− pjn)0 + pjn(n)j . Dene
n =
nX
j=1
pjn; Wn =
nX
j=1
Xjn; m
(n)
1+ = max16j6n
m(n)1j and 
(n) = −1n
nX
j=1
pjn
(n)
j :
Assume that 2MR is aperiodic; and that
n>
100(m2 + fm(n)1+g2)
m21(1− c1)2
log
 
1
p(n)fm(n)1+g2
!
for all n suciently large; here; m1; m2 and c2 are as before; C2()<c1<1 and 
denotes size-biassing. Then
dTV(L(Wn);CP (n; )) = Offm(n)1+g2 p(n) + 1=2n jm(n)1 − m1j+ m1dW((n); )g:
Proof. The condition on n is merely chosen to ensure that
P[Wn6 12 (1 + c1)m1] = o( p
(n)fm(n)1+g2);
which is established by using the exponential Chebyshev inequality preceding (1.18)
with c01 =
1
2 (1 + c1) replacing c1, and by observing that m
(n)
1 ! m1 and m(n)2 ! m2 if
dW((n); ) ! 0. The second statement in Theorem 1.10 is now applied with (n)
for  and  for 0, and Theorem TV is used to estimate the quantities H (a)l (; ).
The form of the error estimate is rather dierent from those in analogous theorems
for normal approximation. This is to be expected, because the mode of convergence is
dierent, and because there is no centering or normalization. The dierence between
the means of CP (n; ) and L(Wn) is n(m1−m(n)1 ), as compared to the standard devi-
ation
p
nm2 of CP (n; ); for normal distributions, this would imply a total variation
discrepancy of order 1=2n jm(n)1 −m1j. Then, if m(n)1 =m1 but m(n)2 6= m2, an error arises
A.D. Barbour, S. Utev / Stochastic Processes and their Applications 82 (1999) 89{125 101
just because of the discrepancy in the variances, which is taken into account by the
element m1dW((n); ).
2. First steps
The proof of Theorem TV is long and technical, and is based on two integral
representations for the solution gA to the Stein equation (1.1) with f = 1A. For the
rst, dene
gx(j) =
Z 1
x
z j−1 expf[(x)− (z)]g dz; (2.1)
where x and the contour of integration lie within the circle of convergence of ().
The importance of the functions gx lies in the fact that gA can be obtained from them
by Fourier inversion (Barbour and Utev, 1998, Eqs. (2:8) and (2:9)):
Representation 1
gA(j) =
X
k2A
1
2i
Z
jxj=1
x−k−1gx(j) dx:
The second representation takes the form of an integral along the unit interval. We
write  in the equivalent form , and we dene (t) by (t)i = i(1− ti), 06t61.
Representation 2
gA(j) =
X
k2A
Z 1
0
t j−1e((1)−(t))(CP (; (t))fk − jg − CP (; )fkg) dt;
where CP ()fag is taken to be zero for negative a.
Proof. Let S() be a random variable with distribution CP (; ). Taking the formula
EzS() = expf((z)− (1))g and inverting the Fourier transform, we have
CP (; )fng= 1
2i
Z
jzj=1
z−n−1 expf((z)− (1))g dz;
note that, for negative n, the contour integral gives the correct zero value. Now
gx(j) =
Z 1
0
z j−1 e((x)−(z)) dz −
Z x
0
t j−1e((x)−(t)) dt
=
Z 1
0
fz j−1e((x)−(z)) − x jz j−1e((x)−(xz))g dz;
102 A.D. Barbour, S. Utev / Stochastic Processes and their Applications 82 (1999) 89{125
and so it follows that
gfkg(j) =
1
2i
Z
jxj=1
x−k−1gx(j) dx =
Z 1
0
z j−1e((1)−(z))CP (; )fkg dz
−
Z 1
0
z j−1e((1)−(z))CP ((z))fk − jg dz;
since
e((x)−(xz)) = e((1)−(z))ExS(
(z)):
This proves the representation.
Using the two representations, the bounds on jgA(j)j and jgA(j + 1) − gA(j)j are
then established in stages. The simplest, given in Lemma 2.1, covers any A and all
j>3m1=2, and uses Representation 2.
Lemma 2.1. Let j> 32m1. Then
jgA(j)j6 2em1 ; jgA(j)− gA(j + 1)j6
4e
m1
:
Proof. By Representation 2 for the solution of Stein’s equation, we have
jgA(j)j6
Z 1
0
t j−1exp([(1)− (t)])dt =
Z 1
0
(1− t) j−1exp([(1)− (1− t)]) dt
6
Z 1
0
exp(−(j − 1)t + m1t) dt6e
Z 1
0
exp([m1− j]t) dt
6 e
Z 1
0
exp(−m1t=2) dt = 2em1 :
The second inequality is then immediate.
Henceforth, we can always assume that j<3m1=2. We may also always assume
that j>C2m1 + 1, where C2 is as given in (1.31), since this is all that is required
for Theorem TV; then, because of the denition of C2, we may certainly assume that
j> 12m1 + 1. In this range, we write
gA(j) = gA1 (j) + gA2 (j) + gA3 (j); (2.2)
where
A1 = A \ [0; j − 1]; A3 = A \ [j + 4m;1) and A2 = AnfA1 [ A2g; (2.3)
and we bound the elements from gA1 ; gA2 and gA3 separately.
The argument for the contributions to gA and its rst dierences from A1 uses Rep-
resentation 2 and accurate large deviation estimates of the lower tail of a compound
Poisson distribution, and the bounds are valid for all j> 12m1 + 1. In the rst lemma,
we look at values of j which are still quite large.
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Lemma 2.2. Suppose that Af0; 1; : : : ; j − 1g; and that j>m1. Then
jgA(j)j6e
r

m1
; jgA(j)− gA(j + 1)j6 2em1 :
Proof. For the rst bound, it follows from Representation 2 that
jgA(j)j6
Z 1
0
t j−1e[(1)−(t)] dt =
Z 1
0
expf−wj−1(t)g dt6 ep
m1
Z 1
0
e−u
2=4 du;
where wj−1 is as dened in (5.1) and the last inequality follows by Lemma 5.3. For
the second, we use the fact that k − j<0 for all k 2A in Representation 2, giving the
bound
jgA(j)− gA(j + 1)j6
Z 1
0
t j−1(1− t)e[(1)−(t)] dt
=
Z 1
0
t expf−wj−1(t)g dt6 em1
Z 1
0
ue−u
2=4 du;
proving the second part.
We now consider the contributions arising from A1 for smaller values of j.
Lemma 2.3. Suppose that Af0; 1; : : : ; j − 1g and that 12m1 + 16j<m1. Then
jgA(j)j62
r

m1
; jgA(j)− gA(j + 1)j6 4cm1 ;
where
c = 1 +
r

m1

1 +
7:2m3
m31

:
Proof. Let S CP (; ). Then, as in Lemma 2.2, we have
jgA(j)j6P[S6j − 1]
Z 1
0
t j−1e[(1)−(t)] dt:
Applying the lower tail estimate for the compound Poisson distribution given in
Lemma 5.4 and simply using K261, we then nd that
jgA(j)j6 ewj−1(t0)
Z 1
0
expf−wj−1(t)g dt
6
Z 1
0
expf−m1(t − t0)2=4g dt62
r

m1
;
where we have also used Lemma 5.2 to complete the bound.
For the remaining part of the lemma, we start from
jgA(j)− gA(j + 1)j6P[S6j − 1]
Z 1
0
t j−1(1− t)e[(1)−(t)] dt;
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and now use Lemma 5.4 to give
jgA(j)− gA(j + 1)j
6K2ewj−1(t0)
Z 1
0
t expf−wj−1(t)g dt
6K2
Z 1
0
t expf−m1(t − t0)2=4g dt
6K2
Z 1
0
ft0 + jt − t0jgexpf−m1(t − t0)2=4g dt
6K2

2t0
r

m1
+
4
m1

6
4
m1

7:2t0m3
p
m1
m31
+
r

m1
+ 1

6
4
m1

1 +
r

m1

1 +
7:2m3
m31

;
where we use the denition of K2 in Lemma 5.4 and the upper bound for t0 from
Lemma 5.2.
The next lemma bounds the contributions to gA and its rst dierences from A3,
using a more elementary estimate of the upper tail; it is valid in the range 12m1 + 1
6j6 32m1.
Lemma 2.4. For 12m1 + 16j6
3
2m1; we haveX
K>4m
jgf j+Kg(j)j6 8m1 e
−=9:
Proof. By Representation 2,X
K>X
jgf j+Kg(j)j62
Z 1
0
t j−1e[(1)−(t)]CP (; )f[X;1)g dt;
and Z 1
0
t j−1e[(1)−(t)] dt6
(
e
Z 1−1=m1
0
t j−1 dt +
Z 1=m1
0
e−( j−1)u+m1u du
)
6
4e=2
m1
:
Now, by an exponential Chebyshev estimate, for any 0<<1=2,
CP (; )f[X;1)g6(1 + =m)−X expf[(1 + =m)− 1]g;
and
(1 + =m)61 +
X
n>1
m[n]
n!
(=m)n6
1
1−  ;
hence it follows that
e=2CP (; )f[X;1)g6exp

− X
m

1− 
2m

+ 

1 + 
2(1− )

:
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Taking = 1=3 and X = 4m, and remembering that m>1, we conclude thatX
K>4m
jgf j+Kg(j)j68e
=2
m1
CP(; )f[4m;1)g6 8m1 expf−(4=3)(1−1=6)+g;
as required.
3. The contribution from A2
In order to control the contributions from gA2 where A2 is as dened in (2.3), we
investigate each element gf j+Kg(j) separately, showing that
jgA2 (j)j6
[4m]X
K=0
jgf j+Kg(j)j6C−1=2;
jgA2 (j)− gA2 (j + 1)j6
[4m]X
K=0
jgf j+Kg(j)− gf j+Kg(j + 1)j6C−1; (3.1)
for suitable constants C = C().
To prove (3.1), we use Representation 1, replacing the unit circle as contour of
integration by a attened circular contour S = S1 [ S2 [ S3, where
S1 = frei: 6jj6g; S2 = frei: t+6jj<g and S3 = f1 + iu: juj6sg;
and eit+ = r−1(1 + is), with r and s=
p
r2 − 1 as specied in (1.27) and (1.28):
gf j+Kg(j) =
1
2i
Z
S1
+
Z
S2
+
Z
S3

x−K−j−1gx(j) dx: (3.2)
In Lemmas 3.1 and 3.2, we show that jgx(j)j6C−1r j for x2 S1 [ S2 and j>C2m1,
where C2 is as dened in (1.31). The rst lemma concerns the integral along S1.
Lemma 3.1. Let y2 S1 and j>C2m1 + 1; where C2 = 1− ()=4 as in (1:31): Then
jgy(j)j6 6er
j
m1()
;
where r is as dened in (1:27) and (1:28):
Proof. Let y= rx, where x= ei and 6jj6; this in accordance with the denition
of S1 preceding (3.2). From (2.1), choosing a contour of integration which starts down
the line joining y to the origin, we can write
gy(j) =
Z x
rx
z j−1expf((rx)− (z))g dz + expf((rx)− (x))ggx(j): (3.3)
We now estimate the elements of this expression.
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First, since Re (xk) = cos k6 12 (1 + cos k), we nd, for any 06t61, that
Ref(rx)−(rtx)g=Re
(X
k>1
kxkrk(1−tk)
)
6
1
2
X
k>1
krk(1−tk)(1+cos k)
6 12 (1− t)
X
k>1
kkrk(1 + cos k) = (1− t)m(r)1 (1− (r)2 ()=2);
from this, since jj> and (1.27) is true, it follows that
Re f(rx)− (rtx)g6(1− t)m1(1− 12()): (3.4)
Also, in the same range of t,
t j = expfj log(1− (1− t))g6e−j(1−t): (3.5)
Hence, taking t = 1=r in (3.4) and (3.5), it follows that
r−jjexpf((rx)− (x))gj6 expf−j(1− r−1) + m1(1− r−1)(1− 12())g
6 expf− 14m1()(1− r−1)g; (3.6)
for any j>C2m1 + 1; and similarlyZ x
rx
z j−1 expf((rx)− (z))g dz
6r j Z 1
1=r
t j−1jexpf((rx)− (rtx))gj dt
6r j
Z 1
1=r
e−(1=4)m1
()(1−t) dt6
4r j
m1()
f1− e−(1=4)m1()(1−r−1)g: (3.7)
Putting (3.6) and (3.7) into (3.3), and using the estimate jgx(j)j66e=fm1()g from
Barbour and Utev (1998, Lemma 4.1), the lemma is proved.
The next lemma describes what happens on S2.
Lemma 3.2. For y2 S2 and j> 12m1 + 1; we have
jgy(j)j6 968r
j
161s
;
where r and s are as dened in (1:27) and (1:28):
Proof. As before, set y=rx, where x=ei and now t+6jj6, with x+=eit+=r−1(1+is)
as dened before (3.2). Without loss of generality, assume that >0. Once more using
(2.1), we take a contour of integration along an arc of jzj=r and then down Re (z)=1,
to give
gy(j) =
Z rx+
rx
z j−1 exp([(xr)− (z)]) dz
+exp([(rx)− (rx+)])
Z 1
rx+
z j−1 exp([(rx+)− (z)]) dz = I2 + J2Q2;
(3.8)
say. We now bound each of I2; J2 and Q2.
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First, writing  (t) = Re f(reit)g =Pk>1 krk cos kt, we see that j 0(t) + tm(r)2 j6
1
6 t
3m(r)4 , from which it follows that  
0(t)6− tm(r)2 =2<0 for all 06t6, since 66
f2m2=m4g1=26f3m(r)2 =m(r)4 g1=2, because of (1.27). Thus jJ2j61, and
jI2j = r j
Z x+
x
z j−1 expf((rx)− (rz))g dz

6 r j
Z 
t+
expf( ()−  (u))g du6r j
Z 
t+
expf−t+m(r)2 (− u)=2g du
6
2r j
m(r)2 t+
6
324r j
161m2s
6
324r j
161s
; (3.9)
this last since s= tan t+61=9, by (1.28).
It remains to bound Q2, which can be written as
Q2 =−i
Z s
0
(1 + iv) j−1expf((1 + is)− (1 + iv))g dv;
from which it follows that
jQ2j= r j−1
Z s
0
expfRe [hj−1(s)− hj−1(v)]g dv;
where hl(u) is as in Lemma 5.1. Now, for j> 12m1 + 1 and for s satisfying (1:28),
Lemma 5.1 implies that Re fhj−1(s) − hj−1(v)g6 − 14(s2 − v2)6 − 14 s(s − v), and
hence jQ2j64r j−1=(s), completing the proof of the lemma.
Hence, on S1 [ S2, the integrand in (3.2) is of order −1r−K , and there is thus no
problem about adding over K>0 in (3.1). Noting that  was chosen to be smaller thanp
2m2=m4 and that s=
p
r2 − 1>p2(r − 1), we can summarize the total contributions
jgjA2 (j; S1 [ S2) and jgjA2 (j; S1 [ S2) to the estimates (3.1) of jgA2 (j)j and jgA2 (j)−
gA2 (j + 1)j arising from the integral over S1 [ S2 as follows.
Corollary 3.3. For C2m1 + 16j6 32m1;
[4m]X
K=0
 12i
Z
S1[S2
x−K−j−1gx(j) dx
6 r(r−1)

6e
m1()
+
2

r
m2
m4(r−1)

:= A2 ;
jgjA2 (j; S1 [ S2)6A2 ; jgjA2 (j; S1 [ S2)62A2 :
4. Integration over S3
It thus remains only to bound the contributions from the integral over S3 in (3.2) to
(3.1). The treatment of this part is very delicate, and is based on the formulae
1
2i
Z
S3
x−K−j−1gx(j) dx
=− i
2
Z s
−s
du(1 + iu)−K−j−1
Z u
0
dw(1 + iw) j−1e[(1+iu)−(1+iw)]
=
1

Z s
0
du
Z u
0
dwIm f(1 + iu)−K−2e[h(u)−h(w)]g; (4.1)
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and
1
2i
Z
S3
x−K−j−1fgx(j + 1)− gx(j)g dx
=
1

Z s
0
du
Z u
0
dwRe fw(1 + iu)−K−2e[h(u)−h(w)]g; (4.2)
where
h(u) =− j − 1

log(1 + iu) + (1 + iu): (4.3)
In both cases, the reduction to a double integral involving only one of the real and
imaginary parts is possible because, for any power series g(v; z) with real coecients,
g(−iu;−iw) is just the complex conjugate g(iu; iw) when u; w2R. An indication of
the care needed is that, without this reduction, the proof would not yield a bound of
the right order for jgA(j+1)−gA(j)j; if the imaginary part were also present in (4.2),
an extra factor of log would appear.
In view of (4.1) and (4.2), it is enough to consider
IK =
Z s
0
du
Z u
0
dwwe(h(u)−h(w))(1 + iu)−K
=
Z s
0
dz
Z s−z
0
dv ze(h(v+z)−h(z))(1 + i(v+ z))−K
and
IK =
Z s
0
du
Z u
0
dw e(h(u)−h(w))(1 + iu)−K
=
Z s
0
dz
Z s−z
0
dv e(h(v+z)−h(z))(1 + i(v+ z))−K
in 26K6[4m] + 2 and 12m16j6
3
2m1, where h= hj as in Lemma 5.1. We need
to show that
P[4m]+2
K=2 jRe fIKgj = O(−1) and that
P[4m]+2
K=2 jIm fIKgj = O(−1=2),
and to exhibit suitable constants; we concentrate on the IK sum, since that for IK is
substantially easier.
Lemma 4.1. Dene
IK1 =
Z s
0
dz
Z s−z
0
dv z expf[vfh0(0) + zh00(0) + 12 z2h(3)(0)g+ 12v2h00(0)]g
(1 + i(v+ z))−K ;
where h= hj from Lemma 5:1: Then
[4m]+2X
K=2
jIK − IK1j6 d2

27 +
58m


:
Proof. The argument uses Taylor’s expansion to replace the function h in the exponent
by a short multinomial expression. The derivatives of h are given by
h(l)(u) = il(l)(1 + iu) +
(−i)lj(l− 1)!
(1 + iu)l
; l>1;
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from which it follows that
h0(0) = i(m1 − −1j) := i(j); h00(0) =−(m[2] + −1j) := − c(j) ;
h(3)(0) =−im[3] + 2i−1j := − 2id(j):
(4.4)
Also, from Lemma 5.1(3), for 06x6s,
jh(3)(x)j6 98m3 + 2−1j and jh(4)(x)j6 98m4 + 6−1j: (4.5)
A rst application of Taylor’s expansion gives
jh(z + v)− h(z)− fvh0(z) + 12v2h00(z)gj6 16v3 sup
06w6z+v
jh(3)(w)j; (4.6)
and then, simplifying this further,
jh(z + v)− h(z)− vfh0(0) + zh00(0) + 12 z2h(3)(0)g − 12v2h00(0)j
6 16v
2f3z + vg sup
06w6z+v
jh(3)(w)j+ 16vz3 sup
06w6z+v
jh(4)(w)j: (4.7)
Now, from (4.5), if 06v; w6v+ z6s, it follows that
jzh(3)(w)j+ jvh(3)(w)=3j64s
3

9
8
m3 + 2
−1j

6
c(j)
2
(4.8)
whenever j>m1=2, because of (1.28); similarly,
1
6
jz2h(4)(w)j6s2

3
16
m4 + 
−1j

6
c(j)
2
(4.9)
in the same range of j. Combining (4.7) with (4.8) and (4.9), it follows that
Re f[h(z + v)− h(z)]g6− c(j)v(2z + v)=4, and hence, since
jea − ebj6ja− bjexpf(Re a) _ (Re b)g;
that
jIK − IK1j6
Z s
0
dz
Z s−z
0
dv
z
6(1 + z2)K=2
v2(v+ 3z)

9
8
m3 +
2j


+ vz3

9
8
m4 +
6j


e−c( j)v(2z+v)=4:
(4.10)
To evaluate the integrals on the right-hand side of (4.10), we repeatedly need the
boundsZ s−z
0
vle−cv(2z+v)=4 dv6min
(
l!

2
cz
l+1
; l

2
c
(l+1)=2)
; (4.11)
valid for c>0, where
l =
Z 1
0
vle−v
2=2 dv; (4.12)
giving
0 =
p
=2; 1 = 1; 2 =
p
=2; 3 = 2; 4 = 3
p
=2; 5 = 8 : (4.13)
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these estimates are derived by replacing (2z + v) in the exponent by either 2z or v.
Applying them, and because also c(j)>, we nd that
UK1 =
Z s
0
dz(1 + z2)−K=2
Z s−z
0
dv zv3e−c( j)v(2z+v)=4
6
Z p2=
0
2z

2

2
dz +
Z 1
p
2=
6z−3(1 + z2)−K=2

2

4
dz
=
8
23
+
Z 1
p
2=
6z−3(1 + z2)−K=2

2

4
dz;
UK2 =
Z s
0
dz(1 + z2)−K=2
Z s−z
0
dv z2v2e−c( j)v(2z+v)=4
6

3
r

2

2

3
+

2

3 Z s
p
2=
2 dz
z(1 + z2)K=2
; (4.14)
UK3 =
Z s
0
dz(1 + z2)−K=2
Z s−z
0
dv z4ve−c( j)v(2z+v)=4
6

2

2 Z s
0
z2 dz
(1 + z2)K=2
:
Now, since
P
K>2(1 + z
2)−K=2 = z−2f1 + (1 + z2)−1=2g62z−2, it follows from (4.14)
that
[4m]+2X
K=2
UK16
8(4m + −1)
3
+
12
2
;
[4m]+2X
K=2
UK26
8(4m + −1)
33
r

2
+
8
2
;
[4m]+2X
K=2
UK36
8s
2
:
Now add (4.10) over K and substitute these estimates into the result, simplifying the
expression further because 12m16j6
3
2m1, because s satises (1.28), and because
m>2.
Remark. The dierence between IK and I

K1, dened as IK1 but without a factor of z
in the integrand, is estimated using the same techniques, giving
[4m]+2X
K=2
jIK − IK1j6
d

p


1 + 160

m


:
The next lemma replaces the factor (1 + i(v+ z))−K in the integrand in Lemma 4.1
by the exponential of a multinomial expression in z and v.
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Lemma 4.2. Dene
IK2 =
Z s
0
dz
Z s−z
0
dv zefiv( j)−v(2z+v)c( j)=2−ivz
2d( j)ge−Kfi(v+z)+(v+z)
2=2−iz3=3g:
Then
[4m]+2X
K=2
jIK1 − IK2j6

1


16 + 45

m


:
Proof. By Taylor’s expansion,
jlog(1 + i(v+ z))− fi(v+ z) + (v+ z)2=2− iz3=3gj
6(v+ z)4=4 + (vz2 + v2z + v3=3):
Hence, since jea− 1j6jajexpfRe(a)g and (v+ z)46(v+ z)2=81 when 06v+ z6s and
s satises (1.28), we have
jIK1 − IK2j6
Z s
0
dz
Z s−z
0
dv ze−v(2z+v)c( j)=2−161Kz
2=324
K[(v+ z)4=4 + (vz2 + v2z + v3=3)]:
We now bound the right-hand side using the expressions in (4.11) and (4.13), with 2
for c, because j> 12m1, and using the simple inequality (v+ z)
468(v4 + z4), giving
jIK1 − IK2j66
r

2

1

5=2
+
65=2
p
=2
K3=2
+

22
+
3=2
2()3=2K1=2
+
2
322
;
where = 162=161. Now use the inequalities
[4m]+2X
K=2
K−1=264
p
m and
X
K>2
K−3=265=3;
from Lemma 5.6, and collect terms.
Remark. Dening IK2 as IK2, but without a z-factor in the integrand, we obtain
[4m]+2X
K=2
jIK1 − IK2j6
1p

(
20 + 6

m

3=2 
1 +
11p

!)
:
Now, changing variables to w = v=
p
K and t = z
p
K , we have
IK2 =
Z s=pK
0
dw −1
p
Kei( j+K)w
p
K−c( j+K)w2K=2
Z spK
0
dt K−1te−i
p
K K; w(t)e−(c( j+K)wt+t
2)=21f−1wpK+t=pK6sg; (4.15)
where
 K; w(t) = t − t
3
3K
+
d(j)wt2
K
: (4.16)
The rst step in modifying IK2 is to take the integrals out to innity.
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Lemma 4.3. Dene
IK3 =
1

p
K
Z 1
0
dw ei( j+K)w
p
K−c( j+K)w2K=2
Z 1
0
te−(c( j+K)wt+t
2)=2e−i
p
K ^ K; w(t) dt;
where  ^ K; w(t) = t − R1K (t) + K−1d(j)wt2 and
R1K (t) =
(
t3=3K if t6 12
p
K;
1
4 (t −
p
K=3) if t> 12
p
K:
Then
[4m]+2X
K=2
jIK2 − IK3j6 4f2(r − 1)g1=2

log

1
r − 1

+ 2 + 9

m


:
Proof. We write
jIK2 − IK3j6 1

p
K
Z s=2pK
0
dw
Z 1
s
p
K=2
dt te−(c( j+K)wt+t
2)=2
+
1

p
K
Z 1
s=2
p
K
dw e−c( j+K)w
2K=2
Z 1
0
dt te−(c( j+K)wt+t
2)=2
6
1

p
K
Z 1
0
e−ws
p
K=2 dw+e−s
2=8
Z 1
s=2
p
K
dw 4w−2c(j + K)−2

6
2

p
K
2e−Ks
2=8
s
p
K
+
8
22s
;
using also that c(j + K)>; note that the modication of  to  ^ only changes the
function on t> 12
p
K , which never occurs in the original range of integration, because
s satises (1.28). NowX
K>2
K−1e−aK6
Z 1
1
x−1e−ax dx =
Z 1
a
y−1e−y dy6
Z 1
a
y−1 dy +
Z 1
1
e−y dy;
and hence
[4m]+2X
K=2
jIK2 − IK3j6 4sflog(8s
−2) + e−1g+ 36m
2s
;
and the lemma follows because s>
p
2(r − 1).
Remark. Once again, after dening IK3 as for IK3 but without a factor of t in the
integrand, similar arguments can be used to show that
[4m]+2X
K=2
jIK2 − IK3j6
1
(r − 1)f8 + 31
p
m(r − 1)=g:
Now if jd(j)jwt6K=8, we have 1=26d ^ K; w(t)=dt65=4, and the factor e−i
p
K ^ K; w(t)
in the integrand of IK3 performs fast oscillations. We now show, by making a further
modication to  , that we can preserve this behaviour for all values of the arguments.
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Lemma 4.4. Dene
IK4 =
Z 1
0
dw
1

p
K
ei( j+K)w
p
K−c( j+K)w2K=2
Z 1
0
dt te−i
p
K ~ K; w(t)e−(c( j+K)wt+t
2)=2;
where ~ K; w(t) = t − R1k(t) + R2K (t); R1K is as for Lemma 4:3 and
R2K =
8><>:
K−1d(j)wt2; if K−1jd(j)jwt61=8;
sign(d(j))

t
4
− K
64jd(j)jw

; if K−1jd(j)jwt>1=8:
Then
[4m]+2X
K=2
jIK3 − IK4j632jd(j)j2
p
660d
2
:
Proof. It is immediate that
jIK3 − IK4j6 2 1

p
K
Z 1
0
dt
Z 1
0
dw te−(c( j+K)wt+t
2)=21fjd( j)jwt>K=8g
6 2
1

p
K
Z 1
0
dt te−K=16jd( j)j
2
t
e−t
2=2 =
4

p
K
e−K=16jd( j)j
r

2
;
and adding over K completes the proof; note that jd(j)j6d, from its denition
in (4.4).
Remark. Dening IK4 as for IK4, but without a t-factor, and retaining the factor
e−c( j+K)w
2K=2 when evaluating the bound, it follows that
[4m]+2X
K=2
jIK3 − IK4j6
16p

:
At this point, we recall that only Re(IK) and Im(IK) need to be estimated. The
former task proves to be much more dicult than the latter. We split Re(IK4) into
two parts,
ICK4 =
1

p
K
Z 1
0
dw cos((j + K)w
p
K)e−c( j+K)w
2K=2

Z 1
0
dt t cos(
p
K ~ K; w(t))e
−(c( j+K)wt+t2)=2
and
ISK4 =
1

p
K
Z 1
0
dw sin((j + K)w
p
K)e−c( j+K)w
2K=2

Z 1
0
dt t sin(
p
K ~ K; w(t))e
−(c( j+K)wt+t2)=2;
114 A.D. Barbour, S. Utev / Stochastic Processes and their Applications 82 (1999) 89{125
and dene the corresponding expressions ICK4 and I
S
K4, which together make up Im(I

K):
ICK4 =
1

p
K
Z 1
0
dw cos((j + K)w
p
K)e−c( j+K)w
2K=2

Z 1
0
dt sin(
p
K ~ K; w(t))e
−(c( j+K)wt+t2)=2
and
ISK4 =
1

p
K
Z 1
0
dw sin((j + K)w
p
K)e−c( j+K)w
2K=2

Z 1
0
dt cos(
p
K ~ K; w(t))e
−(c( j+K)wt+t2)=2:
Lemma 4.5. With ICK4 and I
S
K4 dened as above;
[4m]+2X
K=2
fjICK4 j+ jISK4jg6
s
2


28 +
32d


632
s
2


1 +
d


:
Proof. Taking ICK4 as example, integrate the t-integral by parts to obtain, using  (t)
as shorthand for ~ K; w(t),Z 1
0
dt sin(
p
K ~ K; w(t))e
−(c( j+K)wt+t2)=2=
"
(1−cos(pK (t)))e−(c( j+K)wt+t2)=2p
K 0(t)
#1
0
−
Z 1
0
dt
(1− cos(pK (t)))p
K 0(t)

−c(j + K)w
2
− t −  
00(t)
 0(t)

e−(c( j+K)wt+t
2)=2;
(4.17)
with 1=26 0(t)65=4 for all t and with
 00(t) =−2t
K
1ft6pK=2g +
2d(j)w
K
1ft6K=8jd( j)jwg: (4.18)
The rst term in (4.17) is zero. Using simple bounds for the elements of the integrand,
derived from the above properties of  and from inequalities such as j1 − cos xj62,
we then obtain
jICK4 j6
4
K
Z 1
0
dw e−c( j+K)w
2K=2

Z 1
0
dt

c(j + K)w
2
+ t +
8
K
(t + jd(j)jw)

e−(c( j+K)wt+t
2)=2:
Since
R1
0 (cw=2)e
−cwt=2 dt =
R1
0 te
−t2=2 dt = 1, the estimate
jICK4 j6
4
K
s

2K

2 +
8
K

1 +
2jd(j)j


is now immediate, giving
[4m]+2X
K=2
jICK4 j62
s
2


4 +
16
3

1 +
2jd(j)j


:
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The contribution from ISK4 can be bounded by half this amount, because cos(
p
K (t))
is integrated to sin(
p
K (t)), and jsin xj61; the lemma now follows.
The argument for Re(IK4) is much more delicate. Integrating the t-integral in ICK4
by parts, we obtainZ 1
0
dt t cos(
p
K ~ K; w(t))e
−(c( j+K)wt+t2)=2
=−
Z 1
0
dt
sin(
p
K (t))p
K 0(t)

1− c(j + K)wt=2− t2 − t 
00(t)
 0(t)

e−(c( j+K)wt+t
2)=2;
with  0 and  00 as in (4.18); a similar expression can be derived for ISK4. The next
lemma simplies them further.
Lemma 4.6. Dene
ICK5 =−(K)−1
Z 1
0
dw cos((j + K)w
p
K)e−c( j+K)w
2K=2

Z 1
0
dt sin(t
p
K)f1− c(j + K)wt=2− t2ge−(c( j+K)wt+t2)=2;
ISK5 =−(K)−1
Z 1
0
dw sin((j + K)w
p
K)e−c( j+K)w
2K=2

Z 1
0
dt (1− cos(t
p
K))f1− c(j + K)wt=2− t2ge−(c( j+K)wt+t2)=2:
Then
[4m]+2X
K=2
jICK4 − ICK5j6

1


46 + 368
d


and
[4m]+2X
K=2
jISK4 − ISK5j6

1


78 + 272
d


:
Proof. For the rst inequality, set
K; w; t =
 sin(
p
K (t))
 0(t)

1− c(j + K)wt
2
− t2 − t 
00(t)
 0(t)

− sin(t
p
K)

1− c(j + K)wt
2
− t2
6 jsin(
p
K (t))t 00(t)j
j 0(t)j2
+

1 +
c(j + K)wt
2
+ t2
( sin(
p
K (t))− sin(tpK)
 0(t)

+sin(t
p
K)
 1 0(t) − 1
 :
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In order to bound , we use the following properties of  . First, since  (0)=0;  0(0)=
1 and 126j 0(t)j6 54 , we also have j (t)j65t=4; then, since also j 00(t)j62K−1(t +
jd(j)jw), it follows that
j 0(t)− 1j6tK−1(t + 2jd(j)jw) and j (t)− tj6t2K−1(t=3 + jd(j)jw):
These properties, together with the inequalities jsin xj61 ^ jxj and jsin(x + y) −
sin xj6jyj, now give the inequality
K; w; t616K−1t2+20K−1=2jd(j)jwt2+4K−1=2jd(j)jwt2(1+c(j+K)wt=2+t2)
+2K−1=2t2(1 + c(j + K)wt=2 + t2)(t=3 + jd(j)jw)
+2K−1t2(1 + c(j + K)wt=2 + t2):
Then, noting thatZ 1
0
dw
Z 1
0
dt cm+1wmtle−cwt−t
2=2 = m!l−m−1
whenever l>m+ 1, where i is as given in (4.12), we conclude that
(K)−1
Z 1
0
dw
Z 1
0
dt e−(c( j+K)wt+t
2)=2K; w; t
6

2


24
K2
+
10
3K3=2
r

2
+
88jd(j)j
K3=2
r

2

;
adding over K>2 using Lemma 5.6 gives the rst inequality.
For the second, the argument is essentially the same, except that  0(t)sin(
p
K (t))
is integrated to give 1−cos(pK (t)). The estimate 1−cos x62^(3jxj=4) now replaces
jsin xj61 ^ jxj, causing some slight alteration to the constants.
We now change variables once more, setting u= wK−1=2 and z = t
p
K , to give
ICK5 =−(K)−1
Z 1
0
du cos(K(j + K)u)e−c( j+K)K
2u2=2

Z 1
0
dz sin zf1− c(j + K)uz=2− z2=Kge−(c( j+K)uz+z2=K)=2;
ISK5 = (K)
−1
Z 1
0
du sin(K(j + K)u)e−c( j+K)K
2u2=2

Z 1
0
dz cos zf1− c(j + K)uz=2− z2=Kge−(c( j+K)uz+z2=K)=2;
since also
R1
0 (1− cuz − z2=K)e−cuz−z
2=2K dz = 0. Written in this form, there are terms
which become small for large K , and we next show that they can be controlled.
Lemma 4.7. Dene
ICK6 =−(K)−1
Z 1
0
du cos(K(j + K)u)e−c( j+K)K
2u2=2

Z 1
0
dz sin zf1− c(j + K)uz=2ge−c( j+K)uz=2;
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ISK6 =−(K)−1
Z 1
0
du sin(K(j + K)u)e−c( j+K)K
2u2=2

Z 1
0
dz cos zf1− c(j + K)uz=2ge−c( j+K)uz=2:
Then
[4m]+2X
K=2
jICK5 − ICK6j6
76

;
[4m]+2X
K=2
jISK5 − ISK6j6
76

:
Proof. The function K−1z2 expf−cuz − z2=2Kg has exactly one turning point in
z>0 for each u, and has maximum value at most minf2e−1; 4=[Ke2c2u2]g. Thus, by
Lemma 5.5, writing
=
1
c(j + K)
r
8
eK
;
we haveZ 1
0
dz sin(z + )K−1z2e−(c( j+K)uz+z
2=K)=2
6 16e−1 min(1; 8=[Kefc(j + K)g2u2])
= 16e−1minf1; u−22g
for any , so that omitting the terms K−1z2 in the braces in each of ICK5 and I
S
K5 for
each K changes the total contribution by at most
2
X
K>2
(K)−1

16
e

6
64
p
2
e3=2
5
3
6
34

;
again using Lemma 5.6. Then the function (1− cuz)e−cuz(1− e−z2=2K) has two turning
points in z>0 for each u, and has maximum modulus at most min(1; 2=[Ke2c2u2]),
and so, again by Lemma 5.5,Z 1
0
dz sin(z + )(1− c(j + K)uz=2)e−c( j+K)uz=2(1− e−z2=2K)

612min(1; 8=[Ke2c(j + K)2u2]);
for any , and hence replacing the factor e−z
2=2K by 1 for each K changes the total
contribution by at most a further
2
X
K>2
(K)−112
 
2
e
r
2
K
!
6
42

:
Having completed all this simplication, the inner integrals in ICK6 and I
S
K6 can be
explicitly evaluated, giving
ICK6 =−
2
Kc(j + k)
Z 1
0
dv
1− v2
(1 + v2)2
cos(fKkgv)expf−2K2v2=(c(j + k))g
(4.19)
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and
ISK6 =
2
Kc(j + k)
Z 1
0
dv
2v
(1 + v2)2
sin(fKkgv)expf−2K2v2=(c(j + k))g; (4.20)
where K = 2(j + K)=c(j + K). We now bound these quantities in dierent ways,
useful for dierent values of K .
Lemma 4.8. The following inequalities are true:
(1) jICK6j; jISK6j6K−2
s
2

; (2) jICK6j; jISK6j6K−2
16
jK j ;
(3) jISK6j6jK j; (4) jICK6j6
4jK j

+
6
()3=2
:
Proof. The rst bound simply uses the observation that neither 2v nor j1−v2j is larger
than 1 + v2, so that both jICK6j and jISK6j are bounded by
2
Kc(j + k)
Z 1
0
dv expf−2K2v2=(c(j + k))g;
giving (1). For (2), we use the oscillation of sine and cosine; the function
(1 − v2)(1 + v2)−2 expf−2K2v2=(c(j + k))g has exactly one turning point in v>0,
and 2v(1 + v2)−2 expf−2K2v2=(c(j + k))g has at most two. In either case, applying
Lemma 5.5,
jICK6j; jISK6j6
2
Kc(j + k)
8
K jK j ;
as required. Then for (3), we bound sin(fKkgv)expf−2K2v2=(c(j+ k))g by K jK jv,
and integrate.
The last part requires two calculations. First, we observe thatICK6 − 2Kc(j + k)
Z 1
0
dv
1− v2
(1 + v2)2
expf−2K2v2=(c(j + k))g

6
2
Kc(j + k)
Z 1
0
dv
1− cos(fKkgv)
1 + v2
:
Because 1− cos x6min(2; x2=2), the right-hand side does not exceed
2
Kc(j + k)

2
K jK j
K2jK j2
2
+ 2
K jk j
2

6
4jK j

;
then, because
R1
0 dv (1− v2)(1 + v2)−2 = 0, we nd that
2
Kc(j + k)
Z 1
0
dv
1− v2
(1 + v2)2
expf−2K2v2=(c(j + k))g

=
2
Kc(j + k)
Z 1
0
dv
1− v2
(1 + v2)2
(1− expf−2K2v2=(c(j + k))g)

6
2
Kc(j + k)
(Z p=K
0
2K2v2

dv
(1 + v2)
+
Z 1
p
=K
dv
1 + v2
)
66()−3=2:
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For K>
p
, we use Lemma 4.8(1) to estimate
[4m]+2X
K=[
p
]+1
jICK6j and
[4m]+2X
K=[
p
]+1
jISK6j:
Thus it principally remains to nd a suitable bound for
Q =
[
p
]X
K=2
minfjK j; 4=[K2jK j]g (4.21)
for all possible values of j, where
K = 2(j + K)=c(j + K) = 2(m1 − j − K)=(c(j) + K): (4.22)
This is the substance of the next lemma.
Lemma 4.9. For all values of j; we have Q612.
Proof. Write aj = m1 − j and bj = c(j)>. We split the proof into two cases.
Case 1: jajj63
p
. Then, for all 26K6
p
, we have jaj − K j64
p
 and
bj + K>. Hence, in this case,
Q6
[
p
]X
K=2
jK j62
 
4
p


! p
= 8:
Case 2: jajj>3
p
. Then, for all 26K6
p
,
2
p
62jajj=36jaj − K j64jajj=3:
Hence, for any >0,
[bj=jajj]^[
p
]X
K=2
jK j62

4jajj=3
bj

bj
jajj =
8
3
;
and
[
p
]X
K=2_([bj=jajj]+1)
4
K2jK j62

2bj
2jajj=3
 [p]X
K=2_([bj=jajj]+1)
K−26
6bj
jajj
2jajj
jbjj =
12

:
Minimizing the sum of these two quantities by choosing  = 3
p
2=2, we nd that, in
this case, Q68
p
2<12. This completes the proof.
Corollary 4.10. We have the following estimates:
[4m]+2X
k=2
jISK6j6
4Q

+
s
2

 
1p

+
1

!
6
54

;
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[4m]+2X
k=2
jICK6j6
54

+ 6
p
()−3=2 =
60

:
The estimate of C1 given in (1.30) accumulates the bounds given in Lemmas 4.1{4.4,
4:6 and 4:7 and Corollary 4.10, and substitutes them into (4.2), and thence through (3.2)
into (3.1). The result is then combined with those from Lemmas 2.1{2.4 and Corollary
3.3, and simplied. For the estimate of C0 given in (1.29), we take the bounds from
Lemma 4.5 and the remarks following Lemmas 4.1{4.4 into (4.1), combine the result
with Lemmas 2:1{2:4 and Corollary 3.3, and simplify.
5. Auxiliary results
We use the notation of Section 1 throughout; in particular, r and s are as in (1.27)
and (1.28). We rst investigate the properties of two functions related to (),
hl(u) = (1 + iu)− 1− −1l log(1 + iu) and
wl(t) = (1− t)− 1− −1l log(1− t); (5.1)
for −s6u6s and 06t61.
Lemma 5.1. The function hl has the following properties:
(1) Re fhl(u)g=Re fhl(−u)g;
(2)
d
du
Re fhl(u)g6− u=2; 06u6s; l> 12m1;
(3) jh(3)l (u)j6 98m3 + 2−1l and h(4)l (u)6 98m4 + 6−1l; juj6s:
Proof. The rst statement is implied by conjugation. For the second, since
Re f(1 + iu)g=Re
8<:X
j>1
j(1 + iu) j
9=;= 1 +X
k>1
(−1)km[2k] u
2k
(2k)!
;
it follows that dduRe f(1 + iu)g+ m[2]u
6X
k>2
m[2k]
juj2k−1
(2k − 1)!6
m4juj3
6(1− (ms)2)
6
27
160
m4juj36
u
480
;
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this last from (1.28). Then, for 06u6s,
− d
du
Re flog(1 + iu)g=− u
1 + u2
6− 81u
82
;
again by (1.28). Hence, for 06u6s,
d
du
Re fhl(u)g6− m[2]u+ u480 −
81m1u
164
6− u
2
:
For the last part, simply observe that
jh(3)l (u)j6
X
k>0
m[k+3]
jujk
k!
+ 2−1l6
m3
1− ms + 2
−1l;
with a similar calculation for jh(4)l (u)j.
Lemma 5.2. If 1=26l=m1<1; then wl has a unique minimum at some t0 2 (0; 1);
furthermore;
(1) wl(t)− wl(t0)>m14 (t − t0)
2; 06t61;
(2)
X
j>1
jj2(1− t) j>m21=4; 06t6t0;
(3) t06t06
1
2 ^ 1m1 ;
where t0 = t

0 () solves m
−1
1
P
j>1 jj(1− t) j = 1=2.
Proof. Direct calculation shows that wl(0) = 0, wl(1) =1 and that
w0l(t) =−0(1− t) +
l
(1− t) ; w
00
l (t) = 
00(1− t) + l
(1− t)2>
m1
2
:
Hence wl is convex, and w0l(0)<0 since l<m1. Thus the minimum of wl occurs at
t0 2 (0; 1) satisfying
m−11 (1− t)0(1− t) = m−11
X
j>1
jj(1− t) j = l=m1; (5.2)
and
wl(t)− wl(t0) = 12 (t − t0)2w00l (t0)>m1(t − t0)2=4;
for some t0, proving (1). Then, by the Schwarz inequality and from (5.2), for 06t6t0,X
j>1
jj2(1− t) j>
X
j>1
jj2(1− t0) j
>
8<:X
j>1
jj(1− t0) j
9=;
2,X
j>1
j(1− t0) j>m21=4;
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proving (2). That t06t0 follows from (5.2), because l>m1=2. The nal upper bound
on t0 follows from a geometrical argument. The function y(t) =
P
j>1 jj(1 − t) j is
convex, and takes the values m1 at t = 0; m1=2 at t = t0 and 0 at t = 1. Hence, if
Q denotes the area between the t- and the y-axes and the tangent to y at (t0 ; m1=2),
we have Q6
R 1
0 y(t) dt6m1=2, this last being the area of the triangle with vertices
at (0; 0); (0; m1) and (1; 0). Also, integrating the denition of y,
R 1
0 y(t) dt61. On the
other hand, if x0; y0 are both positive, the area of any triangle formed by the x- and
the y-axes and a line through (x0; y0) is at least 2x0y0. Hence Q>2t0m1=2 = m1t

0 ,
completing the proof.
Lemma 5.3. If l>m1 − 1 and m1>2; then wl(t)> 14m1t2 − 1; 06t61.
Proof. It is immediate that (1)−(1− t)6m1t and that log(1− t)6− t− t2=2. Hence
wl(t)>− m1t + (m1 − 1)(t + t2=2)>− 1 + t2(m1 − 1)=2;
and the lemma follows.
The next lemma gives an accurate lower tail estimate for the CP(; ) distribution.
Lemma 5.4. If S CP(; ) and 12m16l<m1; then P[S6l]6K2ewl(t0); where
K2 = min

1; −1=2

14:4m3
m31
+
2
m1t0

;
and where wl and t0 are as in Lemma 5:2.
Proof. Observe rst that, by straightforward manipulations,
P[S6l] = Ef(1− t)S(1− t)−lgE

(1− t)S
E(1− t)S

[(1− t)l−SI(S6l)]

= Ef(1− t)S(1− t)−lgEf(1− t)l−S(1−t) I(S(1−t)6l)g
= ewl(t)Ef(1− t)l−S(1−t) I(S(1−t)6l)g; (5.3)
where Sh has distribution dened by the Esscher transform
EzSh = E[zh]
S
EhS = exp([(hz)− (h)]):
Applying Lemma 5.2, there is a unique root t0 2 (0; 1) of the equation w0l(t0) = 0,
satisfying inf 0<t<1 wl(t) = wl(t0)<0 and also
ES(1−t0) = (1− t0)0(1− t0) = l;
S(1−t0) − l D=
1X
i=1
i(Yi(i[1− t0]i)− i[1− t0]i);
where the Yi() are independent Poisson processes with intensity 1.
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Now let  be a random variable with zero mean and variance 2. Then, for any
h>0,
EfehI(60)g = h
Z 0
−1
ehxP[x<60] dx = h
Z 0
−1
ehxP[x<=60] dx
6 2 sup
x
jP[=6x]− (x)j+ 1p
2
Z 0
−1
ehxe−x
2=2 dx
= 2+ eh
22=2 1p
2
Z 1
h
e−u
2=2 du62+

1
h
^ 1
2

; (5.4)
where = supxjP[=6x]− (x)j. In particular, this estimate holds for = S(1−t0) −
l and h = −log(1 − t0)>t0>0 with 2 = VarS(1−t0), providing an upper bound for
Ef(1− t0)l−S(1−t0) I(S(1−t0)6l)g in (5.3).
In order to make this upper bound explicit, we use the Berry{Esseen theorem to
control . Writing each Yi() as the sum of n independent identically distributed Poisson
processes Y (n)ij , 16j6n, each with intensity 1=n, we express S(1−t0)− l=
Pn
j=1 Z
(n)
j as
a sum of independent and identically distributed random variables with zero mean and
nite third moment, where
Z (n)j =
1X
i=1
fiY (n)ij (i(1− t0)i)− (=n)i(1− t0)ig:
In particular,
Var Z (n)1 = 
2=n=

n
1X
i=1
fi2i(1− t0)ig= n−1A2; (5.5)
say, and
lim inf
n!1 nEjZ
(n)
1 j3 = 
1X
i=1
fi3i(1− t0)ig= B3: (5.6)
Hence, by the Berry{Esseen theorem with the constant of Berk, for = S(1−t0)− l, we
nd that
60:9 lim inf
n!1 n
−1=2 EjZ (n)1 j3
Var[Z (n)1 ]
3=2
60:9
B3
A3
p

: (5.7)
Substituting from (5.5){(5.7) in (5.4), we nd that
P[S6l]6ewl(t0) min

1;

1:8B3
A3
p

+
1
t0A
p


:
However, from (5.6) and (5.5), B3 = m(1−t0)3 6m3 and A
2 = m(1−t0)2 >m
2
1=4, this last
using Lemma 5.2(2), completing the proof.
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Lemma 5.5. If f is monotone on an interval [a; b]; then; for any ;
Z b
a
f(x)cos(x + ) dx
64 supa6x6b jf(x)j:
Proof. Integrating by parts,
Z b
a
f(x)cos(x + ) dx
 =
[f(x)sin(x + )]ba −
Z b
a
f0(x)sin(x + ) dx

6 jf(b)j+ jf(a)j+
Z b
a
jf0(x)j dx64 sup
a6x6b
jf(x)j:
Lemma 5.6. We have the following inequalities:
[4m]+2X
K=2
K−1=264
p
m;
X
K>2
K−3=265=3;
X
K>2
K−262=3;
X
K>2
K−5=262=5:
For the rst sum, we have
[4m]+2X
K=2
K−1=26
Z [4m]+2
1
x−1=2 dx62f(4m + 2)1=2 − 1g64
p
m:
For the remainder, we note that, for a>1,X
K>2
K−a6
5X
K=2
K−a +
Z 1
5
x−a dx;
and then make the necessary computations.
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