Abstract. In this paper we focus on the problem of estimating a bounded density using a finite combination of densities from a given class. We consider the Maximum Likelihood Estimator (MLE) and the greedy procedure described by Li and Barron (1999) under the additional assumption of boundedness of densities. We prove an O(
Let (X , F ) be a measurable space and let λ be a σ-finite measure on F . Whenever we mention below that a probability measure on F has a density we will understand that it has a Radon-Nikodym derivative with respect to λ.
To evaluate the accuracy of the density estimate we need a notion of distance. Kullback-Leibler (KL) divergence and Hellinger distance are the most commonly used.
In this paper we will work with the KL-divergence, defined for two distributions f and g as
Here x has distribution with density f . Consider a parametric family of probability density functions H = {φ θ (x) : θ ∈ Θ ⊂ R d } over X . The class of k-component mixtures f k is defined as
Let us define the class of continuous convex combinations C = conv(H) = f : f (x) = Θ φ θ (x)P (dθ), P is a probability measure on Θ .
The approximation bound of Li and Barron [7, 8] states that for any f , there exists an f k ∈ C k , such that
where c f,P and γ are constants and D(f C) = inf g∈C D(f g). Furthermore, γ is an upper bound on the log-ratio of any two functions φ θ (x), φ θ (x) for all θ, θ , x and therefore
is a condition on the class H. Li and Barron prove that k-mixture approximations satisfying (1) can be constructed by the following greedy procedure: Initialize f 1 = φ θ to minimize D(f f 1 ) and at step k construct f k from f k−1 by finding α and θ such that
Furthermore, a connection between KL-divergence and Maximum Likelihood suggests the following method to compute the estimatef k from the data by greedily choosing φ θ at step k so that
Li and Barron proved the following theorem: 
where
The above bound combines the approximation and estimation results. Note that the first term decreases with the number of components k, while the second term increases. The rate of convergence for the optimal k is therefore O( log n n ).
Main results
We assume that f and the densities in H are bounded above and below by some constants a and b, respectively. This boundedness naturally extends to the convex combinations as well. We prove the following results: 
with probability at least 1 − e −t , or, by integrating,
where c 1 is an absolute constant. As the number of samples n grows, one can choose more and more complex models H i . If a i is a decreasing function of n and b i is an increasing function of n, Remark 2.4 provides the rate for learning f i , the truncated version of f . This could be applied, for instance, to a sequence of classes H i of Gaussian densities over increasing domain and increasing range of variances.
Discussion of the results
The result of Theorem 2.1 is twofold. The first implication concerns dependence of the bound on k, the number of components. Our results show that there is an estimation bound of the order O(
) that does not depend on k. Therefore, the number of components is not a trade-off that has to be made with the approximation part (which decreases with k). The bound also suggests that the number of components k should be chosen to be O( √ n). The second implication concerns the rate of convergence in terms of n, the number of samples. The rate of convergence (in the sense of KL-divergence) of the estimated mixture to the true density is of the order O(1/ √ n). As Corollary 2.2 shows, for the specific class H considered by Li and Barron, the Dudley integral converges and does not depend on n. We therefore improve the results of Li and Barron by removing the log n factor. Furthermore, the result of this paper holds for general base classes H with a converging entropy integral, extending the result of Li and Barron. Note that the bound of Theorem 2.1 is in terms of the metric entropy of H, as opposed to the metric entropy of C. This is a strong result because the convex class C can be very large [10] even for small H.
Rates of convergence for the MLE in mixture models were studied by Sara van de Geer [12] . As the author notes, the optimality of the rates depends primarily on the optimality of the entropy calculations. Unfortunately, in the results of [12] , the entropy of the convex class appears in the bounds, which is undesirable. An advantage of the approach of [12] is the use of Hellinger distance to avoid problems near zero. Li and Barron address this problem by requiring (2), which is boundedness of the log of the ratio of two densities. Birgé and Massart ( [3] , p. 122) cite a counterexample of Bahadur (1958) which shows that even with a compact parameter space, M.L.E. can diverge when likelihood ratios are unbounded. Unfortunately, boundedness of the ratios of densities is not enough for the proofs of this paper. We assume boundedness of the densities themselves. This is critical in one step of the proof, when the contraction principle is used (for the second time). Although the boundedness condition seems as a somewhat strict requirement, note that a class of densities that satisfies (2), but not boundedness of the densities, has to contain functions which all go to zero (or infinity) in exactly the same manner. Also note that on a non-compact domain IR even a simple class of Gaussian densities does not satisfy (2) . Indeed, the log-ratio of the tails of two Gaussians with the same variance but different means becomes infinite. If one considers a compact domain X , the boundedness of densities assumption does not seem very restrictive.
The proof technique of this paper seems to be a powerful general method for bounding uniform deviations of empirical and expected quantities. The main ingredients of the proof are the Comparison inequality for Rademacher processes and the fact that Rademacher averages (as defined in Lem. A.2) of the convex hull are equivalent to those of the base class.
Proofs
Constants which depend only on a and b will be denoted by c with various subscripts. The values of the constants might change from line to line.
Theorem 4.1. For any fixed density
where c 1 and c 2 are constants that depend on a and b.
Proof. First, we apply Lemma A.3 to the random variable Z(
f (x i ) . The bound on the martingale difference follows:
The above chain of inequalities holds because of triangle inequality and properties of sup. Applying McDiarmid's inequality (see Lem. A.3),
t n with probability at least 1 − e −t and by Lemma A.2, Combining,
t n with probability at least 1 − e −t . Therefore, instead of bounding the difference between the "empirical" and the "expectation", it is enough to bound the above expectation of the Rademacher average. This is a simpler task, but first we have to deal with the log and the fraction (over f ) in the Rademacher sum. To eliminate these difficulties, we apply Lemma A.1 twice. Once we reduce our problem to bounding the Rademacher sum of the basis functions sup φ∈H
we will be able to use the entropy of the class H.
The last inequality holds because
We apply Lemma A.1 again with the contraction
Combining the inequalities, with probability at least 1 − e
The power of using Rademacher averages to estimate complexity comes from the fact that the Rademacher averages of a class are equal to those of the convex hull. Indeed, consider sup h∈C
Since a linear functional of convex combinations achieves its maximum value at the vertices, the above supremum is equal to sup θ 1 n n i=1 i φ θ (x i ) , the corresponding supremum on the basis functions φ. Therefore, E sup h∈C
We now write the overall error of estimating an unknown density f as the sum of approximation and estimation errors. The former is bounded by (1) and the latter is bounded as above. Note again that c 2 f,P and γ in the approximation bound (1) are bounded above by constants which depend only on a and b. Therefore, with probability at least 1 − e −t ,
Finally, we rewrite the above probabilistic statement as a statement in terms of expectations.
Since ξ ≥ 0, 
so the later choices have more weight.
We now prove Corollary 2.2:
This allows us to bound L ∞ distances between functions in H in terms of the L 1 distances between the corresponding parameters. Since Θ is a d-dimensional cube of side-length A, we can cover Θ by
. This cover induces a cover of H. For any f θ there exists an element of the cover f θ , so that
and the cardinality of the cover is ( A straightforward calculation shows that the integral above converges.
By creating a simple net over the class F in Corollary 2.3, one can easily show that F has a finite cover D(F , , d n ) = 
