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Abstract
This paper deals with the following problem. Given a finite extension of fields
L/K and denoting the trace map from L to K by Tr, for which elements z in
L, and a, b in K, is it possible to write z as a product x · y, where x, y ∈ L
with Tr(x) = a,Tr(y) = b? We solve most of these problems for finite fields, with a
complete solution when the degree of the extension is at least 5. We also have results
for arbitrary fields and extensions of degrees 2, 3 or 4. We then apply our results
to the study of PN functions, semifields, irreducible polynomials with prescribed
coefficients, and to a problem from finite geometry concerning the existence of
certain disjoint linear sets.
Keywords: Field extension, Trace, PN function, linear set
1 Introduction
The goal of this paper is to find out under which conditions it is possible to write an
element of a field as the product of two elements with prescribed trace with respect to a
subfield. Our main theorem (Theorem 5.1) states that, for finite fields Fqn , n ≥ 5, every
element of F∗qn can be written as the product of two elements of prescribed trace. In order
to obtain this result, we translate the problem into the problem of finding rational points
on an associated curve.
Our question was motivated by a number of applications which are gathered in Section 6.
A first application deals with the existence problem for particular disjoint linear sets on a
projective line. These results are very relevant in the study of many problems from finite
geometry, in particular for (multiple) blocking sets [1, 11] and KM-arcs [4]. The second
application of our main theorem leads to an improvement on a result of Kyureghyan and
Ozbudak [8] about PN functions. An adaptation of the proof of our main theorem leads
to a result on the non-existence of certain semifields of BEL rank 2. Finally, we link our
problem to the study of polynomials with certain prescribed coefficients.
Our applications use only the case of finite fields, so we concentrate on this case. But,
when it is no further effort to do so, we work in greater generality.
1
1.1 The trace map
Let L be a field with subfield K and as usual, denote the degree of L over K by [L : K].
Let TrL/K denote the field trace from L to K, i.e. TrL/K(α) is the trace of the K-linear
map on L, x 7→ αx. If the fields L and K are clear from the context, we may write Tr
instead, and in the case that K is the finite field of order q, Fq and L = Fqn , TrFqn/Fq is
simply denoted by Trn. We remark that the trace is identically zero for purely inseparable
extensions and our problem is trivial in this case.
The fact that TrL/K is an K-linear map leads to the following observation which is easy
to prove.
Lemma 1.1. Let a ∈ K∗ and b ∈ K∗. It is possible to write z ∈ L∗ as a product x · y,
where x, y ∈ L with Tr(x) = a and Tr(y) = b if and only if it is possible to write z
ab
as a
product x′ · y′ with Tr(x′) = 1 and Tr(y′) = 1.
It is possible to write z ∈ L as a product x · y, where x, y ∈ L with Tr(x) = 0 and
Tr(y) = b, b ∈ K∗ if and only if it is possible write z as a product x′ · y′ with Tr(x′) = 0
and Tr(y′) = 1.
We define the subsets of elements with prescribed trace, and the sets of products of
elements with prescribed trace as follows.
Definition 1. Ta = {x ∈ L | Tr(x) = a}. TaTb = {x · y | x ∈ Ta, y ∈ Tb}.
The following corollary can easily be deduced from Lemma 1.1.
Corollary 1.2. Let a, b ∈ K∗. We have T0T1 = T0Ta, TaTb = T1Tab and z ∈ TaTb if only
if z
ab
∈ T1T1.
This tells us that, in order to investigate whether all elements can be written as the
product of two elements with prescribed trace, we may restrict ourselves to investigating
the sets T0T0, T0T1 and T1T1.
The trace of an element can be calculated as follows. Let K(a) denote the simple field
extension of K generated by the element a.
Result 1.3. For a in L, let σ1(a), . . . , σn(a) be be the roots (counted with multiplicity) of
the minimal polynomial of a over K (in some extension field of L), then
TrL/K(a) = [L : K(a)]
n∑
j=1
σj(a).
We also recall the following link between the trace and norm of an element and the
coefficients of its minimal polynomial:
Result 1.4. Let the minimal polynomial for α over K be Xd+ cd−1X
d−1+ · · ·+ c1X+ c0.
Then TrK(α)/K(α) = −cd−1 and NK(α)/K(α) = (−1)dc0.
Finally we recall the following well known property of the trace function for separable
extensions.
Result 1.5. Suppose L is a separable extension of K. Then the function (x, y) 7→
TrL/K(xy) is a nondegenerate symmetric K-bilinear form from L× L to K.
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1.2 Overview
The first part of our paper deals with field extensions of degree 2 (Section 2), degree 3
(Section 3) and degree 4 (Section 4). The main theorem 5.1 appears in Section 5. In
Sections 2, 3, 4, the proofs are split in several seperate cases. We give an overview here.
• Extensions of degree 2:
– T0T0 6= L: Proposition 2.2 for char(K) 6= 2, Proposition 2.5 for char(K) = 2
– T0T1 6= L: Proposition 2.3 for char(K) 6= 2, Proposition 2.6 for char(K) = 2
– T1T1 6= L: Proposition 2.4 for char(K) 6= 2, Proposition 2.7 for char(K) = 2,
Corollary 2.8 for finite fields with char(K) = 2
– When is 1 ∈ T0T0, T0T1, T1T1?: Corollary 2.9.
• Extensions of degree 3
– T0T0 6= L: General condition: Proposition 3.3 and Proposition 3.7. Corollary
3.8 for char(K) 6= 2, 3, Corollary 3.9 for finite fields with char(K) = 2, Corollary
3.14 for finite fields with char(K) = 3
– When is 1 ∈ T0T0?: Corollary 3.15 for arbitrary fields and Corollary 3.16 for
finite fields
– T0T1 = L: Proposition 3.10 for K(α), α root of X
3 − d = 0
– T1T1: General condition: Lemma 3.11
– When is 1 ∈ T1T1?: Proposition 3.17.
• Extensions of degree 4
– T0T0 = L: For L = K(α), α
4 + α2 + d = 0: Proposition 4.2. For L = K(α),
α4 − d = 0: Proposition 4.8. Corollary 4.3 for Fqn , q ≡ 1, 3 mod 4
– When is 1 ∈ T0T0?: Proposition 4.10 for char(K) = 2, Proposition 4.12 for
char(K) 6= 2, Corollary 4.11 for finite fields
– T0T1 = L: For L = K(α), α
4 + α2 + d = 0: Proposition 4.4. For L = K(α),
α4 − d = 0: Proposition 4.9. Corollary 4.5 for Fq4 , q ≡ 1, 3 mod 4
– For finite fields F24 and F34 : TaTb = L
∗ ∪ {ab} see Theorem 5.1.
• Extensions of degree at least 5 for finite fields: TaTb = L∗ ∪ {ab} see Theorem 5.1.
Remark 1.6. We were not able to derive a result for T1T1 for field extensions of degree
4. In particular, we do not know whether F∗q4 = T1T1 when q > 3.
3
2 Extensions of degree 2
Lemma 2.1. Let K be an arbitrary field and let f : X2 + a1X + a2 be an irreducible
polynomial over K. Let α be a root of f , let L = K(α) and let x = x0 + x1α be an
arbitrary element in L. Then
TrL/K(x) = 2x0 − a1x1.
Proof. Since Tr is K-linear, Tr(x) = x0Tr(1) + x1Tr(α) and the result follows as Tr(1) =
2,Tr(α) = −a1.
2.1 Extensions of degree 2 for char(K) 6= 2
2.1.1 T0T0
Proposition 2.2. Let L and K be as in Lemma 2.1 with char(K) 6= 2, and let β in L.
Then β ∈ T0T0 if and only if β ∈ K.
Proof. Let X2 + a1X + a2 be the minimal polynomial of α. Let β = b0 + b1α, where
b0, b1 ∈ K. If x ∈ L has Tr(x) = 0, then, by Lemma 2.1, x = x0+x1α with 2x0−a1x1 = 0,
x0, x1 ∈ K. Similarly, y ∈ L has Tr(y) = 0 if and only if y = y0+y1α with 2y0−a1y1 = 0,
y0, y1 ∈ K. It folllows that x · y = β is equivalent to
x1y1
(a1
2
+ α
)2
= b0 + b1α.
The left hand side of this expression equals
x1y1
(
a21
4
− a2
)
which is an element of K. Hence, if β ∈ L \ K, there are no elements x, y ∈ L with
Tr(x) = Tr(y) = 0 and x · y = β. If β = b0 ∈ K, then putting x1 = 1 and y1 = b0a2
1
/4−a2
yields the solution x = a1
2
+ α with Tr(x) = 0 and y = b0
a2
1
/4−a2
(a1
2
+ α) with Tr(y) = 0 to
x · y = β. Note that the denominator a21/4− a2 is nonzero, as otherwise X2 + a1X + a2
would not be irreducible.
2.1.2 T0T1
Proposition 2.3. Let L and K be as in Lemma 2.1 with char(K) 6= 2 and let β in L.
Then β ∈ T0T1 if and only if β ∈ L \K∗.
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Proof. We proceed as in the proof of Proposition 2.2. We have that x is of the form
x1(
a1
2
+ α), y is of the form 1
2
+ y1(
a1
2
+ α) for some x1, y1 ∈ K. Putting x · y = b0 + b1α
yields
a1x1
4
+
x1y1a
2
1
4
− a2x1y1 = b0
x1
2
= b1.
If β ∈ K∗, then b1 = 0, forcing x1 = 0 and b0 = 0, a contradiction. If β ∈ L \ K∗, then
b1 6= 0. We see that x = 2b1 and y = ( b0x1 − a14 ) 4a21−4a2 yields a solution to x · y = β with
Tr(x) = 0 and Tr(y) = 1.
2.1.3 T1T1
Proposition 2.4. Let L and K be as in Lemma 2.1 with char(K) 6= 2 and let β = b0+b1α
in L. Then β ∈ T1T1 if and only if (a1b1+1)
2
−4(b0+a2b21)
a2
1
−4a2
is a square.
Proof. We proceed as in the proof of Proposition 2.2. We have that x is of the form
1
2
+x1(
a1
2
+α) and y is of the form 1
2
+y1(
a1
2
+α) for some x1, y1 ∈ K. Putting x·y = b0+b1α
yields
1
4
+
1
2
(a1
2
+ α
)
(x1 + y1) + x1y1
(
a21
4
− a2
)
= b0
1
2
(x1 + y1) = b1.
We see that x1, y1 are the solutions to the quadratic equation
Y 2 − 2b1Y +
(
b0
4
− 2a1b1
4
)
4
a21 − 4a2
= 0.
This implies that x1, y1 can be found if and only if
(a1b1+1)2−4(b0+a2b21)
a2
1
−4a2
is a square
2.2 Extensions of degree 2, char(K) = 2
First note that if char(K) = 2, an extension K(α)/K with α a root of X2+a1X+a2 with
a1 = 0 is inseparable.
Hence, we may restrict ourselves to K(α), α a root of X2 + a1X + a2 with a1 6= 0.
2.2.1 T0T0
Proposition 2.5. Let K be an arbitrary field of characteristic 2 and let f : X2+a1X+a2
be an irreducible polynomial over K with a1 6= 0. Let α be a root of f , let L = K(α) and
let β be an arbitrary element in L. Then β ∈ T0T0 if and only if β ∈ K.
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Proof. Let x = x0 + αx1 be an element of L with Tr(x) = 0. Since Tr(x) = a1x1 by
Lemma 2.1, and a1 6= 0, x1 = 0. Similarly, if Tr(y0 + αy1) = 0, we have that y1 = 0.
Hence, if x · y = β, then β ∈ K. If β ∈ K, then putting x = 1 and y = β yields that
β ∈ T0T0.
2.2.2 T0T1
Proposition 2.6. Let L and K be as in Proposition 2.5 and let β = β0 + β1α be an
arbitrary element in L. Then β ∈ T0T1 if and only if β ∈ L \K∗.
Proof. Let x = x0 + αx1 be an element of L with Tr(x) = 0. Since Tr(x) = a1x1, and
a1 6= 0, x1 = 0. If Tr(y0+αy1) = 1, we have that y1 = 1/a1. Hence, x · y = β, yields that
x0y0 = b0
x0
a1
= b1.
If b1 = 0, then x0 = 0 and b0 = 0. Hence, if x · y = β, then β = 0 or β ∈ L \ K. If
β ∈ L \K, putting x0 = a1b1 and y0 = b0x1 yields x = a1b1 ∈ T0 and y = b0x0 + 1a1α ∈ T1 as
solution to x · y = β.
2.2.3 T1T1
Proposition 2.7. Let L and K be as in Proposition 2.5 and let β = β0 + β1α be an
arbitrary element in L. Then β ∈ T1T1 if and only if the quadratic equation
X2 + (a1b1 + 1)X +
a2
a21
+ b0 = 0
has a solution.
Proof. Let x = x0+αx1 be an element of L with Tr(x) = 1. Since Tr(x) = a1x1, we have
that x1 = 1/a1. Similarly, if Tr(y0 + αy1) = 1, we have that y1 = 1/a1. Hence, x · y = β,
yields that
x0y0 +
a2
a21
= b0
x0 + y0 + 1
a1
= b1.
This shows that x0, y0 are the solutions of the quadratic equation
X2 + (a1b1 + 1)X +
a2
a21
+ b0 = 0.
In particular, when K is a finite field, we necessarily have that a1 6= 0 and we obtain the
following.
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Corollary 2.8. Let K be a finite field of characteristic 2 and let f : X2+ a1X + a2 be an
irreducible polynomial over K. Let α be a root of f , let L = K(α) and let β = β0 + β1α
be an arbitrary element in L. Then β ∈ T1T1 if and only if
TrF
q2
/Fq
(
a2
a2
1
+ b0
(a1b1 + 1)2
)
= 0.
2.3 When is 1 ∈ TaTb?
Corollary 2.9. Let [L : K] = 2. Then 1 ∈ T0T0 and 1 /∈ T0T1.
If char(K) 6= 2 with L = K(α) where α is a root of X2 + a1X + a2 = 0, then 1 ∈ T1T1 if
and only if (a1+1)
2
−4
a2
1
−4a2
is a square.
If char(K) = 2 with L = K(α) where α is a root of X2 + a1X + a2 = 0, a1 6= 0, then
1 ∈ T1T1 if and only if X2 +X + a2a1 + 1 = 0 has a solution in K.
3 Extensions of degree 3
In this section we consider extensions of degree three over an arbitrary field K. We first
show some general results, and then give explicit results for specific cases.
We distinguish three categories of extensions of degree three.
• Galois extensions: L = K(α), with the minimal polynomial of α having three
distinct roots in L.
• Separable extensions which are not Galois: L = K(α), with the minimal polynomial
of α having one root in L, and three distinct roots in L(ω) for some ω /∈ L.
• Inseparable extensions: L = K(α), with the minimal polynomial of α over K having
repeated roots in L
The last of these can only occur in characteristic three, with α being a triple root of its
minimal polynomial. In this case, the trace function is identically zero, and hence the
questions become trivial.
3.1 Separable extensions of degree 3
The following proposition will assist in our consideration of T0T0 and T0T1 for separable
extensions.
Lemma 3.1. Suppose L is a separable extension of K of degree three with char(K) 6= 2,
and let (x0, x1, x2) be the coordinates of x ∈ L with respect to some K-basis. Then the
coordinates of the elements of the set {x ∈ L∗ : TrL/K(βx−1) = 0} are precisely the zeroes
of a nondegenerate quadratic form.
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Proof. Let L = K(α), and let f be the minimal polynomial of α over K. Let E := K(α, ω)
be the splitting field of f . Then there is an element σ generating a subgroup of Gal(E/K)
of order 3, with fixed field K(ω), and E is a Galois extension of K(ω). Note that this
includes the case where E = L, i.e. L is Galois.
For any element x of L, its minimal polynomial over K is equal to its minimal polynomial
over K(ω). Hence we have that
TrL/K(x) = TrE/K(ω)(x) = x+ x
σ + xσ
2
,
NL/K(x) = NE/K(ω)(x) = x
1+σ+σ2 .
Now suppose TrL/K(βx
−1) = 0, with x 6= 0. Then multiplying both sides of this equation
by NL/K(x), we get that
Cβ(x) := TrE/K(ω)(βx
σ+σ2) = 0.
It is straightforward to see that Cβ(x) is a quadratic form over K. The bilinear form
Bβ(x, y) = TrE/K(ω)(βx
σyσ
2
) = TrL/K(βx
σyσ
2
) is nondegenerate by Result 1.5, and Cβ(x) =
Bβ(x, x), implying that Cβ(x) is a nondegenerate quadratic form.
Corollary 3.2. Suppose L is a separable extension of K of degree three. Then β ∈ T0Tǫ,
ǫ ∈ {0, 1} if and only if the quadratic form Cβ(x) = 0 and the linear form TrL/K(x) = ǫ
have a nonzero common solution.
3.2 K(α) Galois, α a root of x3 − λx2 + µx− ν = 0.
3.2.1 T0T0
Proposition 3.3. Suppose L is a cubic Galois extension of K, char(K) 6= 2. Let α0 ∈ L
be such that the roots α0, α
σ
0 , α
σ2
0 of the minimal polynomial f = x
3 − λx2 + µx− ν of α0
form a K-basis for L. Given β = b0α0 + b1α
σ
0 + b2α
σ2
0 , then β ∈ T0T0 if and only if
(λ2 − 2µ)(b20 + b21 + b22)− 2(λ2 − 4µ)(b0b1 + b0b2 + b1b2)
is a square in K.
Proof. Let Gal(L/K) = 〈σ〉, and let α1 = ασ0 , α2 = ασ20 be the other roots of f . Note that
there always exists an α0 ∈ L such that {α0, α1, α2} is a K-basis for L; this follows from
the Normal Basis Theorem.
Let x = x0α0 + x1α1 + x2α2 ∈ L. Then Tr(x) = λ(x0 + x1 + x2), where λ = Tr(α0),
which is not zero as α0, α1, α2 are linearly independent over K. Thus x ∈ T0 if and only
if x0 + x1 + x2 = 0.
Let β = b0α0+b1α1+b2α2 ∈ L∗. Then, as in the proof of Lemma 3.1, we see that β ∈ T0T0
if and only if there exists x ∈ T0 such that Tr(βxσ+σ2) = 0. Letting x0 + x1 + x2 = 0, the
left hand side of this equation is a quadratic form in x0, x1, with coefficients which are
linear forms in K[b0, b1, b2], as we now demonstrate.
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Let
A = Tr(α30) = α
3
0 + α
3
1 + α
3
2 = λ
3 − 3λµ+ 3ν;
B = Tr(α2+σ0 );
C = Tr(α1+2σ0 ) = µ−B;
D = Tr(α1+σ+σ
2
0 ) = 3ν.
Then the quadratic is
Tr(βxσ+σ
2
) =x20(b0(B +D − 2C) + b1(B + C − A−D) + b2(C +D − 2B))
+ x21(b0(B + C − A−D) + b1(C +D − 2B) + b2(B +D − 2C))
+ x0x1(b0(4B − A−D − 2C) + b1(4C − 2B −A−D) + b2(A+ 3D − 2B − 2C)).
Thus β ∈ T0T0 if and only if the discriminant of this quadratic form is a square in K.
The discriminant turns out to be
∆ = (λ2 − 3µ)2((λ2 − 2µ)(b20 + b21 + b22)− 2(λ2 − 4µ)(b0b1 + b0b2 + b1b2)).
Corollary 3.4. Consider K = Fq, L = Fq3, where q is not a power of two or three. Then
T0T0 6= Fq3.
Proof. From Proposition 3.3, it suffices to show that the quadratic form ∆ attains non-
square values. Over a finite field, a quadratic form in three variables attains both square
and non-square values, unless it is a scalar multiple of the square of a linear form.
Now ∆ is the square of a linear form if and only if λ2 = 3µ. In this case, f(x+ λ/3) =
x3 − (ν − λ3/27) =: x3 − d. Let α be a root of x3 − d. Then the roots of f are
α − λ/3, αω − λ/3, αω2 − λ/3, where ω ∈ K is a root of x2 + x+ 1. But then the roots
of f do not form a K-basis for L, a contradiction. Thus ∆ is not the square of a linear
form, and thus T0T0 6= Fq3 .
Example Corollary 3.4 gives an example of a degree 3 extension of a finite field for
which T0T0 is not the entire field. We will now see that there are degree 3 extensions of
infinite fields as well that have this property. For example, consider the field Q(α0), where
α0 = 2 cos
2π
7
is a root of x3+x2−2x−1. This is a cyclic Galois extension of Q of degree
three. Let α1, α2 be the other two roots, which satisfy α1 = α
2
0 − 2, α2 = −α20 − α0 + 1.
Consider an element x = x0α0 + x1α1 + x2α2. Then Tr(x) = −(x0 + x1 + x2). Let
β = b0α0 + b1α1 + b1α1. Then taking x0 + x1 + x2 = 0, some calculation shows that
Tr(βxσ+σ
2
) = 0 if and only if
(2b0 − b2)x20 + (3b0 − 3b2 + b2)x0x1 + (−b1 + 2b2)x21 = 0
This has a solution (x0, x1) if and only if 2b0 = b1 or
∆ = 9(b20 + b
2
1 + b
2
2)− 10(b0b1 + b0b2 + b1b2)
is a square in Q. Taking for example β = α0 + α1 + α2 = −1, we have ∆ = −3, a
non-square, and hence −1 /∈ T0T0.
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3.3 K(α), α a root of x3 − d = 0.
First note that if f : X3 − d an irreducible polynomial over K, and K is a field with
char(K) = 3 then L = K(α) is an inseperable extension, and the trace form is identically
zero. Hence, in this case, we may restrict ourselves to char(K) 6= 3.
Lemma 3.5. Let K be an arbitrary field and suppose f : X3 − d is an irreducible poly-
nomial over K. Let α be a root of f , and let L = K(α). Let ω be a primitive third root
of unity, and define σ ∈ Aut(K(α, ω)/K) by σ(α) = ωα, σ(ω) = ω.
Then TrL/K(x) = x+ x
σ + xσ
2
, and NL/K(x) = x
1+σ+σ2 .
Let x = x0 + x1α + x2α
2 be an arbitrary element in L. Then
TrL/K(x) = 3x0.
Proof. Let E := K(α, ω) be the splitting field of f . Then σ generates a subgroup of
Gal(E/K) of order 3, with fixed field K(ω), and E is a Galois extension of K(ω).
For any element x of L, its minimal polynomial over K is equal to its minimal polynomial
over K(ω). Hence we have that
TrL/K(x) = TrE/K(ω)(x) = x+ x
σ + xσ
2
,
NL/K(x) = NE/K(ω)(x) = x
1+σ+σ2 .
Thus TrL/K(α) = α + ωα + ω
2α = (1 + ω + ω2)α = 0, and similarly TrL/K(α
2) = 0. Also
TrL/K(1) = [L : K] = 3.
Let x = x0 + x1α + x2α
2 ∈ L. Then
TrL/K(x) = x0TrL/K(1) + x1TrL/K(α) + x2TrL/K(α
2) = 3x0.
Lemma 3.6. There exist an irreducible polynomial of the form f(X) = X3 − d over Fq
if and only if q ≡ 1 mod 3.
Proof. An irreducible polynomial of the form f exists if and only if there is an element d
in Fq3 that is not a cube. Consider the map g : X 7→ X3. Every element of Fq3 is a cube
if and only if g is a permutation, so if and only if x3 = 1 has only the trivial solution.
This happens if and only if there are no elements of order 3 in F∗q3 which happens if and
only if 3 is not a divisor of q3 − 1, this is, if and only if q3 6≡ 1 mod 3 if and only if
q 6≡ 1 mod 3. This implies that not every element of Fq3 is a cube if and only if q ≡ 1
mod 3.
3.3.1 T0T0
Proposition 3.7. Let K be an arbitrary field with char(K) 6= 3 and let f : X3 − d
be an irreducible polynomial over K. Let α be a root of f , let L = K(α). Then β =
b0 + b1α + b2α
2 ∈ T0T0 if and only if
b1x
2
1 − b0x1x2 + db2x22 = 0
has a solution (x1, x2) in K.
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Proof. Consider β = b0 + b1α + b2α
2 ∈ L. If β = 0, then β = 0 · 0 ∈ T0T0. So assume
that β 6= 0. We want to find solutions x = x0 + x1α + x2α2, y = y0 + y1α + y2α2 to
Tr(x) = Tr(y) = 0, x ·y = β. Since Tr(x) = 3x0, we see that we require x0 = 0 and y0 = 0
in order for Tr(x) = Tr(y) = 0 to hold.
Now since x 6= 0, x · y = β implies that N(x)y = βxσ+σ2 , and so Tr(y) = 0 ⇔
Tr(βxσ+σ
2
) = 0. Hence there exists a solution if and only if there exist x1, x2 such
that Tr(β(x1α + x2α
2)σ+σ
2
) = 0.
Now
βxσ+σ
2
= (b0 + b1α + b2α
2)(ωx1α + ω
2x2α
2)(ω2x1α + ωx2α
2),
and multiplying this out we see that
Tr(βxσ+σ
2
)/3d = (b1x
2
1 − b0x1x2) + d(b2x22).
Corollary 3.8. Let K be an arbitrary field with char(K) 6= 2, 3 and let f : X3 − d
be an irreducible polynomial over K. Let α be a root of f , let L = K(α). Then β =
b0 + b1α + b2α
2 ∈ T0T0 if and only if
b20 − 4db1b2
is a square in K.
Proof. Since the characteristic of K is not 2, b1x
2
1 − b0x1x2 + db2x22 = 0 has a solution if
and only if
b20 − 4db1b2
is a square in K.
Corollary 3.9. Consider Fq3, q = 2
h h even, and Fq3 = Fq(α) where α is a root of the
irreducible polynomial X3 − d. Then β = b0 + b1α + b2α2 ∈ T0T0 if and only if
b0 = 0 or Tr(db1b2/b
2
0) = 0.
Proof. Recall that in F2h , every element is a square. Hence, if b0 = 0, the equation
b1x
2
1 − b0x1x2 + db2x22 = 0 (∗) always has a solution. If b0 6= 0, taking X ′ = b1b0X ,
the equation (∗) is equivalent to X ′2 + X ′ + b1b2d
b2
0
, which has a solution if and only if
Tr( b1b2d
b2
0
) = 0.
3.3.2 T0T1
Proposition 3.10. Let K be an arbitrary field and let f : X3 − d be an irreducible
polynomial over K. Then T0T1 = L.
11
Proof. If char(K) = 3, the proposition is trivial, so we may assume that char(K) 6= 3.
Let Cβ(x) as in Lemma 3.1. Let β ∈ L∗.
Suppose first that we can find u with Cβ(u) = 0, a = TrL/K(u) 6= 0. Then we can
let x = aβ/u, y = u/a so xy = β and TrL/K(x) = aCβ(u)/NL/K(u) = 0,TrL/K(y) =
TrL/K(u)/a = 1.
By Proposition 3.7, we know that for an element x = x1α+x2α
2 with trace zero, Cβ(x) =
3d((b1x
2
1 − b0x1x2) + d(b2x22)). Since Cβ is not identically zero, we can find a choice of
v ∈ L∗ with Cβ(v) 6= 0 and TrL/K(v) = 0. Now put x = bvN(v) . We see that TrL/K(x) =
b
N(v)
TrL/K(v) = 0. Recall that Cβ(x) = TrL/K(β/x) ·N(x) and let b = TrL/K(β/v) ·N(v) 6=
0. We see that TrL/K(
β
x
) = TrL/K(
βN(v)
bv
) = 1.
3.3.3 T1T1
Lemma 3.11. Let L and K be as in Proposition 3.7 and let β = β0 + β1α + β2α
2 be an
arbitrary element in L. Then β ∈ T1T1 if and only if
b0/3 + 3d(b1x
2
1 − b0x1x2 − (b1x2 + b2x1)/3) + 3d2(b2x22) = 1/27 + dx31 + d2x32 − dx1x2
has a solution (x1, x2).
Proof. Consider β = b0+b1α+b2α
2 ∈ L. We want to find solutions to Tr(x) = 1,Tr(y) =
1, x · y = β.
Take x = 1/3 + x1α + x2α
2. Then x · y = β ⇔ N(x)y = βxσ+σ2 , and so Tr(y) = 1 ⇔
Tr(βxσ+σ
2
) = N(x). Hence there exists a solution if and only if there exist x1, x2 such
that
b0/3 + 3d(b1x
2
1 − b0x1x2 − (b1x2 + b2x1)/3) + 3d2(b2x22) = 1/27 + dx31 + d2x32 − dx1x2.
Remark 3.12. We will see in Proposition 3.17 that for odd characteristic, the equation
of Lemma 3.11 does not always have a solution. However, the authors believe that there
is always a solution to this equation when the characteristic is even. For q = 2h, h ≤ 6
computer results confirm this belief. For q = 2h, h ≡ 0 mod 2 and h 6≡ 0 mod 3, it can
be shown that the equation does not split into linear factors over some extension field,
which implies that there are always solutions in Fq3 . Since this proof is rather technical
and does not lead to a full solution to the problem, we do not include it here.
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3.4 K = Fq, L = Fq3, q = 3
h
First note that, since the degree of the extension of Fq3 over Fq coincides with the char-
acteristic 3, it is always possible to find an irreducible polynomial of the form
X3 −X + a.
Lemma 3.13. Let K = Fq, q = 3
h and let f : X3 −X + a be an irreducible polynomial
over K. Let α be a root of f , let L = K(α). If x = x0 + x1α + x2α
2, then
Tr(x) = −x2.
Proof. If α is a root of this polynomial, then Tr(α) = 0. By squaring both sides of
the equation α3 − α = −a we find that (α2)3 − 2(α2)2 + α2 + a2 = 0, and hence,
Tr(α2) = −1 6= 0. Since [Fq3 : Fq] = 3, Tr(1) = 3 = 0. The statement follows from the
Fq-linearity of the trace.
3.4.1 T0T0
Proposition 3.14. Consider Fq3, where q = 3
h and Fq3 = Fq(α) with α is a root of
the irreducible polynomial X3 − X + a. Then an element β = b0 + b1α + b2α2 ∈ Fq3 is
contained in T0T0 if and only if
b21 − b0b2
is a square in Fq3.
Proof. By Lemma 3.13, if Tr(c0 + c1α + c2α
2) = 0, necessarily c2 = 0. We conclude that
every element in T0 is of the form c0 + c1α.
Now consider an element β = b0 + b1α + b2α
2 in Fq3. Then β ∈ T0T0 if and only if
(x0 + x1α)(y0 + y1α) = b0 + b1α+ b2α
2
has a solution. Since the minimal polynomial of α has degree 3, it follows that b0 +
b1Y + b2Y
2 has to split, which is the case if and only if b21 − b0b2 is a square. Conversely,
if b21 − b0b2 is a square, b0 + b1Z + b2Z2 splits and the solutions Z1 = x0 + x1α and
Z2 = y0 + y1α are the elements in T0 such that Z1Z2 = β.
3.5 When is 1 ∈ TaTb?
As for degree two extensions, we have seen in the previous section that TaTb is not
necessarily the field L. We now wish to find out whether 1 is in TaTb or not.
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3.5.1 T0T0
Corollary 3.15. Let [L : K] = 3. If char(K) = 3, then 1 ∈ T0T0. If char(K) 6= 3, then
1 ∈ T0T0 if and only if not every element of K is a cube.
Proof. If α ∈ K, then Tr(α) = 3α. So if char(K) = 3, for any α ∈ K∗, Tr(α) = Tr(α−1) =
0 and hence, 1 ∈ T0T0. Now suppose char(K) 6= 3 and suppose that Tr(α) = Tr(α−1) = 0
for some α ∈ K. Since α /∈ F, the minimal polynomial of α has to have degree 3 and of
the shape X3 − d = 0 for some d ∈ K. This polynomial is irreducible if and only if d is
not a cube in K.
Corollary 3.16. In Fq3, 1 ∈ T0T0 if and only if q ≡ 0, 1 mod 3.
Proof. If q = 3h, then 1 ∈ T0, so 1 ∈ T0T0. If q 6= 3h the statement follows directly from
Lemma 3.6 and Corollary 3.15.
3.5.2 T1T1
Proposition 3.17. Let [L : K] = 3. Then 1 ∈ T1T1 if and only if char(K) = 2.
Proof. Suppose that there is an α ∈ K such that Tr(α) = 1 and Tr(α−1) = 1.
If α ∈ K, then Tr(α) = 3α = 1 and Tr(α−1) = 3α−1 = 1. This implies that 9 = 1, hence,
char(K) = 2. If K has characteristic 2, Tr(1) = Tr(1−1) = 1, so 1 ∈ T1T1.
So if char(K) 6= 2, K(α) 6= K. Since K(α) is a subfield of L, which has degree 3 over
K, K(α) = L. Let f be the minimal polynomial of α, then f is of the form X3 +
aX2 + bX + c = 0. Since Tr(α) = 1, a = −1. The element α−1 satisfies the equation
cX3 + bX2 + aX + 1 = 0, and hence, since Tr(α−1) = 1, b/c = −1. Hence, f is of the
form
X3 −X2 + bX − b = 0,
which is (X − 1)(X2 + b), and hence, never irreducible, a contradiction.
4 Extensions of degree 4
4.1 K(α) where α is a root of X4 +X2 + d.
First note that if X4+X2+ d is an irreducible polynomial over K and char(K) = 2, then
L = K(α) is an inseperable extension. Hence, in this case, we may restrict ourselves to
char(K) 6= 2.
Lemma 4.1. Let K be an arbitrary field with char(K) 6= 2 and let f : X4 + X2 + d
be an irreducible polynomial over K. Let α be a root of f , let L = K(α). If x =
x0 + x1α + x2α
2 + x3α
3, then
Tr(x) = 4x0 − 2x2.
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Proof. We have that Tr(1) = 4. Since α is a root of X4 + X2 + d, Tr(α) = 0, and
Tr(1/α) = 0. We see that (α2)2 + α2 + d = 0. Hence, TrK(α2)/K(α
2) = −1. Moreover,
[K(α) : K(α2)] = 2, so TrK(α)/K(α
2) = TrK(α2)/K(α)TrK(α)/K(α
2) = 2 · (−1). We have that
α3 = −α − d/α, and hence, Tr(α3) = 0. The statement follows by the K-linearity of
Tr.
4.1.1 T0T0
Proposition 4.2. Let L and K be as in Lemma 4.1. Then L = T0T0.
Proof. It is clear that 0 ∈ T0T0, so let β = b0+ b1α+ b2α2+ b3α3 6= 0. First suppose that
b1 = b3 = 0. Let x = −b0/dα− b1/dα3, then Tr(x) = 0. We see that β/x = (α+α3), and
Tr(β/x) = 0.
Let x = (2db3− b1)α+(b3− 2b1)α3 = x1α+x3α3. Suppose that 2db3− b1 = 0 = b3− 2b1.
Then either b1 = b3 = 0 or b1b3 6= 0, but then d = 1/4 but X4 +X2 + 1/4 is reducible, a
contradiction. Suppose that b1 = b3 = 0, so β = b0+ b2α. Then it is readily checked that
β = x ·y with x = (−b0/dα−b1/dα3) and y = (α+α3). It is clear that Tr(x) = Tr(y) = 0.
So assume x 6= 0. Since x0 = x2 = 0, we have that Tr(x) = 0. We find that αx =
(x3−x1)+x1α2
x1x3−x21−x
2
3
d
. Using this, a straightforward but tedious calculation shows that Tr(β/x) =
0.
Corollary 4.3. Let L = Fq4, with q ≡ 1, 3 mod 4. Then T0T0 = L.
Proof. Since q is odd, we can take an element d in Fq such that 1−4d is a non-square. This
implies that the polynomial X4+X2+ d is irreducible. Take this as minimal polynomial
for α and Fq4 = Fq(α). Then T0T0 = Fq4 by Proposition 4.2.
4.1.2 T0T1
Proposition 4.4. Let L and K be as in Lemma 4.1. Then L = T0T1.
Proof. Let β = b0 + b1α + b2α
2 + b3α
3. Recall from Lemma 4.1 that Tr(β) = 4b0 − 2b2.
If b1 = b3 = 0, then β ∈ K(α2), which is a quadratic extension of K. From Proposition
2.3, noting that TrK(α)/K(x) = 2TrK(α2)/K for any x ∈ K(α2), then K(α2)/K ⊂ T0T1. Thus
we can assume b1 = b2 = b3 = 0, that is, β ∈ K. Indeed it suffices to show that 1 ∈ T0T1,
which can be directly verified by taking x = 16
4d+3
(1− 2α2).
If b3 = 0, and b1 6= 0, then let x = 4b1α implying Tr(x) = 0. Let y = 14 + b2d−b04b1d α− b04b1dα3,
then Tr(y) = 1 and x · y = β. Now let b3 6= 0. Suppose that b1b3 − b21 − db23 = 0. Then
d = − b21
b2
3
+ b1
b3
. Put y0 =
b1
b3
. It follows that X4 + X2 + d = X4 + X2 − y20 + y0, and
hence, that X4 +X2 + d = (X2 + y0)(X
2 − y0 + 1), a contradiction since X4 +X2 + d is
irreducible.
It follows that b1b3 − b21 − db23 6= 0. Let x = 4b1α + 4b3α3, then Tr(x) = 0. Let y =
1
4
+ b0b3(d−1)+b0b1−b1b2d+b2b3d
(b1b3−b21−db
2
3
)4d
α + b0b1−b0b3+b2b3d
(b1b3−b21−db
2
3
)4d
α3, then Tr(y) = 1. It is not hard to check
that x · y = β.
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Corollary 4.5. Let L = Fq4, q ≡ 1, 3 mod 4. Then T0T1 = L.
4.2 K(α) where α is a root of X4 − d.
First note that if f : X4 − d is an irreducible polynomial over K and char(K) = 2, then
L = K(α) is an inseperable extension. Hence, also in this case, we may restrict ourselves
to char(K) 6= 2.
The proof of the following Lemma goes along the same lines as that of Lemma 3.5.
Lemma 4.6. Let K be an arbitrary field and let f : X4 − d be an irreducible polynomial
over K. Let α be a root of f , let L = K(α) and let i be a primitive fourth root of unity.
Let E = K(α, ω) be the splitting field of f , and let σ ∈ Gal(E/K) be defined by σ(α) = iα,
σ(i) = i.
Then
TrL/K(x) = x+ x
σ + xσ
2
+ xσ
3
,
NL/K(x) = x
1+σ+σ2+σ3 .
Let x = x0 + x1α + x2α
2 be an arbitrary element in L. Then
TrL/K(x) = 4x0
4.2.1 T0T0
Proposition 4.7. Let K be an arbitrary field with char(K) 6= 2 and let f : X4 − d
be an irreducible polynomial over K. Let α be a root of f , let L = K(α). Then β =
b0 + b1α + b2α
2 + b3α
3 ∈ T0T0 if and only if the cubic curve
Cβ(x1, x2, x3) =(b0x
2
1x2 − b1x31)
+ d(b0x2x
2
3 + b1(x1x
2
3 − x22x3) + b2(x32 − 2x1x2x3) + b3(x21x3 − x1x22))
+ d2(−b3x33)
has a K-rational point.
Proof. Consider β = b0 + b1α + b2α
2 + b3α
3 ∈ L. We want to find solutions to Tr(x) =
Tr(y) = 0, x · y = β.
Take x = x1α+ x2α
2+ x3α
3. Then x · y = β ⇒ N(x)y = βxσ+σ2+σ3 , and so Tr(y) = 0⇔
Tr(βxσ+σ
2+σ3) = 0. Hence there exists a solution if and only if there exist x1, x2, x3 such
that Tr(βxσ+σ
2+σ3) = 0.
Now
βxσ+σ
2+σ3 = (b0+b1α+b2α
2+b3α
3)(ix1α−x2α2−ix3α3)(−x1α+x2α2−x3α3)(−ix1α−x2α2+ix3α3),
16
and multiplying this out we see that
Tr(βxσ+σ
2+σ3)/4d = (b0x
2
1x2 − b1x31)
+ d(b0x2x
2
3 + b1(x1x
2
3 − x22x3) + b2(x32 − 2x1x2x3) + b3(x21x3 − x1x22))
+ d2(−b3x33).
We have a solution if and only if the cubic curve defined by the right hand side of this
equation has a K-rational point, proving the claim.
Proposition 4.8. Let L and K be as in Proposition 4.7. Then L = T0T0.
Proof. By Proposition 4.7, it suffices to show that the cubic form Cβ has a nontrivial
K-rational point.
x1 = db3/b1, x2 = 0, x3 = 1 is such a point if b1 6= 0, while x1 = 1, x2 = 0, x3 = 0 is such
a point if b1 = 0.
For a finite field of odd order q, an irreducible of the form X4 − d exists if and only if
q ≡ 1 mod 4. Hence we have the following immediate corollary.
4.2.2 T0T1
Proposition 4.9. Let L and K be as in Proposition 4.7. Then L = T0T1.
Proof. Let β = b0 + b1α + b2α
2 + b3α
3. First suppose that b2 = 0. If b1 = 0, then let
x = 1
4
+ b0
4b3d
α3, then Tr(x) = 1. Let y = 4b3α
3, then Tr(y) = 0. We see that β = x · y.
If b1 6= 0, then let x = 14 + b34b1α2 + b04b1dα3. We have that Tr(x) = 1. Let y = 4b1α, then
Tr(y) = 0. We see that β = x · y.
Now suppose that b2 6= 0. Since d is a non-square, b20 6= b22d. Let x = 14 + b04b2dα2, then
Tr(x) = 1. Let y = 4(
b0b2b3d−b1b22d
b2
0
−b2d
α+ b2α
2+
b0b1b2−b22b3d
b2
0
−b2d
α3), then Tr(y) = 0. It is not hard
to check that x · y = β.
4.3 When is 1 ∈ T0T0?
Proposition 4.10. Let [L : K] = 4. If char(K) = 2, then 1 ∈ T0T0.
Proof. Pick α ∈ K, then Tr(α) = 4α = 0 = Tr(α−1).
Corollary 4.11. Let L = Fq4 and K = Fq. Then 1 ∈ T0T0.
Proof. For q odd this follows from Corollary 4.3 and for q even from Proposition 4.10.
Proposition 4.12. Let [L : K] = 4 with char(K) 6= 2. Then 1 ∈ T0T0 if and only if L
has a quadratic subfield.
Proof. Suppose that there is an α ∈ L such that Tr(α) = Tr(α−1) = 0.
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• If K(α) = K, then Tr(α) = 4α. Using that char(K) 6= 2, this gives us α = 0, a
contradiction.
• If L = K(α), then the minimal polynomial of α is of the form X4 + aX2 + b for
some a, b ∈ F. From [5, Section 14.6 pg. 615], the Galois group of X4 + aX2 + b is
either D4, V4 or C4. Each of these groups G has subgroups H,H
′ with H ≤ H ′ ≤ G
and [G : H ′] = 2, [H ′ : H ] = 2. Hence, H ′ gives rise to an intermediate field E with
K < E < L, and deg[E : K] = 2.
• If K(α) 6= K and K(α) 6= L, then K(α) is a quadratic subfield of L.
Vice versa, suppose that L, with char(K) 6= 2 has a quadratic subfield E, i.e. [E : K] = 2.
Let γ ∈ E \K be an element with minimal polynomial X2 + a1X + a2. Put δ = γ + a12 ,
then δ ∈ E \K and
δ2 = γ2 + a1γ +
a21
4
,
and hence, δ2 =
a2
1
4
+ a2.
Now, TrE/K(δ) = 0 since δ satisfies X
2 − a21
4
− a2 = 0 which is irreducible over F. This
implies that Tr(δ) = TrL/ETrE/K(δ) = TrL/K(0) = 0. Moreover, δ
−1 satisfies the equation
(
a2
1
4
− a2)X2 − 1 = 0, which is irreducible over F, and hence, TrE/K(δ−1) = 0. It follows
that Tr(δ) = 0.
Corollary 4.13. Let L be a field with char(K) 6= 2 such that L = K(α), [L : K] = 4,
with f(α) = 0 the minimal polynomial of α and gal(f) = S4, then 1 /∈ T0T0.
Proof. A field extension of degree 4 with Galois group S4 cannot have an intermediate
field: it is impossible to find subgroups H ≤ H ′ ≤ S4 such that [S4 : H ′] = 2 and
[H ′ : H ] = 2.
5 Extensions of degree at least 5 for finite fields
Theorem 5.1. Let α be an element of F∗qn, n ≥ 5, (or n = 4 and q = 2, 3), and let
a, b ∈ Fq. Then α can be written as α = x · y where x, y ∈ Fqn ,Tr(x) = a,Tr(y) = b.
Proof. Let βa be an element of Fqn with Tr(βa) = a and let βb be an element of Fqn with
Tr(βb) = b. By the additive form of Hilbert’s theorem 90,
we know that writing α = x · y, where Tr(x) = a and Tr(y) = b is equivalent to finding
elements z, t ∈ Fqn such that
α = (zq − z + βa)(tq − t+ βb).
We rewrite this as
zq − z = α
tq − t+ βb − βa.
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The right hand side is an element u(t) in Fqn(t) which has q simple poles in Fq, the
algebraic closure of Fq. Hence, u cannot be written as f(t)
p − f(t), f(t) ∈ Fq(t) as u has
simple poles and any poles of f(t)p − f(t) have order divisible by p. So the curve
C : zq − z = u(t)
is an irreducible cover of the projective t-line. Applying the Hurwitz formula (see e.g.
[14, Proposition III.7.10] for a more general calculation) the genus g of C is
g =
q − 1
2
(−2 + 2q) = (q − 1)2.
The Hasse-Weil bound [14, Theorem V.2.3]
|qn + 1−N | ≤ 2gqn/2,
then gives us a bound on the number of points N on C(Fqn) :
qn + 1− 2(q − 1)2qn/2 ≤ N. (1)
The points where z or t have poles have to be discarded and these are at most 2q points.
We see that, if n ≥ 5, or n = 4 and q = 2, 3, N > 2q, and hence, there are elements
z, t ∈ Fqn such that
zq − z = α
tq − t+ βb − βa.
6 Applications
We now show various applications of the ideas developed in the first part of the paper.
Most are based on the following observation: the curve
Tr(y)
y
= f(x)
has an Fqn-rational point with yf(x) 6= 0 if and only if the curve
yq − y = 1
f(x)
− e = g(x)
has an Fqn-rational point with f(x) 6= 0, where e ∈ Fqn is some fixed element satisfying
Tr(e) = 1. This follows firstly by noticing that, if Tr(y) 6= 0, z = y/Tr(y) satisfies
Tr(z) = 1 and conversely any z ∈ Fqn,Tr(z) = 1 is of the form z = y/Tr(y) (e.g. with
y = z) and, secondly, using the fact that the elements of trace zero are precisely those of
the form yq − y for some y.
19
More generally, we show various problems which correspond to determining the existence
of Fqn-rational points on curves of the form
L1(y)
y
= g(x), ,
in particular when g(x) = L2(x)
x
+ a, for linearised polynomials L1(x), L2(x).
6.1 Disjoint linear sets
Let K be a field, and L an extension of K of degree n. A K-linear set is a set of points of
the projective space PG(k−1,L) = P(Lk) defined by a K-subspace of Lk. Such sets have
been studied in particular over finite fields, due for example to their uses in constructing
(multiple) blocking sets [1, 11], KM-arcs [4], and, as we see later, finite semifields. We
refer to [10],[13] for further details.
Definition 2. Suppose K is a subfield of L. An Fq-linear set of rank s in PG(k − 1,L)
is a set
L(U) := {〈u〉L : u ∈ U∗}
for some K-subspace U of Lk with dimK(U) = s.
Here 〈u〉L denotes the projective point in PG(k − 1,L), corresponding to the vector u,
where the notation reflects the fact that all L-multiples of u define the same projective
point. When u = (u0, . . . , uk−1) is a vector in L
k, then 〈u〉L = 〈(u0, . . . , uk−1)〉L will be
denoted as (u0, . . . , uk−1)L, or (u0, . . . , uk−1)qn if L = Fqn is finite.
Definition 3. Let L(U) be a K-linear set in PG(1,L). The weight of a point ∈ L(U)
is defined as the dimension of the intersection of U and 〈u〉L when both are viewed as
K-vector spaces.
A club is a K-linear set of rank s in PG(1,L) containing a point of weight s− 1, which is
called the head of the club. A K-linear set is said to be scattered if all of its points have
weight at most one.
For the remainder of this section we will focus on the case k = 2, s = n, L = Fqn , K = Fq.
An important question in this setting is the existence problem of disjoint linear sets of
rank n. We will show how the results of the previous sections give immediate results in
this regard.
For a linearised polynomial f(x), we define
Γf := {(x, f(x))qn : x ∈ F∗qn}
Γf := {(f(x), x)qn : x ∈ F∗qn}
Every linear set of rank n in PG(1, qn) is PGL-equivalent to one of the form Γf , for some
linearised polynomial f(x). Two such linear sets Γf ,Γg intersect if and only if
xg(y)− yf(x) = 0
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for some nonzero x, y ∈ Fqn, or equivalently, the curve
g(y)
y
=
f(x)
x
has nonzero Fqn-rational points.
Furthermore, Γf and Γg intersect if and only if the curve
g(y)
y
f(x)
x
= 1
has nonzero Fqn-rational points.
6.1.1 Disjoint clubs
Lemma 6.1. Every club of rank n in PG(1, qn) with head (1, 0)qn, and disjoint from
(0, 1)qn is of the form
{(z, γTr(z))qn |z ∈ F∗qn}
for some γ ∈ F∗qn.
Proof. Every Fq-linear set S, disjoint from (0, 1)qn, can be written as (x, f(x))qn , where
f is a linear map. If S is a club with head (1, 0)qn, then f(x) has q
n−1 roots, and hence,
f(x) is a rank 1 map. Every rank 1 map on Fqn can be represented as x 7→ αTr(βx) for
some α, β ∈ F∗qn . Now put βx = z, then
{(x, αTr(βx))qn|x ∈ F∗qn} = {(
z
β
, αTr(z))qn |z ∈ F∗qn}.
This in turn equals
{(z, αβTr(z))qn |z ∈ F∗qn} = {(z, γTr(z))qn |z ∈ F∗qn},
for γ = αβ.
Lemma 6.2. Let C1 and C2 be two disjoint clubs of rank n in PG(1, q
n). Then they are,
up to PGL-equivalence, equal to
C1 = {(x,Tr(x))qn |x ∈ F∗qn}
and
C2 = {(αTr(y), y)qn|y ∈ F∗qn}
for some α ∈ F∗qn.
Proof. As PΓL(2, qn) acts 3-transitively on PG(1, qn), we may pick the head of C1 to be
(1, 0)qn and the head of C2 to be (0, 1)qn. As C1 and C2 are disjoint, by Lemma 6.1, they
are of the form {(x, γTr(x))qn |x ∈ F∗qn} and {γ′Tr(y), y)qn|y ∈ F∗qn}.
Now elements of the stabiliser of (1, 0)qn and (0, 1)qn in PGL(2, q
n) are induced by matri-
ces of the form
(
a 0
0 d
)
, which map {(x, γTr(x))qn |x ∈ F∗qn} to {(ax, dγTr(x))qn|x ∈
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F∗qn}. So the element
(
1 0
0 1/γ
)
induces a map from {(x, γTr(x))qn |x ∈ F∗qn} onto
C1 = {(x,Tr(x))qn|x ∈ F∗qn} and {γ′Tr(y), y)qn|y ∈ F∗qn} onto {γ′Tr(y), y/γ)qn|y ∈ F∗qn} =
{γγ′Tr(y), y)qn|y ∈ F∗qn}. Putting α = γγ′ yields that the latter equals C2.
Proposition 6.3. The sets C1 = {(x,Tr(x))qn |x ∈ F∗qn} and C2 = {(αTr(y), y)qn|z ∈
F∗qn}, α ∈ F∗qn, are disjoint if and only if
x
Tr(x)
y
Tr(y)
= α
does not have a solution, which happens if and only if α /∈ T1T1.
Proof. C1 and C2 are disjoint if and only if
(x,Tr(x))qn 6= (αTr(y), y)qn
for all x, y. This happens if and only if for all x, y ∈ F∗qn,
αTr(y)/y 6= x/Tr(x),
or
α 6= x
Tr(x)
y
Tr(y)
.
Since Tr( x
Tr(x)
) = Tr(x)
Tr(x)
= 1, we find that this happens if and only if α /∈ T1T1.
Corollary 6.4. There exist disjoint clubs in PG(1, q2) and in PG(1, q3) when q is odd.
There are no disjoint clubs in PG(24),PG(34) and PG(1, qn), n ≥ 5.
6.1.2 Linear sets disjoint from a club
In Corollary 6.4, we have seen that when n ≥ 5, there cannot be a club disjoint from a
club in PG(1, qn). In this Subsection, we will show that, if a linear set is defined by a
linearised poynomial of relatively small degree, it can never be disjoint from a club.
Theorem 6.5. Let
C1 = {(x,Tr(x))qn |x ∈ F∗qn}
and
C2 = {(f(y), y)qn|y ∈ F∗qn},
where f is an Fq-linearised polynomial of q-degree d. If d < n/2−1, then C1 and C2 have
at least one point in common.
Proof. We have seen that a linear set and a club, up to PGL-equivalence, or equal to
C1 = {(x,Tr(x))qn |x ∈ F∗qn} and C2 = {(f(y), y)qn|y ∈ F∗qn},
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where f is an Fq-linearised polynomial. We will show that the equation
x
Tr(x)
=
f(y)
y
has at least one solution if d < n/2− 1.
Note that the elements u of Fqn of the form x/Tr(x) are exactly those with Tr(u) = 1.
As in the proof of Theorem 5.1, the elements of u of Fqn with Tr(u) = 1 are those of the
form zq − z + β1 for some z ∈ Fqn, where β1 is a fixed element with Tr(β1) = 1. The
equation then becomes
zq − z = f(y)
y
− β1 (2)
Since f has q-degree d, its degree is qd, and hence, the degree of the polynomial f(y)
y
− β1
is qd − 1, which is coprime to the characteristic of Fqn.
Again, as in Theorem 5.1, the Hurwitz formula shows that this equation defines a curve
over Fqn of genus (q
d − 2)(q − 1)/2 and the Weil bound gives the following estimate for
the number N of Fqn-points of the curve.
|N − qn| ≤ (qd − 2)(q − 1)qn/2.
The unique point at infinity does not give a solution to the equation (2), so we need
N > 1 to guarantee a solution and this is true under the assumption that d < n/2− 1.
Example. The standard example for a scattered linear set in PG(1, qn) is given by
S = {(x, xq)qn | x ∈ F∗qn}. It follows from Theorem 6.5 there are no clubs in PG(1, qn),
disjoint from S.
6.2 Finite Semifields
A finite presemifield is a finite-dimensional division algebra over a finite field, where
multiplication is not assumed to be associative. If a multiplicative identity exists, it is
called a finite semifield. We will omit the word finite from now on.
In [2], a geometric construction for semifields was introduced. In [9], this was developed
further, and the notion of the BEL-rank of a semifield was introduced. Of relevance to
this paper are semifields of BEL-rank two.
Definition 4. A semifield S is said to have BEL-rank two if there exist linearised poly-
nomials L1(x), L2(x) over Fqn such that
x ◦ y = L1(x)L2(y)− xy
defines a presemifield isotopic to S.
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We denote the algebra with this multiplication by SL1,L2. Given a linearised polynomial
L1(x), we consider whether there exists a linearised polynomial L2(x) such that
L1(x)L2(y)− xy 6= 0
for all x, y ∈ F∗qn. Equivalently, we need to find for which L2 the curve
L2(y)
y
=
x
L1(x)
does not have Fqn-rational points.
There are some known constructions for semifields of this form, as well as some sporadic
examples found by computer presented in [9]. One of the sporadic examples has L1(x) =
TrF
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:F
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(x), and so Theorem 6.5 gives a partial answer towards resolving whether or not
this example lives in an infinite family.
Corollary 6.6. If STr,L2 defines a semifield, then deg(L2) ≥ qn/2−1.
6.3 PN functions
In this section we illustrate an application of our results to PN functions.
Definition 5. A function F : Fqn 7→ Fqn is said to be planar, or perfect nonlinear (PN),
if for all y ∈ F∗qn, the map
Fy(x) := F (x+ y)− F (x)− F (y)
is a permutation.
We refer to [8] for background on PN functions. Most known PN functions have a special
form, known as Dembowski-Ostrom polynomials. We review the main results here.
Definition 6. A Dembowski-Ostrom polynomial is a polynomial in Fqn[x] of the form
n−1∑
i,j=0
aijx
qi+qj .
Result 6.7. Suppose L1(x), L2(x) are linearised polynomials. Then L1(x)L2(x) is Dembowski-
Ostrom, and is EA-equivalent to xL(x) for some linearised L(x).
Result 6.8. Suppose L(x) is a linearised polynomial. Then the following are equivalent:
(1) The function x(L(x) + αx) is PN;
(2) The multiplication x ◦ y := xL(y) + yL(x) + 2αxy on Fqn defines a commutative
semifield;
(3) The curve L(y)
y
= −L(x)
x
+ 2α has no Fqn-rational points.
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It is well known that PN functions of Dembowski-Ostrom type are closely related to com-
mutative semifields in odd characteristic. Namely, if (Fqn, ◦) is a commutative semifield,
then the function F (x) := x ◦ x is PN and Dembowski-Ostrom.
In [8], [15], the following was shown, using techniques similar to ours.
Result 6.9. Let n ≥ 4 and a ∈ Fqn. Then the function x(Trn(x) + ax) is not planar on
Fqn.
Precise conditions on when x(Trn(x) + ax) is planar were established in [3].
We are now ready to derive a similar result for the function Trn(x)
2 + ax2.
Theorem 6.10. Let n ≥ 5 and a ∈ Fqn. Then the function F (x) = Trn(x)2 + ax2 is not
planar on Fqn.
Proof. F (x) is planar if and only if Tr(x)Tr(y) + axy 6= 0 for all x, y ∈ Fqn with xy 6= 0.
This is clearly never the case when a is zero. If a is nonzero, this occurs if and only if
−a−1 /∈ T1T1, since a solution would imply that a−1 =
(
x
Tr(x)
)(
x
Tr(x)
)
∈ T1T1. But by
Theorem 5.1, T1T1 = Fqn for all n ≥ 5, proving the result.
Remark 6.11. Note that if −a = b2 is a square in Fqn , then Trn(x)2 + ax2 = (Trn(x)−
bx)(Trn(x)+ bx), which is EA-equivalent to xL(x) for some L(x) if and only if Tr(b) 6= 0.
However when −a is not a square in Fqn , or when Tr(
√
a) 6= 0, we have a new nonexistence
result on PN functions of this type.
6.4 Irreducible polynomials with prescribed coefficients.
The Hansen-Muller conjecture states that, exept for 5 small exceptional cases, for every
n and q there exists a monic irreducible polynomial of degree n over Fq with one pre-
scribed coefficient. It is assumed that the constant term (if preassigned) is nonzero. This
conjecture was settled apart from a finite number of cases in [16], and finally completely
solved in [7].
Many related results have followed after this, e.g. restricting to primitive polynomials,
or specifying more prescribed coefficients. Most results are asymptotic: for example,
one can prove that, if q is suffficiently large, and the number of prescribed coefficients
is not too large compared to n, there exists a monic irreducible polynomial with these
prescribed coefficients [6]. In particular, it is shown that
Result 6.12. [6, Theorem 1.3] Suppose n ≥ 8, q ≥ 16 and r ≤ n/4− logq(n)− 1. Then
there exists a monic irreducible polynomial of degree n with r prescribed coefficients, except
when 0 is assigned in the constant term. We conclude the same when q ≥ 5, n ≥ 97, and
r ≤ n/5; or when n ≥ 52,r ≤ n/10 for arbitrary q.
A similar result in the case where the second coefficient and one other coefficient are
prescribed are found in [12]. These are valid for n ≥ 22 and q > 97, and for q ≤ 97 and
n > 22 specified in function of q, given in a table [12].
Using the results developed in this paper, we can add some missing small cases to the
previous theorems by showing the following:
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Theorem 6.13. Let a, b ∈ Fq, q = ph. Let n 6= 2, 3 be a prime number. If n2 6≡ ab
mod p, then there exists a monic irreducible polynomial of degree n of the form
Xn + c1X
n−1 + c2X
n−2 + · · ·+ cn−1X + cn
with c1 = a and cn−1/cn = b.
Proof. By Theorem 5.1, T−aT−b = Fqn. Hence, 1 ∈ T−aT−b implying that there is an
element α ∈ Fqn with Tr(α) = −a and Tr( 1α) = −b. Since n is prime, the minimal
polynomial f(X) of α has degree n or degree 1. If α /∈ Fq, the minimal polynomial of
α has degree n and c1 = −Tr(α) = a. We see that 1α satisfies the equation cnX ′n +
cn−1X
′n−1 + . . .+ c1X
′ + 1 and it follows that cn−1/cn = −Tr( 1α) = b.
Now, suppose that the element α such that Tr(α) = a and Tr( 1
α
) = b is in Fq. Then
Tr(α) = nα = a and Tr( 1
α
) = n/α = b. It follows that, if n 6≡ 0 mod p, α = a/n = n/b.
And hence, ab ≡ n2 mod p. If n ≡ 0 mod p, then Tr(α) = 0 = a and Tr( 1
α
) = 0 = b,
and hence, n2 ≡ ab mod p.
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