Sandia National Laboratories currently utilizes two laser tracking systems to provide time-space-position-information (TSPI) and high speed digital imaging of test units under flight. These laser trackers have been in operation for decades under the premise of theoretical accuracies based on system design and operator estimates. Advances in optical imaging and atmospheric tracking technology have enabled opportunities to provide more precise six degree of freedom measurements from these trackers. Applying these technologies to the laser trackers requires quantified understanding of their current errors and uncertainty. It was well understood that an assortment of variables contributed to laser tracker uncertainty but the magnitude of these contributions was not quantified and documented.
LASER TRACKER BACKGROUND
Since 1982 and 1990 Sandia's laser trackers have served a critical role in providing position, velocity, and acceleration versus time data for a wide variety of testing programs and test items. The trackers also provide unparalleled photometric coverage of test units in flight allowing engineers and analysts to extract valuable diagnostic information from the test event. Customers for current tracking missions include United States Department of Energy and Department of Defense test ranges involved with test activities such rocket sled tests, free flight missile tracking operations, free flight parachute deployment evaluations, high speed impact testing, ejection seat testing, hyper-velocity anti-tank missile testing, and a host of other programs. Despite the age of the existing Sandia laser tracker technology, they are heavily utilized, providing valuable information to a wide range of Department of Energy and Department of Defense customers. Nominally the laser trackers are advertised to track units in flight at a maximum distance of approximately 35000 feet traveling at velocities approaching 7000 ft/sec changing at rates approaching 5000 ft/sec 2. Previous analysis of system architecture and previous experiments have demonstrated a practical error sphere with a radius of approximately one to two feet for ranges at or below 5,000 feet [1] .
The laser trackers are being tasked in the future with providing precision attitude and flight dynamics information in addition to their current position, velocity, and acceleration versus time requirements this applies to all phases of the trajectory for the given test item, although particular emphasis has been placed recently on the terminal phase and in particular, the impact conditions. Ultimately, the trackers are expected in the future to obtain 6-degree-of-freedom measurements together with spin rate, wobble, and other flight related parameters [2] , [3] . Future measurement accuracy requirements vary depending on application but are expected to be less than one foot with the ability to measure angular orientation within two tenths of a degree.
This series of experiments was the first at Sandia National Laboratories utilizing the 35 foot radius outdoor centrifuge to provide repeatable and affordable test unit trajectories to characterize laser tracker performance. Previous testing was performed at Sandia's 10,000 ft rocket sled track but was costly and determined to be extremely challenging in obtaining accurate ground truth position data over the large trajectory covered at the sled track. After this first series of centrifuge experiments successfully demonstrated that the centrifuge could be used for this purpose one additional test series was complete in a development effort applying digital image correlation techniques utilizing both laser trackers for objects in flight with a moving field of view. A new test series is currently underway characterizing the performance of newly developed laser tracking hardware developed by the University of Maryland.
The data and results provided in this paper are limited to laser tracker III. During this test series laser tracker II was offsite and unavailable for testing. However, it should be noted that after laser tracker III was placed into service in 1990, laser tracker II was upgraded to match the architecture designed into laser tracker III, therefore both systems operate under the same premise and are considered to be equal. 
EXPERIMENTAL DESIGN AND TESTING
Figures 1 and 2 depict the overall experimental set-up. Figure 1 depicts a bird's eye view of the circular trajectory of the nominally 35 foot radius centrifuge. For this test series the distance from the center of rotation to the center each target was 43.670 feet. A 10 foot mast mounted at the end of the centrifuge arm to raise the targets above the centrifuge test arena wall as shown in figure 2. Various sized targets were placed on top of the mast during separate experiments. The diagonal rods are stiffeners whose function was to minimize motion at the top of the mast. Figure 1 also depicts a Cartesian coordinate system that was defined from the center of rotation. The X axis pointed east, the Y axis pointed north and the Z axis pointed up. Laser tracker III tracked the rotational trajectory of targets ranging in size from 1.5 inches to 10 inches in diameter at distances ranging from 2500 feet to 5000 feet south of the centrifuge center of rotation. Before testing began the laser tracker was aligned and calibrated to the same coordinate system as defined above. For each test four sets of data were recorded, TSPI data from the laser tracker itself and three sets of ground based data as will be discussed in the next section. Data were synchronized across all measurements utilizing shared trigger signals, satellite IRIG 1 timing, and reference markers on the centrifuge arena wall. One signal was used to trigger both the onboard high speed digital camera and digitizing system that were mounted at the center of rotation. The digitizing system recorded the trigger signal, shaft mounted encoder signal, accelerometer data, and raw IRIG carrier signal. The on-board camera and laser tracker record decoded IRIG time with each sample of data. The variables thought to have the most impact on tracking error were target size, distance, speed, atmospheric turbulence, and beam divergence angle. A total of eighteen experiments were performed each with one of the variables under study changed. Table 1 lists the final test matrix that was obtained from July 2007 through August 2007. The cylindrical targets were wrapped with retroreflective tape. The 3 inch diameter sphere contained 0.5 inch retro-reflective mirrors embedded around the surface. Test distances were measured from the beam tracking mirror to the center of centrifuge rotation. Angular velocity measurements will be discussed later. An attempt was made to test during different times of day (TOD) to obtain different levels of atmospheric turbulence, unfortunately the values only varied by one order of magnitude throughout the test series. Atmospheric turbulence measurements are the average values recorded 15 seconds before and 15 seconds after test trigger time. Divergence angles as set by laser tracker operators were defined as optimal or wide. 
Encoder based ground truth measurements
Three measurement sources were used to record "ground-truth" target position and velocity on the centrifuge. Two incremental encoders mounted directly to the rotational shaft of the centrifuge and a high speed digital camera mounted at the center of rotation recording the position of the target relative to stationary markers affixed to the test arena wall. The square wave output from an encoder with 5000 pulses per revolution (PPR) was recorded on a digitizing system operating at sample rate of 200 kHz. One complete revolution of this shaft mounted encoder generated 5000 square wave cycles; each cycle represented 0.072 (360/5000) degree. This technique assumes that arm rotation is perfectly coupled between the centrifuge and encoder. Figure 3 depicts an example of raw encoder output as recorded by the digitizing system. This encoder output was post processed to determine discrete times at which the centrifuge position changed in increments of 0.072 degrees. The post processing procedure consisted of three major steps; normalization about zero, a search for zero crossings and cumulative addition of the total angular displacement. A Matlab script was used to automate this reduction procedure and generate an output of position in Cartesian coordinates. Based on the coordinate system of the experimental set-up as shown in figure 1 one can see that the shaft mounted encoder data could only be used to measure target position in the X and Y axis. These results also assumed the centrifuge arm and mast assembly to be rigid bodies that maintained a constant radius from the center of rotation. Data measured from accelerometers confirmed radial displacements to be negligible, concurring with this assumption. A commonly used technique to measure angular velocity was used utilizing a lower resolution (900 PPR) incremental encoder and a calibrated frequency counter. As the angular velocity of an incremental encoder increases the output frequency increases linearly. A labview program was used to sample frequency counter measurements and convert the measurements to angular velocity and centrifugal acceleration.
High speed image based ground truth measurements
The third measurement source consisted of a single high speed digital camera mounted in an instrumentation rack located at the center of rotation. This camera recorded images at a rate of 3000 frames per second of a target that appeared to remain stationary with a moving background. An example of the camera's field of view is shown in figure  4 . The field of view included the end of the centrifuge arm, mast assembly, target and quadrille markers located on the centrifuge test arena wall. The stationary markers served as reference points for post processing of the high speed image data. A total of 176 markers were installed around the centrifuge arena using surveying equipment. The spatial position of the markers was measured using a laser based coordinate mapping machine (CMM). The output file from the CMM was used to verify the accuracy of marker placement and in post processing of the high speed images. Based on the coordinate system of the experimental set-up as defined in figure 1 one can see that the high speed image data could be used to measure target position in the X, Y and Z axes. Conventional digital image tracking software could not reduce images with a moving field of view. Sandia worked with Photonics Incorporated to address this issue by developing a new software toolkit for their TackEye motion analysis software. The key feature of the new toolkit is the automatic enabling and disabling of reference marker tracking as they enter and exit the field of view. The new software toolkit also incorporated a masking feature that enables users to select areas from the field of view for which tracking is automatically disabled and enabled. For example, as a reference marker passes behind the mast shown in figure 4 , tracking of that particular reference marker is disabled as it passes behind the mast. Reference marker spatial data obtained using the CMM is imported into the toolkit and used by the software to individually register each reference marker used. Utilizing this new software toolkit the angular position and height of the targets were reduced from the high speed images. For this particular test series the average image resolution was determined to be 0.25 inches/pixel. This resolution could have been improved by decreasing the size of the field of view or decreasing frame rate. Parallax encountered by the photometric set-up was also accounted for during image processing.
DATA ANALYSIS

Time synchronization
All sources of data were roughly synchronized utilizing IRIG timing. Each sample of laser tracker data and each frame from the high speed digital camera included an IRIG time stamp. The high speed digitizer recorded the raw IRIG carrier signal. The data between the digitizer and the other sources was aligned by decoding the IRIG time and referencing it back to the trigger signal that was also recorded by the digitizer. An example of this process is shown in figure 5 . Final synchronization was obtained by positional alignment of the data. Before testing began the laser tracker, encoder, and camera were initially aligned to the same coordinate system as shown in figure 1 . The average synchronization error for the entire test series was 812.5 µsec. At an average angular velocity of 81.2 RPM this is equivalent to 3.6 inches of tangential movement. 
Results
Conclusion
Camera-Encoder error
Error analysis was first performed between the position data obtained from the on-board camera and on-board encoder. Both systems were triggered by the same signal and both systems recorded IRIG. However, both systems were not sampled at the same rate. The on-board cameras sampled at 3 kHz while the system that recorded the encoder signal sampled at 200 kHz. Processing of the raw encoder signal to position as was previously discussed further changed the 200 kHz sample rate. Alignment to a common sample rate of 10kHz was performed using Matlab's pchip interpolation function. After alignment was complete the difference in position in the X and the Y axis was calculated between the two sources. Table 2 lists the results for each of the tests, the average of these values shows that the position obtained from these two independent sources agreed well in both the X and Y axis. The combined X and Y spatial error was calculated using the sum of squares and resulted in a mean error of .301 inches with a 2.482 inch standard deviation. Because these results agreed well and the encoder could not provide Z axis information it was decided that the on-board camera data could be used as the ground truth benchmark comparison against the laser tracker. Another argument that supports this approach is that the on-board camera measurements did not include assumptions for specifying target position as the encoder did, images from the on-board camera captured true target position. During this comparison it was also observed that encoder data from test F was invalid and could not be used for comparison against camera data. 
Camera-Laser Tracker error
Both the laser tracker and high speed camera recorded IRIG for synchronization. However, both systems were not sampled at the same rate. The on-board cameras sampled at 3 kHz while the laser tracker sampled at 1 kHz. To align data points to a common sample rate the same procedure was followed using the Matlab pchip function as before but for this set of data interpolation was performed on both sets to normalize them to a common sample rate of 10 kHz. After this was complete the positions obtained from the two sources were subtracted from each other and the mean and standard deviation of their difference was calculated. Individual axis results for each test are listed on Table 2 , the column denoted as "Total Spatial Error" is the square root of the sum of squares of each axis and was calculated to wrapup the errors from all three axis into a single measure of spherical uncertainty as referenced previously [1] . The average spatial error between the two measurements ranged from 2.4 inches to 28.9 inches. The standard deviation of the error between the two measurements ranged from 7.8 inches to 22.2 inches.
. 
RESULTS
The mean and variance of laser tracker III error was determined to be 15.0 and 12.9 inches respectively. From this study it appears that the greatest contributor to laser tracker uncertainty was the distance between the laser tracker and the item being tracked. Short range testing resulted in an average error of 9.0 inches with a standard deviation of 8.4 inches. Long range testing resulted in an average error of 21.0 inches with a standard deviation of 17.4 inches. The second greatest contributor to laser tracker uncertainty was determined to be target size and target reflectance. Tests performed with the 1.5 inch target had an average error of 9.7 inches with a standard deviation of 8.6 inches. Tests performed with the 9 inch target had an average error of 13.3 inches with a standard deviation of 12.0 inches Tests performed with the 3 inch spherical retro had an average error of 23.9 inches with a standard deviation of 19.0 inches. During this study atmospheric turbulence appeared to have little effect on laser tracker performance. Tests performed at an atmospheric turbulence with values of E-14 Cn 2 had an average error of 15.2 inches with a standard deviation of 12.0 inches. Tests performed at an atmospheric turbulence of E-13 Cn 2 had an average error of 14.9 inches with a standard deviation of 13.4 inches. It was also determined that beam divergence had little effect on laser tracker performance. Tests conducted using optimal beam divergence were found to have an average error of 14.8 inches with a standard deviation of 13.8 inches. Tests that were conducted using wider than optimal beam divergence were found to have an error of 15.2 inches with a standard deviation of 12.0 inches. Tests with variation of atmospheric turbulence and beam divergence had average error values very close to the average error values of the entire test series. This suggests that variation of these parameters did not affect laser tracker performance during this test series. These results are tabulated in 
CONCLUSION
Based on the results of this study, distance is the most significant factor affecting laser tracker uncertainty. The greater the distance, the greater one should expect error. The slope of a line defining this expected error is given by 0.004 in/ft. These results agree with previously documented values of practical error [1] . This number would be an extrapolation for distances less than 2277 ft or greater than 5117 ft. It is strongly suggested that further testing be conducted at greater distances to verify the trend of these results. Testing in this manner at greater distances may be difficult for two reasons. The first reason is the ratio of test distance to test target trajectory. Although the centrifuge has a large radius, it is small relative to the test range distance, requiring the laser tracker and its beam steering mechanisms to use only a small portion of their dynamic range. This is already somewhat of a concern for the current study and should be evaluated further. The second reason is the obstructions present on Kirtland AFB and surrounding area, rolling hills, buildings, other test facilities and a nearby airport all contribute to the difficulty of increasing test distances. Target size appeared to be the second most significant factor affecting laser tracker uncertainty. Although not as crisply defined as the error contribution associated with distance, there was solid evidence that showed the area of reflection played a significant role in laser tracker error, the smaller the reflected area the smaller the error. The results also indicated that the use of retroreflective targets greatly contributes to laser tracker error. These conclusions can clearly be seen in the results of tests K through R. This is one area where additional testing would not be difficult. During this test series beam divergence and atmospheric turbulence did not contribute much to laser tracker uncertainty. Beam divergence was varied during half of the tests that were conducted but optimal versus wide beam divergence resulted in less than an inch of error from the average of the entire test series. An honest attempt was made to study the affects of atmospheric turbulence but scintillation did not appear to vary much between early morning and late afternoon tests. There is also question regarding the validity of atmospheric turbulence measurements that were recorded. Future testing will include laser Tracker II, longer ranges and valid variation of atmospheric turbulence (perhaps night time testing).
