On the Euclidean assignment problem  by Rendl, Franz
Journal of Computational and Applied Mathematics 23 (1988) 257-265 
North-Holland 
257 
On the Euclidean assignment problem * 
Franz RENDL 
Technische Universitiit Graz, Institut ftir Mathematik, Kopernikusgasse 24, 8010 Graz, Austria 
Received 27 October 1987 
Abstract: The Euclidean assignment problem is a special case of bipartite matching and can be described as follows. 
For given sets R and B each containing n points in the unit square, find a bijection p: R - B that maximizes 
(minimizes) the sum of Euclidean distances between pairs of points assigned to each other. We describe a linear time 
heuristic which solves the maximization case with absolute error of order 0( n 5/6) for any problem instance. If R and 
B are uniformly distributed in the unit square it is further shown that the maximal value z satisfies z/n - (fi + log(1 + 
a))/3 almost surely as n + co. In this case the heuristic is asymptotically optimal. The approach can also be applied 
to the minimization case but the results do not seem as promising. 
Keywords: Bipartite matching heuristic, Euclidean assignment problem. 
1. Introduction 
Let fW={1,2 ,..., n}, P by the set of permutations 
Euclidean plane. Then the Euclidean assignment problem 
of size n can be described as follows: 
of N and E be the unit square in the 
(Euclidean bipartite matching problem) 
For given sets R, = {I-;: F-,EE for iCl+J} and B,,= {b,: biEE for iEN} of red and blue 
points, find a permutation p E P that maximizes (minimizes) 
c dh b,,,,). (1.1) 
(d( qi, qj) denotes the (Euclidean) distance between points q, and qj. The matrix D = (d( r,, b,)) 
is the cost matrix of the assignment problem.) 
This problem is a special case of weighted bipartite matching and can be solved in 0( n3) by 
the “Hungarian Method”, see [6]. Derigs and Metz [2] propose a fast implementation. However, 
due to the special structure of the weights one might expect to find fast heuristics which provide 
nearly optimal solutions much like in the case of nonbipartite Euclidean matching, e.g. [4], [3], 
‘IS], [8], [9] and [lo]. 
It is the aim of this article to analyse one such heuristic approach. In the following section the 
basic ideas and properties of the heuristic are described. The maximization case is analyzed in 
Section 3. Section 4 deals with the minimization case of (1.1). The paper is concluded by 
providing computational experiences with the proposed heuristic. 
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2. The algorithm 
For given sets R, and B,, we denote the problem instance to be solved by P( R,, B,). The key . 
idea of the algorithm described below is to slightly transform the sets R, and B, into sets RI, 
and B,‘, such that the optimal solutions of the two problems also differ only ‘slightly’ and the 
transformed problem is essentially easier to solve. The transformation consists of the following: 
first the sets are divided into subsets of equal size, then the points in each subset are ‘moved’ to a 
‘center point’ of the subset. Formally the following steps are performed by the heuristic. 
Heuristic for P(R,, B,) 
Step A (Transformation) 
(1) Select the size t for the subsets. Let IZ = n’t + t’ where IZ’ = ln/tJ. 
(2) Let w(R,) b e a partition of R, into n’ subsets of size t and a subset containing the 
remaining t ’ points. r( B,) is given similarly. 
(3) For each set S in n( R,) and r( B,) do: Choose a “center” c(S) E E for S and move each 
q E s to c(S). 
Step B (Solution) 
(4) Denote the transformed point sets by Ri and B,‘. Solve P( RL, B,‘) to optimality to obtain 
a heuristic solution p for P( R,, B,) with value zu. 
We define the weight w of the transformation to be the sum of the distances covered by 
moving the points to their respective centers: 
w= c G?Y 4’). 
qER,UB,,: q is moved to q’ 
Further let z,,, (resp. zbax ) be the maximal objective function value of P( R,, B,) (resp. 
P( RL, B,‘)). Then the absolute error can easily be bounded as follows. 
Lemma 2.1. ~6~ - w < zH < z,,, < zk,, + w. 
Proof. Let p be optimal for P(R,, B,). Then p defines a feasible solution for P( R’,, B,‘) with 
value at least z,, - w. Thus 
zf >z max’ mar -w. 
Conversely, an optimal solution p of P( Rl, B,‘) yields the heuristic solution for P( R,, B,), thus 
z+z;,,-w. 0 
Next we show that P( RL, B,‘) is much easier to solve than P( R,, B,). Let F:= 
{fi,-..,fn,, fnt+l> and G:= {gl,...,gn,, g,t+l } be the set of centers chosen in Step A(3). We 
assume without loss of generality that the center with highest index represents t’ points while all 
other centers represent t points. 
A := (d(f,, g,)), i, j= l,..., n’; 
A’:=(d(f,, gj)), i, j=l,..., n’+l. 
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z,,(A) denotes the maximal objective function value of the assignment problem with cost 
matrix A. 
Lemma 2.2. zlax = (t - t’)z,,( A) + t’z,,,( A’). 
Proof. For given t > t’ 2 0 let p be an optimal solution of P( RL, B,‘). Consider the bipartite 
graph G = (Ri U I?,‘, E) where E := {(r,‘, biCij): i E IV}. Identify vertices belonging to the same 
block in the partitioning to obtain a new bipartite graph G’. 
If t’ = 0 then G’ is t-regular and therefore can be decomposed into t perfect matchings. 
Optimality of p implies that the value of all these perfect matchings with respect to cost matrix 
A is equal and in this case the lemma is true. 
If t’ > 0 we remove from G’ the vertices corresponding to the two blocks of size t’. In the 
remaining graph we can always add t’ edges so that it becomes t-regular. In this case there are 
(t - t’) perfect matchings which do not contain newly added edges. Optimality of p implies that 
all these have the same value with respect to A. After removing these matchings from G’, we 
obtain a t ’-regular graph which can be decomposed into t’ perfect matchings, all of equal value 
with respect to A’. Thus also in this case the lemma is true. 0 
Remarks. Lemma 2.2 is in general wrong if less than n’ subsets of size t are used in the 
partitioning. The reader is invited to work out counterexamples. 
Lemmas 2.1 and 2.2, appropriately modified, also hold in the case of minimization. 
Summarizing, the worse case error would be minimized if, for given t, we would use partitions 
in Step A(2), that produce a minimum weight transformation. This results in a difficult location 
problem. Moreover, once a partition is given, it is not obvious how to optimally choose centers in 
Step A(3). The only easy case occurs for t = 2 where the weight corresponds to the value of a 
maximum cardinality matching of R, and 3, with minimum total distance. There exist several 
linear time heuristics for Euclidean perfect matchings. For instance Iri et al. [5] prove the 
following. 
Lemma 2.3. Let X be a set of k (k even) points in the unit square E with weights between pairs of 
points equal to their distance. Then there exists a linear time heuristic H that produces a perfect 
matching M, with w( MH) < a& where a 4 1.014. 
We use this heuristic to approximate the location problems in Steps A(2) and A(3). The value 
of t is restricted to powers of 2, i.e. t = 2 k, for some suitable k. The sets R, and B, are treated 
separately as follows: 
To handle the parity problem for the set X E { R,, B,,} we collect t’ points from X into a 
subset S and define its center c(S) to be the center of mass of the t’ points. 
The remaining n’t points of X are matched by the heuristic of Lemma 2.3. If two points q 
and q’ are matched to each other, we replace them by their center of mass, i.e. the midpoint of 
the line joining them. This gives a new set of n’t points where each point appears twice. This is 
repeated k times. At the end there are n’t points, each appearing t times. These points together 
with the t ’ points in S moved to their center c(S) are defined to be the transformed point set 
X’. 
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We now analyse the computational effort to produce X’ and the weight w of the transforma- 
tion. 
Lemma 2.4. Given X and k, the set X’ is found in O(n) time. 
Proof. The main effort consists in finding the perfect matchings using the heuristic of Lemma 
2.3. These are of size n’2 J for j = 1,. . . , k. Thus the worst case running time is bounded by 
5 O(n’2’) < i O(n2-j) = O(n). q 
;=I ‘=I 
Lemma 2.5. For given k: w < ~&(fi)~ for some constant c. 
Proof. The total distance covered by moving the original points of X to their final position is 
bounded by the sum of the weights of the matchings. Thus using Lemma 2.3 
3. The maximization case 
In this section the basic algorithm is modified for the maximization problem. First we show 
that as in the case of the nonbipartite maximum weight Euclidean matching problem, the weight 
of an optimal assignment grows linearly with n under the additional assumption that the sets R, 
and B,, are randomly sampled from a uniform distribution on E. To prove this the following 
lemma is important. 
Lemma 3.1. Let R, be a set of points in the plane and B,, be a centrally symmetric copy of R,, i.e. 
bEB,,qIrER n: b = -r. Then a maximum weight assignment is given by assigning to r E R, its 
centrally symmetric image in B,,, 
Proof. Define u: R, -+ [w and v: B, * [w by u(r) = d(r, 0) and v(b) = d(b, 0). Then u and u 
form a feasible solution to the dual of the assignment problem satisfying u(r) + v(b) = d( r, b) if 
b=-r. 0 
Lemma 3.2. Let R, and B, be random samples from a uniform distribution on E. Then 
lim zmax(% B,) = 2w * = 0.765 
n-cc n 
almost surely where w * = j&z + log(1 + 6)). 
The proof consists in a straightforward application of the approach used in [4] to show a 
similar result for the nonbipartite case and Lemma 3.1. For the sake of completeness, a full proof 
is given in the appendix. 
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The previous results are now combined to get the following theorem. 
Theorem 3.3. (i) The heuristic described above finds an approximate maximum weight assignment 
whose absolute error is 0( n516) for any problem instance of size n in time T(n) = O(n). 
(ii) If R, and B,, are uniformly distributed in E then 
zFi(Rn, BJ/zrn,(R,> BJ + 1 
almost surely as n + cc). 
Proof. For given k the running time T(n) of the heuristic is given as follows 
T(n) = O(( n2-k)3j + O(n) 
because we need to solve two assignment problems of size 0( n2-k) due to Lemma 2.2. The 
transformation is carried out in O(n) time by Lemma 2.4. If k = [$10g2( n)] then T(n) = O(n). 
For this choice of k the absolute error 
Z max- zH < 2w = O(n1’2+1’3). 
To see (ii), observe that by Lemma 3.2. z,, is almost surely of order n, thus the relative error 
tends to 0 almost surely. 0 
Remark. Contrary to the heuristic in [4] which only works for roughly centrally symmetric point 
distributions, the present heuristic works for any instance of the Euclidean assignment problem. 
Lemmas 2.1 and 2.5 are independent of an underlying distribution. The probability assumptions 
are only needed to bound the maximal objective function value in the analysis of the relative 
error. 
4. The minimization case 
Approximations for the minimization problem (1.1) seem much more difficult to find than in 
the maximization case. Ajtai, Komlos and Tusnady [l] show the following. 
Lemma 4.1. If R, and B,, are random samples from a uniform distribution on E then 
cl/z < zmin(Rn, B,,) < c,/G 
with probability 1 - o(l). 
In this case the performance of the basic procedure from Section 2 cannot be expected to be as 
good as in the maximization case since already the error of solving P( RL, B,‘) instead of 
P( R,, B,) for k = 1, i.e. t = 2 is of order O(6) by Lemma 2.1 and the fact that a minimum 
weight perfect matching of n points has weight of order O(6) almost surely, see Papadimitriou 
[7]. Therefore k can only be of order log log(n) to guarantee that the relative error tends to 0. 
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This gives a running time T(n) = 0(( n/log n)3) which is not much better than the running time 
to solve the problem to optimality. 
In the analysis carried out so far we assumed a worst case behaviour for the error as well as 
the running time. To get some idea about the actual performance we conclude by giving some 
numerical results for uniformly distributed pseudo-random problems. 
5. Computational results 
First the asymptotic behaviour of the Euclidean assignment problem as predicted by Lemmas 
3.2 and 4.1 for uniformly distributed random samples is investigated empirically. 10 test 
problems of size n = 50, 100, 150, 200 were generated and the range of the normalized maximal 
and minimal objective function value, as well as the mean is given in Table 1. In these examples 
it turns out that the theoretically predicted behaviour agrees very well with the actually 
computed optimal objective function values. 
The same test problems are now used to test the heuristic approach outlined in the previous 
sections. For simplicity let k = 1. In Table 2 the results are summarized. As can be expected 
from the theoretical considerations, the relative error gets smaller with growing problem size. The 
last column indicates the results for the Greedy algorithm applied to the minimization case. 
Table 1 
Normalized objective function values for the maximization and minimization case. For each value of n 10 problems 
were created. The computed values were in the given interval (range) with mean as shown (2w* = 0.765) 
n Maximization 
Range Mean 
Minimization 
Range Mean 
50 (0.702 0.779) 0.741 (0.370 0.529) 0.444 
100 (0.740 0.784) 0.762 (0.386 0.650) 0.499 
150 (0.746 0.790) 0.768 (0.382 0.555) 0.458 
200 (0.752 0.785) 0.769 (0.363 0.608) 0.480 
Table 2 
Relative error in % of the optimal objective function value. The last column contains results obtained by the Greedy 
algorithm for the minimization case 
n Maximization 
Range Mean 
Minimization Greedy algorithm 
Range Mean Range Mean 
50 (0.17 0.57) 0.36 (6 21) 15 (19 35) 27 
100 (0.07 0.40) 0.16 (4 16) 10 (27 47) 40 
150 (0.06 0.11) 0.08 (7 17) 11 (24 56) 41 
200 (0.05 0.08) 0.06 (6 16) 10 (32 60) 43 
F. Rend1 / The Euclidean assignment problem 263 
Summary and conclusion 
We have presented a heuristic for the Euclidean assignment problem which is based on the 
idea of slightly changing the problem data so that the problem becomes easier to solve. 
Theoretical analysis as well as computational results show that this approach is well suited for 
the maximization case. The solution quality grows with increasing problem size, as can also be 
seen from Table 2. A further advantage of the proposed approach is its independence of an 
underlying point distribution which makes it very flexible. It would be a challenging research 
project to apply this approach to other Euclidean optimization problems. 
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Appendix 
Proof of Lemma 3.2 
Let k := [ n1/4-c] for + > c > 0. (A-1) 
We subdivide E into k2 equal-area subsquares each of side l/k. Denote by c, the centre of 
subsquare i, i = 1, . . . , k2andletC:={ci: i=1,...,k2}.Furtherletr(x)denotethedistanceof 
point x to (i, i), the centre of E. If R = C and B = C then B is a centrally symmetric copy of 
R and Lemma 3.1 can be applied yielding 
zmax(R, B) =2 E r(ci) =:2k2w(k). (A-2) 
i=l 
Here we have implicitly defined w(k), which is given by 
w(k) = 3 .g ‘tCi)- 
I 1 
As n + 00 we get 
w(k)+w*= ’ 1 
SJ 
r(x, y) dx dy 
0 0 
thus w* = (fi + log(1 + fi))/6. 
Since 
64.3) 
we get 
w*- w(k) < &!/2k. (A.4 
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On the other hand, it can easily be verified that 
w(k) <w*. (A-5) 
To get bounds on zmax(R,, B,) we approximate the original problem P( R,, B,) by moving all 
points within a subsquare to the centre of the subsquare. If j is the number of red points in 
subsquare i then 
P( i contains at least p red points) = 1 - c ;_:[;j($)j(l- $‘=: I --s. 
Therefore 
P(each subsquare contains at least p red and p blue points) 
= (1 - s)2k2 > 1 - 2k2s. 
In order to apply the Chemoff bound 
(A-6) 
we choose p := [(l - l/k)( n/k2)]. 
points from each colour. Then 
P(A,) = l- P(A,) < 1 
In particular 
c P(A,) < 00. 
Let A, be the event that each subsquare contains at least p 
- (1 - 2k2s) 6 2k2 exp( -n/2k4). 
(A-7) 
Assume now that A,, holds. To bound z ,,,(R,, B,) from below we use Lemma 3.1 and (A.2) 
yielding 
zmax(R,, B,) >p(2k2w(k) - k2&‘k). 
Thus, using pk2 z (1 - l/k)n and (A.4) 
zm,(Rn, B,) > 2nw* -4-n/k. (A.8) 
To get an upper bound let Y c R, U B, be such that Y contains exactly p points from each 
colour in each subsquare. Y exists by assumption. Then 
zmax(R,, B,) <p[2k2w(k) + k2+&‘k] + (n -pk2)& 
The first term accounts for the set Y and the second term for the remaining points. Using (A.5) 
and n - pk2 6 n/k yields 
zm,(Rn, B,)<2nw*+2fiz. (A.9 
Applying the Borel-Cantelli lemma with (A.7), (A.8) and (A.9) proves the lemma. •I 
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