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???????????????????X = (x1, x2, . . . , xn)????????????
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Markov Model; HMM)?????? [25]???????????? (Support Vector
Machine; SVM)?????? [26]?????????? (Logistic Regression; LR)????














(Convolution Neural Networks; CNN)? CRF????????????????????
????????????????????????????????????????
??????????????????????????????????Huang? [29]









































































LSTM [37]???? 3.1??? 3.5?????????????????????
ft =σ(Wfht−1 +Ufxt + bf ), (3.1)
it =σ(Wiht−1 +Uixt + bi), (3.2)
c˜t =tanh (Wcht−1) +Ucxt + bc, (3.3)
ct =ft ⊙ ct−1 + it ⊙ c˜t, (3.4)
ot =σ(Woht−1 +Uoxt + bo), (3.5)



















Z = (z1, z2, . . . , zn), (3.7)
????????? y?????








ψi(y′, y,Z) = exp(W Ty′,yzi + by′,y). (3.9)
W? b???????????????????? y′????? y??????????
?????????????? y˜????? P (y | Z;W,b)????????? y????
y˜ = argmax
y∈Y(Z)

























zt =Wht + b, (3.11)

















? 3.4: Lample? [1]?????????????????
???????????????????????????????????Lample??
?????????? 3.4????????????????????????????
X = (x1, x2, . . . , xn)????? t??????????????????
Ct = (c1, c2, . . . , cm)??????? y = (y1, y2, . . . , yn)????xt??? yt??????
?????ct??????????????????????????????????
???????????
w(char)t = Bi-LSTM(char)(Ct), (3.12)
????????????????????????????????????
xt = [wt;w(char)t ], (3.13)
???????? LSTM-CRF??????????????????wt? xt?????
???????????????????????????????????
X = (x1,x2, . . . ,xn), (3.14)
???????????????????? Bi-LSTM????????????????
?????




















h(classifier)t = Stacked Bi-LSTM(Ct), (4.1)
zt = Wh(classifier)t + b, (4.2)
at = Softmax(zt), (4.3)
???????????Ct?? 3????????? t???????????????
????????????? Bi-LSTM???????????????????????





































































































































?????????2?????????????????????? (2018? 08? 01?
???)?????????????????????????????????????
??Wikipedia??????????????????? XML????????????






































































Proposed1 ? 4????????????? BiLSTM????????
? 4.2? LSTM-CRF????????????????
Proposed2 ? 4????????????? CRF????????
? 4.3? LSTM-CRF????????????????
Lample? Proposed??? 50?????????? 2× 25????? BiLSTM?100?
????????? 2× 100????? BiLSTM??????????????????
??????????????????CRF????????????????????
????????????????????? Adam [43]??????????????



















Skip-gram with Negative Sampling (SGNS) [45]?????????SGNS????????
???????????? 100?????? 5?????? 5??????? Gensim[46]
?????

























































3 ?????????????????? 6.3???????? 1????????? 2?
??? F????????????????????????????????????
?????????? F??????????? F?????????????? 2
?Wikipedia???????????????????????????????????
??????????????????

















Character Embedding dimensionality 50 50
Character Bi-LSTM state size 100 100
initial state 0 0
peepholes no no
Word Embedding dimensionality 100 –
Word Bi-LSTM state size 200 –
initial state 0 –
peepholes no –
Dropout dropout rate 0.5 0.5
Adam α 0.001 0.001
β_1 0.9 0.9
β_2 0.9 0.9
gradient clipping 5.0 5.0
batch size 10 10
? 6.2: ???????
???? ?? ??? F?
?? 94.01 98.74 96.32
??-??? 74.58 70.97 72.73
??-? 87.72 83.33 85.47
??-?? 75.00 78.75 76.83
??-?? 60.00 61.54 60.76
??? 81.37 83.97 82.65
???? 78.64 74.31 76.42
?? 69.86 66.23 68.00
27
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?? ???????? Fine-tuning ?? ??? F?
??? [9] (LR) – – 82.34 80.18 81.2
??? [9] (LR+DP) – – 82.94 82.82 82.8
Lample? [1] Cookpad – 84.54 (? 1.22) 88.47 (? 0.69) 86.40 (? 0.89)
Lample? [1] Uniform – 82.59 (? 0.94) 88.19 (? 0.25) 85.24 (? 0.46)
Lample? [1] Wikipedia – 85.31 (? 0.67) 88.22 (? 0.65) 86.68 (? 0.47)
Dictionary Cookpad – 83.91 (? 1.21) 88.60 (? 0.41) 86.16 (? 0.72)
Dictionary Uniform – 82.36 (? 1.25) 88.28 (? 0.25) 85.18 (? 0.71)
Dictionary Wikipedia – 85.44 (? 1.04) 87.67 (? 0.25) 86.50 (? 0.56)
???? 1 Uniform – 82.15 (? 0.95) 88.60 (? 0.41) 85.22 (? 0.49)
???? 1 Uniform Linear 82.74 (? 0.76) 88.44 (? 0.29) 85.44 (? 0.39)
???? 1 Uniform LSTM 82.84 (? 1.03) 88.43 (? 0.46) 85.50 (? 0.55)
???? 1 Cookpad – 84.63 (? 0.24) 88.59 (? 0.28) 86.52 (? 0.24)
???? 1 Cookpad Linear 84.87 (? 0.47) 88.52 (? 0.47) 86.60 (? 0.32)
???? 1 Cookpad LSTM 84.36 (? 0.77) 89.06 (? 0.40) 86.60 (? 0.44)
???? 1 Wikipedia – 85.61 (? 0.86) 88.10 (? 0.54) 86.80 (? 0.37)
???? 1 Wikipedia Linear 85.74 (? 1.32) 88.14 (? 0.55) 86.86 (? 0.64)
???? 1 Wikipedia LSTM 84.84 (? 1.01) 88.34 (? 0.53) 86.52 (? 0.60)
???? 2 Uniform – 82.81 (? 0.88) 88.40 (? 0.41) 85.46 (? 0.58)
???? 2 Uniform Linear 83.07 (? 0.61) 88.24 (? 0.43) 85.54 (? 0.42)
???? 2 Uniform LSTM 83.10 (? 0.57) 88.18 (? 0.30) 85.52 (? 0.41)
???? 2 Cookpad – 85.08 (? 1.30) 88.46 (? 0.18) 86.68 (? 0.71)
???? 2 Cookpad Linear 84.15 (? 1.00) 88.20 (? 0.26) 86.08 (? 0.62)
???? 2 Cookpad LSTM 84.78 (? 1.10) 88.22 (? 0.37) 86.44 (? 0.72)
???? 2 Wikipedia – 85.63 (? 0.52) 88.87 (? 0.37) 87.18 (? 0.34)
???? 2 Wikipedia Linear 85.55 (? 0.88) 88.34 (? 0.67) 86.86 (? 0.37)
???? 2 Wikipedia LSTM 85.83 (? 0.53) 88.25 (? 0.48) 86.98 (? 0.26)
? 6.4: ???????????????
???? ?? ??? F?
Ac 91.77 (? 1.02) 95.23 (? 0.42) 93.46 (? 0.33)
Af 78.87 (? 3.68) 78.12 (? 1.19) 78.46 (? 2.22)
D 96.63 (? 1.71) 93.88 (? 2.88) 95.23 (? 2.16)
F 85.84 (? 0.94) 89.01 (? 0.65) 87.39 (? 0.59)
Q 58.70 (? 3.81) 70.00 (? 3.19) 63.69 (? 1.82)
Sf 75.12 (? 4.40) 78.17 (? 1.95) 76.52 (? 2.04)
St 66.03 (? 5.64) 52.63 (? 4.70) 58.46 (? 4.52)
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