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Abstract
We develop a curvilinear invariant set of the diffusion tensor which may be applied to Diffusion Tensor Imaging
measurements on tissues and porous media. This new set is an alternative to the more common invariants such as fractional
anisotropy and the diffusion mode. The alternative invariant set possesses a different structure to the other known invariant
sets; the second and third members of the curvilinear set measure the degree of orthotropy and oblateness/prolateness,
respectively. The proposed advantage of these invariants is that they may work well in situations of low diffusion anisotropy
and isotropy, as is often observed in tissues such as cartilage. We also explore the other orthogonal invariant sets in terms of
their geometry in relation to eigenvalue space; a cylindrical set, a spherical set (including fractional anisotropy and the
mode), and a log-Euclidean set. These three sets have a common structure. The first invariant measures the magnitude of
the diffusion, the second and third invariants capture aspects of the anisotropy; the magnitude of the anisotropy and the
shape of the diffusion ellipsoid (the manner in which the anisotropy is realised). We also show a simple method to prove the
orthogonality of the invariants within a set.
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Introduction
Fluids in partially-ordered biological tissues such as brain [1],
muscle [2,3] and cartilage [4–6] have been shown to exhibit
anisotropic translational diffusion when measured with tech-
niques such as diffusion tensor imaging (DTI) [7]. The fluids,
which usually consist primarily of water, are inherently isotropic
liquids and therefore any measured anisotropy in their
translational motion is a result of the influence of a locally
anisotropic environment on the motional statistics of the liquid
molecules. The fact that the anisotropy is caused by the local
environment is useful because it provides a source of additional
contrast in magnetic resonance images and it is often possible to
infer something about the local microstructure of the tissue (or
porous medium) from the anisotropy of the diffusion tensor and
its eigenvectors.
Normalised eigenvectors provide information about the local
orientation of structures in the tissue, while the anisotropy (a
comparison of the eigenvalues) provides a measure of the relative
magnitudes of the eigenvectors. However, there is no single
definition of anisotropy. Currently, the most common measure of
diffusion anisotropy is fractional anisotropy [8]
Af~
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3
2
P3
i~1 li{
l
 2
P3
i~1 l
2
i
vuut , ð1Þ
(displayed in its most familiar form) where li (i~1,2,3) are the
three eigenvalues of the diffusion tensor, and l~(l1zl2zl3)=3
is the mean of the eigenvalues. Fractional anisotropy quantifies
anisotropy by the spread (standard deviation) of the eigenvalues
and is normalised by the quantity
P
i l
2
i which provides a scale-
independent, dimensionless measure. Importantly, and unlike
some previous attempts to define anisotropy [8], Af is invariant.
That is, the quantity is independent of the choice of coordinate
system; in particular, with regard to rotations, but also more
general coordinate transformations. This coordinate independence
is a consequence of the application of tensor calculus which can be
used to express Af , as was done by Basser and Pierpaoli [8].
Invariant quantities derived from tensor calculus are typically
symmetric functions of the eigenvalues, as can be seen in Eq. (1).
Some other invariant measures that have been proposed in the
literature are relative anisotropy [7,8], geodesic anisotropy [9,10],
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and volume ratio [7]. The first two of these are similar to fractional
anisotropy in the sense that they are based on the spread of the
eigenvalues. Volume ratio is a little different in structure and is
based on the volume of the diffusion ellipsoid which is
proportional to the determinant of the diffusion tensor. However,
like fractional anisotropy, these quantities do not give us the full
picture of the anisotropy. Except for volume ratio, these quantities
calculate, in different ways, measures of the magnitude of the
anisotropy but give us little idea of the shape of the diffusion
ellipsoid. Volume ratio gives a single mixed measure of anisotropy
magnitude and ellipsoid shape [11].
The shape of the diffusion ellipsoid can be generally classified by
four archetypal cases or states; isotropic, orthotropic, prolate, and
oblate, although only three are independent. For these, sets of
eigenvalues can take the form
l1,l2,l3f g~
l,l,l
 
, Isotropic
l 1zað Þ,l,l 1{að Þ , Orthotropic
l 1z2að Þ,l 1{að Þ,l 1{að Þ , Prolate
l 1za=2ð Þ,l 1za=2ð Þ,l 1{að Þ , Oblate
0
BBBB@ ð2Þ
where a[(0,1). Note that these states are parameterized by a stri-
ctly on the open interval. That is, a~1 should be regarded as an
asymptotic limit because at this point one or more eigenvalues
would be zero and the determinant of the diffusion tensor would
vanish, rendering the tensor noninvertible. At the other end of the
interval a~0 and the states become a single degenerate state; the
isotropic case.
Fractional anisotropy does not easily distinguish between the
states indicated above. For prolate ellipsoids, Af [ (0,1), for oblate
ellipsoids Af [ (0,1=
ﬃﬃﬃ
2
p
), and for the orthotropic case
Af [ (0,
ﬃﬃﬃﬃﬃﬃﬃ
3=5
p
). Thus, only when Af [ ½
ﬃﬃﬃﬃﬃﬃﬃ
3=5
p
,1) can we identify
the ellipsoid shape: prolate. In principle, the isotropic case is also
identifiable as Af~0 but experimental noise [12] inevitably places
a lower limit on the measured value of fractional anisotropy,
meaning that Af~0 is unachievable in practice.
There have been some attempts to define quantities which
describe the shape of the ellipsoid. For example, Peled et al. [13]
and Westin et al. [14] defined three quantities to measure the
linear (prolate), planar (oblate) and spherical (isotropic) aspects of
the diffusion tensor. These quantities were defined as functions on
magnitude-ordered eigenvalue sets and therefore the functions
treated the eigenvalues asymmetrically. The main difficulty with
this approach is that averaging of magnitude-ordered eigenvalues
usually introduces a statistical bias in the distribution of the
eigenvalues, leading to inaccurate measurements of anisotropy
[15,16].
A solution to the problem of finding invariant measures of
anisotropy which encode the shape of the diffusion ellipsoid, and
which do not depend on having to magnitude-order the
eigenvalues, was proposed by Ennis and Kindlmann [17]. These
authors, basing their work on that of Criscione et al. [18], showed
that there exist orthogonal sets (triplets) of tensor invariants which
can be applied to the diffusion tensor to give useful measures of
anisotropy. They found two sets of invariants which are related to
cylindrical and spherical coordinates in eigenvalue space. The
latter set was shown to contain fractional anisotropy as a measure
of the magnitude of anisotropy, and an invariant known as the
mode; a measure of the shape of the diffusion ellipsoid.
In the next section of this paper we review the orthogonal
cylindrical and spherical sets using a more geometric approach
than was used by Ennis and Kindlmann. These authors gave a
proof of the orthogonality of these measures in the same way as
Criscione et al. but this proof is based on tensors in the full six-
dimensional space of the diffusion tensor and the connection with
the coordinate system of the eigenvalue space is obscured. Here,
we give an alternative proof of the orthogonality of these invariant
measures which maintains a direct connection with the eigenvalue
coordinates and therefore presents a clearer picture of the
geometry and the meaning of the invariants. In fact the
geometrical, coordinate-based approach we take here is similar
to that used by Bahn [11] prior to the work of the abovementioned
authors. Bahn was able to show how the spherical coordinates of
eigenvalue space were invariant themselves or related to the
invariants forming an orthogonal set. What he did not show was
how these invariants were related to invariants of the full diffusion
tensor and also explicitly how his skewness parameter (related to
the mode) determined the shape of the ellipsoid, nor did he fully
explore the invariants relating to the cylindrical set.
We also look at two further orthogonal sets. One set is related to
recent work using the log-Euclidean metric for averaging and
interpolation of the diffusion tensor [9,10]. The final set, the
curvilinear set, has a different structure to the previous three and
makes the orthotropic ellipsoid case more apparent. The incentive
behind the definition of the latter set was our discovery that the
third invariants (measuring the mode or its equivalent) of the
previous three sets (spherical, cylindrical, log-Euclidean) do not
function well for diffusion exhibiting isotropy or a low degree of
anisotropy.
The primary purpose of this paper is to introduce the
curvilinear invariant set and relate it and compare it mathemat-
ically to the other invariant sets. It is not our intention to carry out
a numerical or experimental validation of the curvilinear
invariants here but to present their definition, mathematical
properties, and to propose them as potentially useful invariants
which warrant further study.
Theory
Orthogonality and the Metric
To prove the orthogonality of invariants, we are going to treat
them as if they were the coordinates on some manifoldM and use
the metric tensor gij , where i,j[f1,2, . . . ,ng, and n is the
dimension of the manifold. The metric is a symmetric tensor
which is used to calculate the distance along a specified path on a
manifold. Here, we shall only be concerned with infinitesimal
distances ds given by (using the Einstein summation convention)
ds2~gijdx
idxj , ð3Þ
where dxi are infinitesimal changes in the coordinates xi[M. This
is merely an alternative way of displaying the metric tensor. For
our purposes, the significance of using the metric is that for real
orthogonal coordinates the metric is diagonal and hence there will
be only terms of the form gii(dx
i)2 and no terms of the form
gijdx
idxj with i=j.
Let m : M?N be a map from manifold M to N (which, for
simplicity, we will assume to be of the same dimension asM) such
that m : xi.Xi[N . If N is the same manifold as M, m : M?M
is merely a coordinate transformation onM. To calculate the new
metric cij on N , we need the Jacobian matrix J such that
Jij~Lx
i=LXj . The new metric and the orthogonality can then be
Invariant Sets of the Diffusion Tensor
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assessed by substituting dxi~JijdX
j into Eq. (3) or by computing
the new metric directly by c~JTgJ, where JT is the transpose of
the Jacobian matrix. In index notation cij~gklJ
k
i J
l
j .
Although coordinates are usually designated with superscript
indices, as we have employed in the above two paragraphs, below
for convenience we will use subscripted indices to avoid confusion
between indices and exponents. This should not lead to any
ambiguity since, from here on, index notation will not be used
extensively.
Cartesian Coordinates
Since tensor invariants are scalar functions of eigenvalues only,
we will consider the three-dimensional eigenvalue space only. We
begin with the eigenvalues as orthogonal coordinates in three-
dimensional Euclidean space E. Strictly, since the eigenvalues must
be positive real numbers, they reside only in the open subset that is
one octant of the full Euclidean space such that l1,l2,l3w0. The
Euclidean metric tensor is given by
g~
1 0 0
0 1 0
0 0 1
2
64
3
75, ð4Þ
and the infinitesimal distance element is given by
ds2~gijdl
idlj~dl21zdl
2
2zdl
2
3: ð5Þ
However, it will be convenient to use a slightly different coordinate
system defined, for example, by
x
y
z
2
64
3
75~
1=
ﬃﬃﬃ
6
p
1=
ﬃﬃﬃ
6
p
{
ﬃﬃﬃﬃﬃﬃﬃ
2=3
p
{1=
ﬃﬃﬃ
2
p
1=
ﬃﬃﬃ
2
p
0
1=
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3
p
1=
ﬃﬃﬃ
3
p
1=
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3
p
2
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2
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3
75, ð6Þ
where the matrix in this equation is an orthogonal matrix (a
rotation matrix similar to that used by Bahn [11]) and has been
chosen because it preserves the orthogonality of the coordinates
while defining the z-direction to be proportional to the tensor
trace. The component of the rotation about the z-axis, however, is
arbitrary. The matrix shown in Eq. (6) is the inverse Jacobian
matrix, as we have defined it above, and since in this case it is also
an orthogonal matrix, J{1~JT.
The convenience of this choice is that in the case of isotropy,
when the eigenvalues are identical, x~y~0 and therefore
isotropic tensors will be represented by points on the z-axis and
the anisotropy is dependent on the x and y coordinates only. Note
that while the z-coordinate, being proportional to the tensor trace,
is an invariant, the x and y coordinates are not invariants and
therefore we will need either to find another coordinate system or
appropriate functions of the coordinates. However, this Cartesian
system will serve as an important first step in establishing the
geometry.
In defining our new Cartesian coordinates, we used a rotation
matrix. Therefore, we know that the new coordinates will also be
orthogonal and the standard Euclidean metric will be preserved.
Calculating the new metric,
ds2~dx2zdy2zdz2, ð7Þ
we verify the orthogonality of these coordinates by the absence of
off-diagonal terms such as dxdy.
Cylindrical Coordinates and Invariants
Let us change to a cylindrical polar coordinate system fz,r,hg
such that the z-axis remains unchanged and
x ~ r cos h,
y ~ r sin h,
ð8Þ
and the metric becomes
ds2~dz2zdr2zr2dh2: ð9Þ
The cylindrical invariant set [17] can now be defined in terms of
these coordinates by
K1~
ﬃﬃﬃ
3
p
z~tr(D),
K2~r~norm(~D), ð10Þ
K3~{ cos 3h~3
ﬃﬃﬃ
6
p det (~D)
norm(~D)3
,
where D is the diffusion tensor, ~D~D{ 1
3
tr(D)I is the deviatoric
tensor, I is the identity tensor, tr is the trace, det is the
determinant, and norm(A)2~tr(A2) for an arbitrary tensor A.
The trace, norm and determinant are tensor invariants and thus
Eq. (10) can be defined directly in terms of the eigenvalues of D. In
terms of the eigenvalues, the basic tensor invariants used here and
below are
tr(D) ~
P3
i~1 li,
norm(D) ~
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP3
i~1 l
2
i
q
,
norm(~D) ~
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP3
i~1 (li{
l)2
q
,
det (~D) ~ P3i~1 (li{
l),
ð11Þ
(of which only three are independent) and the relations in (10)
between the cylindrical invariants and the cylindrical coordinates
can be verified using (6), (8), and (11).
The cylindrical invariants have the following interpretation.
K1[(0,?) is proportional to the tensor trace and is a measure of
the magnitude of the diffusion tensor. K2 and K3, being functions
on the plane perpendicular to the z-axis, quantify the anisotropy.
Like fractional anisotropy, K2[(0,?) measures the magnitude of
the anisotropy by the spread of the eigenvalues. However, unlike
fractional anisotropy, K2 is not normalised and therefore not scale-
independent. In the cylindrical coordinate system K2 has the direct
interpretation of being the perpendicular distance between point
(z,r,h) and the z-axis; i.e. the radius r. K3[½{1,1 is known as the
mode and quantifies the shape of the diffusion ellipsoid. For the
three ellipsoid shapes given by (2), K3~1,0,{1 for the prolate,
orthotropic and oblate cases respectively. In the case of isotropic
ellipsoids, a little care needs to be taken because K3 is not defined
and depends on how this point (the z-axis) is approached.
Invariant Sets of the Diffusion Tensor
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For example, let us parameterize the prolate and oblate cases
with a single parameter b[({ 1
2
,1) via
fl1,l2,l3g~ l 1z2bð Þ,l 1{bð Þ,l 1{bð Þ
 
, ð12Þ
where b[({ 1
2
,0) corresponds to oblate ellipsoids and b[(0,1)
corresponds to the prolate case. Calculating the mode as a
function of b, K3~b
3=DbD3~sgn(b), and it is clear that a
discontinuous jump occurs as we pass through the z-axis (b~0).
A similar discontinuous jump occurs along any radial path through
the z-axis except for those angles, h, which correspond to the
orthotropic ellipsoids. In these cases, the mode is zero along the
whole radial path.
The invariant set (10) can be regarded as a triplet of scalar
functions on the eigenvalue space with the metric (9) but it is also
possible to regard these functions as coordinates on a related
manifold K. Because the function K3 : h?{ cos 3h is a six-to-one
mapping, the eigenvalue manifold is a six-fold covering of the
manifold associated with coordinates fKig. This is a consequence
of the invariance of the fKig which treats the eigenvalues
symmetrically; there are six equivalent permutations of (l1,l2,l3).
The metric on K is
ds2~
1
3
dK 21 zdK
2
2 z
K 22
9(1{K 23 )
dK 23 : ð13Þ
Again, the absence of off-diagonal terms dKidKj verifies the
orthogonality of the coordinates and hence the set fKig are
orthogonal tensor invariants. We also note that despite the
singularity in the metric on the boundary K3~+1, the metric is
completely flat. That is, the Ricci scalar curvature vanishes
everywhere.
Spherical Coordinates and Invariants
The invariant K2 is similar to fractional anisotropy but lacks a
normalisation which makes it scale-independent. Ennis and
Kindlmann [17] showed that it is possible to modify the set to
include fractional anisotropy and that this new set is closely related
to spherical polar coordinates:
x~r sinw cos h,
y~r sin w sin h, ð14Þ
z~r cos w:
The metric in these coordinates is
ds2~dr2zr2dw2zr2 sin2 wdh2: ð15Þ
The invariants associated with these coordinates are defined as
[17]
R1~r~norm(D),
R2~
ﬃﬃﬃ
3
2
r
sin w~
ﬃﬃﬃ
3
2
r
norm(~D)
norm(D)
, ð16Þ
R3~{ cos 3h~3
ﬃﬃﬃ
6
p det (~D)
norm(~D)3
,
where, using the definition of the norms in Eq. (11), one can see
that R2 is equivalent to the usual definition of fractional anisotropy
(see Eq. (1)).
The structure of these spherical invariants is very similar to the
cylindrical invariants. R1, like K1, is a measure of the magnitude of
the diffusion tensor but is now the radial coordinate, r, which
corresponds to the norm of the diffusion tensor. Again, R2 and R3
measure the anisotropy of the tensor. R2, as we have already
mentioned, is exactly equivalent to fractional anisotropy, Af , and
is related to the polar angle, w. It is also similar to K2 in its
geometrical interpretation in that it is also (proportional to) the
perpendicular distance from a point (r,w,h) to the z-axis (w~0
direction) but normalised by the radius, r. R3 is exactly the same as
K3, the mode, and thus quantifies the diffusion ellipsoid shape. As
with the cylindrical coordinates, it is also related to the azimuthal
angle, h.
As with the cylindrical set, we can regard fRig as coordinates
on a related manifold R and demonstrate the orthogonality of
these invariants by showing that the metric is purely diagonal;
ds2~dR 21z
R 21
3
2
{R 22
dR 22z
2R 21 R
2
2
27(1{R 23 )
dR 23 : ð17Þ
Log-Euclidean Coordinates and Invariants
Recently in the literature there has been some debate over the
way in which diffusion tensors should be averaged and interpo-
lated [19]. The simplest way to average tensors is to treat them as
one would treat real numbers by directly adding them and
dividing by the number of tensors. A consequence of this
(Euclidean-averaging) method is that if the original tensors had
the same traces then the resulting tensor also has this trace. There
is then a natural affinity between this method and the invariant set
fKig since K1 (the trace) is preserved in such circumstances. This
is because the condition that K1 is constant defines a flat plane in
the eigenvalue space (with its assumed Euclidean metric) and
geodesics between points in this plane are straight lines and
therefore will remain in the plane.
The set fRig is also consistent with Euclidean averaging even
though none of the set members are generally preserved in the
sense that K1 is. This is because this set is also derived from the
assumption of a Euclidean metric on the eigenvalue space.
However, if one were interested in preserving R1 in the same way
that K1 is preserved in the cylindrical set, then one would need to
average over the surface of a sphere. As far as we are aware, no
such averaging method has been proposed in the literature but one
such method would be to simply average the square of the
diffusion tensors and find the appropriate square-root. This
method would preserve the tensor norm for tensors of equal norm.
An alternative method of averaging which has been discussed
and explored in the literature is the log-Euclidean method
[9,10,20]. This is similar to the Euclidean method except that
the logarithm of the tensors is averaged. This method preserves the
Invariant Sets of the Diffusion Tensor
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tensor determinant. It would therefore be natural to ask whether
there exists an invariant set fLig such that L1 is related to the
determinant. Here we show that such a set does exist and had
already been found by Criscione et al. [18].
We begin with Eq. (6) but insert the map
‘k : (l1,l2,l3) . ( lnkl1, lnkl2, ln kl3), ð18Þ
where kw0 is an arbitrary real parameter with dimensions s/m2,
prior to the application of the rotation matrix. ‘k maps the octant
of eigenvalue space to the full Euclidean space. We now assume
that the metric of Eq. (7) is valid. This is now our starting point,
not the metric of Eq. (5), which is no longer valid.
We now follow the construction of the cylindrical invariant set
equations (8) to (10) except that now we have
L1~
ﬃﬃﬃ
3
p
z~tr(L),
L2~r~norm(~L), ð19Þ
L3~{ cos 3h~3
ﬃﬃﬃ
6
p det (~L)
norm(~L)3
,
where L~ lnkD and ~L~L{ 1
3
tr(L)I. By using the fact that
tr(L)~ ln (k3 det (D)) and ~L~ ln D=det (D)1=3
h i
we can re-
express the above as
L1~ ln (k
3 ),
L2~
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX3
i~1
ln
li
1=3
 	 
2vuut , ð20Þ
L3~
3
ﬃﬃﬃ
6
p
P3i~1 ln
li
1=3
 
L 32
,
where li are the eigenvalues of D and ~ det (D)~l1l2l3.
As we remarked earlier, the set of invariants fLig is identical to
that found in the paper by Criscione et al. [18] (except for the
inclusion of the parameter k). The cylindrical invariants fKig of
Ennis and Kindlmann [17] were derived from the invariants of
Criscione et al. but the latter authors’ log-Euclidean invariants
were not mentioned in the former authors’ paper. Furthermore,
L2 was discovered independently by Batchelor et al. [9] and
Fletcher and Joshi [10] from their investigations of the space of
diffusion tensors. Both sets of authors referred to L2 as geodesic
anisotropy.
The structure of these log-Euclidean invariants is similar to the
cylindrical and spherical sets. L1[({?,?) is the measure of
overall magnitude of the diffusion tensor. L2[½0,?) is similar to
fractional anisotropy in these log-Euclidean coordinates and has a
similar interpretation, being the perpendicular distance, r,
between the point (z,r,h) and the z-axis (isotropy). Since this is
the distance of a path which is also a geodesic in this space (a
straight line in Euclidean space), L2 was called geodesic anisotropy
[9,10]. The same appellation could equally be applied to K2,
however. A difference worth noting between K2 and L2 is that the
latter is scale-independent, as is evidenced by the absence of the
parameter k.
L3[½{1,1 plays an identical role to the mode as defined by K3
(and R3). However, since we have now assumed a different metric
on the eigenvalue space, the parameterised description of the four
archetypal cases is now different to that given in (2) and can be
given by
l1,l2,l3f g~
1=3
,
1=3
,
1=3
n o
, Isotropic
1=3
ea,
1=3
,
1=3
e{a
n o
, Orthotropic
1=3
e2a,
1=3
e{a,
1=3
e{a
n o
, Prolate
1=3
ea,
1=3
ea,
1=3
e{2a
n o
, Oblate
0
BBBBBBBB@
ð21Þ
where a[(0,?). Alternatively, as we did previously in (12), the
prolate and oblate cases can be parameterized together as
fl1,l2,l3g~ 1=3e2b, 1=3e{b, 1=3e{b
n o
, ð22Þ
where b[({?,?) can be broken into a union of three intervals as
b[({?,0)|½0|(0,?). These first and last intervals correspond
to the oblate and prolate cases respectively and the point b~0 is
the isotropic case. Using this parameterisation, L3~sgn(b). As
with K3, a discontinuity exists as b passes from negative to positive
and L3 at b~0 (isotropy) is undefined. For the orthotropic case,
L3~0 for all a including the isotropic case, i.e. a[½0,?).
The orthogonality of these invariants is guaranteed by the fact
that they have exactly the same relation to the cylindrical
coordinates as the fKig. Therefore, the metric is exactly analogous
to Eq. (13).
Conformal Maps, Curvilinear Coordinates and Invariants
In the previous sections, the orthogonal invariant sets have a
common structure; the first invariant measures the magnitude of
the diffusion tensor; the second invariant measures the magnitude
of the anisotropy and the third invariant provides a measure of the
shape of the ellipsoid. In this final section, we will describe an
invariant set with a slightly different structure.
We begin by recalling that the invariant sets fLig and fKig
were based on an underlying cylindrical coordinate system fz,r,hg
and that the second and third members of these sets are related to
the plane of the polar coordinates fr,hg. This plane is naturally
regarded as the two-dimensional space of real numbers R2 but can
equally be viewed as the complex plane C and, in this context,
there are a family of transformations which preserve angles; the
conformal maps [21].
We therefore seek conformal transformations of these coordi-
nates which produce alternative invariant measures fCig (other
than those in Eqs. (10) or (19)) such that C1~K1 or L1.
Defining the complex number Z~xziy~reih, we seek
conformal maps F : C?C such that W~F (Z)~
U(x,y)ziV (x,y). Such conformal maps are complex analytic
functions with non-vanishing complex derivative (except at critical
points) and guarantee the preservation of orthogonality via the
Cauchy-Riemann equations
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LU
Lx
~
LV
Ly
and
LU
Ly
~{
LV
Lx
: ð23Þ
Potential invariants can then be constructed from (C2,C3)~
f2(U),f3(V )ð Þ, where f2 and f3 are differentiable functions.
The simplest maps to provide invariants appear to be
Fn : Z.Z3n for integers n§1, with more complicated maps
being constructed from convergent polynomials or fractional
linear transformations thereof. Using the simplest, non-trivial map
F1, with an additional p=2 rotation, we make the following
assignments;
C2~ r
3 sin 3h,
C3~ {r
3 cos 3h:
ð24Þ
At this stage, the invariants C2 and C3 are expressed in terms of
polar coordinates and we could choose to relate them to fKig or
fLig. From this point on, we will relate them to the log-Euclidean
set since the resulting invariants will then be scale-independent.
The rotation used in obtaining the invariants above conve-
niently introduces the minus sign for C3 so that, comparing it to
the mode L3 (Eq. (19)), we see that C3!L3 and C2!
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1{L 23
q
.
These two invariants can therefore be re-expressed as
C2 ~ L
3
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1{L 23
q
,
C3 ~ L
3
2 L3:
ð25Þ
The metric for coordinates fCig on the related manifold C is
ds2~
1
3
dC 21 z
dC 22 zdC
2
3
9 C 22 zC
2
3
 2=3 : ð26Þ
The invariants fCig therefore form an orthogonal set and, as
mentioned above, these invariants possess a slightly different
structure to the previous three sets fKig, fRig, and fLig. In the
previous sets, the second invariant (i~2) measures the magnitude
of anisotropy whereas the third invariant (i~3) measures the
shape of the ellipsoid. As shown above in Eq. (25), C2 and C3 are
both functions of L2 and L3; both contain information about the
magnitude of the anisotropy and the ellipsoid shape but C2 and C3
contain different information about the shape. Table 1 shows a
comparison between the spherical measures, R2 and R3, and the
curvilinear measures, C2 and C3. It can be seen that C3 is similar
to R3 except that the magnitude of C3 is modulated by a positive
function of L2. Therefore, C3 measures the degree of prolateness
or oblateness of the ellipsoid, the two cases being differentiated by
the sign of C3. C2, on the other hand, measures the degree of
orthotropy. This is in contrast to the spherical measures in which
orthotropy is inferred from the absence of prolateness or
oblateness; R3~0 but R2=0.
We also note that the discontinuity in L3 and R3 as one passes
through the isotropic state is absent from C2 and C3. If the
parameterisation of Eq. (22) is used for the prolate and oblate
cases, the pair (C2,C3)~(0,6
3=2b3) and it is clear that smooth
behaviour is exhibited for all values of b. Likewise, using the
parameterisation for the orthotropic case in Eq. (21),
(C2,C3)~(2
3=2DaD3,0), which is also smooth (up to second
derivative) for all values of a, even if we extend the parameterisa-
tion to negative values; a[({?,?).
To calculate the curvilinear measures, we can first calculate the
log-Euclidean measures using Eq. (19) or (20) and use (25) together
with C1~L1, but it is also interesting and useful to show how they
can be calculated directly from the diffusion and deviatoric
tensors;
C1~tr(L),
C2~
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
norm(~L)6{54 det (~L)2
q
, ð27Þ
C3~3
ﬃﬃﬃ
6
p
det (~L):
Finally, we note that in constructing the curvilinear set of
invariants fCig, we have done so using the invariant sets related to
cylindrical coordinates on the eigenvalue space. This was
convenient because the polar coordinates define a plane on which
we could employ the conformal transformations. However,
something similar can be done with the spherical set fRig. In
this case, a stereographic projection can be used to conformally
map the spherical coordinates fw,hg to the complex plane and
then invariants can be defined similarly to those in this section.
Discussion
Up to permutations of the eigenvalues, any invariant set can be
inverted to return the eigenvalues (see Criscione et al. [18]).
Therefore any two invariant sets contain the same information.
However, different sets display this information in different ways
and can make certain aspects of this information less or more
clear.
As described in the Theory section, the sets fKig, fRig and
fLig are all similar in structure. What distinguishes the set fCig is
that it makes orthotropic anisotropy more explicit. In the previous
three sets, orthotropy is inferred from the combination of, for
example, R2w0 and R3~0, whereas C2 is a more direct measure
of the degree of orthotropy. That is the single invariant C2
provides a much clearer picture of this aspect of the anisotropy.
Whilst it could be seen as a disadvantage that the invariants C2
and C3 have a cubic non-linearity (see equation (25)), it is this
property that has removed the discontinuity of the mode at
Table 1. Spherical and curvilinear anisotropies.
Ellipsoid shape R2 R3 C2 C3
Isotropic 0 0 0 0
Orthotropic .0 0 .0 0
Prolate .0 1 0 .0
Oblate .0 21 0 ,0
Comparison of the spherical (R2,R3) and curvilinear measures (C2,C3) of
anisotropy for the four archetypical ellipsoid shapes.
doi:10.1371/journal.pone.0078798.t001
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isotropy. This feature of C2 and C3 may prove to be advantageous
when dealing with noisy diffusion tensors that are close to
isotropic. Since the mode, R3, possesses a discontinuity at isotropy,
small fluctuations in the eigenvalues can produce large fluctuations
in R3. On the other hand, since C2 and C3 behave smoothly at
isotropy it is expected that the effects of noise will be decreased in
the region of isotropic tensors.
Limitations of the Study, Open Questions and Future
Work
In the current work, we have focused on the mathematical
development of the curvilinear invariants, their properties and
their relation to other invariants. Our current interest is in the
application of the new invariant set to DTI measurements on
articular cartilage in the hope that it will aid in understanding the
nature of the collagen architecture which might exhibit a depth-
dependence. Our initial investigations suggest that our invariants
show there is a difference in the structure between the superficial
zone (oblateness) and the deep zone (prolateness) of articular
cartilage. We are currently in the process of preparing this data for
publication.
What also remains to be verified is the claim that the curvilinear
invariants possess better noise tolerance for approximately
isotropic tensors. This could be achieved, for example, via the
statistics of computer simulations of noisy tensors.
Conclusions
We have explored the cylindrical and spherical invariant sets of
the diffusion tensor that were proposed by Ennis and Kindlmann
[17], showing how they relate to the geometry of the eigenvalue
space and providing an alternative method for the proof of their
orthogonality (via the metric). We have also shown how a log-
Euclidean set is closely related to the cylindrical set and how this
and the other sets are consistent with various averaging schemes.
A curvilinear invariant set fCig was developed which has a
different structure to the preceding three sets, making orthotropy
more explicit, and which is expected to be more suitable for
measuring low degrees of anisotropy and isotropy. In addition to
the usual analysis of eigenvectors and fractional anisotropy from
DTI studies on tissues such as articular cartilage, the curvilinear
invariants may provide an improved assessment of morphology
and function of cartilage and other biological tissues.
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