Abstract. We discuss the notion of g-angle between two subspaces of arbitrary dimensions in a normed space. In particular, we discuss the g-angle between an m-dimensional subspace and an n-dimensional subspace for 1 ≤ m ≤ n < ∞. This paper is an extension of the work by Nur et al. [13] . Moreover, we present an explicit formula for the g-angle between an m-dimensional subspace and an n-dimensional subspace in ℓ p spaces, 1 ≤ p < ∞.
Introduction
In a normed space (X, · ), the notions of orthogonality and angle between two vectors are old but interesting mathematical topics. Many researches on this topic can be found, for example, in [1, 2, 3, 6, 12] . In 1993, Milicic [10] introduced the g-orthogonality and the g-angle in normed spaces using the functional-g. Let (X, · ) be a normed space. The functional g : X 2 → R defined by the formula g(x, y) := 1 2 x [τ + (x, y) + τ − (x, y)] , with τ ± (x, y) := lim t→±0
x + ty − x t , satisfies the following properties:
(1) g(x, x) = x 2 for every x ∈ X; (2) g(ax, by) = ab · g(x, y) for every x, y ∈ X and a, b ∈ R; (3) g(x, x + y) = x 2 + g(x, y)for every x, y ∈ X; (4) g(x, y) ≤ x · y for every x, y ∈ X.
If the functional g(x, y) is also linear in y, then g is called a semi-inner product on X. For example, the functional g(x, y) := x 2−p p |ξ k | p−1 sgn (ξ k ) η k , x := (ξ k ) , y := (η k ) ∈ l p is a semi-inner product g on ℓ p , 1 ≤ p < ∞ [4, 5, 6] .
Many researchers have studied the notion of angles between two vectors using a semi-inner product g, see [2, 6, 11, 14] . In 2018, Nur et al. [13] The first and second authors are supported by ITB Research and Innovation Program 2018.
developed the notion of the g-angle between two vectors and two subspaces in X. Note that in an inner product space, the g-angle is identical with the usual angle. If U = span{u} is an 1-dimensional subspace and V = span{v 1 , · · · , v n } is an n-dimensional subspace of X with n ≥ 1, then the g-angle between subspaces U and V is defined by A g (U, V ) with
, where u V denotes the g-orthogonal projection of u on V . Nur et al. showed that the value of cos A g (U, V ) is equal to the ratio between the 'length' of the g-orthogonal projection of u on V and the 'length' of u cos 2 
is an 2-dimensional subspace and V = span{v 1 , · · · , v n } is an n-dimensional subspace of X with n ≥ 2, then the g-angle between subspaces U and V is defined by cos 2 
where u iV denote the g-orthogonal projection of u i 's on V with i = 1, 2.
In this article, we will define a mapping Λ(·, . . . , ·) with respect to the set {x 1 , . . . , x n } in a normed space X. Using this mapping, we can develop the notion of the g-angle between an m-dimensional subspace and an ndimensional subspace of X for 1 ≤ m ≤ n < ∞ and discuss its properties. Moreover, we will discuss the g-angle between two subspaces of ℓ p space for 1 ≤ p < ∞.
The mapping Λ(·, . . . , ·)
Let (X, · ) real a normed space. We recall the mapping Λ(·, ·) defined on X × X by
where g(x, y) is the semi-inner product-g [13] . By properties of determinants, we have
where x 1 and x 2 are nonzero vectors in X.
Inspired by the above observation, let us define the following mapping Ψ for nonzero vectors x 1 , . . . , x n ∈ X, by
Ψ(x 1 , . . . , x n ) :=
Then we have the following result.
Proposition 2.1. The mapping (2) satisfies the following properties:
Remark 2.2. Property (a) is analogous to Hadamard's inequality, while property (b) is the homogeneity property.
Proof. (a)
. Let x 1 , . . . , x n be nonzero vectors of X. Using properties of determinants, we obtain
Next, we show that
. By property of semi-inner product g, we have a ij ≤ 1. Moreover, using elementary row operation, we obtain (by induction)
(b). Let x 1 , . . . , x n ∈ X and α 1 , . . . , α n ∈ R. Observe that
Hence, Ψ(
This proves the proposition. Using the mapping Ψ, we define the mapping Λ(·, . . . , ·) on X × . . . × X as follows.
Note that the factor n! appearing above is the number of terms in the expansion Ψ(x i 1 , . . . , x in ). For case n = 2, Λ(·, ·) equal with the mapping (1). Next, using properties of the mapping Ψ, we can easily prove the following proposition.
Proposition 2.4. The mapping (3) satisfies the following properties:
Remark 2.5. The mapping Λ(·, . . . , ·) does not satisfy the triangle inequality with respect to each compenent. In other words: Λ(x 1 , . . . , x n + x ′ ) ≤ Λ(x 1 , . . . , x n ) + Λ(x 1 , . . . , x ′ ) does not hold in general. For example, consider n = 2 and ℓ 1 with the usual semi-inner product g. Take x 1 = (3, 1, 0, . . . ), x 2 = (−2, 0, 0, . . . ), x ′ = (0, 2, 0, . . . ). Clearly
3. The g-angle between an m-dimensional subspace and an n-dimensional subspace
In this section, we discuss the g-angle between subspaces U and V where U is an m-dimensional subspace and V is an n-dimensional subspace with 1 ≤ m ≤ n < ∞. Firstly, we shall now define the g-orthogonal projection of u on subspace V by the following formula. 
, and its g-orthogonal complement u − u V is given by
Note that the notation of the determinant | · | here has a special meaning because the elements of the matrix are not in the same field. Let U and V be subspaces of X. Take arbitrary u 1 , u 2 ∈ U and α, β ∈ R. Using properties of determinants and semi-inner product-g, we have (αu 1 + βu 2 ) V = αu 1V + βu 2V . Hence, the g-orthogonal projection of U on V is a linear transformation from U to V .
Next, let v 1 , . . . , v n ∈ X be a finite sequence of linearly independent vectors. We can construct a left g-orthonormal sequence v * 1 , . . . , v * n with v * 1 :=
, and
where
. . , n with k < l) (see [8, 9] ).
Using the g-orthogonal projection and the mapping Λ in (3), we may define the g-angle between a m-dimensional subspace U = span{u 1 , . . . , u m } and a n-dimensional subspace V = span{v 1 , . . . , v n } of X with Γ(v 1 , . . . , v n ) = 0, 1 ≤ m ≤ n < ∞ and Λ(u 1 , . . . u m ) = 0 by
. . , u m ) where u iV denote the the g-orthogonal projection of u i 's on V with i = 1, . . . , m. Note that for case n = 2, the definition of g-angle in (5) is equal with the definition g-angle in [13] . If U ⊆ V , then A g (U, V ) = 0.
According to the following theorem, the definition of g-angle in (5) makes sense. Proof. Firstly, assuming particularly that {u 1 , . . . , u m } is left orthonormal, we have Ψ(u i 1 , . . . , u im ) = 1 for every {i 1 , . . . , i m } ⊆ {1, . . . , m}. According to Definition 3, we have Λ(u 1 , . . . , u m ) = 1. Next, using Proposition 2.4 and Corollary 6 in [9] , we have
Hence Λ 2 (u 1V , . . . , u mV ) ≤ 1. Therefore, the ratio is a number in [0, 1].
Secondly, note that the g-orthogonal projection of u i 's on V is independent of the choice of basis for V [9] . Moreover, since the g-orthogonal projection is a linear transformation from U to V , the ratio of (5) is also invariant under every change of basis for U . Indeed, the ratio is unchanged if we swap u i and u j or replace u i with αu i where α = 0.
Concluding Remarks
By using Definition 3.1, we will compute an explicit formula of the gorthogonal projection U on V of ℓ p spaces for 1 ≤ p < ∞. Let V = span{v 1 , . . . , v n } with Γ(v 1 , . . . , v n ) = 0. According to Theorem 2.3 in [13] ,
and so forth as in (4), we obtain the left g-orthonormal set {v * 1 , . . . , v * n }. Here span {v 1 , . . . , v n } = span {v * 1 , . . . , v * n }. Hence, for i = 1, . . . m,
, and using properties of determinants, we obtain
Using the formula of the g-orthogonal projection in (6), we can compute the value of Λ(u iV , . . . , u m ) in (3). Moreover, we can compute the g-angle between two subspaces U and V of ℓ p where U is a m-dimensional subspace and V is a n-dimensional subspace with 1 ≤ m ≤ n < ∞. Moreover, using the mapping Λ in (3), we obtain Λ 2 (u 1 , u 2 , u 3 ) = 1103672 and Λ 2 (u 1V , u 2V , u 3V ) = 139616.
Thus cos 2 A g (U, V ) = 0.126501352, so that A g (U, V ) = arccos(0.355670285).
