Changes of densities occur naturally in many phase transition problems and lead to the bulk movement of material. Traditionally, this fact is ignored and the densities are assumed to be equal. However, such changes are of major importance in many practical applications. In general, when a cooled melt is in contact with its solid phase, an interface is formed and the mathematical description of the freezing process leads to the problem of determining the interface between the two phases as well as the temperature distribution throughout the medium, the pressure and the velocity distributions in the unfrozen phase, and the displacement distribution and hence, the thermal stresses in the frozen phase. This study deals with the freezing and thawing of soils in a bounded two-phase medium with phases whose material properties are not only distinct but their temperature dependence is also permitted. In this paper, a rigorous mathematical formulation of the physical problem based upon the uncoupled theory of thermoelasticity is given.
INTRODUCTION
In the classical two-phase Stefan problem, the densities of the two phases are assumed, either explicitly or implicitly, to be equal. This allows one to neglect certain mechanical and thermomechanical questions, since a change in density during a phase transition inevitably gives rise to the movement of material and the develspment of thermal stresses in the solid phase, even when there are no external forces acting on the medium under consideration and the thermal expansion in both phases is negligible. However, neglecting convective heat transfer, motion and thermal stresses in a multiphase medium, and so considering the change in the phase state of the individual components of the medium to be a process dependent on the thermal conductivity only and independent of any mechanical and thermomechanical phenomena taking place in the course of the phase change, leads in general to serious incompatibilities between the mathematical treatment of the process and its physical nature. To obtain a rigorous mathematical model, we have been forced to take into account the thermal expansion of both the liquid and solid phases, and consequently have to consider the temperature dependence of the physical properties, i.e., the density, the specific heat, and the thermal conductivity. Several attempts have been made to treat two-phase free boundary problems in one space dimension with phases of different densities. Some have assumed the relevant parameters to be temperature dependent and others have not. In [S, 6, 9, 14, 183, such two-phase problems have been treated but the analysis is restricted to problems which are amenable to similarity solutions. In [ 111, Gelder and Guy analyzed a practical problem involving the melting of glass. The emphasis was on engineering applications and they suggested that a thorough mathematical formulation was needed to take into account the substantial density changes during the course of melting. More recently, Wilson [21] defined suitable moving coordinates, Lagrangian coordinates, and used them to pose and solve a one-dimensional, multiphase Stefan problem with phases of distinct constant densities. This problem is a generalization of a problem studied by Weiner [20] and Wilson's solution is closely related to Weiner's, An extension of the Neumann solution, given in [S], for the case when the thermal conductivity either is small but perhaps thermally dependent or varies linearly with temperature, is considered, respectively, in [ 1 ] and [7] . Boley [4] extended Neumann's problem [S] to the one-dimensional melting problem with temperature dependent properties. The solution was expressed in terms of an auxiliary temperature distribution which was obtained by an iterative procedure.
With the exception of the papers [l, 4, 71, the thermal dependence of the physical properties has been neglected. On the other hand, comparison theorems for a one-dimensional, two-phase melting slab problem with variable thermal properties were proven by Boley [3] . These theorems state the intuitively reasonable conclusion that higher heat inputs will give rise to higher temperatures and faster melting rates. These theorems are useful for constructing upper and lower bounds for solutions to the problem corresponding to given heat inputs, and, in fact, form the basis of an approximate method for solving these problems.
Finally, it is worth pointing out that similarity solutions cannot be obtained in general. In fact, similarity solutions do not exist for finite domains, two phases present initially, nonuniform initial temperatures, boundary temperatures that are arbitrary functions of time, and prescribed heat-fluxes on the moving boundary. This has prompted considerable interest in further studies of a more realistic model of a two-phase Stefan problem emphasizing two facts; namely, the mathematical description of the freezing process must take into account the convective heat transfer accompanied by a change in the phase state as well as the thermal expansion in both the solid and the liquid phases.
In the next section, we give a precise physical description of the problem. The mathematical formulation is presented in Section 3. In Section 4, we state the three free boundary problems, the solutions of which will be given in subsequent papers. Part II will be devoted to the heat conduction part of the problem. Finally, the hydrodynamical and the thermoelastic parts as well as a summary of results will be contained in Part III.
STATEMENT OF THE PHYSICAL PROBLEM
Consider a tube insulated from the surroundings, part of which is filled with frozen soil and the other part with soil and water. The process will be considered as one-dimensional, or quasi-one-dimensional, i.e., the flow can be treated using a one-dimensional model even though the "real" flow is in fact three-dimensional. The freezing is accomplished by the withdrawal of heat at a specific rate from the left hand side. (See Fig. 1 .) The right hand side of the tube is insulated and no mass is allowed to escape from it.
It will be assumed that both the water-soil and ice-soil phases are compressible and the densities of the frozen and unfrozen phases are unequal. More precisely, the density of the solid phase is assumed to be strictly less than that of the liquid phase at any time. As a consequence, a convective motion occurs in the water-soil phase having the characteristics of a source or sink flow because of the fact that a unit mass of the fluid occupies, on solidification, a volume differing from the volume originally occupied. It will be assumed that this convective motion obeys the Euler momentum equation for a non-viscous flow.
As the freezing proceeds, the unfrozen mass is compressed into a smaller and smaller volume. And because of the density difference, the density of the unfrozen phase will increase and pressures will build up. On the other hand. the unfrozen phase will resist the compression so that the frozen phase may also be compressed and, as a consequence, its density will increase and thermal stresses will build up. Furthermore, inertial forces will occur and these forces will be related to the thermal stresses through Newton's law of motion. Since the frozen phase is less dense than the unfrozen one, the freezing point will decrease as the freezing proceeds. At some moment in the freezing history, the pressures will become so large that either the plug on the right will be pushed back or the freezing process will come to a stop. Our concern is to model this process under certain additional assumptions. In a recent paper [12] , Guenther studied a rather simple version of this problem for a prescribed temperature boundary condition at the left side of the tube. In fact, he treated the problem as one of thermal conductivity only, which evolved independently of mechanical and thermoelastic processes in the two-phase medium, which are generated by the change of the phase state itself. In addition, the physical properties were assumed constant, except for the liquid density which was assumed to be time dependent and linearly proportional to the pressure.
THE MATHEMATICAL FORMATION OF THE PROBLEM
Suppose that the length of the tube is h units. Let x =s(t) denote the location of the solidification front at time t and suppose that s(O)=a, 0 <a < b. In addition, the termal conductivity K, the specific heat C, and the density p are assumed to be functions of the temperature T and, therefore, vary implicitly with both the coordinate x and time t. Due to the fact that the two-phase medium is being compressed, a certain amount of heat will be released in each phase. The rate q at which heat is released due to the compression per unit length appears in the energy equation as a source term.
Furthermore, since the interest is now in large pressure and stress changes, gravitational effects as well as body forces will be neglected. A partial derivative with respect to the time t at a given point on the x-axis is denoted by a/at, and a total or material derivative describing the time change in any quantity following a moving particle in either, the liquid phase or the solid phase, is denoted by D/Dr. If v is the velocity of the particle, then g=g+v;. Let the suffixes 1 and 2 refer to quantities pertaining to the frozen and the unfrozen phases, respectively. Then under the above assumptions, the governing equations are as follows:
The continuity equation describing the conservation of mass of the liquid is given by DP, au, z+P2z=O. (3.
3)
The third equation is an expression for the rate of the change of entropy of the liquid particle In these equations, K2 and p2 both depend on T,, q2 depends on x and t as well as T,, and P(x, t), v,(x, t), S,(x, t) and T2(-'c, t) are respectively the pressure, the velocity, the specific entropy and the temperature of the liquid phase at a point x and time t for s(t) < x < h, t > 0.
The fourth equation, the caloric equation of state, gives P in terms of p2 or v2, and S,, P = P(P,, S2) or p = fYv2, S,), (3.5) where v2 = l/p, is the specific volume. It is known that for most liquids the pressure does not depend noticeably on the specific entropy. In other words, the influence of changes in entropy is negligibly small, so that P may be considered to be a function of density (or specific volume) alone. In this case the medium has separable energy, (for a definition, see Courant and Friedricks [9] ), and the equation of state takes the form P= P(p,) or P = P(v2). The most important liquid with approximately separable energy is water. For water the caloric equation of state resembles that of a perfect gas:
P=Ap;-B, (3.7) where the parameters A and B are, for almost all practical purposes, independent of the entropy, and y is a constant. The exponent y in (3.7) is not the ratio of specific heats but it plays the same role as the ratio of specific heats in a perfect gas undergoing an isentropic process. In particular, it will be possible to use the equations derived for the isentropic flow of a perfect gas merely by replacing P by P + B. Equation (3.7) is commonly called the Tait equation. (See Rowlinson [6] and Hirschfelder et al. [13] .)
Now the rate of heat release q2 will be assumed proportional to the rate of change of p2, i.e., DP, DT2 q2 = const x = -a2p2P2 x, (3.8) where a, is a constant and f12 = -p;1(~p2/8T2) p is the volume coefficient of thermal expansion of the liquid. Next, making use of the familiar thermodynamic relation (3.9) where C, is the specific heat at constant pressure, the heat transfer equation can be written DT2 p2c, Dt -=q2-~($)pg+-gK2g2). Next, the derivation of equations of the frozen phase is based upon the theory of thermoelasticity. We shall deal here with a finite, perfectly elastic medium, initially at the reference state which is unstrained, unstressed and everywhere at absolute temperature T,,. On departing from this reference state, the solid in general, experiences a local displacement field u and a non-uniform temperature distribution T,. These changes give rise to a velocity field u, , stress and strain distributions described, respectively, by the non-zero tensor elements eX, cv, crZ and e,. The quantities T,, u, ul, (Jr, 0 y, 6, and ox are functions of time t and position in the solid phase, as measured by the spatial variable x. (3.14) (3.15) (See Refs. [9] and [lo].) In these equations, K, and p, both depend on the temperature T,(x, t) of the frozen phase where 0 < x < s(t), t > 0. The displacement u of each particle in the instantaneous state from its position in the reference state is assumed to be small, so that the infinitesimal strain is au ey=ai (3.16) and the thermal stresses G.~, (TV and (T, in the X, y and z directions are related to e, through the generalized Hooke's law a,=(~+2~)e,-&(T,-To), (3.17) ~~=~~=~ey-~(T, -To), (3.18) where F= A+& p,, where p0 is the initial density of the frozen phase, here assumed to be uniform. Now, introduce the Gibbs equation, dS,=;de.,++dT,, 1 where C,, is the specific heat at constant deformation. We point out here that C,, and C,,, are related by the thermodynamical relation (3.25) in which K = (A + 3~) -' is the isothermal compressibility. Combining in turn the two sets of Eqs. (3.16), (3.17) (3.21) and (3.22) (3.24), we arrive at the thermoelastic equations Weiner [ 191 proved that the solutions of Eqs. (3.26) and (3.27) in a region free from body forces and heat sources are unique when the initial distributions of T,, u, u, are given and T,, u are specified on the boundary of this region. His proof extends to the other boundary conditions, e.g., the Neumann and Robin conditions.
We shall assume that the frozen phase is subject to a heat source intensity ql(x, t, T,) per unit volume due to its compressibility de, ql=const -27 (7 ( > aT1 = -a,P1--3 at (3.28) where a, is a constant.
The Eqs. (3.26) and (3.27), forming the equations of the coupled thermoelastic theory, are to be solved for u and T, simultaneously so that the strain and stress components can be readily found from Eqs. (3.16) to (3.18) . However, the following analysis is based upon the uncoupled theory of thermal stresses. Thus, on neglecting the mechanical coupling term in (3.27), the frozen phase problem degenerates into heat conduction and thermoelasticity as two separate problems. In this case, using (3.23) and (3.28) we can rewrite the above system of equations as u,, = 02(l + u,) u,,x; 4p &=-, (3.33) in which e, = 44 t), 0 = T, -To, C:=Ch,+Q,P,, (3.34) where v is Poisson's ratio and vT is the isothermal velocity of the dilatational waves. We emphasize here that the thermal stresses u,~, gI and 0: in the directions of x, y and z are given in terms of one component of the strain, the x-component e(x, t). After the position of the interface s(t) is known, the displacement u(x, t) satisfies the mixed boundary value problem consisting of (3.29) under the conditions u(x, 0) = 0, (3.35) ur(x, 0) =A-XL (3.36) u(0, t) = 0, (3.37) (3.38)
Here B(P) = T(P) -To, and T(P), the transition temperature, is a prescribed function of the pressure P. We will assume that T(P) is a twice continuously differentiable and that is decreasing. The condition (3.38) states that at the boundary x = s(t) the stress should be minus the pressure, i.e., 
THE MATHEMATICAL PROBLEMS
Once s(t) is determined, we can solve the mixed problem defined above to obtain the displacement u(x, t). Then using (3.33) (3.31) and (3.32) the strain and stress components can be readily specified. Also a knowledge of s(t) is sufficient to find a pair (P(x, t), u,(x, t)) satisfying (3.2) and (3. where Ri = R(p,, Ci) = piC* (i = 1,2), D/Dt z B/at + v2 a/ax, and the prime represents differentiation with respect to x. Note also that (1.8) is obtained by multiplying (4.6) by C, T(P) and adding the result to (4.5) . In these equations, ? is a fixed value of t, a and b are given positive constants with b > a, and the functions Jo, I and T(P) are given functions of their respective arguments. The functionfo(x) is defined and three times continuously differentiable for 0 <X < co. In addition, the function Ri (and so pi and C,), Ki, vi are sulliciently smooth functions of Ti (i= 1, 2) over the range -co < T, < T(P) < T, < co; and Ki and pi (i = 1,2) are positive functions with pi < p2.
PROBLEM II. Find the pair (P(x, t), u,(x, t)) satisfying the following conditions:
(11.1) g+p:$o in 52, = {(x, t): s(t) < x < h, 0 < t < 11, with pz = p,(P), Here S, P, and Y are given functions of their respective arguments, which are assumed continuously differentiable. We further remark that the condition (11.6) expresses our assumption that the pressure of the phase change is a known function of the location of the phase boundary. Here s, f and x are given functions of their respective arguments. The coellicient w2 = 4/~/p" is a constant. The function ~(s(t)) is just the right hand side of (3.41) combined with (11.6).
