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Abst ract - -A  nonlinear discriminant rule may be estimated by maximum likelihood estimation 
using unclassified observations. The performance of a nonlinear discriminant function based on a 
sample from a mixture of two Burr type XII distributions, with parameters c, kl, k2 and p, is 
examined. Asymptotic expansion and asymptotic expected values of probabilities of misclassification 
are presented. The asymptotic relative efficiencies (ARE) of mixture and classified iscrimination 
procedures are evaluated and discussed for selected parameters. Computations show that for fixed c 
and p, as A = [kl - k2[ increases the ARE increases. Also, for fixed c and A, as p varies from 0.1 
to 0.5 the values of ARE increases. On the other hand, for fixed p and A, as c increases the ARE 
decreases. 
Keywords - -M ix ture  of two Burr type XII, Asymptotic relative fficiency, Nonlinear discriminant 
function, Classification rules. 
1. INTRODUCTION 
Finite mixture distributions arise in a variety of applications ranging from the length distribution 
of fish to the content of DNA in nuclei of liver cells. Therefore, finite mixtures have long been 
of interest o statisticians. Particular examples of such densities have been used as models in 
discriminant analysis. Studies in this area have been undertaken by O'Neill [1] and Ganasalingam 
and McLachlan [2,3]. In all these studies the underlying population are assumed to be normal. 
Amoh [4] estimated a discriminant function from a mixture of two Inverse Gaussian distributions. 
Asymptotic results for a linear discriminant function estimated from a mixture of Inverse Gaussian 
populations were studied by Amoh [5]. The performance of a discriminant function based on a 
sample from a mixture of two gamma distributions was studied by Mahmoud and Moustafa [6]. 
Small sample results for a nonlinear discriminant function estimated from a mixture of two Burr 
type XII distributions were studied by Ahmad [7]. 
The problem of identifiability of finite mixture of Burr type XII distribution was studied by 
Ahmad [7]. Thereinafter, he presented a procedure for finding maximum likelihood estimates of 
the parameters of a mixture of two Burr type XII distributions, using classified and unclassified 
observations. Further, he considered estimation of a nonlinear discriminant function on the basis 
of a small sample size. In this paper, the asymptotic relative fficiencies of mixture and classified 
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distribution procedures are evaluated and discussed for selected parameters from a mixture of 
two Burr type XII populations. 
Suppose that an observation x is known to belong to one of two distinct Burr type XII pop- 
ulations 7rl and ~r2 with common unknown shape parameter c. The optimal rule of allocation 
assigns x to r i  or Ir2 according to whether the value of the nonlinear discriminant function 
is less or greater than zero where 
q k2 
a = log P + log k-~' 
NL(x) = a + br(x) (i.i) 
b = kl - k2, r(x) = log(/+ xC), 
kl is the shape parameter of the first population 7rl, k2 is the shape parameter of the second 
population ~r2, and p is the prior probability of ~rl; q = 1 -p .  
The rule given by (1.1) is the likelihood ratio rule (LR) and is optimal if the parameters of the 
populations are known. We shall denote the discriminant function in this case by NLo(x) and 
call this the optimal discrimination procedure. 
In general the population parameters are unknown and are estimated from initial samples 
available from each population. If there are ni observations known to come from lh (i -- 1,2) 
with n = nl + n2, the classification rule can be based on a sample discriminant function obtained 
by replacing the unknown parameters in (1.1) by their estimates. We shall refer to this as the 
classified iscrimination procedure with the discriminant function given by 
NLc(x) = 5 + b r(x), where 5 = log ~ + log =- and b --~ E 1 - ]g2, (1.2) 
kl 
where kl, k2 are computed from the classified samples and fi = nl /n,  ~ = 1 -/5.  The latter 
estimate of p assumes that the initial samples are drawn from a mixture of 71" 1 and ~r2 in the 
proportions p and q. We consider the case where all the initial n observations are unclassified; 
that is, they are only known to come from a mixture of ~rl and ~r2. The initial observations are 
a sample of size n from the mixture distribution 
f (x )  =CX c-1 {p]~l(1 ÷ xc) -(kl+l) + qk2(1 + xe)-(k2+l) }. (1.3) 
In this case, we obtain the sample discriminant function NLm(x),  by replacing the parameters 
ki and p in (1.1) by their maximum likelihood estimates ~i and/5, respectively, which can be 
written as 
NLm(x) = 5 + t)r(x). (1.4) 
Thereby, we shall refer to this as the mixture discrimination procedure. 
In this paper, we shall obtain the asymptotic expansions and distributions of probabilities of 
misclassification associated with NLm(x) as well as NLc(x). The asymptotic relative efficiencies 
of the mixture and classified discrimination procedures are obtained for some combinations of 
parameters. We shall denote by eij the conditional probability of misclassifying an observation 
from lri (i = 1, 2) by the discriminant function NLj  (x), (j = o, c, m) given the sample, where the 
subscripts o, c and m refer to the optimal, classified and mixture discrimination procedures. 
For kl < k:, we have 
eij = F(a j ,  kl,c) and e2j = 1 -- F (a j ,  k2,c), (1.5) 
where aj  is given by (e-a/b-1) l/c, (e-a/b-I)  1/5 and (e-afi '- l) We for j = o, c and m, respectively; 
F(c b,  ki, c) denotes the cumulative distribution function of Burr type XII, which is given by 
F(x ,  k, e) = I - (i + xc) -k .  (i.6) 
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The total probability of misclassification associated with NLj  (x) is e j, where 
ej : pelj + qe2j, (j = o, c, m). (1.7) 
2. ASYMPTOTIC  EXPANSION OF  
PROBABIL IT IES  OF  MISCLASS IF ICAT ION 
Denote the parameters (p, kl, k2, c) by _0 = (01,02, 03, 04) and let _0 and _0 be the estimates 
of _0, based on mixture and classified samples, respectively. We consider first the expansion of 
conditional and total probabilities associated with the mixture discrimination procedure lm, e2m 
and em are taken from the results of Okamoto [8], who has given the second order expansions of 
the expected error rates. 
Let the first partials of elm and e2m with respect to ~}i (i : 1,2,3,4) be denoted by Du 
and D2~, respectively, and the second partials with respect o ~}i and Oj ( i , j  = 1, 2, 3, 4) be Dlij 
and D2i j ,  respectively. 
Denote the values of these partials evaluated at t} : 0 by 
(DI{)~=_0 = ¢i, (D2i)~=0 = ¢*, 
, (2 .1 )  
(Di{j)0=0 = R{j, (D2{j)_0=_0 = R{j. 
For large values of n, the conditional error rates elm and e2m have the limiting values elo 
and e2o, respectively. For both procedures, we write the Taylor's expansion for elm and e2m 
about 0 as follows: 
4 4 (1 )  
i=l  i=l  j : l  
(1) 
~ : ~o ÷ E ~: (o~ - o 0 ÷ ~ E E <, (o~ - o 0 (o, - o~) ÷o . (~.~) 
i : l  i=l  j : l  
Following Ganesalingam and McLachlan [2,3,9] we define em as 
em : p elm ~- q e2m. 
So, the Taylor's series expansion of em is given by 
4 4 
~m-- ~o + E ~ (o~- o 0 + ~ E Z ~, (o~- o 0 (o,- o 0 +o . 
i=l  /=1 j= l  
(2.4) 
where pi = P~i + q¢* and Zij = pRij + qR~*j. 
The expansion for the conditional and total probabilities of misclassifications associated with 
the classified discrimination procedure are obtained by replacing t}i and/}j by 0i and t~j, respec- 
tively, in (2.2), (2.3) and (2.4). 
The following are the second derivatives computed at ~ -- _0, for / = 1, 2: 
R1,1,~ -- ( -1//ge O'e e k~a/b, 
Rl,~+l,e = ( -1 /+ IA  re e k~a/b, 
R1,4_<e = ke A ( l  + keB~) e k~a/b, 
R1,4,e -- 0, 
=(-1)  e ( [+( -1 )  kgOe] + --Ce Re+l,e+l,~ 
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R2,3,t 
R2,4,t 
R4-t,4-t,t  
Rz ,4 , t  
= O, 
= ( -1 )% ktB  + - :4 b  k.o/b, 
~ O, 
R4,4,t = 0, where for l = 1, 2, 
1 
At = kt + ( -1)  l+1, A = 
pqb' 
Bt  = a + b/A~ kt 
b----V---, 7t = 1 - 2p + -~, 
C~ = a + b/kl  kta 
b~,  rt -- 1 + --~- + (-1)ekt, 
2a + b/kt kt 
St = b2 , fit = p2q2 b, and 
P%j,1 =- P~j, Ri,j,2 = Ri*j, ( i , j  = 1,2,3,4). (2.5) 
3. ASYMPTOTIC  EXPECTED VALUES OF  
PROBABIL IT IES  OF  MISCLASS IF ICAT ION 
Consider the expansion in (2.2), since 0i is a maximum likelihood estimator of 8 for a random 
sample of size n from f (x ,  ~_) which satisfies the regularity conditions; then _8 is an asymptotically 
efficient and consistent estimator of _0 (see [10]). 
Therefore, the expectation of the second term on the right-hand side of (2.2) is zero. To 
obtain E(elm),  it remains to find 
This can be approximated by the variance-covariance matrix of _8. From maximum likelihood 
theory, this is given by 
where I ~j are the elements of the inverse of the information matrix I, which is defined by 
[021ogL] 
/ij = Ij, = -E  L 00, 00j J '  (i, j = 1, 2, 3, 4). 
The elements of the information matrix are given by : , : 
n 
I l l  = -E(b11) = ~-~(1 -~ooo), 
/12 -- -E(b12) = -n~loo, 
/13 -- -E(b13) = n~010, 
114 = -E(bl4) = n(k l  - k2)~olo, 
122=-E(b22)  =n(~12 -Pq~200 ) , 
I23 = -E(b23) = nPq~llO, 
124 = -E(b24) = np[q(k l  - k2)~101 + 77110], 
I 33=-E(b33)  = nq (~22 - P~020 ) , 
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I34 = -E(bs4) = ±nq[p(kl - k2)~011 -- ~210] ,  
n 
h4 = -E(b44) = ~ + npq(kl - k2)2~002 + n[p(k~ + 1)~12~ + q(k2 + 1)y~21], 
where we define for k,g, m = 0, 1, 2 
Ckt~ = f0 ~ ~[(x)~(.)~?(x)¢(~) d~ (3.2) 
and for r ,s  = 1,2, t = 0,1 
¢(~)= 
gj(z)= 
Q(~)= 
ai(x)= 
X2(z) 
0 °° pr(x)A~ (x)A~(x) dx, 
cxc- lg l (x)g~(x) 
Q(x) 
kj(1 + xc) -(kj÷l) ,
w~(x) + qg2(~), 
c:-~g~(z), 
x ~ log x 
l+x  c ' 
1 
XC. 
Integrals in (3.2) and (3.3) are evaluated by numeric 
rature, which involves the approximation of finite integ 
~0 °° y( )d e -x  X X -~ 
i= l  
the arguments xi being the zeros of the n th Laguerre p 
dn 
Ln(x) -= e x ~x n (x" 
and the coefficients Hi being Hi = (n!)2/xi[L'~(x~)]. 
The truncation error is E = (n!)2y(2n)(O)/(2n)!, 0 < 
The numbers xi and Hi are available in tables. We 
the integral in (3.4), given by 
y(x) dx ~ 
i~--I 
where w~ is given in terms of Hi, by: wi = Hie x' 
x -* oo. The abscissas xi and weight factors wi are tabL 
m = 2, 3 , . . . ,  10,12 and 15. Thereby, in integrals (3.2) 
/? ~l~st = Y2,rst(X', 
j = 1, 2, 
i = 1, 2, 
(3.3) 
1 integration using Gauss-Laguerre quad- 
ral 
Hiy(xi) ,  (3.4) 
~lynomial 
hall use an equivalent approximation of 
~y(xi) 
nd the requirement that y(x) ---* 0 as 
lated for this equivalent form in [11], for 
nd (3.3), consider 
dx, 
~X, 
where 
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One can see that, for k, g, m = 0, 1, 2, r, s = 1, 2 and t = 0, 1, 
yl,kem(X) ---* 0 and y2,,.~t(x) ~ 0 as x ---* c~. 
Thereafter, integrals in (3.2) and (3.3) can be approximated by 
i=1 
71rst = ~ wiY2,rst(Xi). 
i=l 
Numerical computations indicated the stability of the approximated values of ~ktm and ~rst for 
weights ranging between = 8 and n = 10, we have chosen for our computations n = 9. 
For estimates based on completely classified samples. The information matrix Tc is a diagonal 
matrix with elements 
Tll ~ --~ 
Pq 
nq 
T33 = ~,  
where ~722z = fo  p2(x)A2(x)AI( x) dx" 
the classified samples are given by 
np 
7"22 = -~1' 
np 
"/'44 = -~ + nq(k2 + 1)r1221, 
(3.5) 
And the elements of the variance-covariance matrix for 
T~I = P--~q, 
n 
, k~ 
nq 
722 = --~ np 
1 
7"4*4 = [nq/c 2 + nq(k2 + 1)77221]" 
(3.6) 
Using the preceding equations, we have 
4 
~ R, ;~ + o , (3.7) E(elm) = elo + ~ i=1 j=l 
14i=I 4 (1 )  E(e2m) = e2o + ~ --~j- + o , (3.8) 
j=l 
4 4 
1 
E(e~) : eo + 5 ~ ~ z~±~J" (3.9/ 
i=1 j=l 
Corresponding expectations for elc, e2~ and ec are obtained by replacing I O by T~ in (3.7), 
(3.8) and (3.9). 
4. ASYMPTOTIC  RELAT IVE  EFF IC IENCY 
For both mixture and completely classified iscrimination procedures, the limiting values of the 
total probabilities of misclassification asn --* co is the optimal value eo. It is therefore reasonable 
to define the asymptotic efficiency of mixture discrimination procedure relative to the completely 
classified discrimination procedure by the ratio of the first order terms in their asymptotic ex- 
pectations of the total probabilities of misclassification. Thus, denoting the asymptotic relative 
efficiency (ARE) by e, we have 
{E(ec)  - eo} 
= {E(em)  - eo}" (4.1) 
This is the same measure of ARE used by Ganesalingam and McLachlan [2]. 
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Table 1. Percentage asymptotic efficiency of the mixture discrimination procedure 
relative to Burr type XII discrimination procedure, where p is the mixing proportion 
of the first component in the mixture, kl is the shape parameter of the first com- 
ponent, k2 is the shape parameter of the second component, and c is the common 
shape parameter. 
kl ks c 
0.1 0.2 0.3 0.4 0.5 
3 0.5 33.65 35.78 37.11 39.44 44.57 
4 38.95 43.57 47.61 52.93 60.90 
5 45.60 51.70 57.72 65.55 76.46 
6 51.87 59.06 66.84 77.12 91.07 
3 1.0 4.44 6.10 7.07 7.88 8.93 
4 10.97 13.87 15.69 17.34 19.22 
5 17.91 21.80 24.57 27.30 30.26 
6 24.47 29.31 33.20 37.14 41.29 
3 1.5 0.42 1.53 2.43 3.26 4.24 
4 7.22 9.30 10.73 12.26 14.17 
5 14.18 17.04 19.67 22.72 26.33 
6 20.11 24.76 29.46 34.69 40.43 
We eva luate  the  asymptot ic  re lat ive  eff ic iency (ARE)  for var ious  combinat ions  of the  parame-  
ters  p, c and  A ---- Ikl - k21. The  values of  the  ARE expressed  as percentages  are l i s ted in Tab le  1. 
In  th i s  tab le ,  we see that  for f ixed c and  p, as A increases the  ARE increases.  Also,  for f ixed c 
and  A,  as p var ies  f rom 0.1 to  0.5 the  values of  ARE increases.  On  the  o ther  hand,  for f ixed p 
and  A,  we note  that  as c increases,  the  ARE decreases.  
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