ABSTRACT. The problem of iterated partial summations is solved for some discrete distributions defined on finite supports. The power method, usually used as a computational approach to the problem of finding matrix eigenvalues and eigenvectors, is in some cases an effective tool to prove the existence of the limit distribution, which is then expressed as a solution of a system of linear equations. Some examples are presented.
Introduction
Let {P * j } ∞ j=0 and {P j } ∞ j=0 be discrete probability distributions defined on the set of non-negative integers. A general form of partial-sums distributions was introduced in [5] . The distribution {P j } where g(j) is a real function and c a normalization constant (which ensures that the sequence {P j } ∞ j=0 is a proper probability distribution, i.e., it sums to 1). The distributions {P * j } ∞ j=0 and {P j } ∞ j=0 are called parent and descendant, respectively. Some special cases of (1.1) are mentioned also in the comprehensive monograph on discrete distributions [3: pp. 508-512] .
Hereafter, we restrict our considerations to parent distributions {P * 0 , P * 1 , P * 2 , . . . , P * S−1 }, i.e., to discrete distributions defined on a finite support of the size S. As the probabilities P * j in (1.1) are zero for j ≥ S in this case, the partial summation (1.1) can be written as
or equivalently as
where P and P * are the vectors of probabilities (P 0 , P 1 , . . . , P S−1 ) and (P respectively. Matrix A is of dimension S × S, with the following structure:
Iterated partial summations
The partial summation (1.1) can be applied iteratively. The descendant distribution becomes a parent of another distribution, i.e.
P
(1) will be called the original parent. We will now investigate properties of the sequence of the descendant distributions, especially the question under which conditions the limit of this sequence exists. The existence of the limit for iterated partial summations applied to discrete distributions with infinite supports for a constant function g(j) was proved in [6] .
In the following, we will not consider the normalization constants. Then the matrix notation (see (1.2)) of the iterated partial summations is
The i-th descendant probability distribution can be obtained by the normalization of the vector
S−1 ) . Denote u 1 , u 2 the L1-norm and the L2-norm of vector u, respectively. If the limit of the sequence of the descendant distributions exists, it can be written as
Application of the power method
The power method is one of computational approaches to the problem of finding matrix eigenvalues (see e.g. [1: pp. 330-332]). We apply it to matrix A (denote its eigenvalues by λ 0 , . . . , λ S−1 ; we remind that in general they need not be distinct) and vector P * from (1.2). To satisfy the conditions of the method, suppose that A is diagonalizable and that it has a unique dominant eigenvalue λ k (i.e., there exists k such that
If all S elements of P * are non-zero and if P * is not a non-dominant eigenvector of A, then
where v is the dominant eigenvector of A (i.e., the one which corresponds to the dominant eigenvalue). Under these conditions, the power method implies the existence of lim
with
The matrix A from (1.3) is an upper triangular matrix, which means that its eigenvalues are its diagonal entries, i.e.,
Consequently, to determine the dominant eigenvalue λ D of A it is necessary to find
, let the dominant eigenvalue be λ k = g(k). The eigenvector corresponding to the dominant eigenvalue λ k is the solution of the of linear equations
For matrix A from (1.2) we obtain
. . .
This system of linear equations yields the solution
Example: Iterated Katz partial summations
Discrete distribution {R * j } n/∞ j=0 belongs to the Katz family (see, e.g., [7: pp. 324-325]) with the parameters α ≥ 0, β < 1 if
When α + βn < 0, n ∈ {1, 2, . . . } then R n+j = 0, for j = 1, 2, . . . . The Katz partial summation, i.e. the summation
was analyzed in [4] . Consider a finite-support discrete distribution {P * 0 , P * 1 , P * 2 , . . . , P * S−1 }. Function g(j) from (4.1) is increasing if α > β, constant if α = β, and decreasing if α < β. Thus, if α = β, all eigenvalues of matrix A are distinct, which is a sufficient condition for its diagonalizability (see [2] ). If, in addition, |g(0)| = |g(S − 1)|, there exists the unique dominant eigenvalue and the power method can be applied. The dominant eigenvector v from (3.1) can be expressed as
ITERATED PARTIAL SUMMATIONS APPLIED TO FINITE-SUPPORT DISCRETE DISTRIBUTIONS
We use the parameter t to scale the vector v so that the sum of the vector elements is equal to 1, i.e.,
Therefore,
.
However, as the function g(j) from (4.1) is strictly monotonic in j if α = β, there are only two possible values of k, either 0 or S − 1. If k = S − 1, the iterated partial summations have the limit which is the binomial distribution with parameters S − 1 and α−β (1−β)S . On the other hand, if k = 0, the distribution P (∞) degenerates to the deterministic distribution.
To inspect whether k is equal to 0 or to S − 1 for a particular choice of parameters of the Katz family, -i.e., for the parameters which appear in function g(j) from (4.1) -it is sufficient to compare the values of |g(0)| and |g(S − 1)|, which means to analyze the inequalities
(1) If α = β, the conditions under which the power method can be applied are not satisfied; however, this case is solved in [6] 1 .
(2) If α < β, the limit distribution is deterministic.
(3) (a) If α > β and α ≤ 1, the limit distribution is binomial.
(b) If α > β and α > 1, additional conditions come into play:
• If α + β − 2 ≥ 0, the limit distribution is deterministic.
• If α + β − 2 < 0, the limit behaviour depends on the support size S. If β > 2S−(S+1)α S−1
, the limit distribution is deterministic, while for β < 2S−(S+1)α S−1 the iterated summations converge to the binomial distribution. In case β = 2S−(S+1)α S−1 , the power method cannot be used (the dominant eigenvalue of the matrix A is not unique). 1 The power method cannot be applied if α = β; however, it was shown in [6] that in this particular summation the sequence of the descendant distributions converges to the geometric distribution for a wide family of original parents. Specifically, if the original parent is a distribution with a finite support, the limit distribution is deterministic (which can be considered a special case of the geometric distribution). 
