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ABSTRACT
We investigated one-dimensional plasmon propagation in bilayer graphene under the
effect of in-plane electric field E0. Because of the gapless nature of graphene spectrum
the applied electric field can induce separation of charges creating a p-n junction that split
the width of the flake into positively and negatively charged halves. The fluctuations of
the induced charge density and nonhomogeneity of charge distribution across the width of
the flake underlie the propagation of one-dimensional plasmon along the p-n junction. The
flake dimensions and electric field were chosen large enough to allow semiclassical treatment
through the approximation of charge carriers as 2D fluid and the use of hydrodynamic model
to obtain the dispersion relations. In the limit of short wavelength, even modes had higher
energies than odd ones. Surprisingly, that behavior was reversed with the first even mode
becoming the lowest mode in the limit of long wavelengths. In all cases the plasmon spectra
were proportional to
√
E0. We considered a second case where an additional perpendicular
electric field was applied through a gate. In that case, the additional field created a gap
in the spectrum of graphene resulting in a neutral strip along the flake. The spectrum was
linear in electric field E0 indicating more sensitivity to the applied field in gated bilayer
than in gapless case.
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Graphene, a one-atom thick 2D layer of carbon atoms arranged in honeycomb lattice, is
under extensive theoretical [4] and experimental [12, 10, 1] investigation due to its unique
electronic properties that make it a very promising material for nanoelectronics [9]. It
also exhibits exotic physical phenomena like quantum hall effect [19, 21] making it a good
material for fundamental research. Its exceptional transport and optical properties are
due to its unusual band structure. Because of the linearity of energy in momentum,
charge carriers in graphene exhibit relativistic behavior, a new realm in condensed matter.
As a result, electrons, under the effect of periodic potential of nuclei, behave as if they
have velocities that may reach 106 m/s, making graphene a good candidate for small and
faster electronics. The gapless nature of graphene spectrum makes it metal-like with high
conductivity. This also adds to its versatility due to the relative easiness of inducing charges
on its surface by applying electric fields. Even though the gapless nature of its spectrum
limits its applications to semiconductor technology, it enabled experimentalists to induce
a tunable band gap in bilayer graphene, by adding one [18] or two gates [22], and thus
opening new grounds in transistor technology.
The recent success of graphene extraction by micromechanical exfoliation of graphite [11]
has opened new grounds for research and made graphene based applications possible in the
near future. In that spirit our work investigates plasmon propagation in bilayer graphene,
a practical study for plasmon transistor technology. This work is an extension of the study
done in [6] that investigated the spectrum of plasmon propagating along p-n junction in
monolayer graphene. Unlike previous research, applying electric field to graphene allows
tune-ability of plasmon spectrum because eigenfrequencies proved to depend on the am-
plitude of the electric field. The objective of this study is to understand the behavior of
plasmon spectrum and its dependence on the applied field in bilayer graphene. We studied
two cases of gapless and bandgapped bilayer graphene. The quadratic dispersion of bilayer
graphene made it possible to treat the system as two-dimensional electron gas (2DEG) and
2use hydrodynamics equations for eigenfrequency calculations.
In this work a brief introduction is given to the different methods or theories used
in developing our solutions. An introduction to the band structure of monolayer and
bilayer graphene is presented in Chapter 2 to conclude with the dispersion relation used in
subsequent calculations. Plasmons and plasma oscillations were explained briefly in Chapter
3. Thomas-Fermi method is discussed in Chapter 4 to prove the Thomas-Fermi integral
equation used in calculating the induced equilibrium charge density in bilayer graphene.
One of the three equations used in the hydrodynamics approximation of charge carriers
in graphene is derived in Chapter 5 to give way to the main work discussed in Chapters
6 and 7. The first case of plasmon spectra propagating along gapless bilayer graphene is
treated in Chapter 6. The calculation starts with finding induced charged density under
the effect of applied in-plane electric field by solving the Thomas-Fermi integral equations.
The calculated charge density is substituted into hydrodynamic equations to reach an
integro-differential equation that is partially solved and analyzed. Eigenfrequencies in band




2.1 Band Structure for Single Layer Graphene
Graphene is a one-atom-thick layer of carbon atoms that are arranged in a 2D honeycomb
crystal. Because the lattice is not invariant under translation from one lattice point to
another in every direction, the honeycomb crystal is not a Bravais lattice. The crystal,
however, is composed of two hexagonal lattices with one carbon atom on each lattice site,
see Fig. 2.1. Also, it can be considered one hexagonal lattice with a basis of two carbon








yˆ; a2 = −
√
3 a0 yˆ (2.1)
where a0 is the distance between two adjacent carbon atoms (≈ 1.42 oA) and the magnitude
of the primitive vectors |a1| = |a2| ≡ a =
√
3 a0 = 2.46
oA. Any translation between sites A
can be achieved by vectors of the form
R = na1 +ma2
where n and m are integers. Using the definition ai.bj = δij , we obtain the following










The most important aspect of the reciprocal lattice is the first Brillouin zone, defined as
the region bounded by lines bisecting vectors drawn from origin to nearest reciprocal lattice
points, because we consider only wave vectors inside this region. The six corners of the first
Brillouin zone are divided into two sets such that each set has three equivalent points. In
other words, the equivalent points are those that can be translated to one another through a
combination of reciprocal lattice vectors b1 and b2. Therefore, we can recognize two unique
sites, one from each set, K and K
′





Figure 2.1: Honeycomb lattice of graphene. Atoms of a single color form a hexagonal
lattice, and the two superimposed hexagonal lattices make a honeycomb structure or
equivalently a hexagonal lattice with each unit cell consisting of two atoms. Black arrows
show the primitive vectors a1 and a2.
b1
b2
Figure 2.2: Reciprocal lattice vectors of a two-dimensional hexagonal lattice
In a honeycomb lattice each carbon atom bonds with three other carbon atoms. However,
carbon has four valence electrons, two in 2s orbital and two unpaired ones in 2px and
2py orbitals. Thus, in its ground state, a carbon atom can only form two bonds through
the unpaired electrons in the 2p state. Nonetheless, in the honeycomb lattice, one of the
electrons in the 2s orbital is excited to the 2pz orbital under the effect of the neighboring
atoms. The 2s, 2px and 2py states mix to form three hybrid orbitals called sp
2, arranged
at angles of 120o in the plane of the graphene layer, and leaving one unpaired electron in
the 2pz state. The three sp
2 orbitals are responsible for the formation of bonds among the
5K
K '
Figure 2.3: First Brillouin zone is shown in pink and lattice sites of the reciprocal lattice
are shown in blue. Reciprocal lattice vectors are represented by the thick arrows. Two
unique points, K and K
′
cannot be connected with reciprocal lattice vectors, b1 and b2.
carbon atoms to assemble into a graphene sheet. The 2pz electron is responsible for the
conductivity and other electronic properties of graphene. The sp2 wave function that solves









To study the electronic properties of graphene, we need to compute the energy spectrum.
In other words, the eigenvalues of the Schro¨dinger equation are derived to get a dispersion
relation between the energy and wavenumber of electrons. All the calculations are done on
the 2pz orbital following the same procedure presented in Ref. [17], the first paper about
graphene. Let the wave function of the unpaired 2pz electron be the p orbital of hydrogen
atom χ(r); this assumption introduces an approximation by ignoring the screening effects
of the other carbon electrons, i.e., treating the multi-electron carbon like a hydrogen atom.
The wave function of one electron in a graphene layer at position r is,
Ψ(r) = Aψ1 +Bψ2 = A
∑
A
e2πik.rAχ (r− rA) +B
∑
B
e2πik.rBχ (r− rB) (2.3)
where k is the wave vector and rA = na1 +ma2. The wave function is normalized, i.e.,
A2 + B2 = 1. The term e2πik.r is due to the periodicity of the potential. According to
Bloch’s theorem, the wave function of a particle in a periodic potential is,
ψnk(r) = e
2πik.runk (r)
where unk (r) is the wave function of a particle in a certain potential and k is the wave
vector. In Eq. 2.3, ψ1 is the wave function of an electron under the effect of the periodic
6potential due to lattice points A and ψ2 is the wave function of an electron under the effect
of the periodic potential due to lattice points B. Therefore, Ψ(r), the wave function of an
electron at position r from the origin, is just the summation of χ orbitals of all carbon
atoms in the bilayer graphene flake.
To find the energy spectrum, substitute the wave function Ψ into the the Schro¨dinger
equation,
HˆΨ(r) = EΨ(r), (2.4)
Multiply both sides by ψ∗1 and integrate over volume,∫





dτ ψ∗1 Hˆ [Aψ1 +Bψ2] =
∫
dτ ψ∗1 E [Aψ1 +Bψ2]
⇒ A
∫
dτ ψ∗1 Hˆψ1 +B
∫
dτ ψ∗1 Hˆψ2 = A
∫
dτ ψ∗1 E ψ1 +B
∫
dτ ψ∗1 E ψ2 (2.5)
Let
∫
dτ ψ∗1 Hˆψ1 = H11,
∫
dτ ψ∗1 Hˆψ2 = H12 and
∫
dτ ψ∗1 ψ1 = S, and substitute for ψ1 and
ψ2 from Eq. 2.3 into Eq. 2.5 to obtain,







dτ χ∗ (r− rA)χ (r− rB) (2.6)
Because it is assumed that 2pz orbitals centered on atoms at sites A do not overlap with
orbitals centered on atoms at sites B, i.e.,∫
dτ χ∗ (r− rA)χ (r− rB) = 0 (2.7)
Eq. 2.6 simplifies to,
AH11 +BH12 = AE S (2.8)
Similarly, multiply Eq. 2.4 by ψ∗2 and integrate over volume to get the second equation,
AH21 +BH22 = BE S (2.9)
where
∫
dτ ψ∗2 Hˆψ2 = H22,
∫
dτ ψ∗2 Hˆψ1 = H21 and
∫
dτ ψ∗2 ψ2 =
∫
dτ ψ∗1 ψ1 = S due to
symmetry between lattice sites A and B. Therefore, we can write Eq. 2.8 and Eq. 2.9 in













7The above equation is an eigenvalue problem that must be solve to find E. For A and
B to have nontrivial solutions, the determinant of H−ESI, where I is the identity matrix,
must be zero, ∣∣∣∣H11 − E S H12H21 H22 − E S
∣∣∣∣ = 0
⇒ (H11 − E S) (H22 − E S)−H12H21 = 0








(H11 −H22)2 + 4H12H21
]
(2.11)






dτ ψ∗2 Hˆψ1 ⇒ H21 = H∗12, we







(H11 −H22)2 + 4|H12|2
]
(2.12)











e2πik.(rA′−rA)χ∗ (r− rA)χ (r− rA′)
where lattice sites A
′
and A are positions on the same hexagonal lattice colored red in






e2πik.(rA′−rA)δAA′ = N (2.13)
where N is the number of unit cells in the crystal. The crystal sites at A and B are
equivalent because both sets of points form hexagonal lattices. Therefore, the integrals∫
dτ ψ∗1 Hˆψ1 = H11 and
∫












[H11 ± |H12|] (2.14)
From Eq. 2.14 it is obvious thatH11 andH12 should be computed to obtain the spectrum
of electrons in graphene. Starting with H11, we obtain,
H11 =
∫







dτ χ∗ (r− rA) Hˆχ (r− rA′)︸ ︷︷ ︸
I
The term denoted by I is the energy needed for an electron to hop from one 2pz orbital at
site A to another 2pz orbital at site A
′
of the same hexagonal lattice. For tight binding
8approximation, only hopping between first and second nearest neighbors is considered. For
one atom at site A, the summation is taken over sites rA′ = rA ± a1, rA′ = rA ± a2 and





dτ χ∗ (r− rA) Hˆχ (r− rA)
+e2πik.(rA±a1−rA)
∫
dτ χ∗ (r− rA) Hˆχ (r− (rA ± a1))
+e2πik.(rA±a2−rA)
∫
dτ χ∗ (r− rA) Hˆχ (r− (rA ± a2))
+e2πik.(rA±(a1+a2)−rA)
∫






dτ χ∗ (r− rA) Hˆχ (r− rA) + e±2πik.a1
∫
dτ χ∗ (r− rA) Hˆχ (r− rA ∓ a1)
+e±2πik.a2
∫
dτ χ∗ (r− rA) Hˆχ (r− rA ∓ a2)
+e±2πik.(a1+a2)
∫






dτ χ∗ (r− rA) Hˆχ (r− rA) + e2πik.a1
∫
dτ χ∗ (r− rA) Hˆχ (r− rA − a1)
+e−2πik.a1
∫
dτ χ∗ (r− rA) Hˆχ (r− rA + a1)
+e2πik.a2
∫
dτ χ∗ (r− rA) Hˆχ (r− rA − a2)
+e−2πik.a2
∫
dτ χ∗ (r− rA) Hˆχ (r− rA + a2)
+e2πik.(a1+a2)
∫
dτ χ∗ (r− rA) Hˆχ (r− rA − a1 − a2)
+e−2πik.(a1+a2)
∫
dτ χ∗ (r− rA) Hˆχ (r− rA + a1 + a2)
]
(2.15)
The last six integrals in Eq.2.15 are equivalent because the second nearest neighbors are
at the same distance to site A. Therefore, the vectors a1, a2 and (a1 + a2) can be replaced
with the vector Λ1 = a1 or a2, and the integrals,
∫
dτ χ∗ (r− rA) Hˆχ (r− rA ± ...), can be
written as, ∫
dτ χ∗ (r− rA) Hˆχ (r− rA −Λ1)
Because the different sites in the graphene layer are equivalent due to symmetry, the
second summation over atoms at sites A can be replaced by N, the number of unit cells
9in the crystal. The origin can be taken arbitrarily at any carbon atom site to simplify the
integrals to
∫
dτ χ∗ (r) Hˆχ (r−Λ1) . Therefore, Eq. 2.15 simplifies to,
H11 = N
∫
dτ χ∗ (r) Hˆχ (r) +N
∫
dτ χ∗ (r) Hˆχ (r−Λ1)
×
(




dτ χ∗ (r) Hˆχ (r) +N
∫
dτ χ∗ (r) Hˆχ (r−Λ1)
×
[




dτ χ∗ (r) Hˆχ (r) +N
∫
dτ χ∗ (r) Hˆχ (r−Λ1)
×
[




dτ χ∗ (r) Hˆχ (r) +N
∫





















dτ χ∗ (r) Hˆχ (r) +N
∫





3a) cos(πkya) + 2 cos(2πkya)
]
where we have used the trigonometric identity cos(θ ± φ) = cos(θ) cos(φ)∓ sin(θ) sin(φ) in
the first and third terms in the fourth equality.
let
∫
dτ χ∗ (r) Hˆχ (r−Λ1) = −γ′0, the experimentally measured in-plane hopping energy
between second nearest neighbors, and
∫
dτ χ∗ (r) Hˆχ (r) = E0 is the energy of an electron







3a) cos(πkya) + cos(2πkya)
)]
(2.16)
To evaluate H12, the same procedure is followed and we get,
H12 =
∫







dτ χ∗ (r− rA) Hˆχ (r− rB)︸ ︷︷ ︸
I
where the term I is the energy needed for an electron to hop from one 2pz orbital at siteA to
another at site B and vice versa. For tight binding approximation, only hopping to nearest
B sites is taken into account. Thus, for one atom at siteA, the summation is taken only over
10
sites rB = rA − a0xˆ, rB = rA + (a0/2)xˆ+ (
√
3a0/2)yˆ and rB = rA + (a0/2)xˆ− (
√
3a0/2)yˆ.












dτ χ∗ (r− rA) Hˆχ
(












dτ χ∗ (r− rA) Hˆχ
(








The last three integrals are equivalent because the hopping energy of an electron from site
A to any of its nearest neighbors is the same. Hence, the integrals can be written as∫
dτ χ∗ (r) Hˆχ (r−Λ2) where Λ2 = a0xˆ, and the summation over atoms at sites A are
replaced with N, the number of unit cells in the crystal. Let’s denote the hopping energy∫











e−2πik.a0xˆ + 2 cos(π kxa0) cos(π ky
√











By substituting a0 = a/
√
3 the modulus of H12 becomes,
⇒ |H12| =
√
H∗12H12 = N γ0
√[




From Eq. 2.14, the energy of an electron in a graphene layer is












Because hopping to the second nearest neighbor is much less probable than hopping to the
nearest neighbor, i.e., γ
′
0 ≈ 0.1 eV ≪ γ0 ≈ 2.8 eV , we can ignore the second term and write
the energy as :
E − E0 = ±γ0
√[





where we are interested in the energy difference E−E0. Eq. 2.17 is plotted in Fig.2.4 which
shows the electronic band structure of graphene within the tight binding approximation.
The spectrum exhibits very interesting behavior at certain points in k-space.
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Figure 2.4: 3D plot of graphene spectrum; energy is plotted against wave numbers kx and
ky, x and y components of k. The spectrum is gapless at the corners of the first Brillouin
zone as the conduction and valence bands touch.
The energy |E − E0| vanishes as kx and ky take the following values,
kx = ± 1√
3a
; ky = ± 1
3a
or
kx = 0 ; ky = ± 2
3a
(2.18)
The values in Eq. 2.18 are the x and y components of the wave vectors to the corners of
the Brillouin zone, see Fig.2.3. The vanishing of the energy at these points means that
the spectrum is gapless, i.e., the energy gap between the conduction and valence bands
12
is zero. To study the behavior of the spectrum very close to the Brillouin zone corners,
called valleys of electronic spectrum, we expand Eq. 2.17 in terms of one of the Brillouin
zone corner points, say K, and small vector q. Let k = K + q, where |q| is very small.
Therefore,






































3a , see Eq. 2.18, and the trigonometric functions were approximated
by taking their Taylor expansion cos(x) ≈ 1 − x2/2! and sin(x) ≈ x. This approximation
is justified because |q| is taken to be very small; |q| ≪ 1⇒ qxa, qya≪ 1. Substituting the
above expressions for cos(
√
3πkxa) and cos(π kya) into Eq. 2.17, we obtain,







Therefore, we can write the electron spectrum in graphene as,
ǫ(q) = E − E0 = ±
√
3πγ0a|q| = ±vF~q (2.20)
where vF =
√
3πaγ0/~ is the Fermi velocity and ~ q is the electron momentum |p|. By
inserting the value of γ0, ranging from −2.7 to −3.1 eV, into the expression for Fermi
velocity we get vF ≈ 1 × 106m/s. This value for the Fermi velocity is exceptionally large
and shows that electrons under the effect of the honeycomb potential of carbon atoms
behave as if they were relativistic massless fermions in free space; in other words, the
dispersion relation gives rise to phenomena as if Dirac fermions occupy the energy bands.
It is noteworthy to compare Eq. 2.20 with the energy of a photon, E = p c; both are linear
in momentum with Fermi velocity replacing the speed of light in graphene’s case.
We could have arrived at the same dispersion relation, Eq. 2.20, if we solved the secular

























0 ~vF (qx + i qy)





ij = Hij/N . This matrix has the form of Dirac Hamiltonian for relativistic particles.
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2.2 Band Structure of Bilayer Graphene
In this section we derive the spectrum of bilayer graphene which is composed of two AB
stacked graphene layers. The wave function in bilayer graphene is:
Ψ(r) = Aψ1 +Bψ2 + Cψ3 +Dψ4 = A
∑
A


















where χ(r) is the wave function of the 2pz electron in hydrogen atom. The wave function
is normalized, i.e., A2+B2+C2+D2 = 1. ψ1 and ψ2 are the wave functions of an electron
due to the periodic potential of lattice points A and B in the first layer of bilayer graphene,
and ψ3 and ψ4 are the wave functions of an electron due to the periodic potential of lattice
points A˜ and B˜ in the second layer. Thus, the wave function in bilayer graphene is the
summation of all 2pz orbitals, multiplied by a phase factor, due to all carbon atoms in the
two layers.
Following the same procedure, Ψ is substituted into the the Schro¨dinger equation,
multiplied by ψ∗1,2,3,4 and integrated over volume to get the following four equations.
AH11 +BH12 + C H13 + C H14 = AE S (2.22)
AH21 +BH22 + C H23 +DH24 = BE S (2.23)
AH31 +BH32 + C H33 +DH34 = C E S (2.24)
AH41 +BH42 + C H43 +DH44 = DE S (2.25)




dτ ψ∗i Hˆψj , S =
∫
dτ ψ∗i ψi = N , i = 1, 2, 3, 4 and
∫
dτ χ∗ (r) Hˆχ (r) =
E
′
0 is the energy of an electron in the 2pz orbital under the effect of the new Hamiltonian.



































































i j = Hi j/N and ǫ = E − E0. By symmetry and from Eq. 2.16,














0 is the hopping energy between in-plane second nearest neighbor atoms, i.e., A⇋
A, B ⇋ B, A˜ ⇋ A˜ and B˜ ⇋ B˜ . Because the value of γ
′
0 is very small it will be ignored
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in the following calculations. Thus, the diagonal of the Hamiltonian would be zero if the
two layers were kept at zero potential. If however, the two layers were kept at different
potentials, say upper layer at U and lower at −U , the diagonal would take the values
(U,U,−U,−U).
The four matrix elements: H12, H21, H34 and H43 are equivalent because they represent
the probability of an electron hopping to nearest neighbor on the same layer, i.e., A ⇋ B





34 = H43 = vF~q.
The matrix elements H13 and H31 are the probabilities that an electron hops from site
A(A˜) on one layer to site A˜(A) on the second one. By using the same procedure, we obtain,
H13 =
∫














where the term I is the energy needed for an electron to hop from one 2pz orbital at site
A(A˜) to another at site A˜(A). For tight binding approximation, only hopping to the
nearest A˜(A) sites is taken into account which is the one directly above (below) it. Thus,
for one atom at site A the displacement vector to the nearest A˜ is rA˜ = rA ± d zˆ where
d = 3.35 oA is the distance between graphene layers. By substituting these values for rA˜






dτ χ∗ (r− rA) Hˆχ (r− rA − d zˆ)︸ ︷︷ ︸
γ1
= Ne2πikzdγ1 (2.28)
Therefore, the modulus of H13 is,
|H13| = |H31| = Nγ1 (2.29)
Since the hopping energies from A (A˜) to B˜(B) are in the order of 0.04 eV, we can
neglect H14, H23 and their conjugates. Also, because the hopping energy that connects
B and B˜, ≈ 0.3 eV, is smaller than the hopping energy between A and A˜, H24 and its
conjugate are ignored in the Hamiltonian. Thus after keeping only terms that represent
hopping between in-plane nearest neighbors and between A and A˜, the Hamiltonian for











21 0 0 0
H
′










0 vF~q γ1 0
vF~q
∗ 0 0 0
γ1 0 0 vF~q
∗




where q = qx + iqy. If the bilayer was gated, a perpendicular electric field would break the
symmetry between the layers resulting in one flake being at higher potential than the other




U vF~q γ1 0
vF~q
∗ U 0 0
γ1 0 −U vF~q∗
0 0 vF~q −U

 (2.31)
















where the positive and negative signs correspond to two sets of bands. By taking
U ≪ vF~q ≪ γ1 (2.33)


































































where we ignored the last term in the second line because it is very small, see Eq. 2.33.
Insert Eq. 2.34 into Eq. 2.32 (with the minus sign) to get the dispersion relation for the





















The second term in Eq. 2.35 is very small and can be neglected by taking U ≪ vF~q.
Therefore, throughout the coming calculations in band gapped bilayer graphene we take








The spectrum for Eq. 2.35 forms the valence and conduction bands, separated by a gap,
that take the shape of a Mexican hat; that distinctive shape disappears gradually to a more
parabolic form as we take U to be smaller and smaller.
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and has a value of m = γ1/(2v
2
F ) ≈ 0.05m0 (m0 is the mass of the electron). The same
expression for the effective mass, Eq. 2.38, is used for Eq. 2.36 because we assumed U ≪




Plasma oscillation are the vibrations of charged particles with certain frequency ω. A
simple example is the longitudinal oscillation of electron gas in a neutral bulk of metallic
material. To estimate the frequency of such oscillations, the metal is approximated, using
Drude model, as an arrangement of fixed positive ions surrounded by Fermi gas of electrons
that are treated as classical particles obeying Newton’s laws.
We will derive bulk plasma frequency by following the same procedure presented in
Ref. [2]. Let’s consider a metallic slab under the effect of a uniform electric field; electrons
move from equilibrium position to one side of the block until the induced electric field inside
the material cancels the applied one. After turning off the field, electrons, under the effect
of repulsive forces from one another and attraction to the positively charged region of the
block, move to the equilibrium position to lower their potential energy. As their potential
energy is converted into kinetic energy they gain momentum and overshoot to the other side
of the block, due to their inertia, converting their kinetic energy into potential energy again
and creating an electric field in the block. This process is repeated until some dissipative
force dampens the system. The cycle of electrons moving back and forth and changing their
kinetic and potential energy in the process is a manifestation of harmonic oscillation.
Under the effect of an external electric field the electron gas shifts a distance x from
equilibrium. The system now has three regions, one neutral region in the middle and two
charged regions on the sides of the slab. The two charged regions can be approximated
as capacitor plates of thickness x with uniform electric field in between. We can write the
electric field as,
E = 4πσ = 4πnex (3.1)
where the surface charge density of these two regions, σ, is just the number density of
electrons in the material, n, multiplied by the distance x, the width of the charged region
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or equivalently the distance by which the electrons were displaced from the equilibrium
position. The restoring force on an electron due to the electric field is,




where m is the electron’s mass. Eq. 3.2 is just the equation of motion of a simple harmonic







In this simple system the frequency is independent of the wavenumber indicating that
the plasma oscillations are not propagating waves. In general cases however, plasma oscil-
lations constitute propagating waves with frequencies that are proportional to a function in
wavenumber. In studying plasma oscillations the objective is to find the dispersion relation,
i.e., the relation between the frequency and wavenumber of the propagating oscillations.
A heuristic argument can be made to study the plasma oscillations in a two-dimensional
system, a sheet of metal for example. In that case the charged regions would be two infinite
charged wires instead of charged plates and consequently the electric field across the slab
would depend on the distance between the regions. Unlike the uniform electric field in
the previous example, 4πσ, the distance dependence ∝ 1/r ∼ 1/λ of the electric field in
the 2D case indicates that frequency is dependent on the wave number and therefore, the
plasma oscillations are propagating waves. In the one-dimensional case, a long wire, the
wavenumber dependence would be even stronger because the charged regions would be
two point charges and consequently the electric field would be proportional to the inverse
distance squared. The three cases show that the dimensionality of the system affects the
dispersion relation.
Quantization of plasma oscillations gives rise to plasmons, the collective excitations
of charges. Quantization is in the sense that energies of oscillations, and consequently
frequencies, are quantized. In other words, an electron interacting with a plasmon would
lose energy to excite the plasmon in integral multiples of plasmon energy [2].
To obtain the dispersion relations for plasmons propagating in bilayer graphene, we
used the hydrodynamic model instead of Drude’s model. In the hydrodynamic scheme,
the Pauli exclusion principle is taken into account and thus adds to the complexity of the
problem. In addition to the time dependent self-consistent electric field of the system, the
constraint that each state is occupied by only one electron creates a sort of force in the
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sense that increasing the charge density requires more energy to excite the excess electrons
to higher energy levels [7]. Thus incorporating density of states and energy spectrum of
the bilayer complicates the problem considerably. In the following chapters, the device and




The Thomas-Fermi method is a semiclassical approach that simplifies the Schro¨dinger
equation by replacing the wave function with the charge density as the principal quantity.
It was introduced independently by Thomas and Fermi in 1927 and 1928. The method uses
quantum mechanical principles like the uncertainty principle and Pauli exclusion principle
whereas momentum is treated like a number rather than an operator as part of the classical
approach. The method is applied under the assumption that the system is treated like gas of
electrons under the effect of self-consistent electrostatic potential that changes very slowly
over the wavelength of an electron. In this section we derive the Thomas-Fermi equation for
bilayer graphene from Lenz energy functional by following the same procedure presented in
Ref. [16].
The energy of a graphene strip is the summation of the kinetic energies of charge carriers,
the potential energy under the effect of E0 and the potential energy due to the induced
charge distribution. Therefore, the ground-state energy as a functional of the charge density
n(x) can be written as,
Etot = T + Uext + Uind
where T is the kinetic energy of charges, Uext is the potential energy due to an external
field and Uind is the potential energy of induced charge density. The total kinetic energy is
obtained by integrating the kinetic energy density over real space. Kinetic energy density is
the kinetic energy of one electron p2/2m integrated over infinitesimal band of orbitals per








where dN/dp = 2Ap/(π~2) such that A is the area of the Fermi circle and N is the total
number of states. Thus, we get,












where ρ0(x) = sgn(x)|e|n(x) and n(x) = p2F /(π~2), Eq. A.2. Integrating Eq. 4.1 we obtain












E0 x ρ0(x)dx (4.3)













where the factor of half is to compensate for double counting. By adding Eqs. 4.2, 4.3







































To find the extremum value for the total energy Etot ≥ 0, we use the substitution









































In this chapter we derive the Boltzmann transport equation to obtain the hydrodynamics
relation used in deriving the main integro-differential equation. Let’s consider a system of
particles where the position and momentum of each particle are known at all times. As the
particles interact by elastically colliding with each other, their momenta and consequently
the momentum distribution function change. The distribution function gives the fraction
of particles in the system that have a certain momentum at a certain time. The equation
that describes how the distribution function evolves in time depending on the nature of
collisions and forces is called the Boltzmann transport equation. We derive the Boltzmann
transport equation by following the same procedure presented in Ref. [8]. The distribution
function that characterizes the system is then inserted into the transport equation to obtain
the hydrodynamic equation.
let f(r,p, t) be the distribution function of particles of momentum p at position r. The
number of particles that would be added to f(r,p, t), i.e., would have momentum p, due




where P (p|p0)dt is the probability that a particle having a momentum p0 is scattered by
collision to momentum p in time dt, and f(r,p0, t) is the number of particles moving with
momentum p0. The number of particles subtracted from f(r,p, t) due to collision in time




where P (p0|p) is the probability that a particle having a momentum p is scattered by
collision to momentum p0 in time dt. The integrals in Eqs. 5.1 and 5.2 are taken over p0 to
take into consideration the scattering of particles to or from momentum p for all possible
values of p0. The number of particles with momentum p at position r, i.e., f(r,p, t), also
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increases in time dt due to the free motion of particles with momentum p from position
r − v dt to r. Therefore, the number of particles of momentum p at position r increases




If force F is applied, particles with momentum p−Fdt at an earlier time t will acquire
momentum p at a later time t + dt under the effect of F. To account for this increase in
the number of particles with momentum p we add to f(r,p, t) the distribution function of
particles with momentum p− Fdt at an earlier time t,
f(r,p− Fdt, t) (5.4)
The distribution function at time t+dt due to all contributions, Eqs. 5.1, 5.2, 5.3 and 5.4,
is,











dt,p, t) + f(r,p− Fdt, t)
(5.5)
By expanding f(r,p, t+ dt), f(r− pmdt,p, t) and f(r,p− Fdt, t) using Taylor series,






dt,p, t) = f(r,p, t)− (∇f) · p
m
dt+ ...
f(r,p− Fdt, t) = f(r,p, t)− ∂f
∂p
· Fdt+ ...

















where the right hand side is the collision integral I[fp], i.e., “the rate of change of the
distribution function by virtue of collisions.” [13]. Multiply the previous equation by (ev)






















where we have used the simple relations p/m = v and F = eE. Because we assume that the


















p v fp = J is the current density.
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The distribution function of fermions in a system at temperature T = 0 K free form the
influence of any force is just the Heaviside step function,
Θ(µ(r, t)− ǫp) (5.7)
However, because our system, a bilayer graphene flake, is under the effect of electric field E
for time τ , the k vector of each orbital increases by eEτ/~. This leads to the shift of the
Fermi circle, see Fig. A.1, that encloses the occupied orbitals by δk. Assuming the change
in the wavevector/momentum is small, we expand the distribution function using Taylor
series,




= Θ(µ(r, t)− ǫp) + ∂
∂p
Θ(µ(r, t)− ǫp) · dp





Using the relations dµ/dp = v, dp = eE τ and dΘ(x)/dx = δ(x) we obtain,
f(p+ dp, r, t) = Θ(µ(r, t)− ǫp) + δ(µ(r, t)− ǫp)v ·E e τ
Substitute for the electric field by using the relation J = nE e2 τ/m, where n is the charge
density and m is the mass of the electron,
f(p+ dp, r, t) = Θ(µ(r, t)− ǫp) + δ(µ(r, t)− ǫp) m
ne
v · J









= Θ(µ(r, t)− ǫp) + 2v · J(r, t)
ev2F ν(µ)
δ(µ(r, t)− ǫp)
where in the second line we have inserted n = p2F /(π~
2), see Eq. A.2, andm = pF /vF . In the
third line we multiplied the numerator and denominator by vF and in the fourth line we used
the relation vF /pF = 2/(π ~
2 ν(µ)), see Eq. A.4. Thus, the distribution function is nothing
but the Heaviside step function plus a second term that accounts for the displacement of
the whole Fermi circle under the influence of force F.
fp(r, t) = Θ(µ(r, t)− ǫp) + 2v · J(r, t)
ev2F ν(µ)
δ(µ(r, t)− ǫp) (5.8)
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where vF = dµ/dpF is the Fermi velocity and ν(µ) = 2pF /π~





In this chapter we compute the dispersion relations, frequencies as functions of wave
number, for plasmons excited in grounded bilayer graphene under the effect of applied
in-plane electric field E0. Frequencies of plasmon excitations are calculated in the two cases
where the plasmon wavelength λ is much smaller or much greater than the dimensions of
the flakes.
We considered two graphene sheets at the same potential with width 2d in the x direction
and length that extends over the y-axis to infinity, see Fig. 6.1 (a). In-plane electric field
E0 is applied parallel to the x-axis to induce charge density ρ0 across the width of the flakes
such that half of the flake is positively charged and the other half is negatively charged.
This generation of charges is facilitated by the absence of a band gap between the valence
and conduction bands of bilayer graphene. The equilibrium charge density ρ0(x) has some
general characteristics; it is an odd function of x where the line bisecting the flake’s width
has zero charge, i.e., ρ0(0) = 0, and the absolute value |ρ0| increases as we move towards
the edges. The equilibrium charge density as a function of x is determined by solving the
Thomas-Fermi equation.
Fluctuations of the equilibrium charge density ρ0 establish propagating oscillations that
constitute plasmons. The applied electric field E0 introduces non-uniformity in the charge
distribution along the x-axis and consequently plasmon waves are enforced to propagate in
the y direction. Thus, the direction of the applied electric field determines the direction
of plasmon propagation. The effect of the magnitude of E0 on plasmon frequencies would
be derived in this chapter. Higher charge density |ρ0| at the edges means that the average
distance between induced charges is smaller close to the edges than it is to the middle of the
flake; consequently it is harder for electrons or holes at the edges to move freely to generate
fluctuations that constitute plasmon excitations on a larger scale. Therefore, plasmons tend
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to decay on the outer edges of the bilayer flake. Such knowledge of the behavior of plasmons
based solely on physical grounds helped in guessing the solution to the integro-differential
equation set up from hydrodynamic equations.
The problem is approached semiclassically by using the hydrodynamic model that treated
charges as liquid of fermions. The enforcement of the Pauli exclusion principle through the
calculation of density of states, and the computation of energy bands of bilayer graphene
from the Schro¨dinger equation constitute the quantum mechanical portion of the method.
The classical part of the model lies in the treatment of electrons and holes as fluid of charges
by applying electrostatic and hydrodynamic equations. Thus, the classical approximation is
applicable to the device if the charge density is high enough to allow a description of charges
as continuous liquid, i.e., the distance between adjacent charges is much smaller than the
width of the flake and wavelength of plasmons. The main parameter that affects the charge
density is the applied electric field E0; stronger E0 means smaller characteristic length, the
distance between adjacent charges, and consequently greater charge accumulation on the
flake. As a result, some constraints must be imposed on E0 for our model and subsequent
calculations to be valid. Let LE be the characteristic length of the electric field; the relation
between E0 and LE is obtained by realizing that the bilayer flake achieves electrostatic





Therefore, by imposing the condition that the characteristic length is much smaller than





where 2d is the width of the flake. For the quantum effects not to affect the classical
description of plasmon waves, the wavelength of oscillations must be much greater than the













where we have used ρ0/e ∼ 1/L2E , i.e., the number density of charge carriers is of the order
of the reciprocal of the characteristic length squared. By applying the condition λ ≫ λF ,
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Figure 6.1: Sketch of bilayer graphene and its electronic spectrum a) Bilayer graphene
flake of width 2d is placed in electric field that induces charge density ρ0. The red region
shows the negatively charged (denoted by n) half-width of the flake and the blue region
shows the positively charged (denoted by p) other half of the flake. Fluctuations over ρ0
constitute guided plasmons that propagate along the y-axis. b) Schematic picture of the
electron band structure superimposed on the electrostatic potential due to applied field: in
equilibrium the sum of the electrostatic potential and kinetic energy of electrons (at the
Fermi level) is constant. Vertical arrows indicate electromagnetic waves absorption of a
given frequency: while possible near the center of the flake (green arrow), such transitions




≪ λ, d (Gaussian Units) (6.4)
The total charge density on the flake is,
ρ0(x) + δρ(r, t) = ρ(r, t) (6.5)
where ρ0(x) is the equilibrium charge density and δρ(r, t) is the change or fluctuations of
ρ0(x) that constitute plasmons. Throughout this work the spacing between the two layers
of graphene is taken to be negligible and thus was ignored.
6.2 The General Integro-Differential Equation
In this section, we derive the general integro-differential equation in δρ(x) for general
plasmon wavelength λ. We start with the Thomas-Fermi equation, derived in Chapter 4, to
obtain the equilibrium charge density ρ0(x) induced under the effect of electric field E0. To
calculate the change in charge density, i.e., plasmon amplitude, we use three main equations
that represent the dynamics of the total charge density ρ(x) to obtain an equation in one
variable δρ(x).
The Thomas-Fermi integral equation states that for the device to be in equilibrium the
electrochemical potential of charge carriers must be constant across the flakes, i.e., charge
carriers at different locations have different values for electric and chemical potential that
must add up to the same value for all values of x. The Thomas-Fermi integral equation in










where the first term is the potential due to the applied electric field E0 and the second term
is the potential due to the induced charges. The third term is the chemical potential, see











where the equilibrium charge density is just the number density of charge carriers multiplied
by the charge of the electron, i.e., ρ0(x) = sgn(x)|e|n(x). The coefficient of the last term,
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Bohr radius, is very small, ~2/me2 ≈ 10.6 0A and thus, can be ignored to simplify Eq. 6.6.
The exact solution [15], see Fig. 6.2, to the remaining equation is,
ρ0(x) =
E0x√
d2 − x2 (6.7)
Having calculated the equilibrium charge density, the objective now is to compute δρ
and frequencies of plasmon modes. As mentioned earlier, plasmons oscillations take place
due to fluctuations of charge density, and thus are the result of complicated dynamics and
interactions between charges, electric field and current density. The dynamics responsible
for plasmon formation can be pictured as a closed loop where the applied electric field
sets charge carriers in motion producing a current that changes the charge distribution
across the flake that in turn modifies the effective electric field which starts the cycle again
by generating a current through the flake to modify the charge density [5]. This closed
loop can be represented through three equations that when combined together we obtain a
self-consistent equation in charge density fluctuations.
Eq. 5.9, derived in Chapter 5, represents the effect of the electric field on charge carriers





where vF = dµ/dpF is the Fermi velocity and ν(µ) = 2pF /(π~
2vF ) is the density of
states. Consequently, the flow of current changes the charge density through the continuity
equation,
ρ˙(r, t) +∇ · J(r, t) = 0. (6.9)
and the induced charge density ρ modifies the total electric field through Coulomb law,





To obtain a general equation in δρ, we insert Eq. 6.8 and Eq. 6.10 into Eq. 6.9. First,
we simplify Eq. 6.8 by noticing that the term e v2F ν(µ)/2 depends on the spectrum of the












































Because the charge density has the same time dependence as a plane wave, ρ˙(r, t) =
−iωδρ(x)eiqy−iwt, the continuity equation becomes,
−iωδρ(x)eiqy−iwt + i
ω
∇r · J˙(r, t) = 0 (6.11)









|r− r′| − ∇µ
]
= 0 (6.12)
By substituting for the total charge density as the sum of equilibrium charge distribution























d2r′ρ0(r′, t)/|r− r′| − µ
]
vanishes by Thomas-Fermi relation. Thus,









|r− r′| = 0 (6.13)
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In the following steps, the gradient and divergence operators are expanded to reach a





















































































































(x− x′)2 + (y − y′)2 = 2eiqyK0(q|x−x′|), see Appendix B.1,





















dx′δρ(x′)2K0(q|x− x′|)eiqy = 0
After differentiating the third term and dividing throughout by eiqy, we get the final form












dx′δρ(x′)K0(q|x− x′|) = 0 (6.15)
6.3 First Case in the Limit of
Short Wavelength λ≪ d
To simplify Eq. 6.15, we approximated the charge density at equilibrium ρ0(x) and
extended the limits of the integro-differential equation to infinity. In the limit of small
wavelength, plasmon decays fast along the width of the flake and vanishes at distance
x ∼ λ from the p-n junction and thus, automatically satisfies the boundary condition of
vanishing currents at flake edge. In this limit x ≪ d, where charge fluctuations are non






















dx′δρ(x′)K0(q|x− x′|) = 0 (6.17)













dξ′δρ(ξ′)K0(|ξ − ξ′|) = 0 (6.18)




















































(ξ − ξ′) d
dξ
− (ξ − ξ′)
]






















K0(|ξ − ξ′|) = 0 (6.19)
In the following steps, we use the inverse Fourier transform of the MacDonald function,































































1 + k2 = 0




















′−k)ξ′ = 0 (6.20)




′−k)ξ′ = −2πi ∂∂k′ δ(k′− k), see Appendix B.2,

















δ(k′ − k) = 0














ρ˜(k) = 0 (6.21)
Multiply Eq. 6.21 by e−ik





































































0 dξ sin[(k − k′)ξ] = 2i/(k − k′), see Appendix B.3, we get the integral











1 + k2 ρ˜′(k)
(k − k′) (6.23)
where the symbol P denotes principle value. The solution to this eigenvalue problem is
presented in the next section with a detailed proof in Appendix C.
35
6.3.1 Fundamental Results
The eigenfunctions and eigenvalues that solve Eq. 6.23 are summarized in this section,
and the proof of the validity of those eigensolutions is presented in Appendix C. Even and
odd eigenfunctions that solve Eq. 6.23 are,
δρ˜+α (k) ∝ cos (α arcsinh k) (6.24)
δρ˜−α (k) ∝ sin (α arcsinh k) (6.25)
where the + and − superscripts are used to differentiate even from odd solutions. The










α tanh(π α/2) (6.27)
Because the eigenfrequencies squared are proportional to α, the constant α must be
a positive real number. The fact that there are no other constraints on α, making it a
continuous parameter, is surprising because this means that we have continuous spectrum
for confined plasmon along the x-direction. Also, for α = 0, the lowest even mode ω2α=0
reduces to 4
√
2πeE0/(md) while the lowest odd mode vanishes. Thus, even modes are
gapped and have higher energies than odd modes. Plug Eq. 6.24 into Eq. 6.23 to obtain,
ω2+δρ˜
+


























































sin (α arcsinh k)
k − q (6.28)
where in the second step we used Eq. 6.26 to substitute for ω2+. The last line shows that










such that an even solution of certain α is the Hilbert transform of the odd solution of the
same α. The coefficients of the eigenfunctions are chosen in such a way that we can cancel
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the tanh(π α/2) term in Eq. 6.28. Because the inverse Fourier transform of the Hilbert
transform has the form,
F
−1[H(x)] = i sgn(x)F−1[g(x)]
the odd solutions are multiplied by i to make them real functions in real space and the
Hilbert transform equation is multiplied by −i to keep the equality in Eq. 6.28. Thus, the
final forms of the eigenfunctions are,
δρ˜+α (k) = cosh(πα/2) cos (α arcsinh k) (6.29)
δρ˜−α (k) = i sinh(πα/2) sin (α arcsinh k) (6.30)










and their inverse Fourier transforms satisfy the equation,
δρ−α (ξ) = sgn(ξ)δρ
+
α (ξ) (6.31)
We applied the inverse Fourier transform to the solutions to obtain the plasmon charge











To analyze the behavior of the solutions we start with studying the asymptotic behavior
of the plasmon propagation at small and large distances form the p-n junction. Because even
and odd solutions are related by Eq. 6.31, it is enough to study the behavior of even modes.










The exponential term shows that plasmons decay very fast for large ξ, i.e., for large x,
indicating that plasmons are localized in the x direction in the order of their wavelength
x ∼ λ.
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In the limit of small ξ ≪ 1, the eigenfunction simplifies to,





Γ (1 + iα)
(6.35)
where the term ξiα can be written as,
ξiα = eln(ξ)
iα
= eiα ln ξ = cos(α ln ξ) + i sin(α ln ξ) (6.36)
As ξ gets smaller, its logarithm gets more negative more rapidly and consequently the
oscillations become faster. Thus, the eigenfunction becomes infinitely oscillatory with
infinitely many nodes. Generally, localized oscillations are discrete such that eigenfunctions
gain one more node as they go up the ladder of some discrete parameter, in our case the
infinite oscillatory behavior at small x explains the continuous nature of the parameter α.
To analyze this result, we try to write the differential equation that is satisfied by the
eigenfunctions in the form of Schro¨dinger equation. The differential equation satisfied by
our solutions is,
ξ2δρ′′(ξ) + 3ξ δρ′(ξ) + (1− ξ2 + α2)δρ(ξ) = 0 (6.37)
let δρ(ξ) = g(ξ)f(ξ), thus, the differential equation becomes
ξ2[g′′(ξ)f(ξ) + g(ξ)f ′′(ξ) + 2g′(ξ)f ′(ξ)] + 3ξ[g′(ξ)f(ξ) + g(ξ)f ′(ξ)]
+ [1− ξ2 + α2]g(ξ)f(ξ) = 0
Since the Schro¨dinger equation does not have a first derivative, we set the sum of terms
that have first derivative of f(ξ) to zero. Therefore,
2ξ2g′(ξ)f ′(ξ) + 3ξg(ξ)f ′(ξ) = 0⇒ 2ξ2g′(ξ) + 3ξg(ξ) = 0
Consequently the solutions to the functions g(ξ) and f(ξ) are,
g(ξ) = −2ξ
3




















1− ξ2 + α2] ξ−3/2f(ξ) = 0
15
4
ξ−3/2f(ξ) + ξ1/2f ′′(ξ)− 9
2



























if we replace 2mE
~2







. As a result, our solutions are similar to
the eigenfunctions of a particle falling to the center in a 2D potential −1/r2 [3]. The
problem of continuous eigenvalues and infinite oscillations of eigenfunctions for small ξ
might be resolved by using WKB approximation to quantize α. This approach, however,
was complicated and a simpler way to quantize the eigenvalues was adopted.
The problem was resolved by realizing that the semiclassical approach here is applicable
only to distances much larger than the Fermi wavelength, a condition initially assumed
and stated. Very close to the p-n junction, however, the Fermi wavelength becomes large
compared with the distance from the p-n junction. Thus, we defined a cutoff distance below
which the semiclassical approach fails. Let’s call this cutoff a and take it to be in the order
of the Fermi wavelength a ∼ λF . Since λF = 2π/kF , where kF is x dependent, the Fermi







where we have used Eq. A.2 and Eq. 6.16. Because we are interested in finding the Fermi









⇒ a ∼ lE(d/lE)1/3 (6.38)
After estimating the cutoff distance, the challenge is to determine the quantization
condition. From Eq. 6.36 we understand that the nodes increase logarithmically as we
approach the p-n junction and thus the eigenfunctions can be regularized. Also, the behavior
of the charge density accumulated at distances very close to the p-n junction affects the
regularization scheme; physically we expect the charge density to decrease as we approach
the p-n junction until it vanishes there. Hence, an infinite charge accumulation for example
would pose major obstacle to the regularization procedure. To understand the behavior of
charge accumulation at small ξ, we integrate Eq. 6.35 from zero to small value ǫ,∫ ǫ
0
dξδρ(+)α (ξ) = A cos(α ln(ξ/2)− β)
where β is the phase of the gamma function Γ(1+iα). The previous equation shows that the
accumulated charge density has a constant finite amplitude and oscillates faster and faster
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around zero as ξ approaches the p-n junction. Therefore, the average or the smoothed
charge density A cos(α ln(ξ/2) − β) tends to vanish. Based on that analysis, we proposed
the regularization condition,
Kiα(qa) = 0. (6.39)




Kiα(ξ)/ξ, ξ > qa
0, ξ ≤ qa. (6.40)







) , n = 1, 2, 3, ... (6.41)
where γ = 0.58 is the Euler’s constant. The first three eigenfunctions 2δρ
(+)
αn (ξ)/ cosh (πα/2),
n = 1, 2, and 3, are plotted in Fig. 6.3. The denominator is the total charge density
accumulated along half the width of the flake that proved to be finite in spite of the











In summary, in the limit of short wavelength, eigenfunctions and eigenvalues show
peculiar behavior. Plasmon modes are continuous with even modes at higher energies
than odd ones. This continuity could be explained by the infinite oscillatory behavior of
the eigenfunctions at close distances to the p-n junction. That oscillatory behavior was
regularized by imposing a cutoff at which no plasmon excitations exist. That regularization
discretized the plasmon frequency.
6.4 Second Case: In the Limit of
Long Wavelength λ≫ d
When the wavelength is in the order of or larger than the flake width, the electric
field does not vanish at the edges of the flake. Therefore, a boundary condition has to be





















Figure 6.3: The normalized eigenfunctions 2δρ
(+)
αn (ξ)/ cosh (πα/2) are plotted, for the
lowest three modes, n = 1, 2, and 3. The regularization parameter is qa = 0.2.
We start by trying to solve for the first even mode in the limit of small q by integrating












































































The first term in the last equality is zero due to the boundary condition, Eq 6.42. This can




























where we have used in the third line the asymptotic form of the the modified Bessel function
Kα(x) ≈ (Γ(α)/2) (2/x)α for small arguments 0 < x ≪
√
1 + α. After applying the




























The integrals of the last line must vanish due to the imposed boundary condition. Because
q = 2π/λ and d ≪ λ , the dimensionless quantity qd = 2πd/λ is a very small constant.
Consequently q|x − x′| is small for all values of |x − x′| allowing the approximation of the
MacDonald function to a logarithm,




= − ln( |x− x
′|
d
)− ln(d q)− γ
where γ is Euler’s constant. After replacing the MacDonald function with the logarithm













− ln( |x− x
′|
d
)− ln(d q)− γ
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− ln( |x− x
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d2 − x2 ln(
|x− x′|
d




Because qd ≪ 1 and consequently | ln(qd)| ≫ 1, we can ignore the other terms between



























where n± represents even/odd mode with n − 1 nodes across the half width of the flake.
From Eq. 6.46, it is clear that ω1+(q = 0) = 0 because q
2 goes to zero faster than the
logarithm goes to infinity. Thus, we can conclude that the lowest even mode is gapless and
even. This finding contradicts the result we found in the previous section where the lowest
mode in the limit of short wavelength was odd. This mode order reversal is surprising and
interesting, it is discussed in detail in Section 6.5.
Another interesting behavior we have noticed is the absence of the first odd mode in the
limit of q → 0. In that limit, Eq. 6.15 can be approximated as,













The differentiation operator inside the bracket is moved inside the integral to operate on













where the relation ddxK0(q|x−x′|) = −q sgn(x−x′)K1(q|x−x′|), and the asymptotic form of
K1(q|x−x′|) ≈ 1/(q|x−x′|) were used. Substituting for ρ0(x) = E0x/(d2−x2)1/2, Eq. 6.7,












ζ ′ − ζ
]
(6.47)
In the case of gapless mode, i.e., ω(q = 0) = 0, the L.H.S of Eq. 6.47 vanishes and thus
the term between brackets should be a finite constant at any ζ. The term |ζ|/(1 − ζ2)1/2,
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however, diverges at ζ = 1 and consequently, the integral
∫ 1
−1 dζ
′δρ(ζ ′)/(ζ ′−ζ) has to vanish





with eigenvalue ω1(q = 0) = 0. Again, the lowest mode is even in contradiction to the short
wavelength case.
The first odd mode in the limit q → 0 is assumed to be the mode where there are
no nodes across the flake’s half width, i.e., a net charge is accumulated between the p-n
junction and one edge of the flake at ζ = ±1. To calculate the net accumulated charge, we























































The terms between brackets in Eq. 6.47 and Eq. 6.49 are proportional to the current in the
x direction; this can be seen by going through the calculations that led to Eq. 6.15. Due
to the boundary condition, Eq. 6.42, the second term in the last line has to vanish at the
boundary, at ζ = 1, i.e.,























ζ ′ − ζ (6.50)
If the first odd mode is nodeless across the flake’s half width, then the L.H.S. of Eq. 6.50
should be nonvanishing, i.e., charge accumulation takes place
∫ 1
0 dζδρ(ζ) 6= 0. Consequently,
the R.H.S., which is proportional to the current, should also be different from zero; in
other words, we would have a current passing at ζ = 0, i.e., across the p-n junction. The
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equilibrium charge density ρ0(x = 0) is zero at the p-n junction and thus, a nonvanishing






ζ ′ − ζ ∼
1
ζ
This can also be understood mathematically because the term |ζ|/
√
1− ζ2 in Eq. 6.50 is
zero at ζ = 0 and thus the term
∫ 1
−1 dζ
′δρ(ζ ′)/(ζ ′− ζ) must be infinite to get finite current.
A singular induced electric field can only be produced by a delta function plasmon profile,
i.e., δρ(ζ) ∝ δ(ζ). This condition however contradicts the assumption that δρ(ζ) is an odd
function. Consequently, we have to deduce that the accumulated charge across the flake’s
half width is zero, ∫ 1
0
dζδρ(ζ) = 0
and thus the lowest odd eigenstate must have at least one node between the p-n junction
and the edges, i.e., in the limit q → 0, the lowest odd eigenfrequency is ω2−.
6.5 Mode Order Reversal at Intermediate
Wavelengths, q ∼ 1/d
Results (6.26), (6.27) and (6.46) have shown surprising reversal in the sequence of even
and odd frequencies in different wavelength ranges. For long wavelengths, domain (a) in
Fig. 6.4, even eigenfrequencies start with the gapless mode ω0. However, in the limit of
intermediate and short wavelengths, domains (b) and (c), odd eigenmodes start at lower
frequencies than even ones implying that there exists an interesting mechanism by which
this reversal of order takes place. This mechanism is explained through the physical picture
illustrated in Fig. 6.5.
In the case of long wavelength λ ≫ 2d, Fig. 6.5 (a), the first even mode (1+) has the
lowest frequency due to the distribution of same sign charges for long distances across the
width and length of the flake. Such distribution leads to the absence of transverse electric
field and presence of weak longitudinal field E that exerts a restoring force on charge
carriers. The motion of charges could be approximated as harmonic oscillations where the
frequency is related to the force and consequently to the electric field through the relation
ω2 = Frest/(m∆x). The first odd mode (1−) in long wavelength limit is prohibited for the
reasons explained earlier and thus, no sketch of that mode is present in Fig. 6.5. In the case
of higher order even modes, see mode (2+) in Fiq. 6.5, the pattern of positive and negative















Figure 6.4: The sketch of even plasmon (red) and odd plasmon (blue) frequencies for
n = 1 (solid lines) and n = 2 (dashed lines). The three regions, q ≪ 1/d, q ∼ 1/d, and
1/d≪ q < 1/a are denoted by (a), (b), and (c), respectively.
produces greater restoring force and frequency. For intermediate wavelengths λ ∼ 1/d, i.e.,
in domain (b) in Fig. 6.5, the flake has positively charged regions and negatively charged
ones that follow a checkerboard pattern such that each group of four charges forms two
dipoles in the symmetric case and a quadrupole in the asymmetric case. Consequently
the longitudinal electric field is larger in the even modes than that of the odd solutions
producing greater frequencies in the former case, and as a result, reversing the pattern
observed in the long wavelength range.
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Figure 6.5: A physical picture of symmetric (denoted by S) and asymmetric (AS) plasmon
modes for long and intermediate wavelengths. (a) In the limit of q → 0 the first odd mode
(1−) is forbidden due to the difficulty of establishing current through the p-n junction.
Thus, the first even mode (1+) in the long wavelength range has the lowest frequency. It is
shown in the uppermost sketch of (1+) mode that the distribution of same sign charges along
the flake’s width generates a weak longitudinal electric field that is inversely proportional
to λ2; consequently the electric field vanishes in the limit of infinite wavelength, i.e., q → 0
which implies that the first even mode is gapless. The second and third sketches show that
the transverse electric field is greater in the (2+) mode than in the (2−) mode leading to
stronger force and greater frequencies in even solutions than odd ones. (b) For intermediate
wavelength λ ∼ d, domain (b) in Fig. 6.4, odd eigenfrequencies start to decrease relative
to even ones due to weaker longitudinal electric field in asymmetric modes. This could be
explained by picturing the flake as checkerboard pattern of charge distribution where each





Gapless bilayer graphene has the disadvantage that it acts like a metal due to the
gapless nature of its band structure. By opening a band gap, bilayer graphene can act
like a semiconductor making it more adaptable to electronic applications. A band gap is
opened in bilayer graphene by breaking the symmetry between the two layers through either
chemically doping one of the layers or applying a perpendicular electric field. The second
approach is preferred because the size of the band gap can be controlled by tuning the
electric field using either a single gate, the case discussed in this work, or two gates.
A schematic diagram of the device is shown in Fig. 7.1 where the distance between the
two layers, t, is assumed throughout the calculations to be much smaller than the distance
between the bottom layer and the gate, i.e., t ≪ D. The gate creates an electric field
perpendicular to the layers’ plane with magnitude E = 4πen = 4πe(nt + nb) where e is
the unit charge and nt, nb are the charge densities on the top and bottom layers. The
electric field induces negative charge density, −enb, on the bottom layer through hopping
of electrons between the layers leaving an excess of positive charges on the top layer. The
electric field between the layers is Em = Eg + Eind = 4πe(n − nb) = 4πent where Eg is
the electric field from the gate and Eind is the electric field due to induced charges on
the bottom layer. There is positive charge density above the top layer and a negative
density −ent just below. The potential difference between the gate and the bottom layer is
eVg = eEgD = 4πe
2nD and the potential difference between the layers is,
2U = eEmt = 4πe
2ntt (7.1)
where the top layer is at potential U and the bottom layer at −U . Fig. 7.2 shows the
potential energy due to the in-plane electric field E0 superimposed on the band structure
of the gated bilayer graphene. The band gap puts a threshold on the in-plane electric






Figure 7.1: Schematic of n-type gated bilayer graphene. The two layers of graphene are
represented by two blue slabs and the gate by a thicker black slab. The distance between
the two layers is t and between the bottom layer and the gate is D. Since this is an n-type
gating, field lines represented by arrows point upward. Positive charge density (holes) at the
gate is denoted by e(nt+ nb) and it induces charge densities −enb on the bottom layer and
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Figure 7.2: Electron band structure across the bilayer with an energy gap of 2U . The
positively charged p-region, denoted by blue line, and the negatively charged n-region,
denoted by red line, are separated by a neutral (N) strip (black line) of width 2h = 2U/eE0
determined by the band gap and the slope of the potential due to the in-plane applied
electric field E0.
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consequently absence of plasmons. A very large band gap would not allow the conduction
band in the low potential region or the valence band in the high potential region to intersect
the Fermi level. In other words, electrons would not have enough energy to flow from the
valence band to the conduction band. Thus, the applied electric field must satisfy the
condition, E0 ≥ U/ed. Because there is some region on the flake where U is too high, i.e.,
U > |eE0x|, a neutral strip spreads over a width of 2h = 2U/eE0 separating the p- and
n-regions.
Similar to the gapless case, we start with the condition that the electrochemical potential
must be constant across the flake, i.e.,
µ(x)
e
+ φ(x) = 0 (7.2)
where µ(x) is the chemical potential, φ(x) = −E0 x − 2
∫ d
0 dx
′ρ0(x′) ln (x+ x′/|x− x′|) is
the potential of the flake due to the applied in-plane field E0 and the induced equilibrium
charged density ρ0. At temperature T = 0 K the chemical potential is equal to the Fermi
energy µ = ǫF . The Fermi energy of bilayer graphene with a band gap, derived in Chapter
2, is






where p2F = π~










To derive the equilibrium charge density, ρ0, we insert Eq. 7.3 into the Thomas-Fermi














|x− x′| = 0
The coefficient of the first term under the square root, Bohr radius aB = ~
2/(me2), is










|x− x′| = 0 (7.4)




d2 − x2 Θ(|x| − h) (7.5)
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where h is half the length of the neutral strip. The integral equation in δρ is derived
using three main equations, the continuity equation, Coloumb law and the hydrodynamic
equation, Eq. 5.9,
ρ˙(r, t) +∇ · J(r, t) = 0 (7.6)














where the last term in Eq. 7.7 is added due to the effect of image charges at a distance 2D
from the bilayer. The term e v2F ν(µ)/2 in Eq. 7.8 should be written entirely in terms of ρ
and U , therefore,

























where we have made the substitutions for the density of states ν(µ) = 2pF /π~
2vF , Fermi
momentum p2F = π~





















To simplify Eq. 7.9 we consider only the case where the width of the neutral strip is much
greater than the Bohr radius, h≫ aB ⇒ ~2πρ/(2me)≪ U , since 2h = 2U/eE0. Therefore,
we can replace e v2F ν(µ)/2 with ~
2πρ2/(2m2eU) in Eq. 7.8 to get the much simplified form




























where we have inserted Eq. 7.7 and Eq. 7.8 into Eq. 7.6. Realizing that charge fluctua-
tions are propagating waves, the time dependent part is separated by writing δρ(r′, t) =
δρ(x′)ei(qy

























(x− x′)2 + (y − y′)2 + 4D2
]
= 0 (7.10)













(x− x′)2 + (y − y′)2 + 4D2 = 2eiqyK0(q
√
(x− x′)2 + 4D2), see Appendix












(x− x′)2 + 4D2)] = 0 (7.11)
Eq. 7.11 is simplified by expanding the divergence and gradient operators to obtain,























































































(x− x′)2 + 4D2)
]



















(x− x′)2 + 4D2)
]
= 0 (7.12)
Because Eq. 7.12 is too complicated to solve exactly, we consider three limiting cases:
(a) short wavelength limit, λ ≪ D ≪ h, (b) intermediate wavelength limit, D ≪ λ ≪ h,
and (c) long wavelength limit, h≪ λ.
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7.1 Short Wavelength, λ≪ D ≪ h
We consider the case where the wavelength of plasmons are much smaller than the width
of the neutral strip, λ ≪ h. In other words, the propagating plasmons on each side of the
flake are almost decoupled and thus can be considered independent. By substituting Eq. 7.5
























(x− x′)2 + 4D2)
]
= 0


































(x− x′)2 + 4D2)
)]
= 0
For the first integral with integration limits −d to −h, the variable of integration x′ can

































(x+ x′)2 + 4D2)
)]
= 0 (7.13)
where the ± is due to the fact that δρ(−x) = δρ(x) if even or δρ(−x) = −δρ(x) if odd. By
letting x− h = x˜, the term (x2 − h2)/(d2 − x2) can be written as,
(x− h)(x+ h)/(d2 − x2) = x˜(x˜+ 2h)/(d2 − 2x˜h− h2 − x˜2) (7.14)
By taking d≫ h≫ x˜ we obtain,
x2 − h2





After replacing the integration variable x with x˜ and changing the integration limits from





















(x˜− x˜′)2 + 4D2)±K0(q|x˜+ x˜′ + 2h|)∓K0(q
√
(x˜+ x˜′ + 2h)2 + 4D2)
]
= 0
The last two terms can be ignored because they never diverge and almost cancel each
other. Because the wavelength is taken much smaller than the distance between the flakes
and gate, D, the charges interact in a much smaller scale than the distance to image
charges. Thus, the effect of the image charges can be ignored by eliminating the term
K0(q
√
















dx˜′δρ(x˜′)K0(q|x˜− x˜′|) = 0 (7.16)
Eq. 7.16 has a similar form to that of Eq. 6.18. In that case, see Chapter 6, the
eigenfrequencies depended very weakly on q as ω2 ∝ 1/ ln(1/q). Therefore, the spectrum







where the spectrum is doubly degenerate due to the decoupling of plasmons modes on both
sides of the flake.
7.2 Intermediate Wavelength, D ≪ λ≪ h
Since the wavelength is still much smaller than the neutral strip h, ρ0(x) can be
approximated as in Eq. 7.15. However, image charges cannot be ignored in that case because
the wavelength is much greater than the bilayer-to-gate separation and consequently the


































dx˜′δρ(x˜′)Dδ(x˜− x˜′) = 0
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where we have substituted ρ20 = 2hE
2
0 x˜/d
2. By letting 4π2~2E20hD/(d
2m2U) = C2 and














δρ(x˜) = 0 (7.18)






















with the quantum number l = 0. Let’s define x˜ = N C2 z/ω2 and replace δρ(x˜) by δρ(z) =
e−z/2G(z), then Eq. 7.18 becomes,
ze−z/2G′′(z) + (1− z)e−z/2G′(z) +
[










By dividing the equation by e−z/2 and defining q ≡ ω2/(2NC2), we arrive at the confluent
hypergeometric differential equation,
zG′′(z) + (1− z)G′(z)− [−N + 1/2]G(z) = 0
The general solution to this equation is,
G(z) = b1 1F1(a = −N + 1/2; b = 1; z) + b2 U(a = −N + 1/2; b = 1; z)
where 1F1(−N+1/2; 1; z) and U(−N+1/2; 1; z) are the confluent hypergeometric functions
of the first and second kind. We keep only the first solution since U diverges at z = 0.
Because the confluent hypergeometric function of the first kind, 1F1(−N + 1/2; 1; z), is a
polynomial in z, it converges only if it has a finite number of terms. This condition is
satisfied when a is zero or a negative integer, and b < a or b > 0. Thus,
−N + 1/2 = −n⇒ N = n+ 1/2, where n = 0, 1, 2, 3..
Since q = ω2/(2NC2) and C2 = (4π2~2E20hD)/(d
2m2U) the eigenfrequencies are,
ω2n = 2NC
















=e−qx˜ 1F1(−n; 1; 2qx˜) (7.20)
Since δρ does not vanish at the boundary of the neutral strip, x˜ = x − h = 0, we can
conclude that there are finite fluctuations at the boundary of the neutral strip. Also, it is
obvious that the spectrum has q dependence.
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7.3 Long Wavelength, h≪ λ
Similar to the last two sections, we start by approximating the charge density ρ0 to a
simpler form,
ρ0(x) = sgn(x) Θ(|x| − h)E0
√
x2 − h2
















In the limit of long wavelength, δρ(x′) changes very slowly under the integration and
consequently K0 can be approximated as a delta function to convert the integral equation















Dδρ(x˜) = 0 (7.21)
Eq. 7.21 is just the radial Schro¨dinger equation in 3D. By letting 2π2~2E20D/(m
2d2U) =





















Eq. 7.22 has the form of one-dimensional Schro¨dinger equation with potential−ω2/(C ′2ζ2)
and energy −1. To regularize the singularity at ζ = 0, we define a cutoff at ζ = qa such
that the potential is finite at the origin. A solution to the Schro¨dinger equation with the















where ζ1 and ζ2 are the turning points at which the kinetic energy is zero and thus, the
total energy is equal to the potential energy E = −ω2/(C ′2 ζ2) ⇒ 1 = ω2/(C ′2 ζ22 ). Since
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the integrand is an even function in ζ and the integration limits are ζ2 = −ζ1 = ω/C ′ we















where ω ≫ C ′ because the Bohr-Sommerfeld condition, Eq. 7.23, is satisfied in the clas-
sical region where the energy is greater than the potential energy E > V (x) ⇒ −1 ≫
−ω2/(C ′2 ζ2) for all ζ; therefore, 1≪ ω/C ′. After simplifying the integrand in Eq. 7.23 by
ignoring the 1 under the square root, integrating and taking | ln(qa)| ≫ ln(ω/C ′), we solve










where n = 0, 1, 2, 3.... It is worth noting that the spectrum has weak dependence on the
wavenumber q.
In conclusion, the three cases of the gated bilayer graphene showed similarities in that the
spectrum was linear in E0 indicating strong dependence on the magnitude and direction of
the electric field, and showed differences in the wave number (q) dependence ranging from
no dependence at all in the short wavelength limit to square-root proportionality in the
intermediate limit. Also, the three cases showed different proportionality to parameters like
d, D, h and U .
CHAPTER 8
CONCLUSION
Plasmon propagation in gapless and band gapped bilayer graphene was investigated to
find the dependence of plasmon frequencies on the applied electric field E0 and wave number
q. Throughout the calculations, the width of the flake 2d was assumed much smaller than its
length that was taken to be infinity, and the distance between graphene layers was ignored.
The in-plane electric field E0 induced charge density ρ0(x) producing a p-n junction along
the length of the bilayer. The nonhomogeneous induced charge density along the flake’s
width enforced charge fluctuations to propagate along the length of the bilayer giving rise
to one-dimensional plasmons.
The band structure of bilayer graphene was calculated quantum mechanically within the
tight binding model in Chapter 2. In the non-gated bilayer graphene case, the energy was
quadratic in momentum and the band structure was gapless. In gated bilayer graphene, the
additional gate introduced a perpendicular electric field that broke the inversion symmetry
between the two layers making one layer at a higher potential than the other one and
consequently leading to the opening of a gap in the bilayer band structure. The energy
dispersion relations in both cases were used in the derivation of the chemical potential in
the Thomas-Fermi equation, and in the computation of the density of states and Fermi
velocity in the hydrodynamic equation, Eq. 5.9.
Few constraints,
√
e/E0 ≪ λ, d, had to be satisfied to allow the semiclassical description
of charge carriers as continuous fluid of fermions. In the case of gated bilayer graphene an
additional constraint, E0 > (U/ed), had to be satisfied to establish charge distribution
across the flake. From the Thomas-Fermi integral equation we obtained the equilibrium
charge density ρ0(x), Eq. 6.7 and Eq. 7.5. By substituting ρ0(x) into the hydrodynamics
equations we set up the eigenvalue integro-differential equations, Eq. 6.15 and Eq. 7.12,
that were analyzed for limiting cases.
In gapless bilayer graphene, we considered two limiting cases for the spectrum analysis.
In the limit of short wavelength, an exact solution was found, Eqs. 6.26, 6.27, 6.32 and 6.33,
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that exhibited pathological behavior, such as infinite oscillations very close to the p-n
junction and continuous spectrum. The oscillatory behavior was regularized by introducing
a cutoff at which the eigenfunction was set to zero. The introduced cutoff served to discretize
the eigenfrequencies that showed very weak dependence on q, see Eq. 6.41. Unexpectedly,
even modes of plasmons had higher energies than odd ones in the short wavelength limit.
In the limit of long wavelength that order was reversed with the lowest mode was found to
be even and gapless (vanishing eigenfrequency at zero wavenumber q = 0). The reversal
of the order of even and odd modes in terms of frequency as we go from long wavelengths
to short wavelengths limits was unusual; it was explained as a consequence of the greater
decrease of the electric field in odd modes than in even ones in the intermediate range
λ ∼ d. That decrease in the electric field was due to the checkerboard pattern of charge
distribution that was composed of sequence of quadrupoles (weaker electric field) in odd
modes, and of two dipoles in even ones. More interesting was the finding that the first
odd mode (1−) is forbidden in the limit q → 0, i.e., the first odd mode that could be
established in that limit has three nodes across the width of the flake instead of just one.
This odd mode (1−) reappears as we go to shorter wavelengths. In both limits, the scaling
factor was proportional to
√
E0/(md) showing that plasmon frequencies can be controlled
by modifying the magnitude of the applied electric field.
In the gated bilayer graphene, the integro-differential equation was much more compli-
cated. The problem was approached by assuming that the width of the flake is much greater
than the plasmon wavelength λ, the distance between the bilayer and the gate (D), and
the width of the neutral strip 2h. Three limiting cases were considered for different relative
lengths of h, D and λ. In all cases the scaling was linear in E0, see Eqs. 7.17, 7.19 and 7.24,
indicating stronger dependence of plasmon frequency on the applied electric field in band
gapped bilayer than in gapless case. Also, the three cases had different dependence on the
wave number q ranging from no dependence at all to linear dependence.
APPENDIX A
DENSITY OF STATES IN 2D
Let’s consider the 2pz electrons in bilayer graphene at temperature T = 0 K as an
example of a system of N electrons in the ground state. Because the electrons are fermions,
every state is occupied by only one electron; hence, the N electrons occupy the lowest N
states starting from the zero-point energy up to the Fermi energy ǫF . Occupied orbitals can
be represented by points, in k-space, confined within a circle in 2D systems, see Fig. A.1, or
within a sphere in 3D materials. The radius of that circle (sphere) is the Fermi wavevector
kF such that ǫF = ~
2k2F /(2m), where ~kF is the Fermi momentum. The total number of
occupied orbitals is the ratio between the area (volume) of the circle (sphere) in k-space
πk2F , and the area (volume) occupied by each k-point 2π/A. Thus, in bilayer graphene the








where A is the area of the two dimensional graphene lattice. The factor of four is due to the
fact that each point within the circle in k-space represents one orbital that is occupied by
four electrons; two to account for spin and two more electrons for two parabola below and











where n(x) and pF (x) are x dependent. Hence, in bilayer graphene the number density or
equivalently charge density and Fermi momentum are functions of the distance from the



















Figure A.1: k-space in 2D. Each point (kx,ky) inside the circle of radius kF represents four
filled orbitals, two orbitals to account for spin and two for the two parabola in the band

















where we used Eq. 2.20 to substitute for the energy ǫF = vF pF . Similarly, the density of




































































(x− x′)2 + (y − y′)2
The second term in the second line vanishes because it is an odd function in y. let |y−y′| =




















B.2 Integral in Eq. 6.20
By differentiating the integral,∫ ∞
−∞
dξ′ei(k











Because the integration is taken over ξ′, the differentiation operator can operate on the
integrand inside the integral sign. Therefore,∫ ∞
−∞
dξ′ξ′ei(k
′−k)ξ′ = −2πi ∂
∂k′
δ(k′ − k) (B.2)
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B.3 Integral in Eq. 6.22
Because the integral 2i
∫∞










and regularize the integrand by multiplying to it an infinitesimal exponentially decreasing











i(k − k′)− ǫ −
ei(k
′−k)ξ−ǫξ






i(k − k′)− ǫ +
1






(k − k′) =
2i
(k − k′) (B.3)
B.4 Integral in Eq. 7.10


































(x− x′)2 + (y − y′)2 + 4D2 (B.4)
The second term in the second line vanishes because it is an odd function in y. Let’s
define |y − y′| =
√
(x− x′)2 + 4D2 t ⇒ dy′ = dt
√












(x− x′)2 + 4D2]
√
(x− x′)2 + 4D2√

















(x− x′)2 + (y − y′)2 + 4D2 = 2e
iqyK0(q
√





In the limit of short wavelength, we obtained the integro-differential equation in k-space,
see Section 6.3 Eq 6.23,





1 + k2 δρ˜′(k)
k − q (C.1)
where λ = ω2md/(2
√
2πeE0) and P stands for principle value. This equation is an
eigenvalue problem, and in this section we introduce the detailed calculations to solve for
the eigenfunctions and eigenfrequencies.
Let’s write Eq. C.1 in terms of hyperbolic functions by making the following substitu-
tions,



























We propose two functions, for even and odd solutions, and insert them into the integro-
differential equation to test if they actually work. Let’s assume that δρ˜′ takes the following
forms,
δρ˜(u) = cos(αu) for even solutions ⇒ δρ˜′(u) = −α sin(αu), and
δρ˜(u) = sin(αu) for odd solutions ⇒ δρ˜′(u) = α cos(αu)
In the following two sections we will prove that the proposed functions actually constitute
a solution to Eq. C.1
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C.1 Even Solutions





























To compute the first and second integrals, we perform contour integration. Therefore, we
move to the complex plane where we take z = u + iv and t as complex variables. The
contour integral of the first term of Eq. C.3 in complex plane is taken over the upper half





























residues in upper half-plane (C.4)
where the first term is zero because the integrand vanishes over the infinite semicircle C1,
see Fig. C.1, I1 = P
∫∞
−∞ du cosh(u) e
iαu/ (sinh(u)− sinh(t)) and the contour integral over
C2 is equal to −iπeiαt. Therefore, the expression of Eq. C.4 simplifies to,







The first term on the L.H.S is the residue due to the singularity on the real axis and the
second term is the principle value of the integral we want to evaluate. The R.H.S is the
sum of residues due to the singular points inside the contour. Hence, I1 becomes,
I1 = iπe
iαt + 2πi eiαt
∑
n=1,2,3..




= iπeiαt + 2πi eiαt
e−2πα







iπ eiαt(eπα + e−πα) + 2πi e−iαt
eπα − e−πα (C.5)
where we have used the geometric series
∞∑
n=0
xn = 1/(1− x)
in the second line by replacing x→ e−2πα.
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The second integral in Eq. C.3 is evaluated by taking the lower half contour C3 because




























residues in lower half-plane
where the first term vanishes and I2 = P
∫∞
−∞ du cosh(u) e
−iαu/ (sinh(u)− sinh(t)). We
obtain the following expression for I2,







⇒ I2 = iπe−iαt − 2πi e−iαt
∑
n=0,1,2,3..















−i πe−iαt (eπα + e−πα)− 2πi eiαt
eπα − e−πα (C.6)
By subtracting the principle value I2 from I1,
⇒ I1 − I2 = iπ e
iαt(eπα + e−πα) + 2πi e−iαt
eπα − e−πα −
−i πe−iαt (eπα + e−πα)− 2πi eiαt
eπα − e−πα
=














eiαt + e−iαt = 2 cos(αt)
eπα − e−πα = 2 sinh(πα) = 4 sinh(πα/2) cosh(πα/2)









[I1 − I2] = −π α
tanh(π α/2)
cos(α t) (C.7)
where α can take any positive real number. The coefficient −π α/ tanh(π α/2) is propor-
tional to the eigenvalues and δρ˜(u) = cos(αu) constitute an infinite set of even eigenfunctions
to the integro-differential equation.
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C.2 Odd Solutions































[I1 + I2] (C.8)
The principle values were already evaluated in the last section. Therefore, by adding Eqs.
C.5 and C.6,
I1 + I2 =
iπ eiαt(eπα + e−πα) + 2πi e−iαt
eπα − e−πα +
−i πe−iαt (eπα + e−πα)− 2πi eiαt
eπα − e−πα
=





eiαt − e−iαt] [eπα/2 − e−πα/2]2
eπα − e−πα




eiαt − e−iαt = 2 i sin(αt)[










[I1 + I2] = −π α tanh(π α/2) sin(α t) (C.9)
where α can take any positive real number. The coefficient, −π α tanh(π α/2), is propor-
tional to the eigenvalue corresponding to the odd eigenfunction δρ˜(u) = sin(αu) for some
value of α.
C.3 Fourier Transform of Eigenfunctions
Because we are interested in the plasmon wave profile in real space we will perform the







where the superscript + denotes even solutions,
ρ˜+α (k) = cosh(πα/2) cos (α arcsinh(k)) (C.11)
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where u is replaced with arcsinh(k). Multiplying by the coefficient cosh(πα/2) is justified


























The first term vanishes, the second term is evaluated using contour integration. The contour
taken to simplify the integral is plotted in Fig. C.1(b). Therefore, the second term becomes,
∮








dx eiξ sinh(x+iπ/2) sin(α[x+ iπ/2])
]
= 0 (C.13)
The contour integral is zero because there are no poles inside the contour and thus has
zero residue. Also, the integrals over the vertical sections of the contour vanish because the
integrand decays like e− cosh(x) as x → ±∞. By taking R → ∞ the integral over the real
axis takes the form,∫ ∞
−∞
dx eiξ sinh(x) sin(αx) =
∫ ∞
−∞








dx e−ξ cosh(x) sin(iα π/2) cos(αx) (C.14)
where we used the identity sinh(x + iy) = sinh(x) cos(y) + i cosh(x) sin(y). The first term
in the second line vanishes because the integrand is an odd function in x. The second
integrand can be integrated from 0 to ∞ since it is an even function. By substituting
















dxe−ξ cosh(x) cosh(iα x) (C.15)
where we used the identity, 2 sinh(πα/2) cosh(πα/2) = sinh(πα). By substituting,∫ ∞
0
dx e−ξ cosh(x) cosh(iα x) = Kiα(ξ) , Re(ξ) > 0 (C.16)
68
t-t
-t + Π i
-t + 3 Π i
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t + 2 Π i
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Figure C.1: Contours taken for calculating eigenfunctions and their inverse Fourier
transform a) Three contours, C1, C2 and C3, in the complex plane are used for the
calculation of the integral Eq. C.1. The dots show singularities. b) Rectangular contour is
traversed counter clockwise in the complex plane to evaluate the integral of Eq. C.10




The same procedure need not be repeated to find odd eigenfunctions in real space because
even and odd solutions are related by Eq. 6.31.
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