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ВИКОРИСТАННЯ ТРИКУТНИХ МАТРИЦЬ ДЛЯ ПОБУДОВИ
ЗВИЧАЙНИХ ДИФЕРЕНЦIАЛЬНИХ РIВНЯНЬ ЗА ВIДОМОЮ
ФУНДАМЕНТАЛЬНОЮ СИСТЕМОЮ РОЗВ’ЯЗКIВ
Використовуючи апарат трикутних матриць, запропоновано алгоритм побудови звичайних лiнiйних
однорiдних диференцiальних рiвнянь за заданою фундаментальною системою розв’язкiв.
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Допомiжнi поняття та твердження
Трикутнi матрицi та їх парадетермiнанти
знайшли широке застосування в алгебрi, комбiна-
торному аналiзi, теорiї чисел та iнших областях
математики [1].
Трикутною матрицею n-го порядку назвемо
числову трикутну таблицю [2]
A =

a11
a21 a22
...
...
. . .
an1 an2 . . . ann

n
. (1)
Кожному елементу aij матрицi (1) поставимо
у вiдповiднiсть (i − j + 1) елементiв aik, k =
= j, j + 1, . . . , i, якi назвемо похiдними елемента-
ми цiєї матрицi, породженими ключовим елемен-
том aij .
Факторiальним добутком {aij} ключового еле-
мента aij назвемо добуток усiх похiдних елементiв,
породжених ключовим елементом aij , тобто
{aij} =
i∏
k=j
aik.
Рогом Rij(A) елемента aij матрицi (1) назве-
мо трикутну матрицю (i− j + 1)-го порядку з цим
елементом у лiвому нижньому кутi. Очевидно, що
у рiг Rij(A) трикутної матрицi (1) входять тiль-
ки тi її елементи ars, iндекси яких задовольняють
нерiвнiсть j 6 s 6 r 6 i.
Парадетермiнантом ddetA трикутної матри-
цi (1) називають число
ddetA ≡
a11
a21 a22
...
...
. . .
an1 an2 . . . ann n
=
=
n∑
r=1
∑
|pr|=n
(−1)n−r
r∏
s=1
{
a|ps|,|ps−1|+1
}
, (2)
де |pk| = p1 + . . . + pk (ps ∈ N), {aij} — факто-
рiальний добуток ключового елемента aij [2].
Парадетермiнант трикутної матрицi можна роз-
класти за елементами вписаної прямокутної таб-
лицi, зокрема, за елементами останнього рядка
матрицi.
Теорема 1 ([2]). НехайA — трикутна матриця (1)
n-го порядку. Тодi
ddetA =
=
n∑
s=1
(−1)n+s{ans} · ddet
(
Rs−1,1(A)
)
, (3)
де {ans} — факторiальний добуток ключового еле-
мента ans, Rs−1,1(A) — рiг матрицi A, причому
ddet(R01(A)) = 1.
Теорема 2 дозволяє зменшити порядок параде-
термiнанта трикутної матрицi на одиницю, що на-
дає зручний алгоритм обчислення таких парадетер-
мiнантiв.
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Теорема 2 ([3]). Для парадетермiнанта трикут-
ної матрицi (1) справджується рiвнiсть
a11
a21 a22
a31 a32 a33
...
...
...
. . .
an1 an2 an3 . . . ann n
=
=
(a11 − a21)a22
(a11 − a31)a32 a33
...
...
. . .
(a11 − an1)an2 an3 . . . ann n−1
. (4)
Обчислення парадетермiнантiв деяких
трикутних матриць спецiального виду
Верхньою матрицею Гессенберга називають
квадратну матрицю (hij)ni,j=1, всi елементи якої
пiд першою пiддiагоналлю дорiвнюють нулю, тоб-
то hij = 0 для всiх i > j + 1 [4].
Нижня матриця Гессенберга — це матриця,
отримана транспонуванням верхньої матрицi Гес-
сенберга.
Детермiнант нижньої матрицi Гессенберга n-го
порядку можна звести до парадетермiнанта деякої
трикутної матрицi n-го порядку.
Теорема 3 ([5]). Справджується тотожнiсть∣∣∣∣∣∣∣∣∣∣∣
a11 a1 0 . . . 0
a21 a22 a2 . . . 0
...
...
...
. . .
...
an−1,1 an−1,2 an−1,3 . . . an−1
an1 an2 an3 . . . ann
∣∣∣∣∣∣∣∣∣∣∣
n
=
=
a11
a1a21
a22
a22
...
...
. . .
a1an−1,1
an−1,2
a2an−1,2
an−1,3
. . . an−1,n−1
a1an1
an2
a2an2
an3
. . .
an−1an,n−1
ann
ann
n
. (5)
Для знаходження парадетермiнантiв трикутних
матриць спецiального виду, якi виникатимуть у
третьому роздiлi, використовуватимемо таке твер-
дження.
Лема 4. Справджується тотожнiсть
1
k1
1
k2
1
k2−k1
...
...
. . .
1
kn
1
kn−k1
. . . 1
kn−kn−1 n
=
1
k1 . . . kn
. (6)
Доведення. Для кожного j ∈ {1, . . . , n} позначимо
Mj ≡Mj(kj , . . . , kn) =
=
1
kj
1
kj+1
1
kj+1−kj
1
kj+2
1
kj+2−kj
1
kj+2−kj+1
...
...
...
. . .
1
kn
1
kn−kj
1
kn−kj+1
. . . 1
kn−kn−1 n−j+1
.
Потрiбно довести, що M1 = (k1 · . . . · kn)−1.
Використовуючи рiвнiсть (2), зменшимо поря-
док парадетермiнанта M1 на одиницю:
M1 =
(
1
k1
− 1
k2
)
1
k2−k1(
1
k1
− 1
k3
)
1
k3−k1
1
k3−k2
...
...
. . .(
1
k1
− 1
kn
)
1
kn−k1
1
kn−k2
. . . 1
kn−kn−1 n−1
=
=
1
k1k2
1
k1k3
1
k3−k2
...
...
. . .
1
k1kn
1
kn−k2
. . . 1
kn−kn−1 n−1
=
M2
k1
.
Аналогiчно,
M2 =
1
k2
1
k3
1
k3−k2
...
...
. . .
1
kn
1
kn−k2
. . . 1
kn−kn−1 n−1
=
=
1
k2k3
1
k2k4
1
k4−k3
...
...
. . .
1
k2kn
1
kn−k3
. . . 1
kn−kn−1 n−2
=
M3
k2
, . . . ,
Mn−2 =
Mn−1
kn−2
, Mn−1 =
Mn
kn−1
=
1
kn−1kn
.
ЗвiдсиM1=
(
k1 · . . . ·kn
)−1
, що й потрiбно було
довести.
Наслiдок 5. Справджується тотожнiсть
1
1
2 1
...
...
. . .
1
n
1
n−1 . . . 1 n
=
1
n!
. (7)
Формулу (7) одержуємо з (6), якщо в нiй пiд-
ставити k1 = 1, . . . , kn = n.
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Парадетермiнанти трикутних матриць
i звичайнi лiнiйнi диференцiальнi рiвняння
Нехай на iнтервалi (a, b) задано деяку сукуп-
нiсть n разiв неперервно диференцiйовних i лiнiй-
но незалежних функцiй y1(x), . . . , yn(x). Тодi iснує
єдине звичайне лiнiйне однорiдне диференцiаль-
не рiвняння n-го порядку, для якого ця сукупнiсть
функцiй буде фундаментальною системою розв’яз-
кiв на iнтервалi (a, b). Вiдомо, що це рiвняння
можна записати у виглядi [6]∣∣∣∣∣∣∣∣∣∣∣∣∣
y1 y
′
1 y
′′
1 . . . y
(n)
1
y2 y
′
2 y
′′
2 . . . y
(n)
2
...
...
...
. . .
...
yn y
′
n y
′′
n . . . y
(n)
n
y y′ y′′ . . . y(n)
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0. (8)
Детермiнант з (8) за допомогою елементарних
перетворень можемо звести до вiдповiдного детер-
мiнанта нижньої матрицi Гессенберга, а його, згiд-
но з (2), можемо замiнити парадетермiнантом вiд-
повiдної трикутної матрицi.
Спосiб побудови звичайного лiнiйного однорiд-
ного диференцiального рiвняння за його вiдомою
фундаментальною системою розв’язкiв покажемо
на прикладах.
Приклад 1. Для фундаментальної системи розв’яз-
кiв y1 = x, y2 = x2, . . . , yn = xn, використовую-
чи (8), одержуємо звичайне диференцiальне рiв-
няння
ddet
((
mij(x, y)
)n+1
i,j=1
)
= 0, (9)
де елементи mij(x, y) матрицi визначаються фор-
мулами
mij(x, y) =

ij−1 xi−j+1, j ≤ i+ 1,
0, j > i+ 1,
y(j−1), i = n+ 1,
а bs = b(b− 1) . . . (b− s+ 1) — зростаючий факто-
рiальний степiнь.
Використовуючи (5), диференцiальне рiвнян-
ня (9) зводимо до рiвняння, записаного за допо-
могою парадетермiнанта трикутної матрицi:
x
x
2 x
...
...
. . .
x
n
x
n−1 . . . x
y
y′
y′
y′′
. . . y
(n−1)
y(n)
y(n)
n+1
= 0. (10)
За формулою (3) розкладемо парадетермiнант
трикутної матрицi з (10) за елементами останнього
рядка:
Pn(x)y
(n) − Pn−1(x)y(n−1) + . . .+
+ (−1)n−1P1(x)y′ + (−1)nP0(x)y = 0, (11)
де коефiцiєнти Pn(x), використовуючи (7), можемо
записати як Pn(x) = pnxn, причому
pn =
1
1
2 1
...
...
. . .
1
n
1
n−1 . . . 1 n
=
1
n!
. (12)
Розкладаючи парадетермiнант з (12) за еле-
ментами останнього рядка, для коефiцiєнтiв pn
одержуємо лiнiйне рекурентне рiвняння
pn =
1
1!
pn−1 − 1
2!
pn−2 + . . .+
(−1)n+1
n!
p0 (13)
з початковою умовою p0 = 1.
Приклад 2. Для фундаментальної системи розв’яз-
кiв y1 = ek1x, y2 = ek2x, . . . , yn = eknx, де чи-
сла k1, . . . , kn — рiзнi та вiдмiннi вiд нуля, з (8)
пiсля очевидних перетворень одержуємо диферен-
цiальне рiвняння з детермiнантом нижньої матрицi
Гессенберга у лiвiй частинi:∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 k1 0 . . . 0
1 k2 k2(k2−k1) . . . 0
...
...
...
. . .
...
1 kn kn(kn−k1) . . . kn
n−1∏
s=1
(kn−ks)
1 D1(y) D2(y) . . . Dn(y)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0,
де D0(y) = y, D1(y) = y′, D2(y) = S01y
′′ − S11y′,
Dn(y) = S
0
ny
(n) − S1ny(n−1) + . . .+
+ (−1)n−1Sn−1n−1y′, (14)
Spm — сума всiх можливих добуткiв чисел k1,
k2, . . . , kp, взятих у кiлькостi m (наприклад,
S34 = k1k2k3 + k1k2k4 + k2k3k4); S
0
m ≡ 1.
Отримане диференцiальне рiвняння, згiдно
з (5), можемо записати через параперманент три-
кутної матрицi у лiвiй частинi, тобто
1
k1
1
k2
1
k2−k1
...
...
. . .
1
kn
1
kn−k1
. . . 1
kn−kn−1
D0(y)
D1(y)
D1(y)
D2(y)
. . . Dn−1(y)
Dn(y)
Dn(y)
n+1
= 0. (15)
За формулою (3) розкладемо парадетермiнант
з (15) за елементами останнього рядка:
qnDn(y)− qn−1Dn−1(y) + . . .+
+ (−1)n−1q1D1(y) + (−1)nq0D0(y) = 0,
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де q0 = 1,
qn =
1
k1
1
k2
1
k2−k1
...
...
. . .
1
kn
1
kn−k1
. . . 1
kn−kn−1 n
. (16)
Розкладаючи парадетермiнант з (16) за елемен-
тами останнього рядка матрицi, для знаходження
коефiцiєнтiв qn одержуємо лiнiйне рекурентне рiв-
няння
qn =
qn−1
kn−kn−1 −
qn−2
(kn−kn−1)(kn−kn−2) + . . .+
+
(−1)n+1q0
kn(kn−kn−1)(kn−kn−2) . . . (kn−k1)
з початковою умовою q0 = 1.
Приклад 3. Для фундаментальної системи розв’яз-
кiв y1 = xex, y2 = x2ex, . . . , yn = xnex одержуємо
звичайне диференцiальне рiвняння
ddet
((
sij(x, y)
)n+1
i,j=1
)
= 0, (17)
де
sij(x, y) =

ij−1 xi−j+1, j ≤ i+1,
0, j > i+1,∑j−1
k=0(−1)kCkj−1y(j−1−k), i= n+1,
а Ckj−1 — бiномiальнi коефiцiєнти.
Використовуючи (5), отримане диференцiальне
рiвняння зводимо до рiвняння, записаного за допо-
могою парадетермiнанта трикутної матрицi:
x
x
2 x
...
...
. . .
x
n
x
n−1 . . . x
B0(y)
B1(y)
B1(y)
B2(y)
. . . Bn−1(y)
Bn(y)
Bn(y)
n+1
= 0,
де Bn(y) =
∑n
k=0 C
k
ny
(n−k).
Розкладаючи останнiй парадетермiнант за еле-
ментами n+ 1 рядка, одержуємо рiвняння
Pn(x)Bn(y)− Pn−1(x)Bn−1(y) + . . .+
+ (−1)nP0(x)B0(y) = 0,
у якому, згiдно з (7), Pj(x) = x
j
j! , j = 0, 1, . . . , n.
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