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Abstract
In this paper, we obtain new sucient conditions for the oscillation of a class of neutral parabolic dierential equations
satisfying two kinds of boundary value conditions. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Recently, there have been a lot of activities concerning the oscillations of parabolic equations with
arguments. We can refer to [1,3,5,6,8,9] and their references. However, those works dealt with only
the case of discrete deviating arguments. It seems that very little is known about the work of the
case with continuous deviating arguments [2,4]. In this paper we consider the following nonlinear
parabolic equations with continuous distributed deviating arguments:
@
@t
[u+ (t)u(x; t − )] + p(x; t)u+
Z b
a
q(x; t; )f(u[x; g(t; )]) d()
= a0(t)u+ a1(t)u(x; t − ) (x; t) 2 
  R+ = G (E)
and consider boundary value conditions of the following types:
@u
@n
+ (x; t)u= 0 on (x; t) 2 @
  R+; (B1)
u= 0 on (x; t) 2 @
  R+; (B2)
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where 
 is a bounded domain in Rn with a piecewise smooth boundary @
. R+=[0;+1), u=u(x; t),
 is the Laplacian operator in Rn, ;  are constants, n is the unit exterior normal vector to @
.
(x; t) is a nonnegative continuous function on @
  R+.
The aim of this paper is to obtain some new oscillatory criteria of solutions of Eq. (E) subject
to boundary conditions (B1) and (B2), respectively, and these criteria are dierent from the results
in [2,4].
We assume throughout this paper that the following conditions (H) hold.
(H1) (t) 2 C 0(R+; R); a0(t); a1(t) 2 C(R+; R+);
(H2) p(x; t) 2 C( G; R+); q(x; t; ) 2 C( G  [a; b]; R+);
(H3) f(u) 2 C(R; R), f(u) is a positive and convex function in the interval (0;+1); and f(u) =
−f(−u);
(H4) g(t; ) 2 C(R+  [a; b]; R); g(t; )6t;  2 [a; b]; g(t; ) are nondecreasing with respect to t, ;
and limt!+1min2[a;b]fg(t; )g=+1;
(H5) () 2 ([a; b]; R) is nondecreasing, integral of in (E) is a Stieltjes integral.
A solution u(x; t) of Eq. (E) is called oscillatory in the domain G if for each positive number 
there exists a point (x0; t0) 2 
  [;+1) such that the condition u(x0; t0) = 0 holds.
2. Oscillation of solutions of boundary value problems
In this section we derive some sucient conditions for the oscillation of solutions of the boundary
value problems (E), (B1) and (E), (B2).
Now we let
P(t) = min
x2 

fp(x; t)g; Q(t; ) = min
x2 

fq(x; t; )g: (1)
With each solution u(x; t) of problem (E),(B1), we associate a function U (t) dened by
U (t) =
1
j
j
Z


u(x; t) dx; j
j=
Z


dx; t > 0: (2)
Theorem 1. Suppose that conditions (H) hold and let each eventually positive solution of the
dierential inequality
d
dt
[U (t) + (t)U (t − )] + P(t)U (t) +
Z b
a
Q(t; )f(U [g(t; )]) d()60; t>t0 (3)
tend to zero as t ! +1. Then each solution u(x; t) of problem (E); (B1) is oscillatory in the
domain G; or limt!+1
R

 u dx = 0 where t0 is a suciently large positive number.
Proof. Suppose that this is not true. Let u(x; t) be a solution of problem (E), (B1). Without a zero
in the domain 
  [t0;+1) and limt!+1
R

 u dx 6= 0. Without loss of generality, we may assume
that u(x; t)> 0 for (x; t) 2 
 [t0;+1). In view of (H2) and (H4) there exists a number t0>0 such
that
u(x; t − )> 0; u(x; t − )> 0 and u[x; g(t; )]> 0; t>t0;  2 [a; b]:
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Integrating both sides of Eq. (E) with respect to x over the domain and for t>t0 obtain
d
dt
 Z


u dx + (t)
Z


u(x; t − ) dx

+
Z


p(x; t)u dx
+
Z


Z b
a
q(x; t; )f(u[x; g(t; )]) d() dx
= a0(t)
Z


u dx + a1(t)
Z


u(x; t − ) dx: (4)
It is easy to see thatZ


Z b
a
q(x; t; )f(u[x; g(t; )]) d() dx =
Z b
a
Z


q(x; t; )f(u[x; g(t; )]) dx d(): (5)
From Green’s formula and boundary condition (B1) it follows thatZ


u dx =
Z
@

@u
@n
d!=−
Z
@

u d!60 (6)
and Z


u(x; t − ) dx =−
Z
@

(x; t − )u(x; t − ) d!60; (7)
where d! is the surface integral element on @
.
In view of condition (H4) it follows from Jensen’s inequality thatZ


q(x; t; )f(u[x; g(t; )]) dx>Q(t; )j
jf

1
j
j
Z


u[x; g(t; )] dx

: (8)
Moreover, from (1) it follows thatZ


p(x; t)u dx>P(t)
Z


u dx: (9)
Combining (6){(9), from (4) we obtain
d
dt
 Z


u dx + (t)
Z


u(x; t − ) dx

+ P(t)
Z


u dx
+ j
j
Z b
a
Q(t; )f

1
j
j
Z


u[x; g(t; )] dx

d()60:
Thus the function U (t) dened by (2) is a positive solution of inequality (3) such that limt!+1U (t)
6= 0, which contradicts the condition of the theorem.
If u(x; t)< 0; (x; t) 2 
 [t0;+1), then u=−u is a positive solution of problem (E), (B1). Then
U (t) =
− R
 u(x; t) dxR

 dx
(10)
is a positive solution of inequality (3), which also provides a contradiction. This completes the proof
of Theorem 1.
In the domain 
 we consider the following Dirichlet problem:
u+ u= 0 in (x; t) 2 
  R+;
u= 0 on (x; t) 2 @
  R+; (11)
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where  is a constant. It is well known [7] that the least eigenvalue 1 of problem (11) is positive
and the corresponding eigenfunction (x) is positive on x 2 
.
With each solution u(x; t) of problem (E),(B2) we associate a function V (t) dened by
V (t) =
R

 u(x; t)(x) dxR

 (x) dx
; t > 0: (12)
Theorem 2. Suppose that conditions (H) hold and let each eventually positive solution of the
dierential inequality
d
dt
[V (t) + (t)V (t − )] + (1a0(t) + P(t))V (t)
+ 1a1(t)V (t − ) +
Z b
a
Q(t; )f(V [g(t; )]) d()60; t>t0 (13)
tend to zero as t ! +1. Then each solution u(x; t) of problem (E); (B2) is oscillatory in the
domain G; or limt!+1
R

 u(x) dx = 0.
Proof. Suppose that this is not true. Let u(x; t) be a solution of problem (E); (B1). Without a zero
in the domain 
  [t0;+1) and limt!+1
R

 u dx 6= 0. Without loss of generality, we may assume
that u(x; t)> 0 for (x; t) 2 
 [t0;+1). In view of (H2) and (H4) there exists a number t0>0 such
that
u(x; t − )> 0; u(x; t − )> 0 and u[x; g(t; )]> 0; t>t0;  2 [a; b]:
Multiplying both sides of Eq. (E) by the eigenfunction (x) and integrating with respect to x over
the domain 
, for t>t0 we obtain
d
dt
 Z


u(x) dx + (t)
Z


u(x; t − )(x) dx

+
Z


p(x; t)u(x) dx
+
Z


Z b
a
q(x; t; )f(u[x; g(t; )])(x) d() dx
= a0(t)
Z


u(x) dx + a1(t)
Z


u(x; t − )(x) dx: (14)
Using Green’s formula and boundary value condition (B2), we haveZ


u(x) dx =
Z
@


(x)
@u
@n
− u @(x)
@n

d!+
Z


u(x) dx =−1
Z


u(x) dx; (15)
Z


u(x; t − )(x) dx =−1
Z


u(x; t − )(x) dx: (16)
It is easy to see thatZ


Z b
a
q(x; t; )f(u[x; g(t; )])(x) d() dx =
Z b
a
Z


q(x; t; )f(u[x; g(t; )])(x) dx d():
(17)
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Using Jensen’s inequality, we can getZ


q(x; t; )f(u[x; g(t; )])(x) dx
>Q(t; )f
 
1R

 (x) dx
Z


u[x; g(t; )](x) dx
!Z


(x) dx: (18)
Combining (15){(18), from (14) we get
d
dt
 Z


u(x) dx + (t)
Z


u(x; t − )(x) dx

+ P(t)
Z


u(x) dx
+
Z b
a
Q(t; )f
 
1R

 (x) dx
Z


u[x; g(t; )](x) dx
!
d()
Z


(x) dx
6−1a0(t)
Z


u(x) dx − 1a1(t)
Z


u(x; t − )(x) dx: (19)
Thus the function V (t) dened by (12) is a positive solution of inequality (13) such that limt!+1 V (t)
6= 0, which contradicts the condition of the theorem.
If u(x; t)< 0, (x; t) 2 
 [t0;+1), then u=−u is a positive solution of problem (E), (B2). Then
V (t) =
−R
 u(x; t)(x) dxR

 (x) dx
is a positive solution of inequality (13), which also provides a contradiction. This completes the
proof of Theorem 2.
3. Oscillation of delay dierential inequalities
From the discussion in Section 2 it follows that the problem of establishing oscillation criteria
for Eq. (E) can be reduced to the problem of nding such criteria for dierential inequalities of the
form
d
dt
[x(t) + (t)x(t − )] + p(t)x(t) + p1(t)x(t − )
+
Z b
a
q(t; )f(x[g(t; )]) d()60; t>t0; (20)
d
dt
[x(t) + (t)x(t − )] + p(t)x(t) + p1(t)x(t − )
+
Z b
a
q(t; )f(x[g(t; )]) d()>0; t>t0: (21)
Along with (20), (21) we consider the delay dierential equation
d
dt
[x(t) + (t)x(t − )] + p(t)x(t) + p1(t)x(t − )
+
Z b
a
q(t; )f(x[g(t; )]) d() = 0; t>t0; (22)
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where (t) 2 C 0([t0;+1); R); p(t) 2 C([t0;+1); R+); p1(t) 2 C([t0;+1); R+); q(t; ) 2 C([t0;+1)
 [a; b]; R+); f(x) 2 C(R; R).
A solution x(t) of the delay dierential equation (22) is said to be oscillatory if there exists a
sequence ftjg with limt!+1 tj =1 such that x(tj) = 0.
Case I: 0<16(t)62; 1; 2 are constants
Lemma A (Zahariev and Bainov [9]). Suppose that
(i) x(t) 2 C([t0;+1); R+);
(ii) 0<16(t)62; 1; 2 are constants;
(iii) x(t) + (t)x(t − )>k; k > 0;
Then there exist a closed and measurable set E [t0;+1) and a constant k1> 0 such that
x(t)>k1; t 2 E; meas(E \ [t; t + 2])>; t>t0:
Theorem 3. Suppose that f(u) is a positive and convex function in the interval (0;+1); and
f(u) = −f(−u); if for any closed and measurable set E [t0;+1) for which meas(E \ [t; t +
2])>; t 2 [t0;+1) the following condition holds:Z
E
Z b
a
q(s; ) d() d s=+1; (23)
then
(i) each eventually positive solution of inequality (20) tends to zero as t ! +1;
(ii) each eventually negative solution of inequality (21) tends to zero as t ! +1;
(iii) each solution of Eq. (22) is oscillatory; or tends to zero as t ! +1;
Proof. (i) Let x(t) be an eventually positive solution of inequality (20). Then there exists a t1>t0
such that
x(t)> 0; x(t − )> 0 and x[g(t; )]> 0; t>t0;  2 [a; b]:
It follows from (20) that
d
dt
[x(t) + (t)x(t − )]60; t>t1:
Thus x(t) + (t)x(t − ) is a monotonically decreasing function in the interval [t1;+1). From
x(t) + (t)x(t − )> 0, t>t1 we get
lim
t!+1 [x(t) + (t)x(t − )] = C>0: (24)
If C> 0, then there exists a t>t2 which implies that
x(t) + (t)x(t − )>C
2
> 0; t>t2:
It follows from Lemma A that there exist a closed and measurable set E [t2;+1) and a constant
C1> 0 such that
x[g(t; )]>C1; t 2 E; meas(E \ [t; t + 2])>; t>t2:
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Note that the function f is increasing, we obtain
f(x[g(t; )])>f(C1) = C2> 0; t 2 E:
Thus,
C2
Z
E\[t2 ; t]
Z b
a
g(t; ) d() dt6
Z t
t2
Z b
a
q(t; )f(x[g(t; )]) d() dt
6 x(t2) + (t2)x(t2 − )− [x(t) + (t)x(t − )]−
Z t
t2
p(t)x(t) dt
6 x(t2) + (t2)x(t2 − ):
If t ! +1 we haveZ
E
Z b
a
q(t; ) d() dt <+1 (25)
which contradicts (23). Hence C =0, i.e., limt!+1 [x(t) + (t)x(t − )] = 0. Then limt!+1 x(t) = 0.
This proves conclusion (i).
(ii) The proof follows immediately from the fact that if x(t) is an eventually negative solution of
inequality (21), then −x(t) is an eventually positive solution of inequality (20).
(iii) The proof follows immediately from conclusions (i) and (ii).
From the result of Theorem 3, we have the following results.
Theorem 4. Suppose that conditions (H) hold; and that if for any closed and measurable set
E [t0;+1) for which meas(E \ [t; t + 2])>; t>t0 the following condition holds:Z
E
Z b
a
Q(s; ) d() d s=+1;
then each solution of problem (E); (B1) is oscillatory in G; or limt!+1
R

 u(x; t) dx = 0.
Theorem 5. If all conditions of Theorem 4 hold; then each solution of problem (E); (B2) is oscil-
latory in G; or limt!+1
R

 u(x; t)(x) dx = 0.
Case II : (t)< 0. Let
y(t) = x(t) + (t)x(t − ) (26)
Lemma B. Suppose that
lim
t!+1 (t) = 
 and − 16< 0; (27)
let x(t) be an eventually positive solution of inequality (20); and if x(t) is bounded; then (i)
limt!+1 y(t) = 0; when  =−1; (ii) there exists limt!+1 x(t) when >− 1.
Proof. Since x(t) is bounded, there exist two sequences ftng; ftn g such that limt!+1 tn=limt!+1 tn=
+1 and
lim
t!+1 x(tn) = lim supt!+1
x(tn) = L; lim
t!+1 x(t

n ) = lim inft!+1 x(t

n ) = l:
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From (26) it follows that
x(tn − ) = y(tn)− x(tn)(tn) ; x(t

n − ) =
y(tn )− x(tn )
(tn )
: (28)
From (27) it follows that y(t) is bounded and
y0(t)6−p(t)x(t)− p1(t)x(t − )−
Z b
a
q(t; )f(x[g(t; )]) d()60;
therefore y(t) is nonincreasing, and limt!+1 y(t) = y(+1) exists, from (28) it follows that
L> lim
n!+1 x(tn − ) = limn!+1
y(tn)− x(tn)
(tn)
=
y(+1)− L

;
l6 lim
n!+1 x(t

n − ) = limn!+1
y(tn )− x(tn )
(tn )
=
y(+1)− l

;
then
(1 + )L6y(+1)6(1 + )l:
If  = −1, then y(+1) = 0, that is conclusion (i); If > −1, then L = l, thus there exists
limt!+1 x(t), that is conclusion (ii). This proves Lemma B.
Theorem 6. Suppose that (27) holds and >−1; and −f(−x) = f(x). If
f(x)
x
>A= const> 0; x 2 (0;+1); (29)
Z +1 Z b
a
q(s; ) d() d s=+1 (30)
then the conclusions of Theorem 3 remain true.
Proof. Let x(t) be an eventually positive solution of (20), from Lemma B, y(t) is eventually
decreasing. Then there exists a t1>t0 such that
y(t)6y[g(t; )] = x[g(t; )] + [g(t; )]x([g(t; )]− )6x[g(t; )]; t>t1: (31)
From (H4) it follows that g(t; )6t, then there exists a T>t1 such that
0> y0(t) + p(t)x(t) + p1(t)x(t − ) +
Z b
a
q(t; )f(x[g(t; )]) d()
> y0(t) +
Z b
a
q(t; )f(x[g(t; )]) d()>y0(t) + A
Z b
a
q(t; )y[g(t; )] d()
> y0(t) + Ay(t)
Z b
a
q(t; ) d();
thus for t>T
d
dt
"
y(t) exp
Z t
T
Z b
a
Aq(s; ) d() d s
#
60: (32)
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Integrating both sides of inequality (32) from T to t, for t>T obtain
y(t)6y(T ) exp
"
−
Z t
T
Z b
a
Aq(s; ) d() d s
#
Let M =maxfy(T ); 0g, for t>T , we have
x(t) = y(t)− (t)x(t − )6M exp
"
−
Z t
T
Z b
a
Aq(s; ) d() d s
#
− (t)x(t − ): (33)
Now, we shall prove that x(t) is a bounded solution of Eq. (20). In fact, suppose that this is not
true. Then there exists a sequence ftng satisfying limn!+1 tn =+1 such that
lim
n!+1 x(tn) = +1; x(tn) = maxT6t6tn x(t) (34)
For suciently large n, from (34) it follows that
x(tn)6M exp
"
−
Z tn
T
Z b
a
Aq(s; ) d() d s
#
− (tn)x(tn − ):
From (27) it follows that there exists a positive integer N such that (tn)>− 1; n>N . Thus,
x(tn)6
M
1 + (tn)
exp
"
−
Z tn
T
Z b
a
Aq(s; ) d() d s
#
:
From (30) it follows that
lim
n!+1
M
1 + (tn)
exp
"
−
Z tn
T
Z b
a
Aq(s; ) d() d s
#
=
M
1 + (tn )
lim
n!+1 exp
"
−
Z tn
T
Z b
a
Aq(s; ) d() d s
#
= 0
which contradicts (34). Thus x(t) is bounded. From Lemma B it follows that there exists a
limt!+1 x(t). Thus y(t) is bounded. Let limt!+1 x(t) = > 0, then for all suciently large t,
we obtain
x(t)> 12:
Thus there exists a T >T such that
0> y0(t) + p(t)x(t) + p1(t)x(t − ) +
Z b
a
q(t; )f(x[g(t; )]) d()
> y0(t) + Ay(t)
Z b
a
q(t; ) d()
> y0(t) +
1
2
A
Z b
a
q(t; ) d(): (35)
Integrating both sides of (35) from T  to t, we have
y(t)6y(T )− 1
2
A
Z t
T
Z b
a
q(s; ) d() d s: (36)
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Let t ! +1, and note that (30), inequality (36) leads to a contradiction with the fact that y(t) is
bounded. Therefore limt!+1 x(t) = 0. This proves conclusion (i).
Analogous to Theorem 3, we can prove conclusions (ii) and (iii). This completes the proof of
Theorem 6.
From the result of Theorem 6, we have the following results.
Theorem 7. Suppose that conditions (H) and (27); (29) hold; and >− 1. IfZ +1 Z b
a
Q(s; ) d() d s=+1; (23)
then each solution of problem (E); (B1) is oscillatory in G; or limt!+1
R

 u(x; t) dx = 0.
Theorem 8. If all conditions of Theorem 7 hold; then each solution of problem (E); (B2) is oscil-
latory in G; or limt!+1
R

 u(x; t)(x) dx = 0.
To assert our results, we give one example.
Example. Consider the parabolic equation
@
@t

u− 1
2
u(x; t − )

+ 2
Z (3=2)
=2
et+1u(x; t + ) d() + u
=(2et+1 − 1)u+ 3
2
u

x; t − 
2

; (x; t) 2 (0; ) (0;+1) (37)
and
u(0; t) = 0; u(; t) = 0; t > 0: (38)
It is easy to see that all the conditions of Theorem 8 are satised. Then every solution of problem
(37), (38) is oscillatory in (x; t) 2 (0; )  (0;+1), or limt!+1
R

 u(x; t)(x) dx = 0: In fact, the
function u(x; t) = sin x cos t is an oscillatory solution of problem (37), (38).
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