cluding formal languages, compilers, algorithms and database systems. Their research led to numerous seminal papers, four of which are reprinted in Part I of this book. Another outcome of their collaboration is an early and highly regarded textbook on compiler design [13] , which made the topic accessible to undergraduate students in Computer Science. The following quote from the contributed chapter 1 by Phil Lewis, nicely summarizes the years spent by Dan at GECRD: "Those were magic years for Computer Science at G.E., and Dan made important contributions to that magic." Dan's first paper was published in IEEE Transactions on Electronic Computers in 1966. For more than 40 years since his first publication, Dan has published extensively in prestigious conferences and journals. As of September 2008, Dan's publication list includes more than 140 papers with 38 collaborators. These publications cover many different areas of Computer Science including formal languages, compilers, algorithms, database systems, VLSI design and testing, fault-tolerant computing, hierarchical specifications, software engineering, high performance computing, operations research, discrete dynamical systems and data mining. A beautifully concise statement which captures the nature of Dan's research contributions is the following partial quote 2 
Summary of Part I
The collection of papers which are reprinted in Part I of this book cover four decades (1967 to 2008) of Dan's research career. Many of the papers in this collection represent seminal contributions to Computer Science.
Chapter 1 ("Matrix Equations and Normal Forms for Context-Free Grammars") is the reprinted form of Dan's second journal paper, which originally appeared in JACM in 1967. This paper shows how the Greibach Normal Form [11] of a context-free grammar, where the right side of each production begins with a terminal symbol, 3 can be constructed efficiently by exploiting the x correspondence between the productions of the grammar and a set of linear equations. The approach used in the paper obviates the need for generating regular expressions from a directed graph representation of the linear equations. Moreover, the paper also shows how the grammar can be modified so that each production starts and ends with a terminal symbol. A detailed discussion of the algorithm appears in the classic text on formal languages by Harrison [12, Sect. 4.9] .
Chapter 2 ("Attributed Translations") is reprinted from the Journal of Computer and System Sciences (1974) . This paper formalized the notion of attributed translation which plays a central role in the design of compilers for high-level languages. The classic text on compiler design by Aho and Ullman [1, p. 295] mentions that this paper developed one of the "classes of translation schemes for which attributed and synthesized translations can be implemented efficiently".
Chapter 3 ("An Analysis of Several Heuristics for the Traveling Salesman Problem") is an early paper on the analysis of approximation algorithms. This paper, which originally appeared in SIAM Journal on Computing (1977) is considered a classic and has been cited in virtually every subsequent paper on the topic. The paper established a tight performance guarantee of Θ(log n) for the well known "near-neighbor" heuristic for the problem, where n represents the number of cities. This paper also introduced the minimum spanning tree based heuristic which provides a performance guarantee of 2(1 − 1/n).
Chapter 4 ("System Level Concurrency Control for Distributed Database Systems") and Chap. 5 ("Consistency and Serializability in Concurrent Database Systems") represent seminal contributions to the area of transaction processing in concurrent databases. The ideas presented in these papers are discussed in standard texts on database concurrency control [8, 22] . The first of these papers, which is reprinted from ACM Transactions on Database Systems (1978), presents several designs for concurrency control schemes and formally proves that the schemes are free from phenomena such as deadlocks. The second paper, which is reprinted from SIAM Journal on Computing (1984) , shows formally that serializability is both necessary and sufficient for consistency in concurrent databases. The book by Bernstein et al. [8, p. 23 ] calls the conference version of this paper [25] an "influential early paper" on the topic of concurrency control.
Chapter 6 ("An Efficient Method for Representing and Transmitting Message Patterns on Multiprocessor Interconnection Networks"), reprinted from the Journal of Parallel and Distributed Computing (1991), discusses research done jointly by Dan and his first Ph.D. student (Philip Bernhard). This paper describes a representation (called a mask) for messages in multiprocessor interconnection networks and shows how a number of properties of the messages can be determined efficiently from the corresponding mask. (An example of xi such a property is whether the messages represented by a given mask will cause congestion.) In addition, it is shown that under this representation, the problem of partitioning a given set of messages into a minimum number of conflict-free rounds can be solved efficiently.
The paper reprinted as Chap. 7 ("Representability of Design Objects by Ancestor-Controlled Hierarchical Specifications") originally appeared in SIAM Journal on Computing (1992) . This was coauthored with Dan's second Ph.D. student (Lin Yu). This paper developed a model called versioned dag (VDAG) for succinctly representing hierarchically specified design data. The paper provides a complete characterization of the expressive power of the VADG model and presents complexity results for a number of related problems.
Chapter 8 ("The Complexity of Processing Hierarchical Specifications"), reprinted from SIAM Journal on Computing (1993), represents another important contribution to the topic of hierarchically specified objects. In that paper, it is shown that any hierarchically specified acyclic circuit can be simulated deterministically in space that is linear in the size of the representation, even when the description is not explicitly acyclic. This result settled an open problem due to Lengauer [21] . Further, it is shown that the problem of simulating a hierarchically specified acyclic monotone circuit is PSPACEcomplete and that the simulation of any hierarchically specified acyclic circuit (even if it is not monotone) can be carried out in deterministic time
where n represents the size of the description. In addition, it is shown that the simulation problem for hierarchically specified cyclic circuits is EXPSPACEcomplete.
Chapter 9 ("Approximation Algorithms for Degree-Constrained MinimumCost Network-Design Problems") is reprinted from Algorithmica (2001). This paper is one of the first to consider the idea of approximating several objectives simultaneously. The definition of multiobjective approximation introduced in the conference version of this paper [23] is widely used today. The paper considered several variants of the problem of constructing spanning trees that minimize two objectives, namely the total cost and the maximum node degree. Since the publication of this paper, the problem and its variants have been studied by many researchers (see for example [2] and the references cited therein).
Chapter 10 ("Efficient Algorithms for Segmentation of Item-Set Time Series"), reprinted from Data Mining and Knowledge Discovery (2008), represents Dan's joint work with another Ph.D. student (Parvathi Chundi). This paper considers the problem of mining a special form of time series data, called item-set time series. In such data sets, the information stored for each time instant is a group of items rather than a single item. For example, in a software repository, the data stored for each time instant may be the names of files that were changed at that time or the names of people who modified those files. xii One way to extract useful patterns from such data sets is to first divide them into appropriate segments. The paper defines the notion of an optimal segmentation under different objectives and presents polynomial time algorithms that construct such segmentations. The paper also includes extensive experimental results obtained by applying the algorithms to several data sets.
Summary of Part II
Part II of this book contains eight chapters contributed by various researchers. Like Dan's research record, these chapters also cover a wide variety of areas.
Chapter 11 ("Structure Trees and Subproblem Independence") by Richard E. Stearns and Harry B. Hunt III shows that many constraint satisfaction problems (such as different versions of the Boolean Satisfiability problem, their counting versions, several graph theoretic problems, etc.) can be captured using a very general framework called the sum-of-products form. This framework enables one to formalize the notion of subproblem independence, which has important implications on the time needed to solve the corresponding problem. The chapter shows that when instances of the problem have bounded treewidth, one can readily obtain an efficient algorithm from the general framework. The topic of developing efficient algorithms for treewidth-bounded problem instances has been of interest to Dan since the 1990's, and he has published many papers on that topic (e.g. [6, 7, 19] ).
The next two chapters are on transaction processing in concurrent databases. As mentioned earlier, this is a topic to which Dan has made several seminal contributions. Chapter 12 ("An Optimistic Concurrency Control Protocol for Replicated Databases") by Yuri Breitbart, Henry Korth and Abraham Silberschatz discusses a concurrency control protocol that guarantees serializability and freedom from deadlock for multi-site transactions. An important characteristic of the protocol is that it does not rely on any special properties of the database systems running at the individual sites. Further, the new protocol reduces the communication overhead needed to achieve serializability and deadlock freedom. Breitbart et al. compare their approach with the approach presented in one of Dan's papers on the topic [10] .
Chapter 13 ("SNAPSHOT Isolation: Why do Some People Call it SERIAL-IZABLE?") by Philip M. Lewis is based on his popular lecture entitled "Why Does Oracle Make Fun of Theoreticians?". He points out that several commercial database systems use a relaxed consistency requirement called snapshot isolation (instead of serializability) for running concurrent transactions. It is known that snapshot isolation can result in nonserializable schedules. However, users of such systems do not complain about getting incorrect results from their transactions. The chapter offers a possible explanation for this phe-xiii nomenon: those transactions are based on certain design patterns for which snapshopt isolation is sufficient to produce correct results. The chapter also presents an example of such a design pattern.
Chapter 14 ("A Richer Understanding of the Complexity of Election Systems") by Piotr Faliszewski, Edith Hemaspaandra, Lane Hemaspaandra and Jörg Rothe presents a detailed survey of recent results on the complexity of various election systems. They point out that in addition to political elections, the topic of voting arises naturally in a number of other contexts such as spam detection, web search engines, etc. They consider the effect of control, manipulation and bribery on the complexity of the underlying election problems. The chapter provides the necessary background on various election systems and an outline of the techniques used to establish the complexity results. The chapter also includes an extensive list of references. Dan has studied the complexity of problems arising in many different areas since the mid 1970's and has published extensively on the topic (e.g. [9, [14] [15] [16] [17] [18] ).
The next two chapters deal with different forms of approximation algorithms for NP-hard problems, a topic in which Dan has had an active interest since the 1970's. Chapter 15 ("Fully Dynamic Bin Packing") by Zoran Ivković and Errol L. Lloyd considers the fully dynamic version of the online bin packing problem. In that version, requests to insert and delete new items arrive one at a time, and the online algorithm is required to maintain a packing with a small number of bins. To process a request, the online algorithm is allowed to do a limited amount of repacking. The performance of such an algorithm is measured by its competitive ratio, which is the worst-case ratio of the number of bins used by the algorithm to the minimum number of bins used by an optimal offline algorithm. The authors consider several variants of the problem and establish lower and upper bounds on achievable competitive ratios.
Chapter 16 ("Online Job Admission") by Sven O. Krumke, Rob van Stee and Stephen Westphal addresses an online scheduling problem. In this problem, each job has a release time and execution time which are revealed to the online algorithm only when the job arrives. A time horizon T is specified and the jobs must be scheduled up to time T in a nonpreemptive fashion on a given number of processors. As each job arrives, the online algorithm must make a decision whether to accept or reject the job without any knowledge of the future jobs. The goal is to accept a subset of jobs such that the total execution time of the accepted jobs is close to the maximum possible value obtainable using an optimal offline algorithm. The authors first present a lower bound on the achievable competitive ratio. Then they present deterministic and randomized algorithms which achieve competitive ratios that are close to the lower bound.
Chapter 17 ("A Survey of Graph Algorithms Under Extended Streaming Models of Computation") by Thomas C. O'Connell summarizes many known xiv results on graph algorithms when the input to the algorithm is in the form of a data stream; thus, an algorithm can only make one pass over the entire input. In addition, there is a restriction on how much of the stream data can be stored by the algorithm. Using ideas from communication complexity [20] , many natural graph problems have been shown to be inherently difficult under this streaming model. Therefore, researchers have proposed extensions of the streaming model under which one can solve some of the graph problems. The chapter provides descriptions of the various extensions and outlines known algorithms for several graph problems (e.g. finding connected components, computing shortest paths) under those models. Thomas O'Connell was a Ph.D. student in the Computer Science Department at UAlbany when Dan served as the Chair of the department.
Chapter 18 ("Interactions Among Human Behavior, Social Networks and Societal Infrastructures: A Case Study in Computational Epidemiology") was contributed by a group of researchers (Christopher Barrett, Keith Bisset, Jiangzhuo Chen, Stephen Eubank, Bryan Lewis, V. S. Anil Kumar, Madhav Marathe and Henning Mortveit) at the Network Dynamics and Simulation Science Laboratory (NDSSL), which is a part of the Virginia Bioinformatics Institute and Virginia Tech. This chapter gives an overview of the ongoing research on large scale simulations and computational epidemiology at NDSSL. The issues addressed by this research are extremely important in practice. To address those issues, ideas and techniques from a number of different fields (e.g. Computer Science, Mathematics, Biology, Sociology) are needed. The focus of the chapter is on some questions that are of interest to Computer Science researchers. Dan has been involved in joint research with several members of the NDSSL group for many years, and this collaboration has led to a number of publications (e.g. [3] [4] [5] [6] [7] ). xv Last but not the least, we express our sincere thanks to Dan, who has been an exceptional colleague and mentor. We have benefitted significantly from his extensive knowledge, tremendous enthusiasm for research, exceptional problem solving skills and high ethical standards. It has been our pleasure and privilege to work with him. We hope to continue to work with him for many years to come.
