Abstract-This paper presents a novel approach to self calibrate the extrinsic parameters of a camera mounted on a mobile robot in the context of fusion with the odometry sensor. Calibrating precisely such a system can be difficult if the camera is mounted on a vehicle where the frame is difficult to localize precisely (like on a car for example). However, the knowledge of the camera pose in the robot frame is essential in order to make a consistent fusion of the sensor measurements. Our approach is based on a Simultaneous Localization and Mapping (SLAM) framework: the estimation of the parameters is made when the robot moves in an unknown environment which is only viewed by the camera. First, a study of the observability properties of the system is made in order to characterize conditions that its inputs have to satisfy to make the calibration process possible. Then, we show on a real experiment with an omnidirectional camera the validity of the conditions and the quality of the estimation of the 3D pose of the camera with respect to the odometry frame.
I. INTRODUCTION
It is now well-admitted that multi sensors approaches can largely improve the robustness and the performances of the localization and navigation algorithms used in autonomous mobile robotics. Among the sensory data which can be fused, vision and odometry are often used due to their complementarity. On one hand, vision allows to acquire a rich information about the environment but does not provide metric information. On the other hand, odometry provides an estimation of the robot ego-motion but no information about the surrounding environment. Preliminary to the fusion process, vision and odometry data have to be expressed in a common frame using a calibration step. Sometimes, this calibration is possible using precise mechanical structures. Unfortunately, in a majority of applications this is not the case. For example, in recent commercial automotive applications involving vision like Advanced Driver Assistance Systems, it is difficult to warranty a well known and stable calibration between the ABS sensors of the car and the on board camera. There is a need for sensor fusion systems capable of self calibration. This paper presents a novel approach to estimate online the 3D pose (rotation and translation) of a monocular vision system embedded on a mobile robot, w.r.t the odometry frame (except of the translation along the z axis as explained further). This method does not require precise initialization or calibration grid. The main idea is to extend the monocular visual SLAM (Simultaneous Localization and Mapping) problem in order to simultaneously estimate the calibration parameters. Solving this problem requires to estimate simultaneously many variables of a complex and non-linear system. This raises naturally the observability issue: "is it possible to reconstruct the state given the inputs and measurements?". To answer this question, an analysis of the observability properties of the system is proposed. It shows which sequence of inputs guarantees that the estimation problem is well posed. Finally, our method and the observability criterion are validated on a real experiment. This paper is organized as follows. An overview of related works is presented in section II. The mathematical description of the system is proposed in section III. Section IV presents the observability analysis of the augmented system. Section V provides the global implementation, which is based on a SAM (Smoothing And Mapping) algorithm which is more consistent than classical Extended Kalman Filter. The experimental testbed is presented in section VI and results are presented and discussed. We conclude the paper in section VII and give some perspectives.
II. RELATED WORK
Several works address the problem of the observability of SLAM (see for example [7] , [6] ). These classical studies are based on the non-linear matrix observability introduced by Hermann and Krener which is based on the computation of Lie brackets ( [5] ). For the range and bearing 2D-SLAM problem, authors of [7] , [6] show that whatever the rank of derivation, the observability matrix has a lost of rank of three dimensions: thus the system is not observable (the same conclusion can be obtained for the bearing-only SLAM problem). This problem is now well known and has a direct geometric interpretation. Indeed, classical SLAM formulation assumes that only relative measurement between the robot and the environment are made. Thus, there is an infinity of solutions to the problem which differ from a global and rigid transformation. This aspect is well described in [6] , and can be solved by fixing the initial pose of the robot. To our knowledge, no paper addresses directly the problem of calibrating the pose of a camera with respect to the odometry. However, several papers provide interesting results related to our problem. In [8] , Martinelli proposes an autocalibration method and observability analysis in the context of robot localization with respect to a known landmark located at 2011 IEEE/RSJ International Conference on Intelligent Robots and Systems September 25-30, 2011. San Francisco, CA, USA Fig. 1 . Notations the origin. This problem can be viewed as a dual version of the SLAM problem as a landmark is assumed to be known instead of the initial robot pose. The latter assumption introduces a slight difference since there is still a global unobservable rotation. An observability analysis confirms this aspect and shows that the system is observable (in the sense of [5] ) up to a global rotation in the 2D case. However, the observability property shown in that paper implies that there exists a sequence of inputs that make the system well posed, but such inputs are not characterized. In our paper, we will perform a global analysis that permits to characterize valid inputs. In [2] , the problem of the calibration between a laser and the odometry is addressed without the need for external device. The authors show that the calibration can be made without driving the robot along a particular trajectory. In [9] , the authors address the problem of structure from motion with a monocular camera mounted on a car which is not located at the odometry frame. In that paper, the author shows that the knowledge of the camera pose in the robot frame makes the estimation of the scale factor of the scene possible. In [8] and [9] , the image plane is assumed to be vertical. In the present work, we do not make this hypothesis. Recent work on observability shows that it is possible to characterize trajectories that make the transformation between two sensors observable. In [10] , a global observability analysis is performed for INS/GPS integration. In this paper, similar tools are used to make the observability analysis of the system composed by the camera and the odometry.
III. FRAMEWORK

A. Notation
Our method is based on a SLAM framework. So, the classical SLAM notation is used (see Fig.1 ):
• x(t) the robot state which corresponds to the current robot pose with respect to a reference frame. It is assumed that the robot moves on the horizontal plane. Thus, the pose is classically parameterized by the center of the rear wheels axis (x(t) and y(t)) and the orientation θ(t) of the longitudinal axis of the robot. In the following, the 3D position of the robot in the global frame is noted
T , and the 3D rotation matrix is noted R z (θ(t)).
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• u(t) (linear and rotational speed: V and ω) the control inputs of the model measured from the wheels encoders.
• m (i) the i th -landmark state. Each landmark is a 3D-point parameterized by its euclidian coordinates with respect to the reference frame (x (i) , y (i) and z (i) ).
• z (i) (t) the measurement of landmark (i). In this paper, we assume that only a bearing information is extracted from the images: the measurement vector is made by two angles (azimuth α (i) (t) and elevation β (i) (t)).
• x C the camera pose expressed in the local robot frame defined by two translations (t x and t y ) and a 3×3 rotation
Since the robot moves on the plane, it is impossible to differentiate between the z translation coordinate of the camera and the z landmarks coordinates (any value of t z can be valid if we switch all the z landmarks coordinates). Thus, we assume that the center of the camera is in the plane z = 0. In the following, we ommit to precise that x, p, u and z are time-dependent in order to simplify the notation. Moreover, m (resp. z) stands for the concatenation of all the landmarks (resp. landmarks measurements) states.
B. Description of the system
The system is classically described by an evolution equation which provides its dynamic as a function of the inputs (the odometry readings) and a measurement equation which links the camera measurements to the state.
1) Model equation:
The evolution equation provides the dynamics of the odometry frame (and not the camera frame). We have:
where N stands for the number of landmarks.
2) Measurement equation:
Measurements are the azimuth and elevation angles with respect to the camera frame. Let m C (i) be the euclidean coordinates of a landmark (i) in the camera at time t. We have: m
where p = [x y 0] T and t is the 3D coordinates vector of the camera in the robot frame (ie. t = [t x t y 0] T ). Finally, the azimuth and elevation angles are given by:
IV. OBSERVABILITY ANALYSIS Before looking for a solution to our calibration and SLAM problem, we want to know if the problem is observable. The common way to address the problem is to compute the observability matrix with respect to the two vector fields
T and f 2 = [0 0 1 0 1×8 ] T and to compute its rank. However, studying the rank of this matrix is very difficult and not much informative: if the rank condition is respected, then there exists a sequence of inputs which make the system locally observable. Nevertheless, the inputs that make the system observable are not characterized.
In the following, we prove the two following theorems: Theorem 4.1 is proved in paragraph IV-A and provides a necessary condition on the inputs to make the system observable. A particular property associated to the constant inputs case is investigated and then used to prove theorem 4.2 which provides a sufficient condition to make the system observable (paragraph IV-B).
A. Case of constant inputs 1) Analysis of the non-observability property:
In this paragraph, an analysis of the non-observability property is proposed for the case of constant inputs (V 0 and ω 0 ). Instead of studying the observability matrix, we show that an infinite number of solutions for the state can generate the same outputs. In a first step, only one landmark m (i) is considered. Let us assume that two solutions of the SLAM and calibration problem can provide the same outputs. We consider that the true solution holds for the landmark parameters m (i) , the camera translation t and the camera rotation matrix R
C . An alternative solution providing the same outputs will be noted with a hat. If two solutions produce the same outputs, the projection of the landmarks coordinates on the unit sphere centered on the camera frame have to be equal in both cases at every time. Thus, the landmarks coordinates in the camera frame for the first solution are proportional to the ones for the second solution (with a positive coefficient). So we have:
where m
From the constraint (4), the following property can be proved:
such that (4) is satisfied (5) where F + stands for the set of functions from R + to R + * . Moreover, k(t) is necessarily a constant function:
See appendix for the proof and the values of R C and m (i) . Property (5) shows that there exists an infinite number of possible solutions for the camera pose in the robot frame and for the landmarks position m which can produce the same outputs as the true solution. More precisely, any value of t x and t y can be chosen. Thus, the system is not observable " locally " (in a neighborhood) of particular points. However, there exists only one rotation matrix which is admissible for a translation value t. Interestingly, the rotation matrix depends only on the true rotation matrix, the true camera translation, t x , t y and the ratio V 0 /ω 0 . It does not depend on the landmark or the robot pose. It can be seen as a kinematic constraint on the camera frame. Thus, adding landmarks in the map will never eliminate any solution for t x and t y . Finally, the new landmark position is defined uniquely by (20) (see appendix). In the case of several landmarks, eq. (20) would be applied for each landmark.
Remark 4.1 (Motion along a straight line):
In the case of a motion along a straight line, the latter property is still valid. However, in this case, R C and k 0 are independent of t x and t y : R C is equal to R C and k 0 to 1
(see appendix for the proof). In this particular situation, the rotation matrix is observable (but not the translation vector).
To summarize, we have shown that the system is not observable when the inputs are constant. Moreover, any values of t x and t y can produce valid outputs. Nevertheless, there is only one possible value of the camera rotation matrix and the landmarks which satisfies the outputs when t x and t y are given. This property will be used further to construct an observable trajectory.
2) Geometric interpretation: In this paragraph a geometrical interpretation of the non observability property in the case of constant inputs is proposed. In the following, let us consider Fig. 2: • The robot trajectory during a time ∆t is plotted in black:
it is a circle.
• The true camera location is assumed to be the green frame. The real landmarks are thus the green stars. Notice that there is a non zero γ z angle (but γ x = γ y = 0 in this example).
• The red frame, landmarks and trajectory stand for an alternative solution of the SLAM and calibration problem for which we have shifted the camera frame so that the new trajectory is a circle with the same radius than the green one. If we apply a rotation to the new camera frame so that the angle with respect to the tangent of the circle is the same as in the true solution and apply a rigid transformation on the green landmarks to ensure that their new coordinate in the red frame are preserved, the bearing measurements will be exactly the same. Moreover, it can be noted that the green and red solution can be superimposed. This example explains that the rotation matrix R C is defined by a kinematic constraint.
• The blue frame corresponds to a solution in which the camera frame was moved on a trajectory with a larger radius (R ′ ) than the true trajectory (R). The transformation of the green landmarks to the blue ones corresponds to a similitude with an homothety factor of R/R ′ . It can be shown that R/R ′ = k 0 . Since a similitude conserves the angles, the bearing measurements of the blue solution will be the same as those provided by the green solution. These examples illustrate property (5): every value can be chosen for the translation parameters (solutions red and blue) of the camera. Then, only one solution exists for the angle of the camera and landmarks.
B. Case of piecewise constant inputs
Now, let us consider the case of a trajectory where V /ω is piecewise constant. It is equal to ρ 0 between 0 and t 1 , equal to ρ 1 = ρ 0 between t 1 and t 2 , ρ 2 (ρ 2 = ρ 1 and ρ 2 = ρ 0 ) between t 2 and t 3 , etc... Thus, the trajectory is composed by M connected arcs of circles with different curvatures. In the following, we prove theorem 4.2: M ≥ 4 implies than only the true solution can generate the measurement outputs of the system, thus ensuring observability.
Let us assume that there exists an alternative solution which respects (4):
Since the trajectory is made by arcs of circles, the alternative solution has to satisfy the kinematic constraint on each arc of circle. Thus, k(t) is piecewise constant:
This introduces a new constraint since the value of k can be written as a function of the radius of the current arc of circle. To simplify the study, we take the square of this constraint:
where K is defined as a function of ρ:
We will show that (8) cannot be satisfied for more than four different values of ρ i if t x = t x or t y = t y . This will prove that only the true solution can satisfy the outputs of the system.
It can be shown that dK dρ is always of the sign of the following polynom:
Two cases have to be considered depending on the degree of the polynomial P (ρ):
1) t y = t y or t x = t y . In this case, P (ρ) is a polynom of degree one or two and has at most two real roots. As a consequence, the sign of dK dρ changes at most twice when ρ ranges over R. This means that for a value ρ 0 , it may exist at most two other values ρ 1 and ρ 2 that can satisfy the constraint. Thus, (8) cannot be satisfied if V /ω takes four different values or more. 2) t y = t y and t x = t x . In this case, dK dρ is always equal to zero: K(ρ) is constant and equal to one. So, all the constraints are always satisfied. This corresponds to the case where the alternative solution is the true solution. To summarize, we have shown a sufficient condition of observability in the case of a constant piecewise command: the ratio V /ω has to take four different values. This concludes the proof of theorem 4.2. This property is stronger than classical observability properties since it is global and not limited in a neighborhood of the solution. At the limit case, a continuous variation of V /ω keeps the system always observable.
C. Conclusion of the analysis
To conclude the observability analysis, two main results have been demonstrated: 1) First, we showed a case where the system can not be observed: the radius of curvature of the trajectory is constant. This implies a necessary condition on the inputs: the ratio V /ω has to change. 2) Then, we showed a sufficient condition on the inputs to make the system observable. The value of V /ω has to take four different values. This property provides global observability. Furthermore, the condition of four different values for V /ω is very simple to satisfy and provides strong properties.
V. IMPLEMENTATION
A. Filtering algorithm
The implemented method for solving the SLAM problem is based on a Smoothing And Mapping (SAM) approach [3] . It computes the entire trajectory of the robot and the map using all the measurements and inputs available from the starting instant. In practice, it provides more accurate and consistent results than the classical Extended Kalman Filter. We applied the SAM method with the augmented state composed by the robot pose x, the map m and the camera extrinsic parameters x C . Comparing to a classical SLAM problem, adding the camera parameters augments slightly the dimension of the system. At each step, we assume that we have a prediction of the trajectory, the camera frame (µ C ) and the landmarks (µ m ). These predictions are used to linearize all the equations of the system. Gaussian errors are assumed; the final probability density associated to [x
T is a Gaussian which information parameters are computed from the predicted values, the different Jacobians and the covariances matrices Q and R representing the model and measurement errors. It remains also possible to extract some covariance parameters, like the covariance matrix associated to the current pose or the camera parameters.
B. Initializations
The initialization process consists in setting the first estimation of the state vector [x
T in order to linearize the equations. Three different initializations can be distinguished: the robot pose, the landmarks and the camera frame.
1) Robot pose initialization: Robot initialization is straightforward. Assuming that a good estimation of the trajectory is made at time-step t, the pose at t + 1 can be initialized with odometry measurements. The short term accuracy of the odometry makes such initialization valid.
2) Landmark initialization: Landmarks cannot be initialized when they are seen for the first time since only a bearing information is available. At least two observations with parallax are necessary. However, if the parallax is too small, landmark initialization can be illconditioned which can lead to the divergence of the whole algorithm. We chose to introduce landmarks in the filter with a delay corresponding to the time necessary to get enough parallax. When the first landmarks are initialized, their global uncertainty is very high since the camera pose is not estimated. Thus, the initialization of the landmarks is imprecise in the global frame. However, this does not affect the algorithm. This is due to the fact that the position of the landmarks are much better with respect to the camera frame and that the measurement equation used the difference between the pose of the camera and the landmarks (so, the global inaccuracy is canceled).
3) Camera frame initialization: The initialization of the camera frame parameters has also to satisfy linearity constraints. Nevertheless, a rough initialization is enough in practice. Thus, the camera parameters were initialized to zero. Moreover, it is necessary to provide an a priori covariance matrix for these values. Without it, it is impossible to compute the covariance of the map and the trajectory. We chose a covariance matrix which does not bring strong constraints on the camera pose:
This choice corresponds to a standard deviation of 1m on t x and t y and 5 degrees for the angles which is reasonable for our application since our robot has a length of about 1 meter (so, the 3σ bounds for t x and t y contain the platform).
VI. EXPERIMENTAL VALIDATION A. Experimental testbed
We tested our method on a real sequence acquired in IN-RIA Sophia Antipolis buildings by a mobile robot equipped with an omnidirectional camera. Measurements of the environment are from interest points acquired by the camera. They are selected and tracked by algorithms adapted to omnidirectional cameras [4] . Images pixel coordinates are converted in azimuth and elevation angles with the unified projection model [1] . The main advantage of the omnidirectional cameras is that they provide a full 360deg field of view, which is of major interest to track points during rotations.
The omnidirectional camera was arbitrarily mounted with an offset between the z axis of the camera and the z axis of the robot (Fig. 3) . This property allows to test the robustness of our approach. Moreover, the robot is equipped with tires. The contact surface is quite important and the tires are deformable. So, the odometry is very imprecise and presents some bias when high rotations occur. As a consequence, we have a very challenging data set to test the quality of our estimator and the validity of the theoretical developments provided in section IV.
To check the global consistency of the solution, the robot is driven along a closed trajectory such that it comes very close to its starting point (a final offset of 6cm on the x axis and 15cm on the y axis was measured by hand).
Finally, the construction of our mobile platform allows to have a fair estimate of the camera pose. This estimate will be used as a reference. However, this reference is not as precise as a "real" ground truth. An error of 1cm can be considered on t x and t y and an error about 0.2 degree on the angles.
B. Results
1) Estimation quality:
The results of our method are provided in this paragraph. Estimated values and the associated 3σ bounds (99% of probability) of the camera parameters are provided on table I. We can see that the parameters estimated are very close to the reference. Moreover, the 3σ bounds include the reference values (if we take into consideration the uncertainties on the reference). It is important to notice that an initial standard deviation of one meter was used for the position parameters, which represent a poor initialization in terms of information. Figures 4 and 5 show the SLAM result provided by the algorithm. The final error estimation is plotted on fig. 4 and shows the consistency of the algorithm (with respect to the final pose estimation). However, even if no ground truth can be provided on the whole trajectory and the map, the SLAM result seems accurate and respects the topology of the scene (all the SLAM procedure can be seen on the video 2 ). Moreover, the quality of odometry integration can be shown on fig. 4 : it is very inaccurate during fast rotations. Nevertheless, the SLAM algorithm was able to correct it and does not show significant drift.
We characterized the improvement made by the computation of the camera pose with respect to the robot frame by computing a solution with the assumption x C = 0. It tends to quickly diverge. The first steps are provided on Fig. 6 (and the video), showing that forcing x C = 0 leads to distortion.
In summary, we shown that one can recover precisely the camera pose with respect to the odometry frame in a SLAM framework. Moreover, estimating the calibration parameters is mandatory since the solution diverges with x C = 0.
2) Observability results: The relevance of the observability condition was analyzed. Evolution of the curvature and the estimation of the camera parameters Results are presented on Fig. 7 .
Firstly, the estimation of the angles starts at step 12, which corresponds to the step where landmarks are introduced in the filter. This is consistent to the observability analysis since the first part of the trajectory is a straight line. Thus, the rotation is observable, but not the translation parameters. However, the parameter γ x seems to be inobservable. This is due to the fact that the measurements are too imprecise to provide an estimation of γ x during a straight line trajectory.
Then, when the robot starts turning, the estimation of all the parameters begins: the different boundaries decrease quickly. This is consistent with the observability analysis. As a result, the estimation of the map becomes more accurate (see the black ellipses on the video). This validate both our implementation and the observability analysis presented in section IV. This aspect can also be shown on the video.
VII. CONCLUSION AND FUTURE WORK
We proposed an accurate and consistent SLAM method in the context of non-calibrated fusion between image data and odometry. First, an original observability analysis was presented. Our study was not limited to the classical notion of Lie Brackets since we addressed the problem of characterizing the "good inputs", showing that the radius of the trajectory has to change enough. To our knowledge, this is a new result: most studies analyze only the rank of the observability matrix (like in [8] ). Moreover, our theoretical result is valid for a 3D pose of the camera. Then, an implementation based on a SAM approach which respects the observability properties of the system was presented, thus validating the theoretical results.
Finally, these results show that a visual SLAM framework is possible on systems on which it is difficult to accurately calibrate the camera pose, such as a car. Our method can be used to accurately improve rough extrinsic measurements without using any known target (which is a major advantage). Only the intrinsic parameters of the camera have to be known, but they can be calibrated without moving the robot.
Future work will focus on extending these results to the case of a 6 degrees of freedom trajectory for the robot. In this context, we will try to calibrate the camera pose with respect to an IMU. APPENDIX: PROOF OF PROPERTY (5) To prove (5), we start from the measurement constraint:
At a first step, we search if (12) can be satisfied with a constant value k 0 for k(t): k(t) = 0 and k = k 0 . Differentiating twice m 
So, the value of k 0 is given by using the relation a 2 + b 2 = 1 and the constraint k 0 > 0:
Then, R C is completely defined by (17-19) and depends only on t x , t y , t x , t y , V 0 and ω 0 . Finally, a unique solution for m (i) can be deduced from (12), the value of R C and assuming that the initial robot state is equal to 0:
In the particular case of the straight line motion (ω 0 = 0), a/k 0 and b/k 0 are equal to one. Thus, k 0 = 1 and R C T R C = Id, which means that R C = R C . The previous constraints on the alternative solution for the calibration and the map were obtained with the assumption that k(t) is constant with respect to the time. Let us show that no other solution exists for k(t). Let us define k(t) = k 0 + k ′ (t). Applying (12) leads to:
) (21) Thus, we have:
Eq (22) implies that k ′ (t) = 0 or m C (i) = 0. However, m C (i) = 0 implies that we made a measure for which the landmark is at the center of the camera frame: we assume that this solution is impossible. Thus, we have ∀t > 0, k ′ (t) = 0.
