We present a heuristical procedure for e cient estimation of the partition function in the Boltzmann distribution. The resulting speed-up is of immediate relevance for the speed-up of Boltzmann Machine learning rules, especially for networks with sparse connectivity.
Introduction
Boltzmann Machines (BMs) 1] form an attractive group of Neural Networks for several reasons. The local learning rule, for instance, o ers the possibility of parallel implementation. Their main disadvantage, however, is that computing the correlations hS i S j i exactly can only be done in a reasonable time for small networks.
Although the correlations can be approximated with simulated annealing, this is very slow. Some good results have been reported about mean eld learning, which speeds up the computation by approximating hS i S j i by hS i i hS j i. However, in most situations mean eld learning leads to large errors and cannot be applied successfully. An approach which leads to tractable Boltzmann Machines is to restrict the state space by arranging the hidden units into layers that perform a winner-take-all competition 4] or many-take-all 9]. For some simple structures e cient learning rules exist. In 8] a decimation method is presented which leads to linear time learning rules for Boltzmann Trees. In Section 3 we explain how the principle of decimation can be applied on structures a bit more complex than trees. We also de ne the class of structures which can be decimated. The principle of decimation can be used on networks with a general structure in the following way. One can clamp some nodes, such that the remaining structure can be decimated. From this we can compute the partition function, as is shown in Section 4. The challenge is to identify a small set of nodes which to clamp. This problem is addressed in Section 5. The learning rules which result from this are very e cient when applied to networks with sparse connectivity, as is shown in Section 6. We nish with the conclusions in Section 7. We are interested in Boltzmann Machines with sparse connectivity for several reasons. The use of sparse connectivity for Bayesian networks is well appreciated 7], and is argued to play an important role in probabilistic reasoning, as it makes conditional independencies explicit, and facilitates not only interpretation and inference, but also estimation and storage of the parameters. Also, prior knowledge concerning conditional independencies can be incorporated into the structure of the network. We believe that most of the motivations for using sparse connectivity in Bayesian networks also apply to Boltzmann Machines.
Boltzmann Machine Learning
Consider a Boltzmann Machine with binary units S i . The probability to observe a state S = fS i g is 
Since the two-point correlations are related to the partition function by hS i S j i = @ @wij ln Z , e cient computation of Z leads to e cient learning rules. Therefore, we will concentrate on computing the partition function Z . Computing this partition functions by explicit summing over all the states of S involves an exponential number of terms, and is thus intractable in general. However, for some architectures more e cient learning rules exits, as we shall see.
Decimation
Recently an algorithm has been described 8] which computes the correlations of a BM with a tree-structure in linear time (for the free and the clamped phase). The algorithm is based on decimation 3]. This method can also be applied on some networks with cycles. Before specifying exactly the class of network structures on which decimation can be applied we will rst show how decimation works. 1=4 ; 
i.e., a sampling process where the states os X are drawn from the distribution p(X ), which is given by
5 Decimate Vertex Set
The gain in e ciency (to be shown in Section 6) of using Equation 13 instead of Equation 15 depends on the size of X ; the smaller the better. The condition on X is that by deleting it from the graph the remaining structure becomes decimatable. This condition is very similar to that of a feedback vertex set 2], which is a set which cuts every cycle. Therefore, we refer to our set X as a decimate vertex set. The problem of nding a minimal feedback vertex set is, unfortunately, NP-complete 5]. We assume that the same holds for nding a minimal decimate vertex set. Therefore, we use the following heuristical algorithm to nd a good approximation (see Algorithm 5.1). Start with an empty set X and with a graph representing the network structure. Prune the graph using Algorithm 3.1. Then, identify the node with the highest degree, delete it from the graph, and insert it in the set X . Repeat this procedure until the graph contains no more nodes. This heuristic is fast (linear in the number of nodes), and generally gives a small set X . As an example, consider the two networks in Figure 2 . The network on the left shows a typical partitioning obtained with our algorithm on a 12 by 12 grid. The set X consists of the black units, and the dotted lines symbolize the biases which result from clamping the black units.
This partitioning (with jXj = 37) is reasonably good, since we believe the optimum (shown on the right in Figure 2 ) to be 30. For this architecture our heuristic typically nds solutions with 37 to 39 black units. Therefore, although nding the optimal set is NP-hard we can still nd a good approximation with this heuristic.
Numerical Results
It is to be expected that Gibbs sampling with Eq. 13 converges faster than Gibbs sampling on the total space S using Z = 2 jSj hexp(H(S))i ?1 Table 1 : Average number of iteration needed for convergence for two methods of computing the partition function for a Boltzmann machine with 50 nodes, and the average number of nodes deleted, plus error bounds on the estimates.
In order to show the signi cance of this gain we have generated random BMs with 50 nodes by randomly inserting a number of edges (100, 200, 400, and 800). All edges were given a weight uniformly drawn from ?1; 1]. Then, we computed a set X and estimated the partition function with both methods. We stopped when the standard deviation on the estimate was less than 1% of Z . Table 1 shows for both algorithms and for a varying number of edges the number of iterations needed until convergence. The results are averaged over 500 networks. We conclude that the results of standards Gibbs sampling are hardly e ected by the complexity of the network, whereas the second method leads to much faster convergence for sparse networks.
