with initial and boundary conditions $(y, 0) = $o(y), $(f1,t) = D$(f 1,t) = 0, where D = dldy and R is the Reynolds number [29] . This equation can be written in the form where A = (iaR)-I (D2 -a2)' -U(D2 -a 2 ) +D2U and B = -(D2 -a2). We call the operator defined by S = 8-'A the Orr-Sommerfeld (0-S) operator [8] . According to (1.3), the 0-S operator maps a perturbation $(y, t) to its derivative with respect to time.
A standard method for analyzing the initial boundary value problem (1.3) is to consider an expansion in terms of the eigenfunctions of the 0-S operator. Let us suppose that $ can be written in the form Substituting this expression into (1.2), we obtain the celebrated Orr-Sommerfeld equation
The 0-S equation is a boundary value problem for the eigenvalue X and the associated eigenfunction 6.The eigenvalues and eigenfunctions of (1.5) are precisely the eigenvalues and eigenfunctions of the 0-S operator S [8] .
Much of the work on the 0-S equation has focused on determining its eigenvalues, particularly the least stable one [9] -that is, the eigenvalue with maximal imaginary part. If there is a solution to (1.5) with Im X > 0, then the perturbation 9 can grow exponentially in time. The mean flow in this case is said to be linearly unstable. Results for the least stable eigenvalue have been used to determine the neutral stability curve, defined as the boundary of the region in the a-R plane where the 0--S equation has linearly unstable solutions. Theoretical work has shown that the 0-S operator for a bounded domain has an infinite number of discrete eigenvalues and that the associated eigenfunctions form a complete set [8] , [29] .
The 0-S operator is nonnormal; its eigenfunctions are not orthogonal. The behavior of a normal matrix or operator in many applications is completely determined by its eigenvalues. This need not be the case for nonnormal matrices and operators. The eigenvalues of a nonnormal operator may be highly sensitive to perturbations, and the eigenfunctions, though complete, may be nearly linearly dependent. In such cases, it may be inappropriate to analyze matrix or operator behavior by considering the eigenvalues alone.
An alternative method of analyzing the behavior of a nonnormal matrix or operator is to consider the pseudospectra [33] . Let A be a matrix and let 11 . 112 denote the discrete 2-norm. For any E 2 0, a number z E C lies in the E-pseudospectrum, denoted
by &(A), if JJ(zI -A)-l1I2 > E-l. Equivalently, z E A,(A) if z lies in the spectrum of A + E for some matrix E satisfying IIE112 5 E. The sets &(A) are nested, and Ao(A) z A(A) is the spectrum of A. If A is normal, then &(A) is simply the union of the €-balls centered at the eigenvalues. On the other hand, the E-pseudospectrum of a nonnormal matrix or operator may be much larger than the spectrum, even if E << 1. These ideas extend in a straightforward manner to operators and more general norms.
The notion of the pseudospectrum was introduced by Trefethen to analyze the behavior of nonnormal matrices in numerical analysis [33] . It has been shown that the behavior of nonnormal matrices in many applications may be better understood by considering the pseudospectra instead of the eigenvalues alone [34]. One such application is the stability analysis of method of lines discretizations of partial differential equations [27] . Another is convergence analysis of iterative methods for linear systems [22] , [33] , where iteration parameters based on the pseudospectra can lead to faster convergence than parameters based on the spectrum. Studying the pseudospectra of a matrix or operator A is equivalent to studying the resolvent (xI -A)-', which plays a fundamental role in many areas of mathematical analysis [19] .
Another set that is useful for analyzing matrix or operator behavior is the numerical range or field of values [16] , [19] . The numerical range is a single set. It is related to the pseudospectra and contains the spectrum in its closure. For a matrix A, it is defined as the set of all numbers (Au, u), where (., .) is the inner product associated to the 2-norm and u is a vector with unit norm. For a normal matrix, the numerical range is simply the convex hull of the spectrum, but for a nonnormal matrix it may be much larger than the spectrum.
The purpose of this paper is to study the pseudospectra and the numerical range of the 0-S operator. We employ both analytic and numerical techniques. Let us start with the numerical computation that first initiated our study of the Orr-Sommerfeld operator. We approximate the operator S for plane Poiseuille flow with R = 10,000 and a = 1 using a Chebyshev hybrid discretization [15] . Following the standard practice of considering the even eigenfunctions of the 0-S equation, we restrict our attention to the even part of the 0-S operator.' The discretization converts the 0-S operator into a matrix S. We compute the eigenvalues of s using a routine from the linear algebra package Matlab. We approximate the E-pseudospectrum for E = lop6 by computing the eigenvalues of 100 perturbed matrices s+E, where E is a random complex matrix with IIE1I2= 1 0 -~.The results of these computations are shown in Fig. 1 .
The portion of the spectrum of s shown in Fig. l(a) has the familiar threebranch structure of the 0-S spectrum for Poiseuille flow [21] . The eigenvalues of the perturbed matrices s+ E exhibit several striking features. The eigenvalues near the intersection of the A, P, and S branches are highly sensitive to perturbations. A perturbation of size 10W6 has changed these eigenvalues by O(1). In contrast, the eigenvalues away from the intersection of the branches, particularly the least stable modes, are relatively insensitive to perturbations. If s were normal, then the eigenvalues of the perturbed matrices s+ E would lie within a distance of the eigenvalues of S.
We find that the results in Fig. l(b) are essentially independent of the type of numerical discretization and the number of modes used, and that the sensitivity to perturbations grows dramatically with R. One implication of these results is that Each element of E is of the form a +ib, where initially a and b are independently drawn from a normal distribution with mean zero and standard deviation 1. Each element of the resulting matrix is then uniformly scaled so that its discrete 2-norm satisfies l/E1I2= lop6. All calculations in this paper are performed using double-precision arithmetic. the computation of highly sensitive eigenvalues is significantly affected by rounding and discretization errors when the Reynolds number is large. A more fundamental implication is that the eigenfunctions associated with the eigenvalues near the intersection of the branches are nearly linearly dependent and that expansions using these eigenfunctions may be inappropriate at high Reynolds numbers.
To gain insight into the sensitivity of the eigenvalues at the intersection of the branches, we consider the differential operator with homogeneous boundary conditions at y = f1. The associated eigenvalue problem can be written as and is related to the equation for the Squire modes for Couette flow [13] . Like the 0-S operator S, the model operator 7 has a countable spectrum consisting of three branches. The eigenvalues at the intersection of the branches are highly sensitive to perturbations. The high sensitivity of the eigenvalues can be explained qualitatively. It is due to the existence of normalized solutions to the differential equation in (1.7) that satisfy the boundary conditions to within an exponentially small factor for values of X near the intersection of the branches.
The nonnormality of the 0-S operator has important consequences for the energy growth of initial perturbations. Orszag showed that, if R I R, M 5772, then all the eigenvalues of the 0-S operator for plane Poiseuille flow lie in the lower half-plane for all values of a [24] . Due to the nonorthogonality of the 0-S eigenfunctions, however, the energy of a perturbation may increase even if R is less than this critical value.
Using energy methods, Orr showed that there is no energy growth for two-dimensional perturbations if R < R, M 87.7 [23] . In terms of the numerical range, there is no energy growth i f and only if the numerical range of S lies in the closed lower half-plane. This condition is one part of the Hill-Yosida theorem and is equivalent to conditions obtained using energy methods [18] , [23] . Now, if Rg < R < R,, then there is the potential for transient growth in the energy. This growth was first computed by Farrell [lo] ,and we show that growth by a factor as large as = 51 may occur at subcritical Reynolds numbers. The transient growth depends on how far the pseudospectra extend into the upper half-plane. The sensitivity of the 0-S eigenvalues has been noted in previous numerical studies. Orszag computed the stable modes far below the real axis and noted that fewer significant digits could be obtained for the eigenvalues at the intersection of the branches than for the eigenvalues near the real axis [24] . This property was also noted by Herbert [15] and Mack [21] . In recent work, Farrell and Butler have noted the connection between nonorthogonality of the 0-S eigenfunctions and growth and have computed the maximum transient growth for twc-and three-dimensional perturbations to Poiseuille and Couette flows [4] , [lo] . Yudovich has done theoretical work on the resolvent of a linearized Navier-Stokes operator for a bounded three-dimensional domain and has applied these results to the analysis of growth [35] .
This paper is organized as follows. Section 2 defines the pseudospectrum and the numerical range and discusses their properties. Section 3 describes the Hill* Yosida theorem and other results for bounding growth. Section 4 presents background material on the 0-S operator and bounds on its numerical range. Section 5 presents numerical results on the pseudospectra of the 0-S operator. Section 6 examines the pseudospectra of the model operator. Section 7 considers transient growth of initial perturbations.
Finally, we stress that this is not a paper about rounding errors or, for that matter, numerical methods for solving the 0-S equation. Our goal is to understand the behavior of the 0-S operator. We use analytic and numerical methods to achieve this end.
2.
Definitions of the pseudospectrum and numerical range. We now present formal definitions of the pseudospectrum and the numerical range and describe their properties. This section contains results from an early draft of [32] . We have attempted to make it as complete as possible by citing secondary sources for the main results.
For simplicity, we begin with a definition for matrices. Let A be a square matrix of dimension N with spectrum A(A) and resolvent set p(A) = C\A(A). Let 11 . 11 be the norm generated by the inner product (., .). These terms are standard [19] . The definition of the e-pseudospectrum can be put in the following form [28] .
DEFINITION. Let e 2 0 be given. A number z is in the e-pseudospectrum of A, which we denote by &(A), if any of the following equivalent conditions is satisfied:
(i) z is an eigenvalue of A +E for some perturbation matrix with [[Ell< e; (ii) There exists u E cNwith llull = 1 such that I IAu -ZUII < E;
(iii) z E P (~) and Il(zI -A)-'II 2 e-l or z E A(A).
The proof of the equivalence of (i)-(iii) is straightforward. Proof. We need only prove the equivalence of (i) and (ii), since the equivalence of (ii) and (iii) follows from the definition of the norm. First, assume that (i) holds and suppose that z is an eigenvalue of A+ E with the associated normalized eigenfunction u. Using the fact that (A + E)u = zu, it follows that 11 Au -zull = llEull < llEll 5 e. Now assume that (ii) holds and suppose that Au -zu = v. For all w E cN, we define the matrix E by Ew = -v(u, w). Using the definition of the norm and (ii), it follows that IlEll = 1 1 ~ 1 1 llull = llvll < e. Since E u = -v, it follows (A + E ) u = zu. Hence, z is an eigenvalue of A +E. has a complete set of eigenfunctions, which are orthogonal with respect to the inner product (., .). Its e-pseudospectrum is simply the union of the closed balls of radius e centered at the eigenvalues. The E-pseudospectrum of a nonnormal matrix, however, may be much larger than the spectrum; see Theorem 2.1, below.
The definition can be generalized to infinite-dimensional operators. Let ' FI be a
Hilbert space with inner product (., .) and norm 11.11. Let A : ' FI + ' FI be a closed linear operator with spectrum A(A), resolvent set p(A), and a domain D(A) that is dense in ' FI. The precise definition of a closed operator is not important for our purposes; see [I91 for details. Most differential operators of interest in applications, including the 0-S and model operators, can be defined to be closed. We take (iii) to be the fundamental definition of the e-pseudospectrum for closed linear operators. In general, conditions (i)-(iii) may not be equivalent for closed linear operators. Unlike the set defined by (iii), which is closed, the sets defined by (i) and (ii) may not contain their boundaries if A is an operator. These conditions can be made equivalent [32] .
The above definition establishes a connection between the resolvent and the eigenvalues of perturbed operators. This connection plays a fundamental role in the perturbation theory for linear operators [19] . We stress that analysis based on pseudospectra is equivalent to analysis based on the resolvent. One of the principal advantages of pseudospectra is that they are visually appealing. In addition to being employed for theoretical purposes, they have also been used to develop an intuition about operator behavior [34] . For completeness, we state both the resolvent and the pseudospectral versions of relevant results in the discussion below.
It is straightforward, though computationally expensive, to estimate the pseudospectra of a matrix numerically. The boundaries of the pseudospectra are the level curves of the norm of the resolvent 11 (zI -A)-lIl. These boundaries can be determined by first computing Il(zI -A)-lII for values of z on a grid in the complex plane and then sending this data to a contour plotter. Examples of this type of computation are presented in 55. The E-pseudospectrum may be approximated more speedily and roughly, as in Fig. l(b) , by plotting the eigenvalues of A + E for several perturbation matrices E with IlEll = E.
It is more difficult to determine the 6-pseudospectrum of a matrix or operator analytically. The pseudospectra can be approximated by computing sets L, and U, such that L, g A, C U,. These sets may be determined by bounding the resolvent.
A lower bound for the pseudospectra, valid for both matrices and closed linear operators, can be obtained by computing a lower bound for the norm of the resolvent.
Suppose that there is a function b(z) such that
Then is a lower bound for the 6-pseudospectrum for all 6 
The degree of normality of a matrix or operator is related to the degree of linear independence of its eigenvectors. This last quantity can be measured. Let {$j} be a set of K linearly independent functions in El normalized so that jjdtjll = 1. Let W denote the space spanned by these functions and suppose that the normalized elements {gj} form an orthogonal basis for W with respect to (., .). Any function f E W can be expressed in terms of either set of basis functions as follows:
The two sets of expansion coefficients can be related. If a and b are the K-vectors of the coefficients, then b = Uwa, where Uw is a square matrix of dimension K. The condition number of the basis {Qj} is defined by where the subscript 2 denotes the 2-norm. The condition number satisfies 6 > 1and rc = 1 if and only if the original functions {&} are orthonormal. Using this last fact, it can be shown that w depends only on the original basis {q&} and not on the choice of the orthonormal basis. The number 6 gives an approximate upper bound for the magnitude of the coefficients { a j } in the expansion of a function with norm 1. When K is large, the functions {+j}are a poor basis for W. An orthonormal basis for W and the corresponding matrix Uw can be computed from the functions {&} using the Gram-Schmidt procedure [Ill;see Appendix B.
The condition number can be related to the pseudospectra. To do this, we must first project the closed linear operator A onto a finite-dimensional space. Suppose that { c+hj } is a set of K linearly independent normalized eigenfunctions of A and that {Aj} are the associated eigenvalues. We project A onto the space W spanned by the eigenfunctions. The resulting operator, which we denote by A w l maps functions from W to W. For each qij, we have Aw+j = Ajq5j. The formula for Awf for arbitrary f E W can be determined using (2.5). The spectrum of Aw is {Aj}. Bounds on the pseudospectra are given by the following result 1321. Here A, is the closed disk of S. C . REDDY, P. J. SCHMID, AND D. S. HENNINGSON radius E centered at the origin and the sum of sets is defined by Ul + U2 = {z : z = 21 + 22, 21 E UI, 22 E U2). THEOREM 2.1. The pseudospectra of Aw satisfy
where K is the condition number of the basis (q5j). Equivalently, we have
The lower bound states that the E-pseudospectrum of Aw contains the union of the closed €-balls centered at the eigenvalues and is the trivial bound mentioned above. The upper bound is an extension of the Bauer-Fike theorem [ll] ; see Appendix B for an outline of the proof. If the eigenfunctions (q5j) are orthonormal, then K = I. In this case, the upper and lower bounds are equal in both (2.7) and (2.8). This result verifies the characterization of a normal operator mentioned above. If n >> 1, then the theorem implies that the E-pseudospectra may be much larger than the spectrum.
We now turn our attention to the numerical range (or field of values) of an operator. This set, which we denote by .?'(A), is defined for arbitrary linear operators fig].
DEFINITION. Let A be a linear operator. The numerical range of A is defined by
The numerical range is a convex set. If A is a matrix, then its domain is the whole space, so the restriction u E D(A) is superfluous.
Like pseudospectra, the numerical range of a matrix can be computed in a straightforward manner. For the Znorrn, sup Re (Au, u) and inf Re (Au, u ) are given by the largest and smallest eigenvalues of (A+ A*)/2, the Hermitian part of A, where * denotes the Hermitian conjugate. Other points on the boundary of 3(A) can be determined by considering the Hermitian parts of the rotated matrices eisA for 0 E [O, T] [16]. For operators, bounds on the numerical range can be obtained, and the analysis often involves integration by parts; see 554 and 6.
The pseudospectra and numerical range of an operator can be related. We must first make a technical assumption 1191. Let C(A) = C\cl{.?'(A)). We assume that
The first part of (I) requires that the set C(A) consist of only one component (or piece). The second part requires that C(A) not be contained in the spectrum of A. The 0-S operator and the model operator satisfy (I); see 554 and 6. With this assumption, we have the following result. THEOREM 2.2. Let A be a closed linear operator satisfying (I) . The pseudospectra of A satisfy
Equivalently, we have
The proof of (2.11) is given in [19] . The theorem states that the E-pseudospectrum lies within a distance E of the numerical range. If we set E = 0, then (2.10) states that the spectrum of A lies in the closure of the numerical range.
In general, the sets A, contain more information about an operator than the single set 3.On the other hand, the computation of the numerical range is more amenable to analytic methods. We will find it useful to examine both the pseudospectra and the numerical range in our study of the 0-S operator.
The Hille-Yosida theorem.
A principal application of pseudospectra and the numerical range is the analysis of growth. Assume that A is closed, satisfies (I) , and has a domain that is densely defined in 3-1. Consider the initial value problem where uo E 3-1. This problem has a unique solution if the numerical range lies in a half-plane {z : Im z 5 c ) for some fixed c [25] . This last condition ensures that a solution to (3.1) is bounded for any fixed t 2 0.
The solution to (3.1) can be written as where T(t) is the semigroup generated by A. If A is a matrix, then, as is well known from the theory of ordinary differential equations, the solution is u(t) = ePiAtuo7 where the matrix exponential can be defined via a Taylor series. To simplify the notation, we write T ( t )= e-iAt for all linear operators A.
There is no growth if /lu(t)11 < lluo11 for a11 t 2 0 and all initial conditions uo E 3-1.
Equivalently, there is no growth if the operator exponential satisfies
The standard condition requiring that A(A) lie in the lower half-plane is necessary but not sufficient for (3.3) unless the operator A is normal. Necessary and sufficient conditions for (3.3) can be expressed in terms of the pseudospectra and the numerical range. Roughly speaking, there is no growth if and only if the pseudospectra lie suficiently close to the lower half-plane. To measure this distance, we define
The following theorem, which is a restatement of the Hille-Yosida theorem, is the main result on growth. 
(iii) 3 ( A ) lies in the closed lower half-plane. Condition (ii) is the standard condition for no growth [25] , and (i) is the restatement of this condition in the language of pseudospectra. The sufficiency of (iii) follows from (ii) and Theorem (2.2). It can be shown that (iii) is necessary by showing that (ii) implies (iii); we omit the details. A lower bound for growth can be expressed in terms of the pseudospectra. Let us define
E>O
The quantity C' is a measure of the extension of the pseudospectra into the upper half-plane. The relationship between pseudospectra and resolvents implies that
Now, it can be shown that C' > 1 [19] . If C' = 1, then there is no growth by the HilleYosida theorem. For C' > 1, we obtain the result
This result follows from the fact that C I C.
An upper bound for transient growth based on the pseudospectra can be derived using a resolvent integral; see $7.
Numerical range of the 0-S operator.
Before presenting results on the numerical range, we first discuss relevant properties of the 0-S operator. The theoretical results described in the first part of this section were proved by DiPrima and Habetler [8] .
The domain of the 0-S operator is3 Here (., .)L is the inner product associated with the L2 norm. Integration by parts applied to the right-hand side of (4.3) implies that
The energy norm is important for physical reasons because Il$(.,t)ll& is proportional to the energy of the perturbation defined by the streamfunction 9 ( x ,y, t) = $(y, t)ei"". The energy norm is important for theoretical purposes as well. Any function f t D(Z3) can be expanded in a convergent infinite series involving the generalized eigenfunctions {$j) of S . The expansion coefficients of f can be computed by taking the energy norm inner product off with the eigenfunctions of the adjoint 0-S operator [29] . The appropriate underlying Hilbert space is ' H = D(B). In this space, the operator S is closed and D(S) is dense.
The completeness property of the 0-S eigenfunctions implies that the solution to (1.3) can be written in terms of an eigenfunction expansion. Assuming that the eigenvalues are distinct, we have where the numbers {aj) are the expansion coefficients of 4(y, 0). This formula must be modified when there are degenerate eigenvalues [14] . We find (4.5) useful when we analyze transient growth in $7.
To determine the numerical range of S, we examine the inner product
The simplifications in (4.6) follow from the definitions of the norm and S. Using the expression for A4, we have
Here, ' denotes differentiation with respect to y. After integrating the first and second terms by parts and using the fact that $ satisfies the two horrlogeneous conditions at each boundary, we find that the real and imaginary parts of the above expression satisfy and Using the condition ll$llH = 1, it follows that J is bounded. The first term in The numerical range lies in a semi-infinite strip, and this ensures that C ( S ) consists of one piece. Also, since A(S) consists of discrete points and C is not the entire complex plane, it follows that the second part of (I) is satisfied as well. Hence, by Theorem 2.2, the spectrum of S also lies in the strip defined by (4.12).
The functions Fmin, <,,, and qmaX have been examined previously, but exact analytic expressions have not been derived. Joseph's general results [17j, [9] yield the following bounds for Poiseuille flow:
and A more involved analysis shows that there is no growth if [17] , [9] where p z 2.36. The critical Reynolds number for no growth can be characterized exactly by carefully examining the curve qmax = 0. If we define Rl(a) to be the smallest value of R such that q, , , 2 0, then this function can be characterized as the solution of a constrained minimization problem [31] . By deriving the equivalent Euler equations, it can be shown that Rl(a) is the smallest eigenvalue X of the problem Orr derived (4.16) using energy methods [23] , [9] and showed that, if R < R, E min, Rl(a) w 87.7, then the energy of a two-dimensional perturbation to the mean Poiseuille flow does not grow. (For three-dimensional perturbations, the corresponding Reynolds number is % 49.6 [18].) Note that (4.15) gives a lower bound for Rl(a). We will compute Rl(a) numerically in $7.
The above numerical range argument has an interesting history. It was first given by Synge to establish bounds on the eigenvalues and a condition for linear stability [31] . The starting point for the analysis is the 0-S equation A+ = XB4, where X is the eigenvalue. Multiplying by +* and integrating, we obtain (A+, +)L = X(B+,+)L.
If we assume that ll+llH = I, then (A+,+)L = A. The left-hand side of this equation is precisely the same as (4.6). It follows that the condition vmax < 0 implies linear stability. As described above, q, , , 5 0 actually implies that the numerical range of S lies in the lower half-plane. We would like to stress that the condition that the numerical range lies in the lower half-plane is much stronger than the condition that the eigenvalues lie in the lower half-plane. By the HilleYosida theorem, the existence of growth can be deduced by examining the numerical range. On the other hand, unless an operator is normal, linear stability alone does not give information about the existence of growth. Now, Synge connected the linear stability result with Orr's equation (4.16) and discussed the fact that qm, < 0 actually implies no growth.
However, this connection is not always clearly explained when Synge's derivation is repeated; often, the connection is not mentioned at all.
5. Pseudospectra of the 0-S operator. We now turn our attention to the pseudospectra of the 0-S operator. We estimate the pseudospectra of the 0-S operator by computing the pseudospectra of its discrete matrix analogues. We use a Chebyshev hybrid spectral discretization based on a method developed by Herbert [15] . The method combines an expansion in Chebyshev polynomials and collocation at the Chebyshev points with explicit enforcement of the boundary conditions. We check our results using the Chebyshev tau discretization, which was used by Orszag in his numerical studies of the 0-S eigenvalues [24] . Both of these methods solve for the Chebyshev coefficients and convert the 0-S operator S to a matrix s of dimension N.
The above-mentioned matrix s is a representation of the discrete 0-S operator, which we denote by S . Let PN-ldenote the space of polynomials of degree N -1.
If + E PN-1is a perturbation, then $ = S+ is the discrete time derivative of this perturbation. The matrix sis a particular representation of the discrete 0-S operator and maps the Chebyshev coefficients of + to the coefficients of $.
We compute the pseudospectra and the numerical range of the discrete 0-S operator in the energy norm, and this is accomplished by introducing a weight matrix See Appendix A for a proof of (5.1) and for the formulas for the elements of F. For the numerical range, we have where u*is the Hermitian conjugate of the vector of Chebyshev coefficients u. Using (5.2), it can be shown that the numerical range of S computed using the energy norm inner product is the same as the numerical range of the matrix F S F -I computed using the 2-norm inner product.
Let us begin with a computation for R = 10,000. Here and throughout this section, we assume that CY = 1 and consider discretizations of the even part of the 0-S operator only. Results for the odd part of the 0-S operator are qualitatively similar. We use the hybrid discretization with N = 64 even modes. boundaries of the pseudospectra (solid lines) and the numerical range (dashed line). This plot reveals several fundamental properties of the discrete 0-S operator. First, S is far from normal; if this operator were normal, then the E-pseudospectra would lie within a distance 6 of the spectrum. Second, the eigenvalues at the intersection of the branches are the most sensitive to perturbations. We examine this point in more detail in this and the following sections. Third, the high sensitivity of the eigenvalues at the intersection is not revealed by the numerical range. Hence, although analysis of the numerical range is appropriate for studying growth, it does not yield detailed information about the eigenvalues lying inside the numerical range. Finally, note that the numerical range of the discrete 0-S operator satisfies the bounds (4.13) and (4.14), derived for the continuous 0-S operator. We see that the E-pseudospectra lie within a distance E of the numerical range; in this plot, only A,(S) for E = 0.1 extends outside 3 ( S ) . of A,(S) for E << 1 at the intersection of the branches increases dramatically with R. For example, compare the 6-pseudospectrum for E = in Fig. 4 and the Epseudospectrum for E = lop7 in Fig. 5 . Note that the numerical range does not change significantly as R is increased.
The dependence of the pseudospectra on R can be examined quantitatively by measuring the norm of the resolvent at various points. We consider (a) z = .65 -.4i, grows by only a factor of 2 when R increased from 1,000 to 15,000. If Re z > 1, Re z < -4/7r2, or if Im z > l/a, then, by (4.13), (4.14), and Theorem 2, z lies outside the numerical range for all R and J ( R , z) is bounded independent of R.
It is also instructive to examine the condition number of the 0-S eigenfunction basis. Let W be the space spanned by the eigenfunctions {+j)of S associated with the K eigenvalues {Aj) satisfying Xj > -.9 and let K denote the condition number of this basis. A detailed explanation of how to compute K is given in Appendix B. We choose this value of K for two reasons. First, these eigenvalues and eigenfunctions are good estimates of the corresponding eigenvalues and eigenfunctions of the actual 0-S operator. Therefore, we expect that our computed K is a good approximation to the condition number of the eigenfunction basis of the corresponding subspace of
D(S).
Second, this choice includes the modes at the intersection of the branches.
As we showed above, the eigenvalues at the intersection of the branches are highly sensitive to perturbations. This implies that the associated eigenfunctions are nearly linearly independent. As our plots suggest, the eigenvalues further below the real axis are not as sensitive to perturbations as those at the intersection. This implies that the associated eigenfunctions are nearly orthogonal to the space W and that the condition number of the eigenfunction basis for the enlarged space is not significantly 
TABLE1

Condition number of the eigenfunction basis of the space W . The space W is spanned by the K eigenfunctions of S associated t o the eigenvalues with maximal imaginary part.
greater than K . Table 1 lists K, as a function of R. As mentioned in $2, K is a rough upper bound for the magnitude of the expansion coefficients of a function of norm 1. The results in this table show that expansions in the eigenfunctions may involve large coefficients when the Reynolds number is large. Roughly speaking, we find that K eerR1".
F.
This relation implies that a quadrupling of R leads to a squaring of the condition number. Hence, the expansion coefficients may be as large as E 1016 if R E 40, 000
(and a = 1). At this Reynolds number, eigenfunction expansions may be affected by rounding errors in double precision arithmetic (16 digits). For Cray double precision (32 digits), the corresponding Reynolds number is E 160,000. The condition number and the resolvent norm depend on the choice of the norm. We have presented results for the energy norm because it can be interpreted physically; it is related to the actual energy of perturbations. We find that the results are qualitatively similar if the L2 norm is used. On the other hand, it is possible to choose an inner product such that the 0-S eigenfunctions are orthogonal. However, the new norm generated by this inner product may not be physically relevant.
We find that the results for the odd part of the 0-S operator for Poiseuille flow and the 0-S operator for Couette flow are qualitatively similar to the results presented here. For the odd part of the 0-S operator, K and J ( R , z ) at the three points are of the same order of magnitude as in the even case. For Couette flow, we find that the condition number of the eigenfunction basis of a space similar to W is 0(106) for R = 1,000. The reason why this condition number is much greater than that for Poiseuille flow for the same R is not known.
Previously, theoretical work had been done on the resolvent of operators arising in hydrodynamic stability. For example, Yudovich considered the Navier-Stokes operator for a bounded three-dimensional domain [35] . He estimated the resolvent in the upper half-plane using Green's functions and other theoretical techniques and then used the estimates to bound the growth of initial perturbations. While these estimates give bounds for the growth, they do not give a complete picture of the properties of the operator. As our computations suggest, the resolvent norm may grow only weakly as a function of R for points in the upper half-plane. This does not reflect the behavior of the resolvent near the intersection of the branches or the behavior of the condition number of the eigenfunction basis.
We have presented results on the pseudospectra and numerical range of the discrete 0-S operator. The fundamental question is the following: Do the pseudospectra and the numerical range of the discrete analogues approximate the pseudospectra and the numerical range of the 0-S operator? There has been much work on the rela-tionship between the eigenvalues and eigenvectors of an operator and those of its spectral and finite difference analogues [6] . The relationship between the pseudospectra and numerical range of an operator to those of its discrete analogues is not as well understood.
There are two main reasons why the pseudospectra of the 0-S operator may differ from the pseudospectra of its discrete analogue. First, discretization operators have finite resolution. If the number of modes is not sufficient, then the discretization scheme is not able to resolve features of eigenfunctions, and this leads to poor approximations of both the eigenvalues and eigenfunctions of the operator. This phenomenon is illustrated in Fig. 3(a) . The pseudospectra of an operator and its discrete analogue also differ if there are too few modes to resolve the pseudo-eigenfunctions. Suppose that z is not an eigenvalue of S. There is a normalized function u, E D(S) such that I/ (S-zI)u, 11 is minimized or nearly minimized over all normalized functions u E D(S). Roughly speaking, Ij(zI -S)-'l/ is close to ll(zI -S)-'/I if u, can be resolved; see [26] for examples of this phenomenon. The effect of finite resolution on the pseudospectra becomes less significant as the number of modes is increased.
Second, the pseudospectra of a discrete analogue are affected by parasitic modes.
Our discrete 0-S operator S has two artificial eigenvalues due to the manner in which the boundary conditions are implemented. These eigenvalues can be moved to an arbitrary position, and we have put them at z = -200i) far away from the intersection of the branches. Although these differences exist, we find that the pseudospectra of the discrete 0-S operator are independent of the discretization and that the sensitivity of the eigenvalues at the intersection of the branches and the condition number of the eigenfunction basis increase exponentially with the Reynolds number. We believe that these properties of the discrete 0-S operator are a reflection of the properties of the 0-S operator.
Pseudospectra of a model differential operator.
To gain some insight into why the pseudospectra of the 0-S operator behave as they do, we consider the model operator
The domain of 7 can be chosen as the set of functions $ E L2[-1, 1 1 having an absolutely continuous first derivative, a second derivative in L2 [-I, 11, and satisfying the boundary conditions $ ( f1)= 0. The associated eigenvalue problem is with boundary conditions where X is the eigenvalue. Except for a constant factor, which simply translates the spectrum and the pseudospectra, 7 is the same as the homogeneous operator governing the normal vorticity for three-dimensional perturbations to Couette flow [?I, [13] . The eigenvalue problem can also be related to the 0-S equation for plane Couette flow via an order reduction [9] . Without loss of generality, we assume that a = 1.
It is convenient t o choose the underlying Hilbert space to be L2 [-I, 11. The operator 7 is closed in this space, and D ( 7 ) is dense [19] .
We first turn our attention to the spectrum of 7 . It can be shown that A (7) is Y-shaped, consists of a countable number of points, and is symmetric about the imaginary axis.6 If we assume that is large, then the y term in (6.2) can be neglected, and it can be shown that the eigenvalues { A, ) of 7 satisfy Asymptotic estimates of the eigenvalues in the two upper branches for large R can also be derived using techniques developed for approximating the 0-S eigenvalues 1291.
. .
It is straightforward to bound the numerical range of 7 . Choosing q5 E D ( 7 ) , we have where again we have integrated by parts. The first term is imaginary. The second term is real and is bounded by 1 in absolute value since llq511L = 1. Hence, we have proved the folIowing theorem. In [7] a calculation similar to the one above is used to show that the eigenvalues of the homogeneous normal vorticity equation lie in the lower haIf-plane. Again, the calculation actually shows that the numerical range lies in the lower half-plane.
Before considering 7,let us briefly examine the pseudospectra of a discrete version of 7 . This operator can be approximated by one of the methods described in 55. The discretization converts 7 into a matrix T. Figure 7(a) shows the 35 eigenvalues of T for R = 1,500 with maximal imaginary part and an approximation to its 6-pseudospectrum for 6 = lop6 via random perturbations. Now we turn om attention to the operator I itself. The differential equation (6.2) can be solved analytically. Let y = ( i~) ' / ' and w = y(y -A). Then (6.2) can be transformed into the Airy equation
As is well known, any solution of (6.8) can be written as a linear combination of any two of the three Airy functions Ao(gj = Ai(w), Al(y) = Ai(@w), and A2(y) = Ai(p2w), where @ = e"d3. Let = Ai(y)/llA,(!)llL, j = 1,2,3 denote the normalized Airy functions. The functions lAol and lAll are plotted in Fig. 8 for X = -.5i and X = .3 -.5i, respectively.? Figure 7 (a) shows that X = -.5i is not an eigenvalue of I.On the other hand, the rlormalized function AO is a solution to the differential equation (6.21, and Fig. 8(a) shows that this function nearly satisfies the boundary conditions ( l~~( i l ) j m lW4). Though X = -.5i is not an eigenvalue, the existence of such a solution to (6.2) implies that X lies in the E-pseudospectrum for e = 0(10-~). The proof is straightforward.
Suppose that 4 is a normalized solution to the differential equation and satisfies
We evaluate A i ( w ) for complex w using the routines described in [2]. since llullL z114511~= 1. This implies that II(7-XI)-111L is bounded below by O(6-l), and hence X E A,(7) for E = O(6). This argument can be generalized to show that if there is a solution to the 0-S equation (1.5) that satisfies the boundary conditions to within a factor of 6, then X lies in the 6-pseudospectrum of the 0-S operator for E = O(S). The above analysis shows that X = -.5i and X = .3 -.5i lie in the 6-pseudospectrum for 6 << 1. It follows that the eigenvalues at the intersection of the branches are highly sensitive to perturbations since these points lie a distance z0.1 from A(7).
See Fig. 7 . If 7 were normal, then a number X E & ( I ) would lie within a distance 6 of the spectrum of 7.
The above method allows us to use (2.3) to compute a lower bound for the pseudospectra. For each A, we choose the pseudo-eigenfunction to be u = aj+J, where J is the unique affine function mentioned above and aj is one of the three Airy functions, chosen so that 11 ( 7 -XI)uIIL/IIuIIL is minimized. For example, the functions a. and are chosen for X = -.5i and X = .3 -.5i, respectively. In the cases where this lower bound is poorer than that predicted by the trivial bound (2.2), we choose the latter. The lower bounds for the pseudospectra of 7 for R = 1,500 and R = 3,000 are plotted in Figs. 9(a) and 10(a) .
An upper bound for the pseudospectra can be determined by computing an upper bound for the resolvent, and this can be accomplished using the Green's function C(y, s, A) for (6.2), (6.3) . This is a standard technique for bounding the resolvent [19] , [35] . Consider the inhomogeneous problem ( 7 -XI)$ = -f with the boundary We estimate the integral (6.12) using routines from QUADPACK. The functions vl and va are defined in terms of a linear combination of the two of the three functions aj that are the least linearly dependent. The Wronskian of any two solutions of (6.2) is a constant, which can be determined using the known values of the pairwise Wronskians for the functions Ai(w), Ai(Pw), and Ai(P2w) [I] . The computed upper bounds for the pseudospectra of 7 for R = 1,500 and R = 3,000 are plotted in Figs. 9(b) and 10(b) .
The lower and upper bounds for the E-pseudospectra in the figures show that the eigenvalues at the intersection of the branches are highly sensitive to perturbations and that the sensitivity increases with R. There is a qualitative agreement between the upper and lower bounds, but the quantitative agreement is not good, especially for 6 << 1. It might be possible to improve the lower bound by choosing the function q5 differently.
Using the above procedure for computing a lower bound, we can show that //(XI-7)-1//L depends exponentially on R for values of X near the intersection of the branches. Consider the resolvent for X = -i as the parameter R is increased.
The following calculations neglect all algebraic factors in R. The graph of AO for It follows that 11 (XI -7)-'llL increases exponentially with R. We do not claim that the estimate (6.17) is sharp. This approach can be used to estimate the asymptotic behavior of the lower bound for the resolvent b(X). If -1 < Re X < 1 and X is sufficiently far below the real axis, then the controlling factor of this function is where ax is a parameter depending on the point A. The contours of ax are plotted in Fig. 11 . This figure shows that the resolvent grows exponentially with R if -1 < Re X < 1and X lies below the solid line. On the other hand, if IRe XI > 1or Im X > 0, then, by Theorems 2.2 and 6.1, II(XI -7)-lllL is bounded independent of R. More careful analysis is required to determine the precise behavior of II(XI -7 ) -1 ( 1for X in the triangular region above the solid line in Fig. 11 , but we do not pursue that here.
Our results show that the sensitivity of the eigenvalues of the model operator near the intersection of the branches is related qualitatively to the existence of solutions to the associated differential equation that satisfy the boundary conditions to within an exponentially small factor. We believe that this mechanism is responsible for the sensitivity of the eigenvalues of the 0-S operator as well. We have not proved that the existence of such solutions is necessary for highly sensitive eigenvalues. On the other hand, in previous work, it has been found that this feature is common to other classes of operators that have highly sensitive eigenvalues, including Toeplitz matrices [28] , constant-coefficient differential operators, and Wiener-Hopf integral operators [3] , [26] . In each case, the resolvent behaves exponentially with respect to some parameter in some critical region of the complex plane. Outside the critical region, the resolvent is uniformly bounded with respect to the parameter. 
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We have included the square in (7.2) because the energy of a perturbation is proportional to the square of the energy norm. Finally, let us define G, , , = supt2oG(t) to be the maximum growth for all time.
The existence of growth when R < R, can be understood by writing (7.1) in terms of an eigenfunction expansion. We have where the numbers {aj) are the coefficients in the expansion of $o(y). Now, if the condition number of the eigenfunction basis is large, then some of the expansion coefficients of a perturbation with ll$OllH = 1may be large. At t = 0, the large terms cancel. Now, although Ilaje-"Xjt4j ]IH decreases monotonically, it may still be large for values of t > 0 if a j is large. In this case, the right-hand side of (7.3) is still a sum of large terms, but the cancellation that occurs for t = 0 need not occur for t > 0.
We compute G(t) numerically. We first determine the eigenvalues and eigenfunctions using a spectral method. We then apply the procedure for projecting an operator onto a space of eigenfunctions to produce a matrix Sw that is an approximation to Sw;see Appendix B. We compute the matrix exponential using routines from Matlab.
We find that a good approximation to G ( t )can be obtained if the sum (7. 3) includes the terms satisfying Im A, 2 -.9. The key is to include the eigenvalues at the intersection of the branches. Including eigenvalues with Im A, < -.9 does not improve the result for two reasons. First, for these eigenvalues. le-""xtl << 1if t > 0. Second, if A, is well below the intersection, then the associated expansion coefficient a, is moderate in size. This property is related to the fact that the associated eigenfunction 4, is nearly orthogonal to the eigenfunctions at the intersection of the branches. Figure 12 For each t 2 0 , there is an initial condition #o E W with norm 1 such that lj$(y, t ) = G ( t ) . The initial condition depends on t and can be computed using the singular value decomposition of e-""wt [ l l ] ; see [lo] for a description of the characteristics of the initial condition. We find that the largest of the coefficients {a,) of the initial condition that achieves the growth G, , , in our example is of magnitude 0 ( 1 0 4 ) and that these large coefficients are associated with the modes at the intersection of the branches-that is, Im A, = -.3. For the eigenvalue with Im A, = -.9, we have la,/ = 0 ( 1 0 -~) .
Growth for plane Poiseuille flow at subcritical Reynolds numbers has been studied previously. Shantini examined the possibility of growth due to degenerate eigenvalues of the 0-S operator at special values of a and R [30] . She found no growth from the 0-S degeneracies alone using the generalized eigenfunction as an initial condition. We would like to emphasize that degenerate ezgenvalues are not necessary for growth. Growth at subcritical Reynolds numbers is due to the nonnormality of the 0-S operator. An operator with a degenerate eigenvalue is nonnormal. However, a nonnormal operator need not have degenerate eigenvalues. I n general, the functzon G ( t ) can only be determzned by computzng the norm of the operator exponential (7.2) .
Our procedure for computing growth is essentially the same as that used by Farrell [lo] ,who investigated transient growth for Poiseuille and Couette flows. However, there are two important differences. First, we use spectral methods instead of finite differences to compute the eigenvalues and eigenvectors. Second, by recognizing that the modes far below the intersection of the branches do not contribute significantly to G(t), we attempt to use as few modes K as possible. This can lead to substantial savings in computational work, since the norm calculation in (7.2) requires O(K3) operations. Finally, we mention that both methods may be affected by rounding errors at high Reynolds numbers, since they make explicit use of the eigenvalues and eigenfunctions in an intermediate calculation; see $5. In this section, this difficulty does not arise because the calculations involve relatively low Reynolds numbers.
The method for computing the growth can be used to determine the maximum growth Gmax as a function of R and a. If S has an eigenvalue in the upper half-plane, then Gmax = m . If R < Rl(a), where Rl(a) is the critical Reynolds number for no growth defined by (4.16), then Gmax = 1. Now, if the flow is linearly stable and R > Rl(a), then 1 < G, , , < m , and we can compute the maximum growth. We can determine Rl (a) using the spectral discretization procedure described in $5. The level curves of GmaX are shown in Fig. 13 . We see that there can be significant energy growth, even if the flow is linearly stable. For a = 1.45 and R = 5772, we find that Gmax z 51. The critical value Rl(a) is minimized when a % 2.1, and we find that R, % 87.6. A lower bound for Rl(a) for the limits a + 0 and a + m is given by (4.15) . If the 0-S operator were normal for all R and a, then the dashed line would coincide with the boundary of the shaded region, and there would not be a transient growth region in the figure.
It is instructive to examine the effects of small perturbations on Gmax. As the contours of the resolvent in Fig. 14 This example illustrates a fundamental point about nonnormal operators: Although the eigenvalues of a nonnormal operator can be highly sensitive to perturbations, the behavior of the operator in applications may be insensitive to perturbations. Another such application is the norm; elementary properties of the norm imply that if llEllH= 6 , then ]ISw+ EllHdiffers from llSwllH by at most 6.
We end this section by showing how the results on growth in $3 can be applied to our example. Figure 14 shows the pseudospectra and numerical range of SW.The numerical range extends into the upper half-plane, and this immediately shows that there is growth. A rough lower bound for the growth can be determined by considering the c = .1 contour. We see that p, = .2, and therefore P,/E = 2. By Theorem 3.2, it follows that Ile-iaS~tllH> 2. A6 shown in 53, a sharper lower bound for the growth is given by the quantity C' = supI, z>o Im zll ( z I -Sw)-l /IH. This quantity can be determined by searching for the supremum in the upper half of the z-plane. We find that C' = 3.6.
An upper bound for the growth can be determined using the resolvent integral Here I' is a contour enclosing the spectrum of Sw [19, §1.5.6] . A convenient contour is the square with corners at z = 0, z = 1, z = 1-i, and z = -i. On this contour, we have The actual value of the supremum in (7.6) is = 5.7.
The techniques used to bound eciaswt can also be used to bound the matrix exponential of the full 0-S operator S. Let tl > 0 be arbitrary. For t > tl, we can compute an upper bound for the growth using a resolvent integral. In this case, we choose r to be the infinite rectangle with corners at cl -im, cl, c2, and cz -im.
We choose cl and c2 so that the numerical range lies within the infinite sides of the rectangle. By Theorem 2.2, this choice ensures that 11 ( z I -S)-I 11 is bounded independent of z on the contour and that the resolvent integral converges. For 0 < t I: tl, we can bound the growth using a more general version of the HilleYosida theorem [25] . See also [35] for various growth results based on resolvent estimates.
8. Conclusion. The Orr-Sommerfeld operator is nonnormal-that is, it does not have a complete set of orthogonal eigenfunctions. The behavior of a normal operator in most applications is governed by its spectrum. The eigenvalues of a nonnormal operator A may be highly sensitive to perturbations. It is more appropriate to analyze the behavior of a nonnormal operator using the 6-pseudospectra and the numerical range. For nonnormal operators, these sets may be much larger than the spectrum.
In this paper, we analyze the pseudospectra and the numerical range of the 0-S operator for Poiseuille flow. We obtain bounds on the numerical range using integration by parts, and we compute the pseudospectra by means of discrete analogues and a model problem. We find that the pseudospectra are much larger than the spectrum. In particular, the eigenvalues at the intersection of the A, P, and S branches are highly sensitive to perturbations and the associated eigenfunctions are nearly linearly dependent. The sensitivity and the condition number of the eigenfunction basis increase exponentially with the Reynolds number. Our analysis of the model problem suggests that this phenomenon can be qualitatively explained by the existence of solutions to the eigenvalue equation that satisfy the boundary conditions to within an exponentially small factor.
These results have several important theoretical and practical implications. First, expansions in the 0-S eigenfunctions can involve huge coefficients. This effect becomes exponentially more pronounced as the Reynolds number increases. If R = O(40,OOO), then the magnitude of the coefficients can be as large as (1016), and expansions using double-precision arithmetic may be affected by rounding errors.
The nonnormality of the 0-S operator also implies that there may be growth of initial perturbations when all the eigenmodes decay exponentially. Eigenvalue analysis predicts the correct long-term behavior but cannot be used to check for transient growth. There is no transient growth if and only if the numerical range of the 0-S operator lies in the lower half-plane, and this condition is equivalent to that obtained by energy methods.
For plane Poiseuille flow, we find growth by a factor as large as = 51 at subcritical Reynolds numbers before the asymptotic decay predicted by the eigenvalues sets in. Similar results were previously found by Farrell for plane Poiseuille and Couette flows [lo] . The transient growth at subcritical Reynolds numbers may be understood as follows: If a normalized initial perturbation is a superposition of nearly linearly dependent eigenfunctions, then its expansion coefficients will be large. The large terms in the expansion cancel each other out to give an initial condition of order 1. Since each eigenmode evolves independently, the cancellations that occur initially need not continue to occur thus leading to transient growth. The initial conditions that yield the maximum growth can be determined from the matrix exponential of the 0-S operator.
The effects of nonnormality of the governing operator become more prominent in the stability analysis of three-dimensional perturbations. The linearized threedimensional operator consists of the 0-S operator coupled with an operator that governs the evolution of the normal vorticity. By computing the matrix exponential, Butler and Farrell show that there may be growth in the energy by a factor as large as 0(1,000) at subcritical Reynolds numbers [4] for Poiseuille flow. Growth for three-dimensional perturbations has been noted by previous researchers; see Shantini [30] , Gustavsson 1121, and Henningson and Schmid [14] , among others. They examine growth resulting from degeneracies of the two-dimensional 0-S eigenvalues and reso-nance and near resonance between 0-S and normal vorticity modes. These methods do not choose the optimal initial perturbations, and the growth found is lower than that found by Butler and Farrell.
The sensitivity of the 0-S eigenvalues has been noted in previous numerical studies. The sensitivity was not attributed to the properties of the 0-S operator but instead usually associated with the numerical discretization. In recent work, Kerner reported difficulties in numerically computing the eigenvalues of the Alfven waves operator, which arises in magnetohydrodynamics [20] . The spectrum of this operator also consists of three branches. He finds that the eigenvalues at the intersection of the branches cannot be computed accurately when the resistivity is small. His plots show that the associated eigenfunctions decay exponentially at the boundaries. These facts suggest that the reason for the computational difficulties is the nonnormality of the operator and not insufficient numerical resolution.
Nonnormal operators arise in many fields. Examples include Toeplitz matrices, constant-coefficient differential operators, and Wiener-Hopf integral operators. We emphasize that qualitative information about the pseudospectra of an operator can easily be obtained by considering the pseudospectra of its discrete matrix analogues. A few eigenvalue calculations involving the perturbed discrete matrix or calculations of its resolvent can give information about the sensitivity of the eigenvalues, the applicability of eigenfunction expansions, and the potential for transient growth. Substituting w = Fv into the right-hand side of (A.7), we obtain Hence, the energy norm of the operator A is equivalent to the 2-norm of FAFP1. Given the representation A in the Chebyshev basis, it becomes a simple matter to compute llAllL and IIAIIH, since the 2-norm of a matrix is readily evaluated using the singular value decomposition.
Appendix B. Projection of a matrix onto a space of eigenfunctions. Let {&) be a set of K eigenfunctions of the discrete 0-S operator S, with associated eigenvalues {Aj), and let W denote the space spanned by these eigenfunctions. If 4 E W, then $ = S$ also satisfies $ E W. The operator S can be projected onto the space W. This projected operator, which we denote by Sw,satisfies S q 5 = Sw$for all $ E W.
The operator Sw can be represented by a matrix of dimension K , which we denote by s w . The matrix representation depends on the basis chosen for W. If, for example, the basis is the set of eigenfunctions {$j), then gw = Dw, where Dw is the matrix with the eigenvalues {Aj) on the diagonal. For reasons that become clear below, we define a matrix representation of Sw based on an orthonormal basis for W.
Let vj be the vector of Chebyshev coefficients associated with $j and let Vw be the matrix of the vectors {vj). If we assume that llq5jllH = 1,then llFvj112 = 1,where F is the energy norm weight matrix defined in Appendix A. We can compute an orthonormal basis {qj) for W by applying the QR decomposition [ll] to the matrix FVw. This is equivalent to applying the Gram-Schmidt procedure to the vectors {Fvj). We have
