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Clines induced by a geographical barrier 
by 
J.J.E. van der Meer 
ABSTRACT 
The consequences of a geographical barrier in the habitat are studied 
in the context of a one-dimensional reaction-diffusion model. 
By the symmetry of the problem,.each steady state solution generates 
three more - not necessarily different - solutions. It is proved that only 
monotone steady state solutions can be stable. 
We consider a special type of steady state solutions which occur in 
pairs of two by their symmetry. Necessary and sufficient conditions for 
these steady states to be stable are derived. 
A cline is a nonconstant stabZe steady state solution. It is proved 
that two is the maximum number of clines of the special type. Moreover, for 
large values of the parameter, i.e., for small penetrability of the barrier, 
it is proved that only steady'state solutions of the special type can be 
stable. 
Finally, it is shown that thew-limit set of any initial condition is a 
steady state solution. 
KEY WORDS & PHRASES: nonZinear diffusion equations, transmission condition 
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O. INTRODUCTION 
The joint effect of selection and migration on the genetic composition 
of a population is frequently described by a one-dimensional reaction-
diffusion equation 
0. 1 u = u + f(u) in [-L,L] t xx 
u (~L) = u (L) = O. 
X X 
For some background on this one gene - two alleles problem we refer to 
Nagylaki [13], Fife [SJ, and Fife and Peletier [6]. 
It has been proved by Chafee [2] that (0.1) does not admit stable 
nonconstant steady states (clines). This result has been extended to higher 
dimensional but convex domains by Casten and Holland [ 1] and Matano [ 11]. 
A complementary result of Matano, also in [11], shows that for a class 
of dumb-bell shaped domains (i.e. c:8) clines do exist. The work of Hale [7] 
and Hale and Vegas [8] is concerned with the bifurcation of these nonconstant 
solutions from constants as the domain is perturbed. 
In Fife and Peletier [6], one can find a one dimensional reaction 
diffusion equation on an interval, with homogeneous Neumann-boundary 
conditions, which has stable nonconstant steady state solutions, due to 
nonhomogeneous diffusion and/or space-dependent selection. 
In 1976 Nagylaki [12] adapted the model (0.1) to the situation in 
which the habitat is intersected by a geographical barrier. Under the 
assumption that the habitat is homogeneous, except for one geographical 
barrier which is situated at exactly the middle of the habitat, this adapta-
tion takes the form of a transmission condition in 0: 
u (O+,t) = u (O-,t) = .!..(u(O+ t)-u(O- t)) 
X X µ ' ' ' 
for someµ ER+, which measures the penetrability of the barrier. 
In 1979 Ten Eikelder [4] analysed the effect of this transmission 
condition in an unbounded domain, in which selection is space-dependent. 
He proved the existence of a cline under some restrictions on the reaction-
2 
function f. 
Motivated by these observations we shall now analyse the following 
evolution problem: 
u = u + f(u) x E [-L,O) u (O,L] 
t xx 
u (-L,t) = 0 
X 
E.P. u (L,t) = 0 
X 
1 
u (0-,t) = u (O+,t) = -(u(O+,t)-u(O-,t)) 
X X µ 
u(x,O) = ~(x) x E [-L,O) u (O,L]. 
In the present paper f will be the rather special cubic 
f(u) = u(l-u)(u-½). 
However, it should be clear that our results can serve as the starting point 
of a perturbation analysis for "nearby" functions f, for instance 
f(u) = u(l-u)(u-a) 
with 
la-½l«I [10]. 
With respect to the special type of steady state solutions mentioned 
in the abstract, which have the following shape: 
e·. g. 1 
q 
-L ox-
or 
L 
-
l q 
-
-L 
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we prove that for any L there exists a value µ(L) such that 
- forµ< µ(L) there are no clines of this type 
- forµ> µ(L) there exist exactly two clines of this type. 
We shall show that, whenµ tends to infinity, those clines converge uniformly 
on [-L,L] to q01 and q 10 : 
l T T l 
i t 
q q 
l J. ,I, l 
-L 0 ~ L -L 0 X L 
qOl qlO 
These results read in section 2 and section 3, and in these two sections, 
we use the L-curve, introduced in section 1. The L-curve is a curve in the 
phase-plane, indicating which parts of the trajectories represent a function 
q, with domain an interval of length L - which can be taken the interval 
[O,L] - and q (L) = O. In section I, we shall derive some important proper-
x 
ties of the L-curve, which can be used in both section 2, where we analyse 
the steady state equation, and section 3, where we analyse the stability 
of steady state solutions. 
In section 4 we shall analyse (E.P.) and a Lyapunov functional will be 
put on the stage. We shall conclude that thew-limit set of any initial 
condition is a steady state solution. 
Although the biological interpretation clearly requiresµ> 0 and 
0 ~ u(x,t) ~ I, we will not make these restrictions in all of our calcula-
tions, since this would give rise to a great loss of insight. 
The symmetry of the domain and of the reaction-function f play an 
important role in our analysis and one can view the origination of the 
clines as the result of two synnnetry breaking bifurcations. Nevertheless 
we think that our main technical tool, the L-curve introduced in section 
I, is useful in the study of similar problems without symmetry. Moreover, 
we think it will be useful in the study of reaction-diffusion equations with 
4 
Neumann boundary conditions and a nonconstant, though locally constant, 
diffusion coefficient. Work in this direction is presently in progress. 
To end this introduction, note that this paper asse.rts the possiblity 
of the existence of a stable situation, in which on each side of the 
geographical barrier, which is difficult to penetrate, lives a part of one 
population, though with a completely different genetical composition. 
Moreover, when the barrier is sufficiently hard to pass, the influence of 
one part of the population on the other will decrease with the distance 
to the bar,rier, e.g. within the population part which is predominantly 
"white", there exist no subcolonies of "black" (or even "grey") animals. 
1 • THE L-CURVE 
This section will deal with a curve in the phase plane of 
r; + f(r;) = o. 
xx 
The phase-portrait of this equation is most easily obtained by introdu-
cing formally P(r;) = r;x(r;) to find PPr; + f(r;) = 0 and subsequently, by 
integration, 
w 
2 2 , J P (w) - P (v) + 2 f(s)ds = O. 
V 
For our special function f the phase portrait is 
Fig. 1 
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At the risk of confusion we shall call the length of the domain of 
the functions corresponding to a certain part of one of the trajectories 
the Zength of:that part of that trajectory (so that this is not the length 
of the curve in the phase plane). 
Clearly, steady st&te solutions of (E.P.) consist of two parts of 
length L starting or ending at the line P = 0. This observation motivates 
the introduction of L-points which are obtained by pacing a length L along 
such trajectories. Exploiting the symmetry we restrict our attention to 
trajectories ending at the interval [½,IJ on the s-axis. 
1.1. DEFINITION. Let p: (-00 , 00) x [½,1] + [0,1] be the solution of the 
w-L-problem: 
azp 
+ f{p{x,w)) 0 X E (-00,00) -z(x,w) = 
ax 
w.L.P. ap (L,w) = 0 ax 
p (L,w) = w. 
_ { • ap I • } The L-curve is the set rL - {p{0,w), ax(0,w)) w E [ 2 ,l] . 
Note that rL is a smooth curve connecting (1,0) to (½,0). 
A sketch of f9TI is presented in figure 2. Note that one can arrive at 
an L-point by first passing through a periodic orbit a number of times, and 
that, as a consequence, the L-curve may wind around (½,0) (a detailed analy-
sis of this behaviour is presented later on). 
f • 2 f9TI 1.g. : 2 • 
6 
In the following, we shall pay special attention to the length of the parts 
of periodic orbits between a line P(r;) = ~{1;-D, and P = 0 (including possibly 
one or more half periods!). 
The first reason to do this is: Let p(x,w) satisfy 
p (O,w) = ~(p(O w)-½) 
X µ ' , 
p (L,w) = O, 
X 
I 
then~ defining p(-x,w) = 1 - p(x,w) x E [0,L], p(x,w) satisfies the steady 
state problem corresponding to (E.P.). The second reason is somewhat more 
intricate. In short, a tangential intersection of rL and a line through 
(½,O) wotild lead to bifurcation of steady state solutions. However, 
corollary (1.5) will exclude such intersections for w I½. 
The family of periodic orbits in the (1;,P)-plane is given by 
w 
P2 Cr;) = 2 f f(s)ds 
r; 
where the intersection point (w,O) with½< w < 1 is used to parametrize 
the family. 
The collection of straight lines through O ,O) can be parametrized by 
their slope A as follows: 
Each line intersects each periodic orbit in exactly two points which are 
found by solving 
w 
A2 Cr;-½) 2 = 2 J f(s)ds. 
r; 
Let 1',;(A,w) denote the solution of this equation which satisfies 1',;(A,w) ~ ½ 
(note that one can fix wand obtain r;(A,w) by the implicit function theorem 
and r;(O,w)=w). 
We observe that 
7 
f(w) > 0 
A2 (~(A,w)-½)+f(~(A,w)) 
The first of these relations implies sign :f =sign-A and consequently 
~(±<X>,W) = lim ~(A,W) = ½. 
A+±<X> 
Next, consider two lines through (½,O) with slopes A1, A2 such that 
and define 
~.(w) = ~(A.,w), i = 1,2. 
1. 1. 
The length of the piece of the periodic orbit with parameter w between 
~1(w) and ~2 (w) is given by 
~2(w) 
r du j P(u) = du 
~ l (w), 
t.4. THEOREM. For O ~ A2 <Al~()() and½< w < l 
Further, a straightforward computation shows that 
and 
where 
~-2 ~ l 
= h(ln M -ln ~) 
2 1 
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We prove theorem ( 1 • 4) in the appendix. 
Using the synnnetry of the phase portrait we obtain a similar result 
for lines which are allowed to have a negative slope. So we can state the 
following: Take any pair of different lines l 1 and l 2 containing (½ ,O). 
Then starting in (½,O) and going outward, the length of trajectory parts 
between lt and l 2 is strictly increasing, as long as we remain on the 
periodic orbits inside the heteroclinic orbit connecting (0,0) and (1,0). 
See figure 3. 
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I.~. COROLLARY. An intersection of rL and a line P(r;;) = A(r;;-½), not in 
(!,O), is nontangentiaZ. 
PROOF. For w = 1, this will be proved in lemma (1.9). Suppose, on the 
contrary, P(r;;) = A(r;;-!) is the tangent to rL at (p(O,w), px(O,w)), for some 
w E (LI). Then, one finds, for some n E :N0 (cf. fig. 4!) 
for A~ 0 av av aw(w,A,0) + n aw (w,oo,0) = O, 
for A< 0 
But this clearly contradicts theorem (1.4). D 
9 
J 
o' 
I 
V(w ,00,0) 
fig. 4: A<O, n=3 
We need some more information about the intersection points of rL and 
the lines P = 0 and~=½. In order to give a precise formulation we 
introduce some notation. 
1.6 DEFINITION. For ½ < w < 1, l.(w) = 4 V(w, 00 ,0). So l.(w) is· the period 
of the orbit through (w,O). 
By theorem (1.4), l'(w) > O. In the sequel we shall use the subscript 
w to indicate a derivative with respect tow. 
1.7 DEFINITION. For w E [},1], we define S(w) to be the slope of rL in the 
point (P(O,w), :~ (O,w)), i.e. 
apw 
ax(O,w) 
S (w) = --,-,---,--Pw (O,w) 
1.8 THEOREM. For w E (½,11, S(w) < 0 when rL intersects the line P = 0 in 
clp ~ = P(O,w). S(w) > 0 when rL intersects the line~=½ in P = ax (O,w). 
PROOF. This result follows from the symmetry and periodicity of the 
functions P(x,w), ½ < w < 1. For w = 1, we refer to lennna (1.9). Since for 
all four half-axes the proof is rather similar, we prove S(w) < O, when 
rL intersects P = 0 in~= p(O,w) with O < p(O,w) <½,only. 
In this case, for some i E :N0 , L = (i+½)l.(w). Hence 
P (O,w) = P (L - (i+½)l(w), w) = 1 - w, 
:~ (O ,w) = :~ (L - (i+½)l(w), w) = 0, 
IO 
and 
Pw(O,w) - :~ (O,w).(i+½)l'(w) = -1, 
ap 
w 
ax 
2 
(O,w) - a i (O,w).(i+½)l'(w) = O. 
ax 
a2 P 
Using:: (O,w) = O, ax2 (O,w) = -f(l-w) > O, and l'(w) > O, we find 
S(w) = -(i+½)l'_(~)f(l-w) < O. D 
For w =½or w = 1 we can solve (w.L.P) explicitly; pw(x,}) = cos ½(x-L) 
and p (x,l)=cosh ½IZ(x-L). As a consequence it is an easy matter to calculate 
w 
S (½ ) and S (1 ) : 
1.9 LEMMA. S(!) =½tan ½L, S(l) = -}/2 tanh ½Liz. 
By the smoothness of rL, S(w) is a smooth function of w E [½,1]. 
Therefore a smooth anglefunction e(w) is uniqueZy defined by S(w) = tan 0(w), 
continuity and the normalization 0(1) = Arctan S(l). See fig. 5. 
1.10 THEOREM. e'(w) < 0 for w E (½,1). 
A proof of theorem (1.10), based on the Sturmian oscillation theorem 
and theorem (1.8) is given in the appendix. 
.... 
S(w) 
.... 
S(l) 
and 
We define a second anglef~nction e(w) in the same way, using 
= ap/ax (0 ,w) 
p(O,w)-½ for w = (½,1], S(½) = li~ S(w), and the normalization 
.... w{~ 
= O. So, in a sense, 0(w) is the angle between the line through (½,O) 
the point (p(O,w), :: (O,w)) on the L-curve, and the z;;-axis. 
By lemma (1.9) clearly S' ()) < 0 and by corollary (1 .5) we find 
0'(w), 0 for w E (!,1]. Therefore we can state the following 
1.11 THEOREM. S'(w) < 0 for w E (½,1]. 
Again, see figure 5. 
J 
e (w) 
e(w) 
;~(O,w)+S(w)(s-p(O,w)) 
f · s r51r 1.g. : 2 
The lines P = 0 ands=½ devide the phase plane in four quadrants 
which we shall number counterclockwise as usual. 
clP 
A critical point of rL is a point (p(O,w), clx (O,w)) where either 
clp(J.) 
Pw(O,w) or """'ai: (O,w) equals zero. 
A quadrant component of r1 is a component of the intersection of rL 
and a quadrant, without (½ ,O). 
A combination of the theorems (1.8), (1. 10) and (1.11) yields 
1 1 
1.12 COROLLARY. Each quadrant component of rL contains exactly one critical 
point. For the first quadrant, this is a maximum of P, for the second, a 
minimum of s, for the third a minimum of P and for the fourth a maximum of 
s• 
We end s,ection 1 with a few simple observations. 
1 • 13 COROLLARY. ( i) A trajectory piece reaching ( 0 , 0) or ( 1 , 0) has infinite length. 
(ii) l(w) con-lJerges to 41r for w tending to½. 
PROOF. This corollary follows immediately from lemma ( 1. 4). Note that the first 
12 
statement reflects the fact that (O,O) and (1,0) are equilibria of the system 
y = z 
z = -f(y). • 
Using our knowledge of the value of l(!), the theorems (1.10) and 
( 1. 11) and corollary ( 1. 12), we find the following 
1. 14 COROLLARY. 0(½) = 0(½) E [mr, (n+1)1T] for L E [2n1T, 2(n+l)1T] or, in 
words, the L-curve winds [~'ITJ-times around (~,O). 
Note that for any two periodic o~bits and i E E 0 , for L sufficiently 
large rL spirals at least i times between these two periodic orbits. 
A op 
l. 15 REMARK. Note that for 0 (w) E (n'IT, (n+ 1)1T), n E N0 , ax (x,w) has 
exactly n zeros on (O,L), and that -within each quadrant - n follows at once 
from a numbering of the components, starting with the one at the outside. 
So the number of zeros of;~ (x,w) on (O,L) is nonincreasing in w, and it 
h b h . ap ( ) . c anges y one eac time ox O,w passes the line P = O. 
To end section l, note that in figure 2 we already used the knowledge 
about rL derived so far. 
2. THE STEADY STATE SOLUTIONS 
Using the results of section 1, we shall obtain a fairly detailed 
picture of the steady state solutions of (E.P.). For these solutions we shall 
use the character q. In this section and in section 3, we shall often 
distinguish steady states with range in the interval [0,1] from other ones. 
The main reason is that, in fact, the reaction function f does not have 
a biological interpretation outside the interval [0,1] of its domain. Another 
reason can be found in proposition (2.2); note that only forµ> 0 the 
transmission condition of (E.P.) models a geographical barrier. 
By the synnnetry of the steady state problem 
S.S.P. 
q + f(q) = 0 x E [-L,O) u (O,L] 
xx 
q (-L) = 0 
X 
q (L) = 0 
X 
q (O-) = q (O+) = .!_(q(O+)-q(O-)) 
X X µ 
13 
each solution q 1 generates three more, not necessarily different, solutions 
q., i = 2,3,4 as follows 
l. 
-L 
q2 (x) = qi (-x) 
q3 (x) = - q I (x) for x E [-L,O) u (O ,L] 
,q4(x) = 1 - q I (-x): 
: 
qi L -L q2 L -L q3 L -L q4 
For those solutions which have their range 1.n [0,1] at least one of these 
four satisfie:s (q (O+), qx (O+)) E r L. Therefore we can take this property as 
L 
a normalization of such solutions. Note that, for q a normalized steady state 
solution, 
(1-q(O-), qx(O-)) E rL, when q(-L) ~ ½, 
and 
(q(O-), -qx(O-)) E rL, when q(-L) ~ ½. 
However, the normalization is not unique! E.g., in the preceding example, 
both q 1 and q4 are normalized steady state solutions. Since this will cause 
no trouble (cf. theorem (3.4)), we shall put no further restrictions on 
normalized steady state solutions. 
14 
2.1 DEFINITION. A steady state solution q is called trivial when q(x) = q(-L) 
for x E [-L,L]. A nontrivial solution is called symmetric if q(x) = q(-x) 
for x E [0,L], ant!i-symmetric if q(x) = 1-q(-x) for x E (O,L], and a-
symmetric when it is neither symmetric nor anti-symmetric. 
2. 2 PROPOSITION. Let q be a steady state sol,ution. When µ > 0, the range of 
q is in the interval [ 0, 1 J. This statement aontinues to be true when µ < 0, when q it: 
symmetria. When q is trivial, it is one of the constant funations 0, } or 1. 
PROOF. These properties of q follow immediately from the phase portrait of 
s + f(s) = O. Note that for a symmetric solution q, q (O) = 0. D 
XX X 
By proposition 2.2. for symmetric solutions of (S.S.P.), and for other 
solutions of (S.S.P.) whenµ> O, we can restrict our analysis to normalized 
steady states (i.e. having range in [0,1] and (q(O+), qx(O+)) E rL). 
2.3 PROPOSITION. The normalized symmetria solutions of (S.S.P.) are uniquely 
determined by the points of interseation of the L-aurve and the s-a:.cis. The 
normalized anti-symmetria solutions of (S.S.P.) are uniquely determined 
by the interseations of the Une P(s) = ;<s-D and the L-aurve. 
PROOF. Since symmetric steady states satisfy and are determined by 
q + f(q) = 0 x E [0,L] 
xx 
q (0) = 0 
X 
q (L) = 0 
X 
the first statement is a direct consequence of the definition of r and the 
L 
normalization. :since anti-symmetric solutions satisfy both (S .S .P.) and 
q(x) = 1-q(-x), x E (O,L], they are found by solving 
qxx + f(q) = 0 x E [O,L] 
q (O) = .!_(2q(0)-1) 
X µ 
q (L) = 0 
X 
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Hence, the second assertion follows. D 
In fact, in section I, we have proved the properties of the L-curve 
which are relevant for finding all symmetric and anti-symmetric_normalized 
steady state solutions. E.g., we have already proved the following 
2.4 PROPOSITION. For L E (n.2TI, (n+l)2'1T), n E ::N0 , there exist exactly n 
normalized symmetric steady state solutions. For i E {0,1, ... ,n-1} there 
exists exactly one such solution with i zeroes of its derivative for 
XE (O,L). 
Of course, this is proved by the observation that rL intersects P = 0 exactly 
n + 2 times (note the trivial steady states!) and SO) E (n'IT, (n+l)ir). 
With respect to anti-symmetric solutions, recall e'(w) < 0 and note that 
there exists a normalized anti-symmetric steady state q with q(L) = w iff 
- 2 8(w) = arctan µ + mir for some m E N0 . So using this, and the results of 
section I - more specifically, theorem (1.11) and remark (1.15) -, we can 
state the following 
2.5 THEOREM. For i E :N0 there -is exactly one normalized anti-symmetric 
steady state solution q with i zeroes of qx on (O ,L) (i E N0) iff 
< eo) 
{ Arctan f +" 
Arctan - + µ (i+l)ir < e(½) 
whenµ> 0 
whenµ< 0, 
when this condition is not satisfied, there is no such solution. 
Although we could give more results in terms of L, µ, q(L) and the 
number of zeros of q , we prefer to end this discussion about normalized 
X 
symmetric and anti-symmetric steady states with the figures 6 and 7, which 
will illuminate the main ideas. 
16 
J 
Fig. 6: r71T 
T 
--•li r; 
P(r;;) = S(½)(r;;-!) 
In figure 7 one finds a diagram showing the synnnetric and anti-symmetric 
normalized solutions of (S.S.P.). We used w = q(L) to represent such steady 
state solutions. Recall that S(!) =½tan ½L (lennna (1.9)). 
~-
4 0 
71T tan(4 ) 
--••µ 
fig. 7 
orma-
lized 
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In this section, we have not yet paid attention to a-s~etric steady state 
solutions. However, it will turn out to be sufficient to obtain only a minimum 
of information about these solutions, in order to prove that most of the 
nor>rnalized a-symmetric steady states are unstable, (which we shall do in section 3). 
Note that such solutions are numerous for large values of Landµ, which 
most easily can be seen from r 1 and its mirror images in_ i;; = ½ and P = 0; however, 
2.6 THEOREM. The set of steady state solutions is discrete. 
The proof of this theorem, which is based on f being analytic, is given 
in the appendix. 
2. 7 PROPOSITION. Two branches of nor>rnaUzeda-symmetric steady state solutions 
can not intersect. Therefore, the only bifurcations which can occur along 
a branch of nor>rnalized a-symmetric steady state solutions are turning point 
bifurcations and intersections with branches of symmetric or anti-symmetric 
steady states. 
A proof of this theorem, based on our knowledge of rL, is given in the 
appendix. The idea of the proof is the fact that at every a-symmetric steady 
state q on a branch, in a neighbourhood of q, µ is function of w. 
In section 3, a special class of a-symmetric normalized steady state solutions 
(in fact, a special branch of such solutions) has to be handled separately. 
We shall now introduce that class ad hoc, and derive some of its properties. 
The following notations will be used frequently in the appendix; in the 
sequel of this section we only use w0 • 
Let 
such that 
and 
½ < w < w 2 < < w1 m m-
½ < w < w 2 < < WO n n-
p (O,w) = 0 
w 
w 1 : = ½ for L :s; ,r. 
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2.8 THEOREM. Suppose q ~s a normalized a-symmetric steady state solution, 
for which the function 11 defined by 
11 + f'(q)11 = 0 on [-L,O], [0,L] 
xx 
17 (-L) = 17 (L) = 0 
X X 
17(-L) = 17(1) = 
does not change sign on either [-L,0] or [0,L]. Then q is situated on exactly 
one branch in the w-µ-diagram., which exists only for µ > 0. 
We prove theorem 2.8 in the appendix: for its meaning, compare the 
following picture: 
l 
w 
0 
,: -- - - - - - ->the branch of 
( theorem 2 . 8 
..... 
---------::···--
' 
' ·-~ ... 
2.9 THEOREM (a sufficient condition). When 
2p(O,w0) 
µ > ) px(O,wO 
there exist at most four (not aU normalized!) a-symmetric steady state 
solutions which satisfy the hypothesis of theorem (2.8). More specificaUy, 
the branch mentioned ~n theorem (2.8) does not contain turning points for 
such values ofµ. 
We prove theorem 2.9 in the appendix. In fact, we would like to prove 
the following 
2.10 Conjecture. The branch mentioned in theorem (2.8) does not contain any 
turning points at all. 
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This (unfortunately unproved) property would imply the stable nonconstant 
normalized steady states to be anti-synnnetric, by the results of section 3. 
• • • 2p (O ,w0 ) However, this property is proved valid for µ > (O), and for µ < 0 there 
Px ,wo 
do not exist such solutions at all, as will be seen in section 3. 
HP(o 000)-D Moreover, it will be proved that for µ > (O ) (which is larger than 
Px ,wo 
zero!) there does exist exaatZy one stable normalized anti-symmetricsolution, 
for other values ofµ such solutions do not exist. 
3. THE STABILITY OF STEADY STATE SOLUTIONS 
Formally, we can state (E.P.) as 
du+ A(u) = f(u) t > 0 dt 
u(O) = 1/l(x) 
where 
A: V(A)-+ X 
is defined by 
Au= 
with 
-u 
xx' 
X = C[-L,O]xC[O,L], Hull =sup{lu(x)I I XE [-L,O], [O,L]}, 
and 
V(A) = {u e: c2[-L,0] x c2 [0,L] u (-L) = u (L) = 0 
X X 
u (O-) = u (O+) = _!_(u(O+)-u(O-))}. 
X X µ 
In section 4 we shall prove this operator A to be sectorial in the 
Banach space X. By this result, it is justified to infer the stability of 
a steady state solution q from an analysis of the spectrum of -A + f' (q). 
Note that for c e: X we also use c for the bounded operator on X defined by 
u • c.u: (c.u)(x) = c(x)u(x) 
x e: [-L,O], [0,L]. 
In fact, the steady state solution q is asymptotically stable when 
cr(-A+f'(q)) contains elements with real part strictly less than zero only, 
and is unstable when cr(-A+f'(q)) contains an element with real part larger 
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than zero. 
For more background on these techniques we refer to [9]. Also in section 
4 we shall prove, for q a steady state solution, 
cr(-A+f'(q)) = Pcr(-A+f'(q)) c lR. 
Let Y = C[O,L] and let A and A be the (unbounded) operators on Y, with 
s a 
V(A ) = {n E c2 [0,LJ I n (O) 
S X 
V(A ) = {n E c2[0,LJ In (O) 
a X 
-n 
xx 
= 0, n (L) = 0} 
X 
=ln(O),n (L) = o}, µ X 
Again, for c E Y (or X!) we also use c for the bounded operator on Y 
defined by 
n + c.n: (c.n)(x) = c(x)n(x) x E [O,LJ. 
3.1 LEMMA. For q a triviai, syrronetric or anti-syrronetric steady state soiution 
Pcr(-A+f'(q)) = Pcr(-A +f'(q)) u Pcr(-A +f'(q)). 
s · a 
PROOF. By the symmetry off and q, we have 
f'(q(x)) = f'(q(-x)) for x E [O,L]. 
Now, one can easily see that Pcr(-As+f' (q)) corresponds to elements of Pcr(-A+f' (q)) 
with symmetric eigenfunctions, Pcr(-A +f' (q)) to elementswithanti-synnnetriceigen-
a 
functions. Moreover, assume A E Po (-A+f' (q)), n E V(A) an eigenfunction. Define 
n(x) =n(-x) forx E [-L,O], [O,L]. Thenn(x) +n(x) iseithernonzerosymmetric 
and an eigenfunction for >., or n (x) = -n (-x) for x E [0 ,L]. But this proves 
Pcr(-A+f'(q)) c Pcr(-A +f'(q)) u Pcr(-A +f'(q)). O 
s a 
3.2 LEMMA. Let c be a not necessariiy syrronetric (or anti-syrronetric) eiement 
of X. 
Then: 
1) Pcr(-A+c), Pcr(-A +c) and, Pcr(-A +c) are bound,ed above, 
s a 
2) when Pcr(-Aa+c) = y3 < Y2 < Y1 < Yo 
Pcr(-As+c) = A3 < A2 <Al< AO 
forµ> 0 ••• y1 <Al< Yo< AO 
forµ< 0 ••• Al < yl <AO< Yo 
3) the eigenfunction of -A +c correspond,ing to A has exactly n zeros. 
s n 
moreover An+ - co for n + 00 • 
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4) the eigenfunction of -A+c correspond,ing to its dominant (largest) eigen-
value does neither change sign on [-L,0] nor on [0,L]. 
Using the property Pcr(-A+c), Pcr(-A +c), Pcr(-A +c) c JR, which we shall 
s a 
prove in section 4, we prove this lemma in the appendix. Note that by 
normalizing all eigenfunctions n by demanding 
n (L) = 1, 
one simply proves the geometric multiplicity of an eigenvalue to be 1. 
3.3 LEMMA. For c E Y, the dominant eigenvalue of (-A +c) belongs to the range 
s 
of c. 
PROOF. Let R(c) = [a,S], then for A> a, we apply the maximum principle. 
For A< a, and nan eigenfunction for A, note that n has at least 
xx 
one zero on (O,L). But since n = (A-c)n and 
xx 
A-c < 0 on [0,L], n has at 
least one zero on (O,L). Using lemma (3.2)3), this proves lemma (3.3). • 
3.4 THEOREM. For q1 a steady state solution, and, q2 , q3 and, q4 as defined 
in section 2, 
Pcr(-A+f'(q 1)) =Pcr(-A+f'(q2)) = Pcr(-A+f'(q3)) = Pcr(-A+f'(q4)). 
PROOF. Since 
f'(l-~) = f'(~) for all~, 
Pcr(-A+f'(q 1)) = Pcr(-A+f'(q3)) 
and 
Pcr(-A+f'(q2)) = Pcr(-A+f'(q4)). 
Suppose n1 E V(A) satisfies 
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nxx + f'(q 1)n = An 
then n2 E V(A) defined by n2(x) = n1(-x) for x E [-L,O], [O,L], clearly 
satisfies 
i.e., 
n + f'(q 1(-x))n = An xx 
Pcr(-A+f'(q 1)) = Pcr(-A+f'(q2)). 0 
3.5 THEOREM. Let q be a noPmalized steady state solution. Then O is an 
eigenvalue of -A+ f'(q) if and only if 
p (O,w) P (O ,a.) ap ap 
w + w w w 0 µ = or °"ax(O,w) = °"ax(O,a.) = ap ap 
w w 
ax (O,w) ax<o ,a.) 
where 
a. = q(-L) when q(-L) 2!: ~ ' 
a. = 1-q(-L) when q(-L) < ! and w = q(L). 2, 
Note that the subscript w denotes a derivative with respect to the second 
argument of p (recall definition ( 1 • 1)) • 
We prove theorem (3.5), using the proof of theorem (2.8), in the appen-
dix. 
3.6 COROLLARY. Let q be a noPmalized steady state solution and w = q(L), then 
ap 
0 E Pcr(-As+f'(q)) iff 0:(0,w) = 0 
0 E Pcr(-k +f'(q)) 
a 
opw 
. 2 rx<o ,w) 
-iff µ = P (Ow) 
w ' 
However, note that knowledge of Pcr(-A +f'(q)) or Pcr(-A +f'(q)) is useful, 
s s 
only for q a trivial, syrronetric or anti-syrronetric steady state solution. 
The trivial steady state solutions. 
3.7 LEMMA. 
Pcr(-A +f' (I)) C (-oo,-½J. 
s 
212 Pc:1(-Aa+f' (1)) c (-00 ,0) for µ € :IR\[- tanh½LIZ' , OJ, 
and it contains exactly one positive element for 
2 ✓2 
µ e: (- tanh ½Ln"' O). 
Moreover, Po(-A +f'(I)) changes discontinuously forµ= 0. 
a 
PROOF. Since f'(I) =-½,the first statement is proved by lennna (3.3). 
For 
satisfies 
"> -½, A e: Po(-A - 1 ) a 2 
2 
n (O) = - n(O), 
X µ l.. e • 
iff n(x) = cosh(l½+A(x-L)) 
2 µ=--------✓~+A tanh ✓ ½-i-AL 
This also proves the last statement, which is a consequence of using 
µ instead of_!_ as parameter. D µ 
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3.8 REMARK. Forµ= - tan~✓!LIZ a branch of a-synnnetric steady states 
bifurcates from the constant steady state I. However, the range of these steady 
states lies partially outside the interval [O, I], and for that reason we 
shall pay no attention to the~. 
3.9 LEMMA. For Le: (n2n, (n+l)2n), n e: :JN0 , Po(-As+f'(½)), which is contained 
in (-00 , ! J , ·has exactly n + 1 elements larger than zero. F'u:I'ther 
O e: Po (-A + f' 0)) iff µ = t \ L • a an 2 
PROOF. By lennna (3.3), since f'(½) = ¼, Po(-As+¼) c (-00 ¼]. Further, 
A e: Po(-A + ¼) iff n (x) = cos ( ✓ !-11. (x-L)) satisfies 
s 
n (0) = O, i.e. 
X 
✓ ! - A sin ✓ ! - A L = 0, i.e. 
✓ 1-4A L = m.2n for some m e: :N0 • 
To prove the last assertion, 0 e: Po(-A + !) iff 
a 
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n (x) = cos ½ (x-L) satisfies 
T\ (O) 
X 
2 4 
= µ Tl (O)' i.e.' µ = tan I D 
We sunnnarize some of the results obtained so far in 
3. 10 THEOREM .. q - ½ i-s unstable for aU µ, 
d O b -r ~ 7D \ [- 2/2 OJ q _ I an q _ are sta 1,e J or µ E ..ll\.. tan h ½ L/2" , 
212 
and unstable for µ E (- tanh ½L72', OJ. 
In this theorem, we used theorem (3.4) to obtain results for q - 0 from 
those for q == l • 
The synnnetric steady state solutions. 
3. 11 THEOREM.. Every syrrrrnetric steady state so Zution q is unstab Ze. 
PROOF. By proposition (2.2) and theorem (3.4) we can assume q to be normalized, 
without losing generality. Let q be represented by (q(O), q (O)) = (q(O), O) 
X 
E rL. Using -- only in this proof - Las bifurcation parameter, one finds q 
on a branch of synnnetric steady states bifurcation from½. 
Lemma (3. 3) implies that synnnetric steady states, in a neighbourhood of ½ 
are unstable:, since the associated operator (-A +f'(q)) will have a positive 
s 
eigenvalue, We prove the theorem by showing that O can not be an element 
of Pcr(-A +f'(q)), for any synnnetric steady state q corresponding to some s, 
L > 0. Let w = q(L), then 
~1(x) I [O,LJ = p(x,w), 
where pis as in definition (I.I), using L instead of L. By corollary (3.6) 
clp 
0 E Pcr(-As+f'(q)) iff clxw (O,w) = O. 
However, by theorem (1.8), this cannot occur. D 
As a corollary of theorem (1.8) and corollary (3.6) we have the following 
3.12 PROPOSITION. Let q be a normalized syrrrrnetric steady state and w = q(L). 
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Then OE Pa(-A +f'(q)) iff I= S(w). For this value ofµ, which is less than 
a µ 
zero since S(w) < 0 (see theorem (1.B)), two a-symmetric steady state solutions 
bifurcate from q. 
In figure 8 and figure 9 we sketch the way a-symmetric steady states 
bifurcate from a symmetric steady state q, forµ as in proposition (3.12). 
0 
f . 8 L = Srr 1.g. : 2 
0 
f . 9 L = Srr 1.g. : 2 
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Ih figure 9, we sketched both r1 and part of its image with respect 
to the line P = O. Since i = S(w), two points (s 1,p 1), (s2 ,p2), on 
P(l;) = S(w)(t:-:-q(O)) and P(l;) =-S(w)(r;;-q(O)) respectively,withp 1 =p2 satisfy 
I 
P1 = Pz = µ(r;;l-r;:2). 
Using P (r;;) = S (w) (r;;-q (O)), P (r;;) = -S (w) (r;;-q (0)) being tangent on r L' respectively 
its mirror image in P = O, at (q(O),O), this should explain figure 9. 
The anti-synnnetric steady state solutions. 
In this subsection, we shall consider normalized anti-synnnetric steady 
state soluuions q (so note in particular that q has its range in the interval 
[0,1]). 
Some of our results will be stated in terms of p(x,w), but these can easily 
be translated in terms of anti-synnnetric steady states by means of the 
results of s·ection 2. 
As a first straightforward corollary of lemma (3. 3) and lemma (3. 9), we have 
the following 
3.13 PROPOSITION. Pa(-A +f'(p(.,w))) depends continuously on w E [½,IJ. For 
s 
LE (n.2TI, (n+l).2TI), it contains exactly n+l elements larger than zero for 
w-½ « I, and no such elements for 1-w « I. 
The following proposition is in fact, due to our - more or less - detailed 
knowledge of r1 . 
3.14 PROPOSITION. Let A.(w) denote the i-th element of Pa(-A +f'(p(.,w))). 
1 S 
Then, when 
\.. (w) = 0, 
l. 
A. '(w) < 0, 
l. 
i.e., 
in w. 
the number of positive elements of Pa(-A +f'(p(.,w))) is non-increasing 
s 
PROOF. For LE (n.2TI, (n+I).2TI), n E :N0 , there exist values 
w2n < w2n-2 < 
ap 
such that axw(O,w) = 0 iff w = w, for some i E {0, •.. ,2n}, by corollary (1.12) 
1 
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and corollary (1.14). By corollary (3.6) and proposition (3.13), proposition 
(3.14) follows. 0 
2 3.15 PROPOSI1~ION. For w E (½,1), - = µ 
Pcr(-A +f'(p( .. ,w))). 
a 
-S(w), 0 is not contained in 
2 PROOF. By lennna (3.6), 0 E Pcr(-A +f'(p(.,w))) should imply S(w) = • However, 
a µ 
this clearly contradicts corollary (1.5). 0 
3.16 THEOREM .. As in proposition (3.14), let 
ap 
(JJO = max{w I a: (O ,w) = 0}, 
a:nd suppose q is a noY'ITlalized anti-symmetric steady state solution. Then, 
when q(L) > (J~0 , q is asymptotically stable, when q(L) < w0 , q is unstable. 
PROOF. Since Pcr(-A +f'(q)) = Pcr(-A +f'(p(.,w))) for w = q(L), the last 
s s 
assertion is proved by proposition (3.14). Suppose q(L) > w0 , then, by 
proposition (3.13) and proposition (3.14), using w = q(L), 
Pcr(-A +f'(q)) C (-oo,O). 
s 
By corollary (1.12), q(L) > w0 implies q to be a solution of (S.S.P.) for 
someµ> 0. Apply lennna (3.2) to conclude 
Pcr(-A +f'(q)) C (-oo,O), 
a 
and 1.n combination with lennna (3.1), this proves theorem (3.16). 0 
Of course, a normalized anti-synnnetric steady state solution is determined 
by its part on [0 ,L]. Note that theorem (3. 16) states that such a solution 
is sta.ble whim tha,t part starts on r1 between the point (p(O,w0), px(O,w0)) 
and the point (1,0), otherwise, it is unstable! Note that the stable anti-
synnnetric steady states are monotone! 
It may also give some clarification, to sketch the way a branch of a-
symmetric steady states bifurcates from a branch of normali:;,;ed anti-symmetric 
steady states, at an anti-symmetric solution q, such that 0::(0,q(L)) = O, 
i.e. the point (q(O+), qx(O)) is a maximum (or minimum) of P along r1 . 
See figure 10. 
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31T fig. 10: L = 4 
w.!1.en we choose w ~ w0 such that w - w0 << l, then there exists exactly one 
a-symmetric solution q with 
llq-qll small and q(L) = w. 
lq(O+)-q(O-) 2 I . Moreover . qx(O) - §(w) will be small and tends to zero, for w ~ w0 • 
This should explain the ske~ch figure 10. 
Note that for w = w0 , the branch of a-syrrnnetric solutions bifurcating from 
the anti-symmetric solution with q(L) = w0 is the branch mentioned in theorem 
(2.8), theorem (2.9) and conjecture (2.10)! 
3.17 THEOREM. Forµ> 2(p(O,Wp)-½) exactly one stable normalized anti-
Px(O,w0) 
symmetric steady state solution exists, for other values ofµ such solutions 
do not exist. 
Moreover, this solution is strictly increasing on (-L,O], [O,L) and converges, 
uniformly on [-L,O], [O,L] to q01 - which is shown in the introduction -
whenµ tends to infinity. 
PROOF. For the proof of this theorem, consider theorem (3.16), and recall 
the discussion about the steady state solutions in section 2, which includes 
the last assertion. D 
As can easily be seen in figure I, for someµ< O, there do exist anti-symmetric 
steady state solutions with range completely outside the interval [0, I J. 
The a-symmetric steady state solutions. 
3.18 LEMMA. Let q be a normaZized a-symmetric steady state soiution, and 
define 
w = 
(l = 
q(L) 
{q(-L) when q(-L) > ½ 
1-q(-L) when q(-L) < ~-
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When either p (x,w) or p (x,<1) has at ieast one zero on [0,L], zero can be 
w w 
an eigenvaiue of (-A+f'(q)) but not the dominant one. 
PROOF. As in the proof of theorem (2.8) and theorem (3.5), when O e 
Po(-A+f'(q)), the eigenfunction n, normalized by n(L) = t, satisfies 
n(x) = p (O,w) 3pw X E [O,L], w 
ax (0 ,w) 
n(x) -p (-x <l) [-L,O]. = 
" 3pw X E w ' ax< o , (l > 
Now we can apply lennna (3.2) 4) which proves the lennna. D 
Note that all normalised ,a-symmetric steady state solutions, except 
(partly) those on the branch mentioned in theorem (2.8), do satisfy the 
hypothesis of lemma (3.18). 
3.19 THEOREM. All normalized a-symmetric steady state solutions, not on the 
branch mentioned in theorem (2.8), are unstable. 
PROOF. Suppose such an a-symmetric solution is on a branch, bifurcating 
from either a symmetric steady state or an anti-symmetric steady state 
which is not monotone. Then, since such a branch will contain unstable a-
. symmetric solutions close to the bifurcation point, it will contain only 
uns·table a-symmetric solutions by lennna 3. 18. 
(Note that the branch mentioned in theorem (2.8) is excluded in this proof!) 
Otherwise, suppose such an a-symmetric solution on a branch which exists 
merely of a-symmetric solutions (which necessarily all will be normalized!). 
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Then that branch can not cross the lineµ= 0 (only branches consisting of 
symmetric or a-symmetric solutions can). One can easily prove this by the 
obs·ervation that rL and its mirror images in either r; = ½ or P = O intersect 
only on the line I';=½ and P = 0 respectively, which can be proved by 
corollary (1.12), theorem (1.8) and the simple fact that rL intersects each 
periodic orbit exactly once. 
Hence, such a branch does contain at least one turning point bifurcation for 
an a-symmetric solution q on it, satisfying the hypothesis of lennna (3.18), 
and hence q is unstable. But then, again lemma (3.18) proves all solutions 
on that branch to be unstable. D 
3.20 REMARK. There do exist branches of a-symmetric solutions only, for L 
sufficiently large. A simple way to prove this is to show the existence of 
a solution q such that the function q has at least two more zeros on 
X 
[-L,O] than on [O,L]. Such a solution q cannot exist on a branch bifurcating 
from either a symmetric or an a-symmetric solution, as can easily be seen. 
3.21 THEOREM (a sufficient condition). Forµ> 
symmetric sfaady state solutions are unstable. 
2p(O,w0 ) 
all normalized a-px(O,wo)' 
PROOF. A simple observation of the proofs of theorem (3.2) 4) and theorem 
(3.5) shows that - using w = q(L), a= 1-q(-L), since we are dealing only 
with the special branch mentioned in theorem (2.8) - when 
p (O,w) p (O,a) 
_w ___ + w 
µ > "p '\ , 
o op 
w w 
ax(O,w) ~(O,a) 
then q is unstable. 
We can use this forµ sufficiently large, since s!a) + s!w) will be bounded 
above, for such values of µ. So in fact we proved for all L, and µ suffi-
siently large, the solutions on the special branch of theorem (2.8) to be 
unstable. 2p(O,w0 ) 
But since stability does not change on this branch forµ>----- by 
px(O,wO) 
absence of bifurcations, this proves the theorem. D 
3. 22 CONJECTURE (and a corollary of conjecture (2. 10)). All normalized a-
symmetric solutions are unstable by absence of bifurcations of the special 
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2(p(O,wo)-D 
branch of theorem (2.8) forµ 1 ------px(O,wO) • 
The discussion about the special branch in theorem (2.8), theorem (3.17) 
and theorem (3.19), proves the following 
3.23 REMARK. For a normalized steady state solution q a necessary condition 
for it to be stable is q is strictly monotone on (-L,O], [O,L). 
We end this section with a bifurcation-diagram for L = ~TI (compare with 
figure 6 and figure 7). 
In this diagram (see figure 11) 
-steady states, whose ranges are not contained in [0,1], 
-the (unstable!) branches, merely existing of normalized a-synnnetric 
solutions, 
-the branches of a-synnnetric solutions bifurcating from either 
synnnetric or anti-synnnetric solutions 
are (partly) deleted. 
Further, this diagram is made under the asswnption of conjecture (3.22). 
However, this only effects the figure with respect to the branch of 
a-synnnetric solutions, which appears from the change of stability of the 
2P(O,wo) 
anti-synnnetric solutions, and moreover, only for O < µ < ---'--""--px(O,wO) . 
:= stable 
:= unstable 
0 
fig. 11 
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4. THE INITIAL VALUE PROBLEM, A LYAPUNOV FUNCTIONAL AND THE ASYMPTOTIC 
BEHAVIOUR 
To prove some spectral properties of the operators (-A+c) on X, 
(-A +c), (-A +c) on Y, we extend those operators to the complexification of 
a s 
X and Y, which we denote by X and Y. For C C 
v EX , llvll = 
C 
max 
xd-L,O],[L,O] 
{ lv(x) I}. 
We provide X with the inner-product 
C 
0 
<v,w> = f 
-L 
Note however that 
L 
v(x) w(x) dx + J v(x) w(x)dx, 
0 
V,W EX. 
11 v 11 1' ✓ <v, v> • 
4.1 PROPOSITION. For c EX, µ E JR, (-A+c) is a symmetric linear operator 
on X • Hence Pa (-A+c) c 1R. 
C 
PROOF. For v,w E V(A) (extended to X) 
C 
<(-A+c)v,w) 
0 L 
= I (v +cv)w dx + I xx 
-L 0 
- lo - lo 
= V w + 
X -L - vwx -L 
L 
- ILo -+ V W 
X 
~ 1L + Jr 
X Q 
0 
= v ( 0) ( w ( 0-) - w ( O+) ) 
X 
(v +cv)w dx 
xx 
0 
J v(w +cw)dx xx 
-L 
v(w +cw)dx xx 
+ w (O)(v(O+) -v(O-)) + <v_,(-A+c)w> 
X 
= -v µw (0) + w (0) µv (0) 
X X X X 
+ <v, (-A+c)w> 
= <v, (-A+c)w>. D 
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For can eleme:nt of Y, we can extend c to a synnnetric element of X, and hence, 
by lennna (3.1) and proposition (4.1), whenµ E JR, also Pcr(-A +c), 
s 
Pcr(-A +c) c JR. 
s 
4.2 PROPOSITION. For can element of X, (-A+c) "has compact resolvent. 
The proof of proposition (4.2), based on the existence of Green's 
functions for both [-L,O], and [0,L] (see [3]), can be found in the appendix. 
4.3 COROLLARY. For c an element of X, µ E JR, Pcr(-A+c) = cr(-A+c) c JR. 
And this corollary is proved in [15], chapter VI, theorem (5.1). 
In the following lennnas we shall prove A to be a sectorial operator on X -
see [9], chapter I, definition 1.3.1. 
4. 4 LEMMA. When µ E JR, A is a "linear., cl.osed., symmetric., densely defined 
operator on X. Moreover a(A) = Pcr(A) c JR. 
The proof of this theorem is partly straightforward, partly trivial 
by earlier results. 
Note that by lennna (3.2), a(A) is bounded below. Hence, trivially, one can 
1T 
choose a E JR, ¢ E (0 ,2) such that 
S ,i, = {), J ¢::; I argO,.-a) J :5 TI, A fa} c (l:\cr(A). 
a,'I' 
4.5 THEOREM. There exist constants a, ¢, M, such that 
-1 M II (\-A) II 5 I \-al for al.Z. >-ES ,i,• a,"' 
The proof of this theorem, essentially based on the existence of Green's 
functions for both [-L,O], [0,L], is given in the appendix. 
Having proved A to be sectorial, we apply theorem (3.3.3) and theorem (3.3.4) 
of [9]. Note that one can choose a= 0 in the hypotheses of these theorems. 
4.6 COROLLARY. For any~ EX, there exist T = T(~) > 0 such that (E.P.) has 
a unique solution u on (O,T) with u(x,O) = ~-
Moreover., when T(~) ~s maximal.., either T = 00 or else there exists a sequence 
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t t T as n + 00, such that llu(t ,1/J) II • 00 • 
n n 
By theorem (5.1.5) and theorem (5.1.3) of [9], we can state 
4.7 COROLLARY. The stability of a steady state solution q is deteY'/Tlined by 
Pcr(-A+f'(q)), in the way already used in section 3. 
A Lyapunov functional. 
4.8 THEOREM. Let F(u) = f~ f(~)d~, and define for u E V(A) 
0 L 
V(u) 
= I nu! - F(u)}dx + r Pu2 - µ 2 J 2 X F(u)}dx + 2 ux(O,t). 
-L 0 
Then Vis a strict Lyapunov functional for (E.P.) and V(u) = 0 if and only 
if u &Sa steady state solution. 
Theorem (4.8) is proved in the appendix. 
4.9 LEMMA. For fixedµ> 0, the set 
{u E c2[-L,0] x c2[0,L] I u (0-) = u (O+)_ and V(u) < K} 
X X 
&S bounded &n X. 
Lennna (4.9) is proved 1n the appendix. 
4.10 COROLLARY. Forµ> 0, u(x,t) • q(ijJ), fort • 00, where q(ljJ) is a steady 
state solution, which depends on the initial function 1jJ EX. 
PROOF. By theorem (4.8) and lennna (4.9), the orbit u(x,t) 1s bounded in X. 
By theorem (3.3.6) of [9], u(x,t) jt>O is 1n a compact set of X. Therefore 
we can apply theorem (4.3.4) of [9] and since the set of steady state 
solutions ls discrete by theorem (2.6), this proves corollary (4.10). 0 
CONCLUDING REMARKS 
The conditionµ> 0 is rather essential for proving these last results. 
However, this is in accordance with the results of section 2, in which a 
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striking difference occurred forµ< 0 orµ> 0 (e.g. the existence of non-
normalizable solutions, the stability of the constant steady states O and I). 
In fact, we think, forµ negative and lµI << I, unbounded orbits of (E.P.) 
can exist. 
Only forµ> O, the transmission condition in (E.P.) describes a geographical 
barrier and forµ sufficiently large, we know exactly both the stable steady 
state solutions and the asymptotic behaviour. (Under the assumption of 
conjecture (2.10) this is known even for allµ> 0.) 
We think that, although we regret the fact we can not yet prove conjecture 
(2.10), our results show that the reaction diffusion equation E.P. is both 
tractable and nontrivial, in the sense that it exhibits the existence of 
clines. 
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APPENDIX 
SECTION 1. 
Al. Proof of theorem 1.4. In this proof we transform 2 = 
to simplify the calculations. 
r-1 
',, 2, -w = w-1 2 ' etc., 
We retain the notations of section 1, now using O < w <½etc., and use 
hCs> = fCs+½) = sC!-s2>. 
Hence, 
r;2(w) 
17(w,>.. 1 ,>..2) J 
du 
= 
' 
r; 1 (w) ✓2 f~ h(s)ds 
l 
r 
r; 2 (w)du 
= J /2 r; 2 (w) w 
r; 1 (w) 2 I c > hCs>dst2 J c > hCs)ds 
r; 2 (w) 
l;2 w u r,2 w 
l 
r du 
= J /2 Js2(w) h(O ds+>..2 r; 1 (w) 
l;2 (w)u l; (w) 2 2 
r;2 (w) 2 
1 I, = du 
Hence, av aw (w' "1 '"2) = - -----------
/2 J~l (w) 
r;2(w) 
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d s I (w) 
< 0 Step I: -( ) dw r;; 2 (w) 
di;; I 
- r;;l(w) 
dr;;2 
Proof: sz(w) -(w) -(w) = dw dw 
h(w) 
- sl (w) --:::-2 ______ = 
Azs 2 (w)+h(r;; 2 (w)) 
h(w) 
2 2 
- A1s 1 (w)-r;; 1 (w)h(r;; 1(w))). 
d s 1 (w) 
S. sign:01;; - sign -A, we obtain that sign(-(---)) equals the sign of 1.nce 35: - dw r;; 2 (w) 
w 
h(/;)d~ + r;; 2 (w)h(r;; 2(w))-2 J h(~)d~-r;; 1 (w)h(r;; 1 (w)) = 
I;; 1 (w) 
which 1.s clearly negative. 
Step 2: 
"l h(r;;2(w)I;) ~ (----,---a--) dw r;; 2 (w) < 0 
Proof: 
d h(r;; 2 (w)O 
--(----,---,.--) = d,w r;; 2 (w) 
dr;;2 
Since dw (w) > O, and 
the result follows. 
for~> 0 
av Thus we showed that both terms in the expression for aw are positive. 
We end the proof of theorem 1.4 by an outline of the computations of 
V (½ , A l , A 2 ) and V ( 1 , A 1 , A 2 ) • 
- ( • I) For w + 0 1.. e. w + 2 : 
Since (e.g.) cos½x satisfies 
n +f'(l)n=O 
xx 2 ' 
and 
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-·½ sii:i ½x 
cos ½x = :\. iff ½x = m. 'IT - Arc tan 2;\. for some m E 'll. 1 1 
We find VO ,11. 1 ,11. 2) = 2(-Arctan n 2 + Arctan n 1). 
For ;: t ½ ( i . e • w t I ) ; 
z;;2 -1 2 
I Ii 1:z z;; I V(I ,11.1 ,11.2) = du = /i(ln ---ln ~) 2 . 1-z;; (!-u ) 2 I 
and 
-1 
z;; I 2 
.... z (! -z;;.) 
.... .... 
11.. e. . 1 - l = z;;. ~ 0' z;;. z;;. li ' 2 ' 1 1 1 1 1 
hence A, 
z;;. = l - ...2.-.. rz + ½/2L 2+1. D 
1 2 2 1 
A2. Proof of theorem I.JO. 
Part I. For p(x,w) defined by (w.L.P.) 
ap (I) 
(]"ic(O,w)\ = JL 3 0 f" ( p ( x , w) ) p w ( x , w) dx 
\ p (O,w) }w 
w 
2 Pw (O,w) 
PROOF. Since 
a2p 
--2 (x,w) + f(p(x,w)) = 0 on [0,L] 
ax 
p(L,w) = w 
ap 
ax(L,w) = 0 
it follows 
and 
a2p 
on [0,L] w 
--2-(x,w) 
2 ax 
+ f'(p(x,w))p (x,w) = 0 
w 
p (L,w) = 
3 
w 
apw 
~(L,w) = 0 
a2p 
~ 2 
--2-(x,w) + f' (p(x,w))p (x,w) + f"(p(x,w))p (x,w) = 0 on [0,L] 
ax WW W 
p (L ,w) = 0 
WW 
apww(L,w) = 0 
ax 
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When we multiply 3 by q (x,w) and use 2, then we find, when we integrate 
w 
by parts 
ap L 
WW I 
-,,-(x,w)p (x,w) 0 -CJX W 
apw L 
- -a-<x,w)p cx,w) 10 X WW 
Using 3BC we find 
L r ap ap WW W J ~(x,w)~(x,w)dx 
0 
L r ap . ap 
+ j a:(x,w) a:w(x,w)dx 
0 
L 
+ I 
0 
f"(p(x,w))p 3(x,w)dx = 0. 
w 
L ap ap 
WW W 
-a-(0,w)p (O,w) - -a-(0,w)p (O,w) 
X W X WW = I 3 f"(p(x,w))p (x,w)dx w 
and this proves part I. 
Note that we can prove theorem (I.IO) by 
Part 2. 
L 
f f"(p(x,w))p~(x,w)dx < O. 
0 
0 
Recall the definition (1.6) of l(w) and note that L 
l(w) 
r E [0, -2-), n E :No and. n+r f O. 
We shall prove 
L-il(w) 
2 
f 
L-il(w) - b 
2 
3 f"(p(x,w))p (x,w)dx < 0 
w 
= n l(w) + r 
2 ' 
for O < b ~ l~w), and O ~ i ~ n even, i.e. working in the upper-halfplane. 
However, it will be easy to derive a similar result for i odd, and 
hence, since 
L J f"(p(x,w))p~(x,w)dx = 
() 
n-1 
I 
i=O 
+ 
L-il(w) 
2 
J f"(p(x,w))p:(x,w)dx 
L-(i+l)l(w) 
2 
L-nl(w) 
2 
f 
0 
3 f"(p(x,w))p (x,w)dx, 
w 
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this proves part 2 and hence theorem (1.10). 
For [L-(i+l)l\w), L-il\w)], the map x + p(x,w) is 1-1 and p(L-il~), w) = 
w > ½. 
Moreover, by the symmetry, mirror images of the trajectory have the same 
length, i.e.: 
For 
x E [L-(i+l)l\w), L-il\w)], define 
M(x) . l(w) . l(w) = (L-(1+½)-2-)-(x-(L-(1+½)-2-) 
= 2L - (i+½)l(w) - x, 
then 
p(x,w) = 1 - p(M(x),w) 
ap _ ap 
ax(x,w) - ax(M(x),w). 
Note that the functions !~(x,w), pw(x,w) and pw(M(x),w) satisfy 
nxx + f'(p(x,w))n = 0 on [L-(i+l)l~w), L-il<;)J, 
where we used f'(~) 
Since 
= f'(l-~) to handle the case of p (M(x),w). 
w 
~(L-(i+l )l(w) w) = ap (L-il(w) w) = 0 
ax 2 ' ax 2 ' 
and 
the Sturmian oscillation theorem (see [ 14], Chapter 1, theorem 18), implies: 
1) pw(x,w) - pw(M(x),w) has exactly one zero on [L-(i+l)l\w), L-il\w)], 
which occurs for x = L - (i+½)¥. 
By theorem ( 1. 8) (take x = L - il(w)) p (x,w) - p (M(x) ,w) > 0 for 
x E (L-(i+½)l\w) ,L-il\w)]. 
2 w w 
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2) pw(x,w) has exactly one zero on [L-(i+lyl~) ,L-/-~w)J. By theorem 
( 1.8), it occurs for x E: (L-(i+I yl~w) ,L-(i+½yl~w)) and p (x,w) > 0 
· • 1 l(w) .l(w) w for x E: [L-(1+1)-2-,L-1-2-]. 
For b ~ ~'.(i), part 2 is proved by 2) and the observation 
f"(p(x,w)) < 0 for x E: (L-(i+ 1 )l(w) L-il(w)J 2 2 ' 2 . 
For l~w) < b ~ l~w)' 
3 f"(p(x,w))p (x,w)dx = 
w 
M(L-il(w) -b) 
2 
L-/(w) 
2 
J f"(p(x,w))p: (x,w)dx + J f"(p(x,w))p:(x,w)dx= 
L-il(w) - b 
2 
M(L-il(w) -b) 
2 
M(L-/(w) -b) 
2 
Jr f"(p(x,w)) (p 3 (x,w)-p 3 (M(x) ,w)dx w w 
L-(i +Dl~w) 
+ 
L-il(w) 
2 I f"(p(x,w))p~(x,w)dx 
M(L-il(w) -b) 
2 
using M(L-il~w) -b) > L - (i+D l~w). D 
SECTION 2. 
A3 Proof of theorem 2.6. Let a(x,a) be defined by 
< 0 
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a (x,a) + f(a(x,a)) = 0 on [-L,O], [0,L] 
xx 
a (-L) = 0 
X 
cr(-L) = a 
a (O+) = a (0-) 
X X 
a(O+) = µa (O-) + a(O-). 
X 
Then a(x,a) is a steady state solution iff cr (L,a) = 0. Therefore, define 
X 
the map 
SH: 1l + lR by SH(a) = a (L,a). 
X 
Since f is analytic, SH is an analytic function too. So the zeros of 
SH are isolated and consequently the set of steady state solutions is 
discrete. D 
A4 Proof of proposition 2.7. Let½< wn < wn_2 < ••• < w2 < w0 be such that 
then, by corollary (1.12) and theorem (1.8), and the simple fact that 
rL intersects each periodic orbit exactly once, 
I ~p (0 ,w ) I < I ~p (0 ,w I) I 
ox n ox n-
< • • • < 
So when q is a normalized a-synnnetric steady state solution, and 
a= q(-L) when q(-L) > ½, 
a= 1-q(-L) when q(-L) < ½, 
then, since 
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q I [-L,0] = p(-x,a) when q(-L) > 1 2 
= 1 - P(-x,a) when q(-L) < 1 2' 
clp 
w 
:f: o, ox (0 ,w) 
or 
clp 
0:<o,a) :f: o. 
clp 
Assume, without loss of generality 0:(0,a) :/: 0. Then, one simply finds 
µ = (q(O+)-q(O-)) 
q (0) 
X 
a function of q(L) for q a solution of 
~ q + f(q) = 0 
xx 
on [ - L , 0 J , [ 0 , L J 
q (L) = q (-L) = 0 
X X 
q (0-) = q (0+) 
X X 
sup {lq(x)-q(x)j} < £ 
[-L,0] 
[0,L] 
for£ sufficiently small. D 
AS Proof of theorem 2.8. Let 
a= {q(-L) when q(-L) ~ ½ 
1-q(-L) when q(-L) <½,and w = q(L). 
Then 
q(x) = p(x,w) for x E [0,L] 
q(x) = {p(-x,a) when q(L) 2:: ! for x E [-L,0]. 
1 - p(-x,a) when q(L) :,; 1 2 
Note that 
n(x) = p (x,w) for X E [0,L] 
w 
n(x) = p (-x,a) for X E [-L,0], 
w 
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since (e.g.) p (-x,a) satisfies both 
w 
and 
n + f'(q)n = O on [-L,O] 
xx 
n(-L) = I 
n (-L) = 0, 
X 
and is therefore unique. 
But now, under the assumptions of theorem (2.8), by corollary (1.12), 
q(L) = w > w I , 
and 
q(-L) < ! 
2 ' 
and hence 
q(-L) = I - a < I 
- w I' 
i.e. 
a > w1. (See figure al) 
Let q(x) be p(x,w) on [0,L], and satisfy the hypothesis of theorem (2.8). 
Now assume, w > w0 , then using corollary (1.12), a = 1-q(-L) > w1 is 
uniquely determined by q being a-syrrnnetric and 
ap a · 
~x(O,w) = __e_(O a) 
0 ax ' 
and it follows a< w0 , or for w too large, a cannot be found. When a 
is defined it follows, by a similar argument as used in the proof of 
theorem (2.6) 
p(O,w) - (1-p(O,a)) > 0 
and 
ap 
ax(O,w) > 0. 
So taking 
a= a(w) 
µ = µ(w), 
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one finds in this way 
p(O,w)-(1-p(O,a(w)) 
= ap > o. 
ax(O,w) 
µ(w) 
So for w > w0 we found one branch-part satisfying theorem (2.8). Note 
that for w = w0 this branch bifurcates from an anti-synnnetric steady state 
solution. 
Now using q4 , described in the beginning of section 2, this proves 
theorem (2.8), after the simple observation that this branch, in total, 
remains in the area µ > 0 (note that - for L > 1T - after this extension 
not all solutions q represented by this branch do satisfy the hypothesis 
of theorem (2. 8); a can be in (½ ,w 1), for w sufficiently large!). D 
0 
A6 Proof of theorem 2.9. Restrict w to the interval [~,1], 0(~) = 1T. 
Define, for someµ> 0 
J(r,; ,P) 
and consider the set 
Q = {J(p(O,w), p (O,w)) I w E [~,1]} 
X 
and its mirror-image in the liner,;=½. 
One simply shows an intersection of these two sets on r,; =½to represent 
an anti-synnnetric solution, an intersection not on r,; =½,to represent 
an a-synnnetric solution. 
The slope of the tangent at (p (O ,w)- 112 p (0 ,w) ,P (0 ,w)) E Q is X X 
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S(w) JS(w) = ---'--'---
·µ t- 2 s(w) 
S' (w) Hence JS' (w) = __ _ 2 , and Q has same convexity-properties as r L. (1-,f S(w)) 
Note that JS (w) = 1> iff w = w0 , under the restriction w E [~, 1]. 
The idea of the lowerbound forµ is to take care that Q and its image 
intersect exactly once on both sides of~=!, by placing this maximum 
of Q left of~= 0. One can easily verify this to be a sufficient 
condition. 
So 
i.e. 
p(O,wo) - I px(O,wo) < o, 
p (Q ,1,10) 
µ > 2 --,-,,---
p x ( O, w O). • 
SECTION 3. 
A7 Proof of lemma 3.2. Define 
n (x,X)' + c(x)n(x) = Xn(x) x E [-L,O], [0,L] 
xx 
n(-L) = n(L) = 
n (-L) = n (L) = 0. 
X X 
According to theorem 1.2, chapter 8 of [3], n(O+,X) is piecewise 
nx(O+,X) 
strictly increasing in X, jumping from infinity to minus infinity when 
(0 ) 0 d T1 (0-' X) . . . . 1 d . . ~ . . nx +,X = , an nx(O-,X) is piecewise strict y ecreasing in A, Jumping 
from minus infinity to infinity when n (0-,X) = 0. 
X 
Further, n(O+,X) + O n(O-,X) .J- 0 for X + 00 , and note that 
n (o+ X) ' n (Q.- X) ' 
X ' X ' 
A E Pcr(-A +c) iff n (O+,)..) = O, 
s X 
A E Pcr(-A +c) iff .H.. = n(O+,)..) a 2 n (O+,)..)' 
X 
A E Pcr(-A+<:.) iff µ = n(O+,;q n(O-,)..) 
n (O+,)..) Tl (0- )..) ' 
X X , or 
n (O+,A) = n (0-,A) = o, 
X X 
n(O+,)..) = n(O-,A). 
These observations prove (3.2) 1) and (3.2) 2). One can find the proof 
of (3.2) 3) in [3] (chapter 8, theorem 2.1). 
Define 
and 
AI' All by AI = max{).. I nx(O+,)..) = O} 
All = max{).. I n(O+,)..) = O} 
A' = max{).. I n (0-,)..) = O} I x 
Air = max{).. I n(O-,)..) = O}. See fig. a2 
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We find All< AI< 00 , Air< Ai< 00 , and for A larger than AM= max{)..11 ,Air} 
n(x,)..) IO for x e: [-L,O], [0,L]. 
ri(O+,>.) 
rix O+,>.) 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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\ 
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fig. a2 
1) Suppose AI= AI then n(x,A1) defined by 
n(O+,A 1) 
= n(x,Al) n(O-,Al) for XE [-L,O) 
for x E (O,L] 
,._ 
is an element of V(A), )..IE Po(-A+c), and in this case we have 
Proved (3 3) 4) since' >' >' 
• ' I\ dominant - /\I /\M• 
2) Without loss of generality assume AI> Ai· When Ai~ All it is easy 
to see that 
I 
R(( n(O+,A) _ n(O-,A)) I ) = (-00 , 00 ) 
nx(O+,A) nx(O-,A) (Ai, 00 ) 
See fig. a3. 
>..' I 
fig. a3 
when Ai< All it is easy to see that 
See fig. a4. 
fig. a4 
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).-
And also in this case we have proved (3.3) 4), since A • > 1 • D dominant ·"M 
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A8 Proof of theorem (3.5). Since p (x,w) satisfies 
(J) 
nxx + f'(q)n = 0 on [0,L] 
n(L) = 
n (L) = 0 
X 
and P (-x,a.) satisfies 
a. 
nxx + fr (q)n = 0 on [-L,O] 
n(-L) = 
n (-L) = 0 
X 
one finds, using the geometric multiplicity 1 of the eigenvalues, 
0 E Pcr(-A+f'(q)) if and only if 
~p 1 p (0 ,a.) ap a:<o,w) (J) (J) = -(p (0 w) - ap -(0 w)) µ (J) ' ax ' 
-~ (0 a.) ax ' 
or 
ap ap 
a:<o,w) = ~(O a.) = o, ax ' 
in which case we take 
P (-x,a.) 
nl[-L,OJ = 
a. p (O,w) =, O. P (O,a.) (J) 
a. 
Hence, theorem (3.5) follows itmnediately. • 
SECTION 4. 
A9 Proof of proposition 4.2. In this proof we shall follow Chapter 12, 
Section 3 of [3]. 
Let T(x,~,A) denote the Green's function for the problem 
-n = An on [0,L], 
xx 
n (0) = n (L) = o. 
X X 
According to theorem (3. I) [ 3], for c E X, and I A I sufficiently large 
there exists a Green's function G(x,~,;\) for the problem 
-n + c(x)n = ;\n on [0,L], 
xx 
n (O) = n (L) = o. 
X X 
Denote by T, G the corresponding Green's functions on [-L,0], and 
denote 
X < ~ 
X > ~, 
and let T1, T2 , G1, G2 , G1, G2 be defined similarly. 
Taking ;\ « 0 real, v = M, it follows 
cosh vx cosh v (L-O 
T1 (x,~,;\) = V sinh vL 
T2 (x,~,;\) cosh v(L-x) cosh \)~ = v sinh vL 
T~(x,~,;\) cosh v (L+x) cosh \)~ = v sinh vL 
T;(x,~,;\) cosh v (L+~) cosh vx = sinh '\) vL 
The existence of G implies Gzx(0,0,:\) IO, G1:(o,O,;\) IO, since 
otherwise both (e.g.) G2 and 0 satisfy(**). 
The solution of 
is 
-n + c(x)n = :\n + k(x) on [0,L], k E C[0,L] 
xx 
n (O) = a 
X 
n (L) = 0 
X 
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a G2 (x,0,A) 
G2 (0,0,A) 
X 
L 
+ J G(x,s,A)k(s)ds, 
0 
similarly, the solution of 
is 
-n. + c(x)n = AT'l + k(x) on [-L,0], k E C[-L,0] 
xx 
n (0) = b 
X 
n (L) = 0 
X 
0 
b G~(x,0,A) J 
---- + G-(x,s,A)k(s)ds. 
G~ (0,0,A) -L 
X 
So, for the problem (-A+c-)..)n = k, k e: X, n e: V(A) and nl[-L,O]= Y; 
nl[O,L] = z, we find 
I G~(x,0,)..) r 
y(x) = µ(z(0)-y(0)) _ + j G (x,s,A)k(Ods, 
GI (0 ,0 ,A) -L 
X 
L 
I G2 (x,0,)..) J 
z(x) = -(z(0)-y(0)) ----+ G(x,s,A)k(s)ds, 
µ G2 (x,0 ,A) 0 
X 
and 
(z(0)-y(0)) 
- -1 I G1 (0,0,A) G2 (0,0,A) 
= {I + -(---- ----)} 
µ -G1 (0,0,)..) G2 (0,0,)..) 
X X 
L 0 ( J G(x,s,A)k(Ods - J G-(x,s,A)k(OdO. 
0 -L 
By the proof of lemma (3.2) 
I G1 (0,0,A) 
{l+-(G (0 0 A) 
µ I ' ' 
X 
-1 G2 (0,0,A) 
- -~--=-)} G2 (0,0,X) 
X 
+ I for X + -co. 
AIO 
So when we use 
L 
IG(x,~,A) -T(x,~,A) I~ 4m2 IAl- 1hv(x,O J lc(x) lax 
0 0 
IG-(x,~,A) - T-(x,~$A) I~ 4m2 IAl- 1h)x,~) f lc(x) lax 
-L 
which follows from (3.9) on page 307 in [3], one finds 
and since 
we find 
-n = -c(x)n .+An+ k(x) 
xx 
n (-L) = n (L) = o 
X X 
Hence we find, 
where 
and 
-I (-A+c-A) B1 (O) = V x W c X, 
BI (O) = {K E X I II kll . ~ 1}, 
V c C[-L,0] bounded and equicontinuous, 
W c C[O,L] bounded and equicontinuous. 
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-I 
By Arzela-Ascoli and Tychonoff, we find (-A+c->..) a compact operator. D 
Proof of theorem 4. 5. Take A E S ,+. and let v = 
a >'I' 
for the square-root on t. Note Rev~ o > 0 VA 
Since II 0,-A) -I II = II (A-A) -I II , let 
r-:;- ,r ' 1T v -;\, taking - 2 ~argv z<2 
ES ,+. (see fig. a4). 
a,'I' 
-1 I (A-A) k = n E V(A), n [-L,OJ = Y, nlco,LJ = z. 
Since 
54 
-n = :.\11 + k, 
xx 
n e: V(A), 
by the proof of proposition (4.2) and using its notations, 
-l L O 
y(x) = ( 1 + ±. co~h h vL L) { J T(x,~ ,:.\)k(Od~ - jf T- (x,~ ,:.\)k(~)d~} · 
µ " sin " 
Since 
z(x) 
0 -L 
-L 
l L 0 
= (1+±. co~h vL )- {JT(x ~ :.\)k(Od~-J T-(x,~,:.\)k(~)d~}· µ " si.nh vL ' ' 
cosh \>(L-x) 
"sinh VL 
0 -L 
L 
r + j T(x,~,:.\)k(~)d~. 
0 
I cosh vL I < 1 
" sinh vL - lvl ltanh RevLI ' 
w~ can choose a,~ such that 
I ~osh vL lµI 
"sinh vL 1 ~ 4' 
and note 
lcosh v(L-x)I < 1 • 
" sinh vL - 7vlTtanh Rev LI 
Of course, by the symmetry of the problem, we can restrict the analysis 
to the interval [0,L]. 
L 
J T(x,!;,).)k(!;)d!; 
0 
X 
X 
= I cosh v(L:x) cosh vi; k(!;)d!; 
V s1.nh VL 
0 
L 
+ J 
X 
L 
cosh vx cosh v(L-!;) k(!;)d!; 
v sinh vL 
X { J cosh Rev (L-x) cosh Rev.!; di; Iv I sinh RevL 
0 
+ Jr cosh Rev x cosh Rev(L-!;) di;} 
lvl sinh RevL 
X 
L-x 
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= Ukll { r cosh Rev(L-x) cosh Rev!; J lvl sinh RevL di;+ I cosh Revx cosh Rev!; di;} Iv I sinh RevL 
0 0 
= llkll {cosh Rev(L-x) sinh Revx + cosh Revx sinh Rev(L-x)} 
lvl Rev sinh RevL 
= H kD { 2 s inh RevL } = --,--,....2 __ II kll • 
lvl Rev sinh RevL lvl Rev 
Note that for ). E sa,~' v :;: M., 3C 1 ,c2 E R+ such that 
See fig. a5. 
Hence 
II (A-).)-111 ~ 2(1vl4Re) lfl + lv!2R 
~ 22<4lf1+1) 
cl Jvl . 
M ~ 1).-al 
where 
56 
fig. a5 
All Proof of theorem (4.8). 
0 
d dt V(u(.,t)) = Jr {u u - f ( u) u } dx 
X xt t 
-L 
L 
+ I { u u - f ( u) u } dx X Xt t 
0 
+ µu (O,t)u (O,t). 
X Xt 
By integration by parts it follows 
d 
dt V(u(.,t)) = u (0-,t)u (0-,t)-u (-L,t)u (-L,t) X t X t 
0 
- I {u u + f(u)u }dx xx t t 
-L 
+ u (L,t)u (L,t) -u (O+,t)u (O+,t) 
X t X t 
L 
J {uxxut + f(u)ut}dx 
0 
+ µu (O,t)u t(O,t) 
X X 
Hence, by (E.P.), we find 
d dt V(u(.,t)) = -u (O,t){u (O+,t) - u (0-,t)} 
X t t 
0 L 
- I u!dx - J u!dx 
-L 0 
+ µu (O,t)u t(O,t) 
X X 
• 
A12 Proof of lemma 4.9. Since F(~) = -¼~4 + ~~3 - ¼~ 2 , we can define 
FM= max{F(~) I ~ E lR}. 
2 2 Suppose K > O, u E C [-L,O] x C [0,L], u continuous in 0, and suppose 
X 
µ > 0 and 
0 
V(u) 
= I 
-L 
L Hu;- F(u) }dx + J 
0 
{½u2 - F(u)}dx+H.2 u2 (0) < K. X X 
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Then 
0 
I ) I 
-L 
0 
2) r J 
-L 
By I) we find 
0 
L 
2 I 2 < 2K + 4LFM u dx + u dx X X 
0 
L 
-F(u)du + I -F(u)du < K. 
0 
I I u I dx < 2K + 4LF + L X M 
-L 
L 
J lu) dx < 
0 
2K + 4LF + L M 
+ 
and using this, by 2) one finds c1 E lR , 
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