Counting pedestrians in surveillance applications is a common scenario. However, it is often challenging to obtain sufficient annotated training data, especially so for creating models using deep learning which require a large amount of training data. To address this problem, this paper explores the possibility of training a deep convolutional neural network (CNN) entirely from synthetically generated images for the purpose of counting pedestrians. Nuances of transfer learning are exploited to train models from a base model trained for image classification. A direct approach and a hierarchical approach are used during training to enhance the capability of the model for counting higher number of pedestrians. The trained models are then tested on natural images of completely different scenes captured by different acquisition systems not experienced by the model during training. Furthermore, the effectiveness of the cross entropy cost function and the squared error cost function are evaluated and analyzed for the scenario where a model is trained entirely using synthetic images. The performance of the trained model for the test images from the target site can be improved by fine-tuning using the image of the background of the target site.
INTRODUCTION
Deep neural networks (LeCun et al., 2015) , (Bengio and Courville, 2016) have been successfully used for numerous applications for visual sensor data. The models generated by training deep neural networks have been shown to learn useful features for different tasks like object detection (Girshick et al., 2013) , (Angelova et al., 2015a) , (Angelova et al., 2015b) , classification and a lot of other applications. In surveillance applications, a common question is to estimate the number of pedestrians in a certain area. One approach is to explicitly detect the pedestrians first and then do the counting. With the ability of deep learning systems to perform end-to-end learning, it is possible to train deep neural networks to count the number of pedestrians in a scene directly. This has been demonstrated in (Segui et al., 2015) and (Zhang et al., 2015) for digits, people and crowd counting. However, in practical applications, there may not be much or in the extreme case, no labeled training data available. Moreover, there may not be training data available for the specific camera to be used or the scenes of the target site.
To address this challenge, on the one hand we compose synthetic training images from parts of natural images and on the other use a CNN model trained for an image classification task as the base model to tune for our task of counting pedestrians. Our approach is to use transfer learning and synthetically generated images to tune a CNN to count pedestrians. The pedestrian counting problem is considered in two ways: as a classification problem using the cross entropy cost function and as a regression problem using the squared error cost function. Both the cases are evaluated for this scenario where the model is trained completely on synthetic images and it is required to generalize well so that meaningful results are obtained for the target data that have not been experienced at all by the model during training. Initially, a baseline model to count a limited number of pedestrians in a single frame is established. The capability of the model is then enhanced to count a higher number of pedestrians in a single frame. The trained models were tested on natural images of the UCSD dataset (Chan et al., 2008) and found to give meaningful results. By using only the image of the background of the target data set along with the synthetic images for fine-tuning the pedestrian counting model, the performance on the target data set was found to improve.
The main contributions of this paper are: 1) While the concepts of transfer learning and using synthetic images are not new individually, the use of synthetically generated images (Section 3.2) along with transfer learning for training deep models for counting pedestrians (Sections 3.3, 4.1 and 4.2) is a novel approach. Data scarcity and training data annotation problems are mitigated by using synthetic images. The advantage of using transfer learning is that one can generate the models quickly without a full-fledged lengthy training using large amount of training data. 2) To enhance the capability of the model, the rationale of using increasingly complex images for training is used in place of feeding the network with all the complexities of the training images at once (Section 4.2).
3) Analysis and establishing the suitability of the cross entropy cost function over the squared error cost function for this scenario where training is entirely on synthetic images and the model is required to generalize across scenes and acquisition devices (Section 4.3). Hattori et al. (Hattori et al., 2015) propose a technique for scene-specific and location-specific pedestrian detection in the absence of any real training data for a scene. Synthetic training data is generated by leveraging the geometric information of the scene to simulate pedestrian appearance at various locations considering the static parts of the scene like presence of walls. In (Ros et al., 2016) , synthetic data is generated for training a CNN for the task of semantic segmentation of scenes. The SYNTHIA dataset which is a collection of synthetic images and videos of urban scenarios with pixel level annotations is generated. The UNITY development platform is used to render scenes of a city considering different scenarios with elements encountered while driving. Richter et al. (Richter et al., 2016) use computer games to generate synthetic training data with annotations for semantic segmentation of images. This is achieved by intercepting the communication between the game and the graphics hardware and analyzing the resource types used to compose a scene.
RELATED WORK

Synthetic Data Generation
Pedestrian Counting using
Hand-crafted Features Lemptisky et al. (Lempitsky and Zisserman, 2010) estimate the image density by training a model based on a regularized quadratic cost function. The integral of the density over an area is used to find the count of pedestrians. Merad et al. (Merad et al., 2010) count pedestrians from images by using the skeleton graph process to segment the body and detecting heads. Fujii et al. (Fujii et al., 2010) first extract candidate regions and segment into blobs. Features extracted from each blob are used to train a neural network which is the used to estimate the count of pedestrians. Fiaschi et al. (Fiaschi et al., 2012) use random regression forests to estimate the density of objects per pixel which are then used for counting pedestrians. Yu et al. (Yu et al., 2014) count pedestrians by doing a spatio-temporal analysis of a sequence of frames. In (Arteta et al., 2014) , an interactive object counting system was proposed in which features are learnt as the user provides annotations. Ridge regression is used to estimate the densisty which in turn is used to integrate over regions to obtain the count of objects. In (Chen et al., 2013) , a cumulative attribute framework is used to learn a regression model in situations where sufficient and class-balanced training data is not available. This framework is used to solve the crowd counting problem among other applications. (Segui et al., 2015) describe the use of a CNN for counting. A model is trained on the MNIST hand written digits dataset to count the number of digits in an input image. The learned representations are then used for other classification tasks like finding out if the digit in an input image is even or odd. Additionally, a CNN is trained for counting pedestrians in a scene. Results are reported for a network trained on data generated from the UCSD dataset (Chan et al., 2008) and tested on frames from the UCSD dataset. In (Zhang et al., 2015) , a CNN is trained for cross-scene crowd counting by switching between a crowd density objective function and a crowd count objective function. This trained model is fine-tuned for a target scene using similar training data as that of the target scene, where similarity is defined in terms of view angle, scale and density of the crowd. The view angle and scale are used to retrieve candidates scenes and the crowd density is used to select local patches from the candidate scenes.
Pedestrian Counting using Deep Learning
Results are reported on the WorldExpo'10 crowd counting dataset, UCSD dataset and UCF CC 50 dataset. For the UCSD dataset, single scene crowd counting results are reported.
Cost Functions
Golik et al. (Golik et al., 2013) compare the use of cross entropy and a squared error cost function with softmax activation for automatic speech recognition and handwriting recognition using hybrid artificial neural networks and hidden Markov models. A theoretical and experimental approach reveals that the cross entropy cost function performs better when the weights are randomly initialized. Kline et al. (Kline and Berardi, 2005) analyze the cross entropy and squared error cost functions for training neural network classifiers. The advantages of the cross entropy cost function as compared to the squared error cost function are brought out. Zhao et al. (Zhao et al., 2015) study the loss functions for neural networks in image processing and propose a new loss function. Perceptually motivated loss functions are also analyzed. Liu et al. (Liu et al., 2016) propose a large margin softmax loss for CNNs. The motivation is to encourage separability between the classes on the one hand and increasing compactness within the classes on the other by adjusting a factor that controls the margin. Moody (Moody, 1991) analyzes the generalization and regularization in non-linear learning systems and proposes a generalized prediction error that depends on the variance of the noise of the response variable, the number of training examples and the effective number of parameters which is a function of the weight decay parameter.
DEEP NEURAL NETWORK FOR PEDESTRIAN COUNTING
Pedestrian Counting Problem Formulation
The goal is to train a CNN model to result in a count of pedestrians given a 2D input image frame. The pedestrian counting problem can be considered as a classification problem in which the model provides the probability of belonging to each class, where each class represents a specific count. For example, if the model is trained to count a maximum of 15 pedestrians, the final layer of the CNN has 16 classes (0 to 15), where each label corresponds to the same count of the pedestrians. In this case, a function maps from the image space to a space of c dimensional vectors as
where W and H are the width and height of the input image in terms of the number of pixels respectively, D is the number of color channels of the image and c is the number of classes. The other possibility is to consider the pedestrian counting problem as a regression problem in which the output is a single number denoting the count of the pedestrians. Here the mapping is from the image space to a single number as described by
where W and H are the width and height of the input image in terms of the number of pixels respectively and D is the number of color channels of the image. In this paper, both approaches are implemented. When considered as a classification problem, the softmax function is used to convert the output scores from the final fully connected layer to a vector of real numbers between 0 and 1 that add up to 1 and are the probabilities of the input belonging to a particular count. The cross entropy loss function between the output of the softmax function and the target vector is used to train the weights of the network. Additionally, a regularization factor based on the L 2 norm of the weights is used to prevent the network from overfitting. The cost function for classification is
where L is the loss which is a function of the parameters, θ comprising of the weights and biases, N is the number of training samples, C is the number of classes, y is the predicted count, t is the actual count and w represents the weights. In the case of regression, the squared error loss function is used along with the L 2 regularization as
where L is the loss which is a functions of the parameters, θ comprising of the weights and biases, N is the number of training samples, y is the predicted count, t is the actual count and w represents the weights.
Training and Validation Data Generation
Training data was generated for different counts of pedestrians. Various backgrounds from surveillance datasets (Baltieri et al., 2011) , (Chan et al., 2009) , (Vezzani and Cucchiara, 2010) and pictures of scenes captured by us were collected. The images of the backgrounds used are captured by cameras at an elevation as is the case in a lot of surveillance scenarios. About 200 pedestrians from the TUD dataset (Andriluka et al., 2008) and few pedestrians from the Pedestrian Parsing dataset (Luo et al., 2013) were used along with their pixel masks to compose images with different counts of pedestrians. The image composition software, Fusion, from Blackmagic Design was used to compose the 2D images. Images were generated for counts up to 25 pedestrians in a single image. For the training images with no pedestrians, negatives from the NICTA (Overett et al., 2008) and Daimler Mono (Enzweiler and Gavrila, 2009 ) dataset were used. The pedestrians were extracted using the pixel masks and chroma keying. Subsequently, they were merged with the background at different positions. Up to 4000 images of each category were generated. The matte blur level was adjusted to make sure the pedestrians are merged against the background. Figure 1 shows examples of some of the synthetically generated images for training. The generated synthetic images have various scenarios of occlusion caused by the position and motion of the pedestrians relative to each other. These situations are simulated by using different sequences of pedestrians. This means that the absolute and relative positions of the pedestrians change from one frame to the other for the same background. Currently illumination aspects have not been considered while generating the images. While a sequence is used to generate the training images, the training and testing using the CNN process a single image at a time. The CNN requires inputs of size 227x227 pixels. In order to maintain the aspect ratio of the pedestrians and also objects in the background, square crops from various settings were used as the backgrounds which were re-sized to 227x227. The pedestrians were scaled and merged with the backgrounds. The advantage of generating training images synthetically is that no additional efforts are required for annotation and class-balanced training data can be generated. On the downside, the training data may not be rich enough in features to represent well the target dataset.
Deep Convolutional Neural Network for Pedestrian Counting
Instead of designing a new network and training it from scratch, we use transfer learning to create a model for counting pedestrians. Transfer learning involves utilizing the knowledge learned for a source task and source distribution to solve possibly a different task with a different distribution of the samples. Here AlexNet which has been trained for the ImageNet challenge of image classification is used as the base network. It comprises of five convolutional layers and three fully connected layers where the final fully connected layer is the classifier that gives the probability of each class. Rectified linear units (ReLUs) are used as the activation functions. Pooling and local response normalization layers are present after the convolutional layers. Dropout is used to reduce overfitting. Figure 2 shows the structure of the base network used for pedestrian counting and the modifications. In order to train the CNN in the absence of training data from the target site, we use synthetically generated data, where the synthetic data generation is as described in Section 3.2. This implies that the CNN model for counting pedestrians is required to generalize for acquisition devices and scenes not experienced by the model during training and from synthetic images to natural images. Initially, only the classifier, that is, the last fully connected layer, fc8, was re-trained. The accuracy improved by fine-tuning the fully connected layers, fc6 and fc7. It was observed that fine-tuning only fc7 resulted in lesser improvement in performance than when both fc6 and f7 were fine-tuned. This could be attributed to the co-adaptation between features learned in successive layers as described in (Yosinski et al., 2014) . Instead of fine-tuning fc6 and fc7, the number of nodes were reduced from 4096 to 1024 and re-trained for a classifier with 16 classes (Count 0 to 15).
By additionally fine-tuning the conv4 and conv5 layers, the accuracy on the validation set increased by 7%. One of the commonly used data augmentation techniques of taking random crops from the input image was not used. Since the pedestrians may be located anywhere in the image, random cropping from the image might result in the count labels changing. This would result in an increase in noise of the target labels. So cropping is avoided. This could be incorporated provided the count of the pedestrians in the frame is not affected. Mirroring was used for augmenting the generated training dataset. The Caffe (Jia et al., 2014) library was used to train and test the models for pedestrian counting. Training was carried out on a Tesla K20 GPU.
Visualizing Learned Features
In order to understand what the network learns when trained for pedestrian counting, the learned filters were visualized using the Deep Visualization Toolbox (Yosinski et al., 2015) . The activations for the filters in the different layers were observed along with the features of the input image causing these activations. The Deep Visualization Toolbox provides the use of deconvolution as proposed in (Zeiler and Fergus, 2014) to view the parts of the input image resulting in activations. Figure 3 shows the activations of a channel from the fifth convolutional layer and the corresponding deconvolution results for a synthetically generated input image from the validation set. It can be observed that the network has learned to detect features relevant for counting pedestrians, like the head, face, the shoulders, torso and feet. Additionally, visualizing some of the filters in the convolutional layers, it is observed that the network also learns to localize the foreground with the pedestrians from the background even though this task was not an explicit goal during the training.
EXPERIMENTS
The metric used to measure the performance of the trained model is mean absolute error (MAE).
where N is the number of test frames, y is the predicted count of pedestrians and t is the ground truth or the actual count of pedestrians. Natural images from the UCSD dataset (Chan et al., 2008) are used for testing. This dataset has been completely held out during the training. Square size crops with varying counts of pedestrians were taken from the first 2000 frames of the UCSD dataset. These crops were re-sized to 227x227 before being used for testing the network. For all subsequent sections, the MAE values are calculated by taking the predicted count to be the count corresponding to the maximum probability. There also exists the possibility of computing the predicted count as the average or the weighted average of the top-k predictions.
Baseline Model for Pedestrian Counting
Using the synthetically generated training data, the network was trained. The weights were initialized with that from the trained AlexNet model. The first convolutional layer has a stride of 4 and kernel size of 11. Due to the stride, blocking artifacts are present in the learned filters as can be seen in Figure 4 . By reducing the stride in the first convolutional layer from 4 to 2, the blocking artifacts are reduced as can be seen in Figure 5 . The top-1 validation accuracy increased by 2% by reducing the stride in the first convolutional layer from 4 to 2. The above performance was observed by training a model that did not include any of the background images (without any pedestrians) of the synthetically generated images in the training set. By including the background images in the training set in the category with zero pedestrians, the top-1 validation accuracy increased by 4%. Intuitively, one can think that adding the backgrounds of the images with pedestrians to the training set implicitly communicates to the network that it needs to focus on the pedestrians in its task. A MAE of 1.4 was obtained using test frames from the UCSD dataset. The test frames were crops from the first 2000 frames of the UCSD dataset with limited number of pedestrians. As can be seen from the Figures 6  and 7 showing the input image on the left and the probabilities of the classes on the right, it is observed that the network is able to predict the correct range of the number of pedestrians, if not the exact pedestrians even in the complete absence of any training data from the target set. This shows that the network learns relevant features for counting pedestrians and is able to generalize well for a different camera and different scenes.
In images where the pedestrians have a poor contrast with the background or when occluded by other pedestrians, a mis-classification results.
Direct and Hierarchical Approach for Enhancing Model Capability
The baseline model was trained to count up to a maximum of 15 pedestrians in an input frame. To increase the capability of the model to count up to a maximum of 25 pedestrians in an input frame, two different approaches based on transfer learning were used. In the first case, the direct approach, the network was initialized with weights from the trained AlexNet model. In the second case, the hierarchical approach, the network was initialized with weights from the baseline pedestrian counting model. In both cases, the training data set generated synthetically as described in Section 3.2 was used. The MAE was found on a test set comprising of frames from the UCSD dataset. The frames from this test set are completely held out during the training. As can be observed from the MAE values in Table 1 , the performance is significantly better in the case where the network is initialized with weights from the baseline pedestrian counting model. This is because AlexNet is trained for categories for the ImageNet challenge of image classification, which comprise of very few categories for persons. So the network when initialized with weights from the AlexNet model, needs to learn a lot of features relevant for counting multiple pedestrians. As opposed to this, the baseline pedestrian counting model has already learned relevant features for counting pedestrians. To understand this phenomenon, all the layers of baseline model were kept fixed except the last fully connected layer which was modified to count 25 pedestrians. (c) Deconvolved output of a channel of convolutional layer 1. Figure 5 : Blocking artifacts reduction due to stride 2 in convolutional layer 1. image causing activations in channel 145 of the conv5 layer of the network using the Deep Visualization Toolbox. It can be seen that though the count of pedestrians in the input test image is greater than 15, the network is still able to find sensible features for a higher count of pedestrians than it has been trained for. The hierarchical training method is particularly suited for pedestrian counting since the categories of higher counts can be imagined to be supersets of the lower counts and hence would have some common features across counts which could be built on top of what is already learned. The rationale is to progressively increase the complexity of the training samples by including more number of pedestrians and occlusions while building on what the network has already learned from the simpler training samples.
Evaluating Cross Entropy and Squared Error Cost Function
The pedestrian counting model was trained using two different cost functions, the softmax activation function with cross entropy (CE) loss along with L 2 regularization and using the linear neuron output with squared error (SE) loss along with L 2 regularization. The pairing of the activation function and the cost function is critical to ensure that rate of convergence is not affected. (Golik et al., 2013) shows theoretically and experimentally that the SE loss function with the softmax activation function has a lower convergence rate than the CE loss function with the softmax activation. However, in our case the SE loss function takes the linear output of the neuron. Hence, there is no such problem here. Both softmax with CE and linear neuron output with SE, have the cost function gradient with respect to weights of the final layer that are proportional to the difference between the target value and the predicted value as expressed in equation below. 
∂L ∂w
where, L denotes the output layer, w L jk denotes the weight between node j of layer L and node k of layer L − 1, y L i j denotes the predicted output for training example i at node j of the output layer, t i j denotes the target output for training example i at node j of the output layer and y L−1 ik denotes the output of node k of layer L − 1 for training example i. As can be observed, there are no higher order terms that may result in smaller values of the gradient even when the output is of a value with the opposite sign (Golik et al., 2013) .
It was observed that the network trained using synthetically generated images and CE loss performs significantly better than the one trained using SE loss when tested on natural images not experienced by the model during training. The model trained using the SE loss function resulted in a MAE of 5.05 while the model trained using CE loss resulted in a MAE of 2.86 on the UCSD dataset. A reason for the SE cost function resulting in poorer performance than the CE cost function is the sensitivity of the SE cost function to noise in training data and outliers. The training data has noisy labels in cases where the frames of the sequence have some of the pedestrians moving out of the scene or if some of the pedestrians are completely occluded and the count does not get updated. Other sources of noise are from the merging of the foreground with the background and noise present in the elements of the natural images used to compose the synthetic images. The implication is that the trained model generalizes poorly in the case of SE cost function since it is not robust to noise. Kline et al. (Kline and Berardi, 2005) highlight the sensitivity of the SE cost function to noise as one of Pedestrian Counting using Deep Models Trained on Synthetically Generated Images the factors in the analysis of the benefits of the CE cost function over the squared error cost function. (Moody, 1991) indicates that there is an increased generalization error with increased noise. Using CE as the loss function gives a better performance than the squared error loss function for a model trained entirely on synthetically generated training data and being tested on natural images not seen be the model during training. In this scenario, generalization plays a critical role while the presence of noise in the training data and the sensitivity of the cost function to noise can adversely affect the performance of the model.
Moreover, the advantage of using the CE loss (classification) is that we get an indication of the range of possible values along with the probability. A unimodal histogram is an indication of a good estimate while a multimodal estimate should be less trusted. Moreover when using SE loss (regression), it is possible that the predicted value is not within the valid range of values.
Comparison with Other Pedestrian
Counting Approaches Table 2 shows the MAE values on the UCSD dataset using different pedestrian counting methods reported in literature (Methods 1 -4 and 6) and our method (Method 5). All of the methods reported in literature use frames from the UCSD dataset for training. Table 2 indicates the number of frames from the UCSD dataset being used along with the duration and interval of frames from the sequence for training. Figure 9 is a scatter plot useful for comparing the MAE values of Table 2 with respect to the number of frames used from the UCSD dataset for training for Methods 1 to 5. The specifics of Method 1-5 of Table 2 are mentioned in the legend of Figure 9 and should be viewed in conjunction. (Zhang et al., 2015) trains a crowd counting model and achieves Segui et al., 2015) Synthetic images generated by extracting pedestrians from UCSD dataset and placing them against the background of UCSD dataset for training. MAE value on test set from UCSD dataset. † The specifics of Method 1-5 are in the legend of Figure 9 and should be viewed in conjunction.
the best MAE of 1.26 on the UCSD dataset for the 'downscale' mode which comprises of training on frames 1205:5:1600. This duration of the sequence comprises of the highest density and number of pedestrians in the sequence. The test frames for the rest of the sequence comprise lesser number of pedestrians. For our case, the model does not experience any natural images from the target dataset or otherwise. In fact the model does not experience the images from the same camera or scene as that of the target dataset during training. The MAE for a maximum of 25 pedestrians per crop of a frame for the UCSD dataset is 2.86. If our pedestrian counting model is fine-tuned using only the background of the target dataset, there is a significant improvement in the performance. The model was fine-tuned by introducing the background of the UCSD dataset in class 0 of the training data and letting the other classes use synthetic data to have class balancing. The result is an improved MAE of 1.41 in place of 2.86 and is comparable with the results obtained by other state-of-the-art approaches. By additionally using 10 frames with pedestrians from the UCSD dataset (from the frame interval 20 to 200), the MAE for our method improves further to 1.36. Instead of frame interval 20 to 200, if frame interval 620 to 800 is used which has more dense groups of pedestrians, the MAE for our method further improves to 1.20. The graph in Figure  10 shows for crops of the sequence 'vidf1 33 001' (from the UCSD data set) with 200 frames, the actual and estimated pedestrian count using a model trained completely on synthetically generated images and the improvement in the estimate obtained by finetuning using the background of the dataset. (Segui et al., 2015) trains a CNN using images generated by extracting pedestrians from the UCSD dataset and merging them with the background of the UCSD dataset. Each frame has a maximum of 25 pedestrians. The MAE obtained for such a setup for the UCSD dataset was 0.74. Since the background and foregrounds used to generate the training images are both obtained from the UCSD dataset and the test images are also from the same dataset, the MAE is a very low value. Hence this method listed as Method 6 in Table 2 is not plotted in Figure 9 .
CONCLUSION
We present a novel approach for pedestrian counting based on training deep models using synthetically generated images and transfer learning. When there is a lack of sufficient annotated training data or perhaps none, for example, in the scenario where the camera is under development or the target site is inaccessible, it is a practical solution to deploy the model and still obtain meaningful results. After setting up the system, it is feasible to capture a few images of the background for fine-tuning. The suitability of the cross entropy cost function was established for this scenario. This approach is able to achieve a generalization across multiple dimensions: acquisition devices for the same imaging modality, scenes and from synthetic to natural images. Transfer learning is systematically used at three steps: to create the baseline model using only synthetic data, the enhanced model from the baseline model using only synthetic data and finally the improved model using additionally the background or few images from the target site. Annotation efforts are not required if the training data is generated synthetically. Since no explicit detection of pedestrians is done, the training annotations are simple, requiring only a single number. With transfer learning, the models can be generated quickly thus avoiding a full-fledged lengthy training with a large amount of training data.
Some of the next steps include using better synthetic data generation models considering aspects like illumination and using sequences of image frames to improve the performance of the existing models for the target dataset.
