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Abstract
We analyze the distribution of eigenvectors for mesoscopic, mean-field perturbations of diagonal matrices,
in the bulk of the spectrum. Our results apply to a generalized N ×N Rosenzweig-Porter model. We prove
that the eigenvectors entries are asymptotically Gaussian with a specific variance, localizing them onto a
small, explicit, part of the spectrum. For a well spread initial spectrum, this variance profile universally
follows a heavy-tailed Cauchy distribution. In the case of smooth entries, we also obtain a strong form
of quantum unique ergodicity as an overwhelming probability bound on the eigenvectors probability mass.
The proof relies on a priori local laws for this model as given in [31, 29, 11], and the eigenvector moment
flow from [12, 13].
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1. Introduction
In the study of large interacting quantum systems, Wigner conjectured that empirical results are well
approximated by statistics of eigenvalues of large random matrices. This vision has not been shown
for correlated quantum systems but is regarded to hold for numerous models. For instance, the
Bohigas-Giannoni-Schmit conjecture in quantum chaos [7] connects eigenvalues distributions in the
semiclassical limit to the Gaudin distribution for GOE statistics. These statistics also conjecturally
appear for random Schrödinger operators [4] in the delocalized phase. Most of these hypotheses
are unfortunately far from being proved with mathematical rigor. It is, however, possible to study
systems given by large random matrices. One of the most important models of this type is the
Wigner ensemble, random Hermitian or symmetric matrices whose elements are, up to the symme-
try, independent and identically distributed zero-mean random variables. For this ensemble, local
statistics of the spectrum only depend on the symmetry class and not on the laws of the elements
(see [19, 36, 22, 20, 10]). The Wigner-Dyson-Mehta conjecture was solved for numerous, more gen-
eral mean-field models such as the generalized Wigner matrices, random matrices for which the laws
of the matrix elements can have distinct variances (see [21] and references therein).
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The statistics of eigenvectors were not used in Wigner’s original study but localization, or de-
localization, has been broadly studied in random matrix theory. For Wigner matrices, it has been
shown in [18] that eigenvectors are completely delocalized in the following sense: denote u1, . . . , uN
the L2-normalized eigenvectors of a N ×N Wigner matrix, we have with very high probability,
sup
α
|ui(α)| 6 C(logN)
9/2
√
N
.
Thus, eigenvectors cannot concentrate onto a set of size larger than N(logN)−9/2 (see [23] for
similar estimates for generalized Wigner matrices). In the GOE and GUE cases, the distribution of
the matrix is orthogonally invariant and eigenvectors are distributed according to the Haar measure
on the orthogonal group. In particular, the entries of bulk eigenvectors are asymptotically normal:
√
Nui(α) −−−−→
N→∞
N ,
where N is a standard Gaussian random variable. Asymptotic normality was first proved for Wigner
matrices in [28, 37] under a matching condition on the first four moments of the entries using
Green’s function comparison theorems introduced in [36]. These conditions were later removed in
[12] where asymptotic normality holds for generalized Wigner matrices. Beyond mean-field models,
conjectures of interest, for example for band matrices, are still yet to be proved. A sharp transition
is conjectured to occur when the band width W cross the critical value
√
N . For W  √N ,
eigenvectors are expected to be exponentially localized on O(W 2) sites and eigenvalue statistics
are Poisson, while for W  √N eigenvectors would be completely delocalized and one would get
Wigner-Dyson-Mehta statistics for the eigenvalues.
In this paper, we consider a generalized Rosensweig-Porter model, of mean-field type, which also
interpolates between delocalized and localized (or partially delocalized) phases, but always with
GOE/GUE statistics. It is defined as a perturbation of a potential, consisting of a deterministic
diagonal matrix, by a mean field noise, given by a Wigner random matrix, scaled by a parameter
t. This model follows two distinct phase transitions. When t 1/N , eigenvalue statistics coincide
with t = 0 and eigenvectors are localized on O(1) sites [39], while when t  1, local statistics
fall in the Wigner-Dyson-Mehta universality class [31] with fully delocalized eigenvectors [30]. For
1/N  t  1, it has been shown in [29] that eigenvalue statistics are in the Wigner-Dyson-Mehta
universality class and in [40] that eigenvectors are not completely delocalized when the noise is
Gaussian. In this intermediate phase, also called the bad metal regime (see [24] or [38] for instance),
eigenstates are partially delocalized over Nt sites, a diverging number as N grows but a vanish-
ing fraction of the whole spectrum. The existence of this regime for more intricate models is only
conjectured or even debated in the physics literature though progress has been made recently, for
instance for the Anderson model on the Bethe lattice and regular graph in [16].
Our results give the asymptotic distribution of the eigenvectors for this model, giving a rather
complete understanding of this regime for the Rosensweig-Porter model. We show that bulk eigen-
vectors are asymptotically Gaussian with a specific, explicit variance depending on the initial po-
tential, the parameter t and the position in the spectrum. For a well-spread initial condition, this
variance is heavy-tailed and follows a Cauchy distribution. This shape appeared in a non-rigorous
way in [1], where the Gaussian distribution of eigenvectors (Corollary 1.5) was conjectured, in the
case of Gaussian entries, the eigenvector distribution has been exhibited in the physics literature in
[24] using the resolvent flow and in [38] using supersymmetry techniques.
Another strong form of delocalization of eigenfunctions is quantum ergodicity. It has been proved
for the Laplace-Beltrami operator on negative curved compact Riemannian manifold by Shnirel’man
[35], Colin de Verdière [15] and Zelditch [41] but also for regular graphs by Ananthamaran-Le Mas-
son [2]. In [34], Rudnick-Sarnack conjectured a stronger form of delocalization for eigenfunctions of
the Laplacian called the quantum unique ergodicity. More precisely, denote (φk)k>1 the eigenfunc-
tions of the Laplace operator on any negatively curved compact Riemannian manifoldM, they then
supposedly become equidistributed with respect to the volume measure µ in the following sense: for
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any open set A ∈M ∫
A
|φk|2dµ −−−−→
k→∞
∫
A
dµ.
This conjecture has not been proved for all negatively curved compact Riemannian manifold but
has been rigorously shown for arithmetic surfaces (see [25, 26, 32]).
A probabilistic form of quantum unique ergodicity exists for eigenvectors of large random matri-
ces. It first appeared in [12] for generalized Wigner matrices, large symmetric or Hermitian matrices
whose entries are independent up to the symmetry and zero mean random variables but with vary-
ing variances. It is stated as a high-probability bound showing that eigenvectors are asymptotically
flat in the following way: let (uk)16k6N be the eigenvectors of a N ×N generalized Wigner matrix,
then for any deterministic N -dependent set I ∈ [[1, N ]] such that |I| → +∞ and any δ > 0,
P
(
N
|I|
∑
α∈I
(
uk(α)2 − 1
N
)
> δ
)
6 N
−ε
δ2
for some ε > 0. Similar high-probability bounds were proved for different models of random matrices
such as d-regular random graphs in [5], or band matrices in [9, 13]. In these last papers on band
matrices, it was seen that quantum unique ergodicity is a useful property to study non mean-field
models. In [13], a stronger form of probabilistic quantum unique ergodicity has been found, showing
that the eigenvectors mass is asymptotically flat with overwhelming probability (the probability
decreases faster than any polynomial). Our result adapts the method introduced in [13] to show a
strong deformed quantum unique ergodicity for eigenvectors of a class of deformed Wigner matrices.
Indeed, the probability mass is not flat but concentrate onto an explicit and deterministic profile
with a quantitative error.
The key ingredient for this analysis is the Bourgade-Yau eigenvector moment flow [12], a multi-
particle random walk in a random environment given by the trajectories of the eigenvalues. This
method was used for generalized Wigner matrices [12] and sparse random graphs [11], and both
settings correspond to equilibrium or close to equilibrium situations. Our main contribution consists
in treating the non-equilibrium case, which implies additional difficulties made explicit in the next
section.
1.1. Main Results
Consider a deterministic diagonal matrix D = diag(D1, . . . , DN ). The eigenvalues (or diagonal
entries) need to be regular enough on a window of size r in the following way first defined in [29].
Definition 1.1. Let η? and r two N -dependent parameters satisfying
N−1 6 η? 6 N−ε
′
, Nε
′
η? 6 r 6 N−ε
′
for some ε′ > 0. A deterministic diagonal matrix D is said to be (η?, r)-regular at E0 if there exists
cD > 0 and CD > 0 such that for any E ∈ [E0 − r, E0 + r] and ` 6 η 6 10, we have
cD 6 ImmD(E + iη) 6 CD,
where mD is the Stieltjes transform of D:
mD(z) =
1
N
N∑
k=1
1
Dk − z .
We want to study the perturbation of such a diagonal matrix, notably the eigenvectors, by a
mesoscopic Wigner random matrix. We will now suppose that D is (η?, r)-regular at E0, a fixed
energy point. Let κ > 0, we will denote in the rest of the paper the bulk of the spectrum as
Iκr = [E0 − (1− κ)r, E0 + (1− κ)r],
Aκr = {i ∈ [[1, N ]], Di ∈ Iκr } .
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We will also use the following time and spectral domains. For the time domain, we will need the
perturbation to be mesoscopic but smaller than the energy window size r, define then for any small
positive ω,
Tω =
[
N−1+ω, N−ωr
]
.
For the spectral domain, take first t ∈ Tω and note that we will consider only Im(z) := η smaller
than t but most results such as local laws holds up to macroscopic η, let ϑ > 0 an arbitrarily small
constant and
Dϑ,κr =
{
z = E + iη, E ∈ Iκr , Nϑ/N 6 η 6 N−ϑt
}
.
Hereafter is our assumptions on our Wigner matrix
Definition 1.2. A Wigner matrix W is a N × N Hermitian/symmetric matrix satisfying the
following conditions
(i) The entries (Wi,j)16i6j6N are independent.
(ii) For all i, j, E[Wi,j ] = 0 and E[|Wij |2] = N−1.
(iii) For every p ∈ N, there exists a constant Cp such that
∥∥∥√NWij∥∥∥
p
6 Cp.
Let W be a Wigner matrix and define the following t-dependent matrix for t ∈ Tω
Wt = D +
√
tW. (1.1)
The eigenvectors of D are exactly the vectors of the canonical basis since the matrix is diagonal.
However, if t were of order one instead of being in Tω, the local statistics of Wt would become
universal and would be given by local statistics from the Gaussian ensemble. In particular, the
eigenvectors would be completely delocalized [31]. Our model consists in looking at the diffusion of
the eigenvectors on the canonical basis after a mesoscopic perturbation. Our main result is that the
coordinates of bulk eigenvectors are time and position dependent Gaussian random variables. Before
stating our result, we first define the asymptotic distribution of the eigenvalues of the matrix Wt
which is the free convolution of the semicircle law (coming from W ) and the empirical distribution
of D. We will define this distribution through its Stieltjes transform mt(z) as the solution to the
following self-consistent equation
mt(z) =
1
N
N∑
k=1
1
Di − z − tmt(z) . (1.2)
It is known that this equation has a unique solution with positive imaginary part and is the Stieltjes
transform of a measure with density denoted by ρt (see [6] for more details). Define the quantiles
(γi,t)06i6N of this measure by ∫ γi,t
−∞
ρt(x)dx =
i
N
.
We can now state our main results, denoting u1(t), . . . , uN (t) the L2-normalized eigenvectors of
Wt (we will often omit the t-dependence for u).
Theorem 1.3. (Gaussianity of bulk eigenvectors) Let κ ∈ (0, 1) and ω a small positive constant,
for instance ω < ε′/10. Let t ∈ Tω and I ⊂ Aκr be a deterministic (N -dependent) set of m elements.
Let W as in Definition 1.2 and Wt as in (1.1). Write I = {k1, . . . , km}, take a deterministic q ∈ RN
such that ‖q‖2 = 1, and define for η ∈ [N−1+ω, N−ω
√
t
N ],
σ2t (q, ki, η) :=
N∑
k=1
q2kt
(Dk − γki,t)2 + (tImmt(γki,t + iη))2
. (1.3)
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Then we have(√
N
σ2t (q, ki, η)
|〈q, uki〉|
)m
i=1
−−−−→
N→∞
(|Ni|)mi=1 in the symmetric case, (1.4)(√
2N
σ2t (q, ki, η)
|〈q, uki〉|
)m
i=1
−−−−→
N→∞
(|N (1)i + iN (2)i |)mi=1 in the Hermitian case. (1.5)
in the sense of convergence of moments, where all Ni, N (1)i and N (2)i are independent Gaussian
random variables with variance 1. The convergence is uniform in I and in q.
Remark 1.4. Note that the convergence holds for any η in the spectral domain since we have
|∂zmt(z)| 6 1/t. Indeed, we can take any η as long as it is of smaller order than t. However in the
proof, η will be of the same order as the time τ which corresponds to the time we make our matrix
undergo the Dyson Brownian motion. In order to use the continuity argument from Section 4.1, we
need τ to be of order smaller than
√
t/N.
One can deduce joint weak convergence of eigenvector entries from the previous convergence of
moments because q is arbitrary in SN−1 (see [12, Section 5.3]). However, since the eigenvectors are
defined up to a phase, we first need to define the following equivalence relation: u ∼ v if and only
if u = ±v in the symmetric case and u = eiωv for some ω ∈ R in the Hermitian case.
Corollary 1.5. Let κ ∈ (0, 1) and l ∈ N, let W as in Definition 1.2 and Wt as in 1.1. Then for
any deterministic k ∈ Aκr and J ⊂ [[1, N ]] such that |J | = l we have(√
N
σt(eα, k, η)2
uk(α)
)
α∈J
−−−−→
N→∞
(Ni)li=1 in the symmetric case, (1.6)(√
2N
σt(eα, k, η)2
uk(α)
)
α∈J
−−−−→
N→∞
(
N (1)i + iN (2)i
)l
i=1
in the Hermitian case (1.7)
in the sense of convergence of moments modulo ∼, where all Ni, N (1)i and N (2)i are independent
Gaussian random variables with variance 1.
This result states that the entries of bulk eigenvectors are asymptotically independent Gaussian
random variables with variance σt2 which answers a conjecture from [1, Section 3.2], stated in the
more restrictive case where W is GOE. When q is a vector from the canonical basis, uk(α) has the
following asymptotic variance
1
N
t
(Dk − γα,t)2 + (Ct)2 .
For regularly spaced Dk’s, this is heavy-tailed with Cauchy shape. It localizes the entries onto a
subset of the spectrum of size Nt 6 N1−ω−ε′ : a fraction of the spectrum vanishing as N grows.
The eigenvector is then delocalized over a small fraction of the spectrum. Such a partial localization
appears in [40] for W GOE-distributed.
The asymptotic normality of the eigenvectors gives the following weak form of quantum unique
ergodicity.
Corollary 1.6. (Weak Quantum Unique Ergodicity) Let W as in 1.2 and Wt as in Definition (1.1).
There exists ϑ > 0 such that for any c > 0, there exists C > 0 such that the following holds : for
any I ⊂ [[1, N ]] and k ∈ Aκr , we have
P
(
Nt
|I|
∣∣∣∣∣∑
α∈I
|uk(α)|2 − 1
N
∑
α∈I
σ2t (α, k)
∣∣∣∣∣ > c
)
6 C(N−ϑ + |I|−1). (1.8)
This high probability bound is not the strongest form of quantum unique ergodicity one can
obtain for random matrices. Indeed, if we consider the Gaussian ensembles for which the eigenbasis
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is Haar-distributed on the orthogonal group and each eigenvectors is uniformly distributed on the
sphere, one can get that for any ε and D positive constants,
P
(∣∣∣∣∣∑
α∈I
|uk(α)|2 − |I|
N
∣∣∣∣∣ > Nε
√
I
N
)
6 N−D.
In this paper, we will obtain a similar overwhelming probability bound on the probability mass
of a single eigenvector with an explicit error for a more restrictive model of matrices: deformed
random matrix with smooth entries given by the following definition or from a Gaussian divisible
ensemble.
Definition 1.7. A smooth Wigner matrix W is a N × N Hermitian/symmetric matrix with the
following conditions
(i) The matrix entries (Wij)16i6j6N are independent and identically distributed random variables
following the distribution N−1/2ν where ν has mean zero and variance 1.
(ii) The distribution ν has a positive density ν(x) = e−Θ(x) such that for any j, there are constants
C0 and C1 such that
|Θ(j)(x)| 6 C0(1 + x2)C1 (1.9)
(iii) The tail of the distribution ν has a subexponential decay. In other words, there exists C and
q two positive constants such that∫
R
1|x|>ydν(x) 6 C exp(−yq) (1.10)
We need the smoothness assumptions onW in order to use the reverse heat flow techniques from
[17, 19]. Indeed, our result is an overwhelming probability bound on the eigenvectors of Wt. Using
the three-step strategy, we are able with the first two steps to obtain the result for any matrices of
the type D +
√
tW +
√
τGOE for a more general class of W , for instance matrices whose entries
have all finite moments. The smoothness assumptions appear in the third step of the strategy, the
removal of the small Gaussian components. We think, however, that this property holds for a larger
matrix ensembles and that the smoothness property is simply technical.
In the following, since the eigenvectors are concentrated on Nt sites, it is relevant to define the
following notation for any set (which can be N -dependent) A, denote
Â = |A|
Nt
∧ 1.
Indeed, having errors involving Â allows us to get bounds improving for |A| 6 Nt but still holding
for |A|  Nt.
Theorem 1.8. Let κ ∈ (0, 1), ω a small positive constant, for instance ω < ε′/10. Let t ∈ Tω,
I ⊂ [[1, N ]] be a deterministic (N -dependent) set, W as in Definition 1.7 and Wt as in (1.1). Define
now
Ξ = Î(Nt)1/3 and σ
2
t (α, k) := σ2t (α, k, η0) with Nη0 =
Î 2
Ξ2 . (1.11)
Then we have, for any ε > 0 (small) and D > 0 (large) and for k, ` ∈ Aκr with k 6= `, in the
symmetric case
P
(∣∣∣∣∣∑
α∈I
(
uk(α)2 − 1
N
σ2t (α, k)
)∣∣∣∣∣+
∣∣∣∣∣∑
α∈I
uk(α)u`(α)
∣∣∣∣∣ > NεΞ
)
6 N−D (1.12)
and in the Hermitian case,
P
(∣∣∣∣∣∑
α∈I
(
|uk(α)|2 − 12N σ
2
t (α, k)
)∣∣∣∣∣+
∣∣∣∣∣∑
α∈I
uk(α)u¯`(α)
∣∣∣∣∣ > NεΞ
)
6 N−D (1.13)
Remark 1.9. The choice of η0 depends on our proof and is the one we should take to optimize our
error Ξ. However, this error and the choice of η0 do not seem optimal since we actually expect to
have some form of Gaussian fluctuations around this deterministic profile.
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1.2. Method of Proof
Our proof is based on the three-step strategy from [17, 19] (see [21] for a recent book presenting this
method). The first step is to have an optimal, local control of the spectral elements of the matrix
ensemble given by a local law on the resolvent. The second step is to obtain the wanted result for a
relaxation of the model by a small Gaussian perturbation. Finally, the third and last step consists
of removing this Gaussian part. We will give the proof of Theorem 1.3, Corollary 1.6, Theorem 1.8
only in the symmetric case and refer the reader to [12, 13] for the tools needed in the Hermitian
case.
First step: local laws for our model. In [29], Landon-Yau showed a local law for the Dyson Brownian
motion with a diagonal initial condition at all times. This result gives us an averaged local law on
the Stieltjes transform but also an entrywise anisotropic local law for the resolvent. Since we want
to look at any projection of the eigenvectors, we will also need a local law on the bilinear form
〈q, Gq〉. This control of the resolvent for mesoscopic perturbation has been showed in [11]. Note
that these results were done in the Gaussian case but can easily be generalized to the Wigner case
with the right assumptions on moments.
Second step: short time relaxation. The second step consists of perturbating Wt by a small Gaus-
sian component. We will obtain this perturbated model by makingWt undergo the Dyson Brownian
motion given by the following definition.
Definition 1.10. Here is our choice of Dyson Brownian motion.
Let B be a N ×N symmetric matrix such that Bij for i < j and Bii/
√
2 are independent standard
brownian motions. The N × N symmetric Dyson Brownian motion with initial condition H0 is
defined as
Hs = H0 +
1√
N
Bs. (1.14)
We also give the dynamics followed by the eigenvalues and the eigenvectors of such matrices.
Definition 1.11. Let λ0 be in the simplex ΣN = {λ1 < · · · < λN}, u0 be an orthogonal N × N
matrix, and B as in (1.14). Consider the dynamics
dλk =
dBkk√
N
+ 1
N
∑
6`=k
ds
λk − λ` , (1.15)
duk =
1√
N
∑
` 6=k
dBk`
λk − λ`u` −
1
2N
∑
` 6=k
ds
(λk − λ`)2uk. (1.16)
This eigenvector flow was first computed in different contexts such as [3] for GOE/GUE matrices,
[14] for real Wishart processes and [33] for Brownian motion on ellipsoids.
Remark 1.12. If λ0 and u0 are the eigenvalues and eigenvectors of a fixed matrix H0, then the
dynamics (1.16) is followed by the eigenvalues and eigenvectors of
Hs = H0 +
√
sG
with G a N ×N renormalized GOE matrix. In this paper, taking W to be such a Gaussian matrix,
we study the eigenvectors of the Dyson Brownian motion with a diagonal initial condition after a
mesoscopic time.
We will then need to study the eigenvectors of Hτ for a small τ  t. The convergence of
joint moments of eigenvectors projections will be obtained by the maximum principle technique
introduced in [12]. It is based on analyzing the dynamics followed by these moments. We will now
recall notations and results on this eigenvector moment flow.
Take q ∈ RN such that ‖q‖2 = 1 a fixed direction (in the bulk of the spectrum) onto which we
will project our eigenvectors. For uH1 , . . . , uHN the eigenvectors of the matrix (1.14), define
zk(s) =
√
N〈q, uHk (s)〉. (1.17)
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Now for m ∈ [[1, N ]], denote by j1, . . . , jm positive integers and let i1, . . . , im in [[1, N ]] be distinct
indices. We will consider the following normalized polynomials
Qj1,...,jmi1,...,im =
m∏
l=1
z2jlil a(2jl)
−1 where a(n) =
∏
k≤n,k odd
k. (1.18)
Note that a(2n) = E[N 2n] with N a standard Gaussian random variables.
Consider a configuration of particles η : [[1, N ]] → N where ηj := η(j) is seen as the number of
particles at the site j. We denote N (η) = ∑j ηj the total number of particles in the configuration
η.
Define ηi,j to be the configuration by moving one particle from i to j. If there is no particle in
i then ηi,j = η. It is clear that we can map {(i1, j1), . . . , (im, jm)} with distinct ik’s and positive
jk’s summing to a n > 0 to a configuration η with ηik = jk and ηl = 0 if l /∈ {i1, . . . , im}.
Define now, given this map,
fλ,s(η) := E
[
Qs
j1,...,jm
i1,...,im
|λ
]
, (1.19)
a n-th joint moment of the coordinates of uk. The next theorem gives the eigenvector moment flow
that fλ,s undergoes.
Theorem 1.13 ([12]). Suppose that u is the solution of the symmetric Dyson vector flow (1.16)
and fλ,s(η) is given by (1.19) with the polynomials Qs. Then it satisfies the equation
∂sfλ,s(η) =
1
N
∑
i 6=j
2ηi(1 + 2ηj)
(
fλ,s(ηi,j)− fλ,s(η)
)
(λi − λj)2 . (1.20)
1 2 i N−1 N
8
N(λi−λ2)2
24
N(λi−λi−1)2
40
N(λi−λN−1)2
Figure 1: Example of the symmetric eigenvector moment flow with a configuration of 7 particles.
Now that we have the expression of the eigenvector moment flow, we can give an heuristic for the
apparition of a Cauchy profile in the variance (1.3). Indeed, the single particle case m = 1 gives us
the variance of an entry of an eigenvector. To understand this result, consider the diagonal entries
of the matrix D to be the quantiles of the semicircle law for instance, it is then interesting to look
at the following continuous dynamics, define the operator K acting on smooth functions on [−2, 2]
as
(Kf)(x) =
∫ 2
−2
f(x)− f(y)
(x− y)2 dρ(y). (1.21)
The differential equation ∂tf = Kf can be seen as a deterministic and continuous equivalent of
(1.20) because of the rigidity property of the Dyson Browian motion eigenvalues. We then get the
following lemma from [10]
Lemma 1.14 ([10]). Let f be smooth with all derivatives uniformly bounded. For any x, y ∈ (−2, 2),
denote x = 2 cos θ, y = 2 cosφ with θ, φ ∈ (0, pi). Then(
e−tKf
)
(x) =
∫
pt(x, y)f(y)dρ(y) (1.22)
where the kernel is given by
pt(x, y) :=
1− e−t∣∣ei(θ+φ) − e−t/2∣∣2 ∣∣ei(θ−φ) − e−t/2∣∣2 . (1.23)
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Now at our small time-scale, we have
pt(x, y) ∼ t(x− y)2 + t2 .
Hence (1.3) where m = 1 can be considered as a result of stochastic homogenization in a non-
equilibrium setting when we look at the dynamics (1.20) in the bulk.
For Theorem 1.8, we will study another observable which follows the same dynamics as in Theorem
1.13. This new observable has been analyzed in [13] to obtain universality for a class of band
matrices. Define now the centered eigenvectors overlaps for symmetric matrices,
pij =
∑
α∈I
ui(α)uj(α), i 6= j ∈ I, (1.24)
pii =
∑
α∈I
ui(α)2 − C0, i ∈ I (1.25)
where u are the eigenvectors of Hs and C0 is any constant in the sense that it does not depend on
i but can depend on N .
Now for η a configuration of n particles on N sites, define the following set
Vη = {(i, a), 1 6 i 6 N, 1 6 a 6 2ηi}.
The set V will be a set of vertices. Consider now Gη the set of perfect matchings on Vη. For any
edge on G, e = {(i, a), (j, b)}, define p(e) = pij , P (G) =
∏
e∈E(G) p(e) and finally
Fλ,s(η) =
1
M(η)E
 ∑
G∈Gη
P (G)
∣∣∣∣∣∣λ
 (1.26)
where M(η)) = ∏Ni=1(2ηi)!!, with (2m)!! being the number of perfect matchings of the complete
graph on 2m vertices. Note that this quantity depend on the eigenvalues trajectories λ.
i1 i2 i3
(a) A configuration η withN (η) = 6 particles
i1 i2 i3
(b) An example of a perfect matching
G ∈ G(s)η with P (s)(G) = p2i1i2pi2i2p2i2i3pi3i3
The previous quantity follows the eigenvector moment flow.
Theorem 1.15 ([13]). Suppose that u is the solution of the symmetric Dyson vector flow (1.16)
and Fλ,s(η) is given by (1.26). Then it satisfies the equation
∂sFλ,s(η) =
1
N
∑
i6=j
2ηi(1 + 2ηj)
(
Fλ,s(ηi,j)− Fλ,s(η)
)
(λi − λj)2 . (1.27)
Third step: invariance of local statistics. The third and last step will be to obtain the result for
the matrix Wt without any Gaussian part. We will do so using a variant of the dynamical method
introduced in [12, Appendix A] which will show the continuity of resolvent statistics along the
trajectory. This method was also used in [27] to study sparse matrices. In order to remove the
Gaussian component for Theorem 1.8, we will use the reverse heat flow and will need smoothness
of the entries of our original matrix.
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The next section will state the local laws proved in different papers ([29] and [11]). The third
section is dedicated to prove Theorem 1.3, Corollary 1.6 and Theorem 1.8 for a short time relaxation
of the matrixWt. We use a maximum principle on fs or Fs, a basic tool for the analysis of parabolic
equations. However, since we want a local result, remember that the variance depends on the
position of the spectrum, we need to localize the maximum principle. We finish with an induction
on the number of particles in the multi-particle random walk or a mutli-scale argument. For the
third step, we will need a continuity result for the Dyson Brownian motion which will be shown
in Subsection 4.1 and we will give the reverse heat flow technique in Subsection 4.2. We will then
conclude by combining the three steps in Section 5.
In Appendix A, we will study more the case where the initial condition is given by a semi-circular
profile. Indeed, using the dynamics followed by the resolvent, it is possible to get an entrywise local
law on the scale (Nη)−1 instead of the usual (Nη)−1/2. Indeed, combining both the equations (1.14)
and (1.16), the singularities (λi−λj)−1 and (λi−λj)−2 exactly cancel out for the dynamics followed
by the resolvent
〈q, Gt(z)q〉 := 1
N
N∑
k=1
zk(t)2
λk(t)− z .
This resolvent flow has been studied in the literature to show the stability of the Dyson Brownian
motion at below microscopic scale in [39] or the localization of the eigenvectors of the Gaussian
Rosensweig-Porter model in [40]. A similar equation was found for other observables in [8].
Acknowledgments. The author would like to kindly thank his advisor Paul Bourgade for many
insightful and helpful discussions about this work.
2. Local laws
In this section, we focus on the different local laws result forWt. These local laws are high probability
bounds, for simplicity we will now introduce the following notation for stochastic domination. For
X = (XN (ω), N ∈ N, ω ∈ ΩN ) ,
Y = (YN (ω), N ∈ N, ω ∈ ΩN ) .
two families of nonnegative random variables depending on N (note that ΩN can also depend on
N), we will say that X is stochastically dominated by Y uniformly in ω, and write X ≺ Y , if for
all τ > 0 and D > 0 we have
sup
ω∈ΩN
P (XN (ω) > NτYN (ω)) 6 N−D
for N large enough. If we have |X| ≺ Y for some family X, we will write X = O≺ (Y ).
Define now the resolvent of Wt,
G(z) = (Wt − z)−1 =
N∑
k=1
|uk〉〈uk|
λk − z ,
and denote Gij(z) the (i, j) entry of the resolvent matrix. In the rest of the section we will omit
the dependence in t of the resolvent since we are not looking at its dynamics.
2.1. Anisotropic local law for deformed Wigner matrices
An averaged local law was proved in [29]. The proof relies on Schur’s complement formula, large
deviations bounds and interlacing formula in order to first state a weak local law on the resolvent
entries and the Stieltjes transform. The result then follows from a fluctuation averaging lemma in
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order to go from the scale (Nη)−1/2 to (Nη)−1. We first give the definition of the limiting Stieltjes
transform as the solution mt(z) of the following equation
mt(z) =
1
N
N∑
k=1
1
Di − z − tmt(z) =
1
N
N∑
k=1
gi(t, z) (2.1)
where we defined
gi(t, z) :=
1
Di − z − tmt(z) .
We will also need the following lemma on the Stieltjes transform claiming that its imaginary
part is of order one.
Lemma 2.1 ([29]). Let ϑ > 0 a small constant and κ ∈ (0, 1). Take z ∈ Dϑ,κr , for N large enough,
the following bounds holds
c 6 Immt(z) 6 C.
Moreover
ct 6 |Di − z − tmt(z)| 6 C.
Note that the constants above do not depend on any parameter.
Here is the averaged local law taken from [29].
Theorem 2.2 (Theorem 3.3, [29]). Let Wt be as in Definition 1.1, ϑ > 0 and κ ∈ (0, 1), for any
z = E + iη ∈ Dϑ,κr ,
|st(z)−mt(z)| ≺ 1
Nη
(2.2)
for N large enough.
The proof of Theorem 2.2 also gives the following entrywise local law from [29] also properly
stated in [11].
Theorem 2.3 ([29, 11]). Let Wt be as in Definition 1.1 and ϑ > 0, κ ∈ (0, 1). Uniformly in
z = E + iη ∈ Dϑ,κr , we have for the diagonal entries
|Gii(z)− gi(t, z)| ≺ t√
Nη
|gi(t, z)|2 , (2.3)
and for the off-diagonal entries
|Gij(z)| ≺ 1√
Nη
min{|gi(t, z)|, |gj(t, z)|}. (2.4)
In order to study 〈q, uk〉, we will need the following local law for 〈q, G(z)q〉 proved in [11],
Theorem 2.4 ([11]). Let ϑ > 0, κ ∈ (0, 1) and q a L2-normalized vector of RN , for z ∈ Dϑ,κr we
have ∣∣∣∣∣〈q, G(z)q〉 −
N∑
k=1
q2kgk(t, z)
∣∣∣∣∣ ≺ 1√Nη Im
(
N∑
k=1
q2kgk(t, z)
)
.
This theorem also gives us control of the resolvent as a bilinear form by polarization. We will give
the proof of this corollary for completeness.
Corollary 2.5. Let ϑ > 0, κ ∈ (0, 1), let v and w two L2-normalized vectors of RN , for z ∈ Dϑ,κr ,
we have ∣∣∣∣∣〈v, G(z)w〉 −
N∑
i=1
viwigi(t, z)
∣∣∣∣∣ ≺ 1√Nη
√√√√Im( N∑
i=1
v2i gi(t, z)
)
Im
(
N∑
i=1
w2i gi(t, z)
)
.
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Proof. Let µ ∈ R, a parameter fixed later. Consider
〈(v + µw) , G (v + µw)〉 = 〈v, Gv〉+ µ2〈w, Gw〉+ 2µ〈v, Gw〉, (2.5)
by linearity and symmetry of the resolvent G. On one hand, using Theorem 2.4 on the first two
terms of the right hand side of (2.5), we get the equation
〈(v + µw) , G (v + µw)〉 = 2µ〈v, Gw〉+
N∑
i=1
v2i gi(t, z) + µ2
N∑
i=1
w2i gi(t, z)
+O≺
(
1√
Nη
(
Im
(
N∑
i=1
v2i gi(t, z) + µ2
N∑
i=1
w2i gi(t, z)
)))
. (2.6)
On the other hand, using Theorem 2.4 on the left hand side of (2.5), we obtain
〈(v + µw) , G (v + µw)〉 =
N∑
i=1
(vi+µwi)2gi(t, z)+O≺
(
1√
Nη
Im
(
N∑
i=1
(vi + µwi)2gi(t, z)
))
. (2.7)
Finally, combining (2.6) and (2.7) and choosing
µ =
Im
(∑N
i=1 v
2
i gi(t, z)
)
Im
(∑N
i=1 w
2
i gi(t, z)
) ,
we get the final result.
This control of the resolvent allows us to give an upper bound for the moments of the eigenvectors
of Wt. Defining, for a fixed q ∈ SN−1,
ϕλ,t(η) = E
[
N∏
k=1
(
√
N〈q, uk〉)2ηk
a(2ηk)
∣∣∣∣∣λ
]
(2.8)
with u1, . . . , uN the eigenvectors of Wt and λ the trajectories up to time t of its eigenvalues, we
have the following corollary. Note that in the part of the spectrum where we are interested, the
typical size of σ2t and subsequently
√
N〈q, uk〉 is of order t−1, the following corollary gives us a
high-probability bound of right order on the n-moment ϕt.
Corollary 2.6. Let n ∈ N, κ ∈ (0, 1) then
‖ϕλ,t‖∞,n := sup
η⊂Aκr , N (η)=n
ϕλ,t(η) ≺ 1
tn
. (2.9)
Proof. Consider η = N−1+ϑ  t and k ∈ Aκr , we have the following first high probability bound
with zk = λk + iη
1
η
(√
N〈q, uk〉
)2
=
(√
N〈q, uk〉
)2
η
(λk − Re(zk))2 + η2 6 N Im (〈q, G(zk)q〉)
= N Im
(
N∑
i=1
q2i
Di − zk − tmt(zk)
)
+O≺
(
1√
Nη
Im
(
N∑
i=1
q2i
Di − zk − tmt(zk)
))
.
We can then write, (√
N〈q, uk〉
)2
≺ NηIm
(
N∑
i=1
q2i
Di − zk − tmt(zk)
)
≺ 1
t
where we used the definition of ≺ and that ϑ is as small as we want. We finish the proof by definition
of ϕt.
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The bound from Theorem 2.4 is at the core of the proof of our main result and is the reason
why σt has a Cauchy profile. It can be seen as an averaged version of Theorem 1.3. Indeed, let
z := E + iη ∈ Dϑ,κr then
Im
(
1
N
N∑
k=1
ϕλ,t(k)
λk − z
)
= Im
(
N∑
k=1
q2k
Dk − z − tmt(z)
)
+O
(
1√
Nηt
)
=
N∑
k=1
q2ktImmt(z)
(Dk − E)2 + (tImmt(z))2 +O≺
(
1√
Nηt
)
. (2.10)
The local law gives us a strong control on the spectral elements of our matrix ensemble. As Wt
will undergo the Dyson Brownian motion, these quantities will still be controlled through a local law
up to a small error coming from the time of the relaxation. This is the statement of the following
lemma.
Lemma 2.7. Denote
G(τ, z) = (Hτ − z)−1 , and sτ (z) = 1
N
TrG(τ, z),
we have the following overwhelming-probability bounds,
(i) Uniformly for z ∈ Sε,
sup
06τ6tN−a
|sτ (z)−mt(z)| ≺ 1
Nη
+ τ
t
and sup
06τ6tN−a
|λi(t+ τ)− γi,t| ≺ N−1
uniformly for indices in Aκr
(ii) Conditionally on the trajectory λ
sup
06τ6tN−a
∣∣∣∣G(τ, z)ii − 1Di − z − tmt(z)
∣∣∣∣ ≺ 1√Nη + τt ,
sup
06τ6tN−a
∣∣∣∣∣ 1N ∑
α∈I
G(τ, z)αα − 1
N
∑
α∈I
1
Dα − z − tmt(z)
∣∣∣∣∣ ≺ Î√Nη + Î τt .
(2.11)
Remark 2.8. Note that the error of Î/
√
Nη is not optimal when, for instance, |I| is of order N
since the averaged local law holds and we obtain an error 1/Nη. Actually, this bound holds for |I|
down to order Nt  N via a careful bookkeeping from the proof in [29]. We will not follow this
path in this paper as this improved bound conflicts with an other error of larger order in the next
section.
3. Short time relaxation
In this section, we are going to prove Theorems 1.3 and 1.8 for the Dyson Brownian motion starting
from Wt using maximum principles.
Recall the dynamics of the eigenvector moment flow with n particles for Hτ . ∂τfτ (η) =
1
N
∑
i 6=j
2ηi(1 + 2ηj)
(
fτ (ηi,j)− fτ (η)
)
(λi(t+ τ)− λj(t+ τ))2 =: (Bτfτ )(η),
f0(η) = ϕt(η).
(3.1)
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where we noted λi(t + τ) the eigenvalues of Hτ . Note that in the case of a single particle in k, we
can write the dynamics  ∂τfτ (k) =
2
N
N∑
j=1
fτ (j)− fτ (k)
(λj(t+ τ)− λk(t+ τ))2 ,
f0(k) = ϕt(k).
(3.2)
We cut the dynamics into two parts : the short range where most of the information will be and
the long range. This decomposition in this context was first introduced in [20]. Let 1 ` N be
a parameter that we will choose later, we then define
(Sτfτ )(η) =
1
N
N∑
|j−k|6`
2ηi(1 + 2ηj)
(
fτ (ηi,j)− f(η)
)
(λi − λj)2 , (3.3)
(Lτfτ )(k) =
1
N
N∑
|j−k|>`
2ηi(1 + 2ηj)
(
fτ (ηi,j)− fτ (η)
)
(λi − λj)2 . (3.4)
Denote by US (s, τ) the semigroup associated with S from time s to τ :
∂τUS (s, τ) = SτUS (s, τ) (3.5)
for any s 6 τ . We will denote in the same way UB. The short range dynamics is then a good
approximation of the global dynamics. It is stated as a lemma in [12],
Lemma 3.1 ([12]). Assume that for some (small) fixed parameter ε > 0 there is a constant C such
that for any |i− j| ≥ Nε and 0 6 s 6 1, we have
1
N
1
(λj(s)− λk(s))2 6
CN
(i− j)2 . (3.6)
Let ` Nε, then for any s > 0, we have
‖(UB(0, s)− US (0, s))δη‖1 6 C
Ns
`
(3.7)
Now, it has been proved in [12] that the parabolic short range dynamics has a finite speed of
propagation in the following sense, write
ps(η, ξ) = (US (0, s)δη)(ξ),
and define the following distance on the set of configurations with n particles
d(η, ξ) =
n∑
α=1
|xα − yα|. (3.8)
where (x1, . . . , xn) are the positions of the particles in nondecreasing order of η and yα of ξ. The
following lemma then states that if two configurations are far from each other, the short-range
dynamics started at one and evaluated at the other is exponentially small with high-probability.
Lemma 3.2 ([12]). Choose ` > Nτ , let ε > 0 be a small constant and κ ∈ (0, 1). Uniformly in η
supported on Aκr and τ > 0, if d(η, ξ) > lNε, we have
P
(
ps(η, ξ) > e−N
ε/2
)
= O (N−D) (3.9)
for any D > 0.
The two previous lemmas will be very useful tools to prove Theorem 1.4. Indeed, the finite speed
of propagation in Lemma 3.2 allows us to localize our problem but is a property of the short range
dynamics, Lemma 3.1 then tells us that most of the information of the global dynamics is in this
short range part.
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3.1. Analysis of the moment observable
To prove Theorem 1.3 we will prove the following intermediary proposition,
Proposition 3.3. Let κ ∈ (0, 1), ε a small positive constant and n an integer, if q ∈ SN−1, for any
η ⊂ Aκr such that N (η) = n we have for any
fτ (η) =
N∏
k=1
σt(q, k, τ)2ηk +O≺
((
1√
Nτ
+
(τ
t
)1/3)
t−n
)
. (3.10)
where σt(q, k, τ) is given by (1.3).
The 1/3 exponent that we give here in the error is not optimal. We are not able to reach an
optimal error because of the strong dichotomy we do between the short range and the long range
dynamics. Using a multi-scale partition of the dynamics could improve the error term. Note also
that as said in Remark 1.4, the choice of the parameter η corresponds to N−ετ (where we consider
the N−ε in the definition of ≺) which optimize our error term.
Let ε > 0 be a small constant such that (3.6) holds. Recall that t ∈ Tω and τ  t. First, the
following lemma gives us a local law for fτ , in the case of a single particle, deduced from both the
entrywise local law for Wt.
Lemma 3.4. For z ∈ Dϑ,κr , we have
Im
(
1
N
N∑
k=1
fτ (k)
λk(t+ τ)− z
)
= Im
(
N∑
k=1
q2kgk(t, z)
)
+O≺
((
1√
Nη
+ τ
t
)
Im
(
N∑
k=1
q2kgk(t, z)
))
.
Proof. See first that, by definition of fτ , we have
1
N
N∑
k=1
fτ (k)
λk(t+ τ)− z = E
[〈q, GHτ (z)q〉∣∣λ]
where GHτ := (Hτ − z)−1 is the resolvent of Hτ . Now, the law of Hτ is D +
√
tW +
√
τGOE
(d)=
D +
√
t+ τW ′ for some W ′ a Wigner matrix. We can use the local law from [11] for this matrix
and write
Im
(〈q, GHτq〉) = Im( N∑
k=1
q2kgk(t+ τ, z)
)
+O≺
(
1√
Nη
Im
(
N∑
k=1
q2kgk(t+ τ, z)
))
with mt+τ (z) the solution with positive imaginary part of the following self-consistent equation,
mt+τ (z) =
1
N
N∑
k=1
1
Dk − z − (t+ τ)mt+τ (z) .
Note that we have, for z ∈ Dϑ,κr , 0 < Im(mt+τ (z)) 6 C for some constant C so that, by a Taylor
expansion in τ  t (remember that η  t for z ∈ Dϑ,κr ), we obtain, recalling the definition of
gk(t, z),
Im
(
N∑
k=1
q2kgk(t+ τ, z)
)
= Im
(
N∑
k=1
q2k
Dk − z − tmt+τ (z)
)
+O≺
(
τ
t
Im
(
N∑
k=1
q2k
Dk − z − tmt+τ (z)
))
.
We get the final result with the bound |∂tmt(z)| 6 C logN/t deduced from the time evolution
of mt,
∂tmt(z) = ∂z (mt(z)(mt(z) + z))
combined with the estimates |∂zmt(z)| 6 C/t and |mt(z)| 6 logN.
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Let ξw ⊂ Aκr be a fixed configuration, we want to use a maximum principle on a window centered
around ξw, of size u. Since we make a small perturbation τ  t, in order to be able to see anything
in this window, we need to have u Nτ . Furthermore, we want to look in the part of the spectrum
where the eigenvector will be of typical size 1/t, to localize the dynamics in this small part of the
spectrum. We then need to take u Nt.
We define the following flattening and averaging operator, for a > 0
(
Flataξwf
)
(η) =

f(η) if d(η, ξw) 6 a,
N∏
k=1
σt(q, k)2ξwk if d(η, ξw) > a
(3.11)
and
(Avξwf)(η) =
2
u
∫ u
u/2
(Flataξwf)(η)da. (3.12)
Notice that for every η, there exists aη ∈ [0, 1] such that
Avξwf(η) = aηf(k) + (1− aη)
N∏
k=1
σt(q, k)2ξwk . (3.13)
To show the result (3.10) by induction, we will first prove in the case of one particle with the
dynamics (3.2).
Proof in the case of a single particle. We first prove
ft(k) = σt(q, k)2 +O≺
((
1√
Nτ
+
(τ
t
)1/3)
t−1
)
. (3.14)
To do so, we want to use a localized maximum principle centered around kw which is the position
of the particle for the configuration ξw in this case. However, we need to know that the maximum
stays in that window, that is why we first flatten and average ft(k) and use it as an initial condition
for the dynamics (1.20). We will then make the short range dynamics work on ft(k) during a time
τ  t. Since we use the short range dynamics for a time τ we will be able to use the finite speed of
propagation (3.2) and we should choose ` > Nτ for the range cut-off.
Consider gτ ,
∂τgτ (k) =
1
N
∑
|j−k|6`
gτ (j)− gτ (k)
(λj(t+ τ)− λk(t+ τ))2 with g0(k) = (Avkwϕt)(k).
First note that, in order to prove (3.14), we will first show that
gτ (k) = σt(q, k)2 +O≺
((
`
u
+ Nτ
`
+ 1√
Nη
+ τ
η
+ u
Nt
+ Nη
`
)
1
t
)
where the parameter η, the spectral resolution, follows N−1  η  t. Indeed we have,
|fτ (k)− gτ (k)| = |(UB(0, τ)ϕt)(k)− (US (0, τ)Avkwϕt)(k)| (3.15)
= [(UB(0, τ)− US (0, τ))ϕt] (k) + [US (0, τ)(Id−Avkw)ϕt](k). (3.16)
By Lemma 3.1 and ‖ϕt‖∞,1 ≺ 1/t, we get
[(UB(0, τ)− US (0, τ))ϕt](k) = O≺
(
Nτ
`t
)
. (3.17)
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Now, for the second term in (3.16). Since (ϕt − Avkwϕt)(k) = 0 for k ∈ [[kw − u/2, kw + u/2]], and
u  `Nε by definition, looking at k ∈ [[kw − u/3, kw + u/3]] for instance, Lemma 3.2 tells us that
the term is exponentially small. Thus, we obtain
fτ (k) = gτ (k) +O≺
(
Nτ
`t
)
.
We will first prove the following equation which can be seen as an averaged version of the result.
For k0 ∈ [[kw − u, kw + u]], set z(k0) = γk0,t + iη ∈ Dϑ,κr we will show∣∣∣∣∣Im
(
1
N
N∑
k=1
gτ (k)
λk(t)− z(k0)
)
− Im(mt(z(k0)))σt(q, kw)2
∣∣∣∣∣ ≺
(
`
u
+ Nτ
`
+ 1√
Nη
+ τ
η
+ u
Nt
)
1
t
.
(3.18)
First, decompose the left hand side term into three different terms :∣∣∣∣∣Im
(
1
N
N∑
k=1
(US (0, τ)Avkwϕt)(k)− (AvkwUS (0, τ)ϕt)(k)
λk − z(k0)
)∣∣∣∣∣ (3.19)
+
∣∣∣∣∣Im
(
1
N
N∑
k=1
(AvkwUS (0, τ)ϕt)(k)−Avkwfτ (k)
λk − z(k0)
)∣∣∣∣∣ (3.20)
+
∣∣∣∣∣Im
(
1
N
N∑
k=1
Avkwfτ (k)
λk − z(k0)
)
− Im(mt(z(k0)))σt(q, kw)2
∣∣∣∣∣ . (3.21)
To bound (3.19), we write
(US (0, τ)Avkwϕt)(k)− (AvkwUS (0, τ)ϕt)(k) =
2
u
∫ u
u/2
Uakw(ϕt)(k)da
with
Uakw(ϕt)(k) = (US (0, τ)Flat
a
kwϕt)(k)− (FlatakwUS (0, τ)ϕt)(k).
Look now at what happens around kw−a, the other boundary of the window kw+a can be bounded
exactly the same way.
By finite speed of propagation, for k > kw − a− `Nε, we easily get(
US (0, τ)Flatakwϕt
)
(k) = Flatakw (US (0, τ)ϕt) (k) +O≺
(
e−N
ε/2
)
.
The same equality is true for k < kw − a+ `Nε using the same argument.
For kw − a− `Nε 6 k 6 kw − a+ `Nε, since the operator US is bounded in L∞, we have∣∣Uakw(ϕt)(k)∣∣ 6 2 ‖ϕt‖∞,1 ≺ 1t . (3.22)
We can then bound (3.19) by
(3.19) ≺ `
ut
Im
(
mt(z(k0))
)
≺ `
ut
, (3.23)
where we used that Im(mt(z(k0))) ≺ 1 in the bulk of the spectrum.
To bound (3.20), noting that fτ = UB(0, τ)ϕt,
|(AvkwUS (0, τ)ϕt)(k)− (AvkwUB(0, τ)ϕt)(k)| 6 |[(US (0, τ)− UB(0, τ))ϕt] (k)| ≺
Nτ
`t
where we used the fact that ‖ϕt‖∞,1 ≺ 1t and applied Lemma 3.1.
Thus we have
(3.20) ≺ CNτ
lt
Im
(
1
N
N∑
k=1
1
λk − z(k0)
)
≺ Nτ
`t
(3.24)
where we used the averaged local law and the fact that in the bulk we have Im
(
mt(z(k0))
) ≺ 1.
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To bound (3.21), we want to use (2.10) which comes from the local law. Recall that z(k0) = γk0+iη,
then
Im
(
1
N
N∑
k=1
(AvkwUB(0, τ)ϕt)(k)
λk − z(k0)
)
= Im
 1
N
∑
|k−k0|6N√η
(AvkwUB(0, τ)ϕt)(k)
λk − z(k0)

+O≺
1
t
∑
i/N>
√
η
η
η2 + (i/N)2 )
 .
If we use the notation (3.13), we obtain
Im
(
1
N
N∑
k=1
(Avkwfτ )(k)
λk − z(k0)
)
= (3.25)
= Im
 1
N
∑
|k−k0|6N√η
akfτ (k) + (1− ak)σt(q, kw)2
λk − z(k0)
+O≺(√η
t
)
(3.26)
= ak0Im
(
1
N
N∑
k=1
fτ (k)
λk − z(k0)
)
+ (1− ak0)σt(q, kw)2Im
(
1
N
N∑
k=1
1
λk − z(k0)
)
(3.27)
+ Im
 1
N
N∑
|k−k0|6N√η
(ak − ak0)fτ (k) + (ak0 − ak)σt(q, kw)2
λk − z(k0)
+O≺(√η
t
)
. (3.28)
Note now that
Im
(
N∑
k=1
q2k
Dk − z(k0) − tmt(z(k0))
)
= Im(mt(z(k0)))σt(q, k0)2,
so that, by Lemma 3.4 and the averaged local law, we obtain
(3.27) = ak0Im(mt(z(k0)))σt(q, k0)2 + (1− ak0)σt(q, kw)2Im(mt(z(k0))) +O≺
(
1√
Nηt
+ τ
t2
)
= Im(mt(z(k0)))σt(q, kw)2 +O≺
(
1√
Nηt
+ τ
t2
+ u
Nt2
)
where we used that by definition of σt(q, ·) and since k is in [[kw − u, kw + u]],∣∣σt(q, kw)2 − σt(q, k)2∣∣ 6 1
t2
|γkw,t − γk,t| 6
u
t2N
. (3.29)
Finally, with the elementary property |ai − ak| 6 C|i−k|N , we get that (3.28) 6 C
√
η
t . Putting
these estimates together, we obtain
(3.21) = O≺
(
1√
Nηt
+ τ
t2
+ u
Nt2
)
. (3.30)
Combining (3.23),(3.24) and (3.30), we get the final result∣∣∣∣∣Im
(
1
N
N∑
k=1
gτ (k)
λk − z(k0)
)
− Im(mt(z(k0)))σt(q, kw)2
∣∣∣∣∣ = O≺
((
`
u
+ Nτ
`
+ 1√
Nη
+ τ
t
+ u
Nt
)
1
t
)
.
(3.31)
Now, we just need to prove that∣∣gτ (k)− σt(q, k)2∣∣ = O≺((Nη
`
+ `
u
+ Nτ
`
+ 1√
Nη
+ τ
t
+ u
Nt
)
1
t
)
. (3.32)
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Let km be the index such that gτ (km) = maxk gτ (k) and z = λkm + iη. If we have that∣∣gτ (km)− σt(q, km)2∣∣ 6 N−10, (3.33)
there is nothing to prove. Now if the left hand side is greater than N−10, by finite speed of
propagation, km is in the interval [[kw − u, kw + u]]. Indeed, if it is not then the difference in (3.33)
would be exponentially small. We then have
∂τgτ (km) =
1
N
∑
|j−km|6`
j 6=km
gτ (j)− gτ (km)
(λj − λkm)2
6 1
Nη
∑
|j−km|6`
j 6=km
ηgτ (j)
(λj − λkm)2 + η2
− gτ (km)
Nη
∑
|j−km|6`
j 6=km
η
(λj − λkm)2 + η2
6 1
η
Im
(
1
N
N∑
k=1
gτ (k)
λk − z
)
− gτ (km)
η
Im(m(z)) +O≺
(
N
`t
+ 1
Nη2t
)
6 C
η
(
σt(q, kw)2 − gτ (km)
)
+O≺
(
N
`t
+ 1
Nη2t
+
(
`
u
+ Nτ
`
+ 1√
Nη
+ τ
t
+ u
Nt
)
1
ηt
)
(3.34)
where we used in the first inequality that gτ (km) is the maximum, in the second inequality that
extending the sum to all j adds an error N1+εη/`t. Finally in the last inequality we used (3.18),
c 6 Im(mt(z)) 6 C in the bulk and that the rigidity errors that appears from changing λkm into γkm,t
are smaller than the other terms. Injecting (3.29) in (3.34), and denoting Sτ = gτ (km)−σt(q, km)2,,
we get
∂τSτ 6 −C
η
Sτ +O≺
((
Nη
`
+ `
u
+ Nτ
`
+ 1√
Nη
+ τ
t
+ u
Nt
)
1
ηt
)
.
Using Gronwall’s lemma, we have
Sτ = O≺
((
Nη
`
+ `
u
+ Nτ
`
+ 1√
Nη
+ τ
t
+ u
Nt
)
1
t
)
.
We can do the same reasoning with the infimum. Finally taking the following parameters
η = N−ετ, u =
(
Nτ(Nt)2
)1/3
, ` =
√
Nτu (3.35)
we get the result for a single particle.
Proof in the case of n particles. In the previous part of the proof, we looked only at the second
moment E
[
N〈q, uk(t)〉2|λ
]
which corresponds to a single particle in the site k. Now, we will do the
proof of (3.10) by induction on the number of particles.
We can first define the same objects as the single particle case: we will look at the short range
dynamics for a small time τ  t with initial condition an average of the eigenvectors moment of
Wt localized onto a specific window. More precisely define, with ξw being the configuration with n
particles that lies at the center of our window of size u,
∂τgτ (η) =
1
N
∑
|i−j|6`
i 6=j
gτ (ηij)− gτ (η)
(λi − λj)2 , (3.36)
g0(η) = (Avξwft) (η). (3.37)
By the same reasoning as for the first particle case, using Lemmas 3.1 and 3.2 with n particles,
we get
|fτ (η)− gτ (η)| ≺ CNτ
`tn
. (3.38)
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To reason by induction on the number of particles, we need to show the following equation,
similar to (3.18) in the case of one particle. For kr ∈ Aκr , define z(kr) = γkr + iη and let η a
configuration of n particles with at least one particle in kr, we need to show
Im
(
1
N
N∑
k=1
gτ
(
ηkr,k
)
λk(t+ τ)− z(kr)
)
−
(
aηfτ (η \ kr)σt(q, kr)2 + (1− aη)
N∏
k=1
σt(q, k)2ξwk
)
=O≺
((
`
u
+ Nτ
`
+ 1√
Nη
+ τ
t
)
1
tn
)
.
(3.39)
where η \ kr denote the configuration where we removed one particle in kr from η.
We apply the same decomposition in three terms as in the single particle case, the first two terms
can be bounded the same way and we can bound the left hand side of (3.39) by∣∣∣∣∣Im
(
1
N
N∑
k=1
(Avξwfτ )
(
ηkr,k
)
λk − z(kr)
)
−
(
aηft(η \ kr)Im(mt(z(kr)))σt(q, kr)2 + (1− aη)Im(mt(z(kr)))
N∏
k=1
σt(q, k)2ξwk
)∣∣∣∣∣
+O≺
(
`
utn
+ Nτ
`tn
)
(3.40)
Now we need to see that,
Avξwfτ (ηkr,k) = aηkr,kfτ (ηkr,k) + (1− aηkr,k)
N∏
k=1
σt(q, k)2ξwk
=
(
aηfτ (ηkr,k) + (1− aη)
N∏
k=1
σt(q, k)2ξwk
)
+
(
(aηkr,k − aη)fτ (ηkr,k) + (aη − aηkr,k)
N∏
k=1
σt(q, k)2ξwk
)
=
(
aηfτ (ηkr,k) + (1− aη)
N∏
k=1
σt(q, k)2ξwk
)
+O≺
(
d(ηkr,k,η)ζn
N
)
.
We can use the same decomposition into |k − kr| 6 N√η and the averaged local law to get
Im
(
1
N
N∑
k=1
Avξwfτ
(
ηkr,k
)
λk − z(kr)
)
= aηIm
(
1
N
N∑
k=1
fτ (ηkr,k)
λk − z(kr)
)
+ (1− aη)Im(mt(z(kr)))
N∏
k=1
σt(q, k)2ξwk +O≺
(
1
Nηtn
)
. (3.41)
Look now at the sum in the right hand side, recall that there’s at least one particle in kr and
denote k1, . . . , km with m 6 n, the sites where there is at least one particle in the configuration η.
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Recall that z(kr) = γkr,t + iη,
1
N
N∑
k=1
ηfτ (ηkr,k)
(γkr,t − λk)2 + η2
= 1
N
∑
k/∈{k1,...km}
ηfτ (ηkr,k)
(γkr,t − λk)2 + η2
+O≺
(
1
Nηtn
)
(3.42)
= 1
N
∑
k/∈{k1,...,km}
ηE
[∏
16r′6m
r′ 6=r
z
2j
r′
r′
a(2jr′ )
× z2(jr−1)ra(2(jr−1)) × z2k
∣∣∣∣∣λ
]
(γkr,t − λk)2 + η2
+O≺
(
1
Nηtn
)
(3.43)
= E
 ∏
16r′6m
r′ 6=r
z
2jr′
r′
a(2jr′)
z
2(jr−1)
r
a(2(jr − 1))
1
N
∑
j /∈{k1,...,km}
ηz2j
(γkr,t − λj)2 + η2)
∣∣∣∣∣∣∣∣λ
+O≺( 1Nηtn
)
(3.44)
By Lemma 3.4, we have,
1
N
∑
j /∈{k1,...,km}
ηz2j
(γkr,t − λj)2 + η2
= 1
N
N∑
k=1
ηz2k
(γkr,t − λk)2 + η2
+O≺
(
1
Nηt
)
, (3.45)
= Im
(
1
N
N∑
k=1
z2k
λk − z
)
+O≺
(
1
Nηt
)
, (3.46)
= Im(mt(z(kr)))σt(q, kr)2 +O≺
(
1√
Nηt
+ τ
t2
)
. (3.47)
Combining (3.47) and (3.44), we get
1
N
N∑
k=1
ηfτ (ηkr,k)
(γkr,t − λk)2 + η2
= Im(mt(z(kr)))σt(q, kr)2fτ (η \ kr) +O≺
(
1√
Nηtn
+ τ
tn+1
)
(3.48)
Finally, combining (3.48) and (3.41), we have
Im
(
1
N
N∑
k=1
Avξwfτ
(
ηkr,k
)
λk − z(kr)
)
=aηft(η \ kr)Im(mt(z(kr)))σt(q, kr)2
+ (1− aη)
N∏
k=1
Im(mt(z(kr)))σt(q, k)2ξwk +O≺
(
1√
Nηtn
+ τ
tn+1
)
which, combined with (3.40), gives us (3.39).
We now follow the same proof as in the case of one particle : we state a maximum principle on
the flattened and averaged moment. First define
ξm = maxη
N (η)=n
gτ (η), (3.49)
and let k1, . . . , km be the positions of the particles of the configuration ξm with m 6 n. We are
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going to use our induction hypothesis in the maximum principle inequalities by (3.39).
∂τgτ (ξm) 6
C
N
∑
|i−j|6l
i 6=j
gτ (ξi,jm )− gτ (ξm)
(λi − λj)2
6 C
N
m∑
r=1
1η ∑|j−kr|6l
j 6=kr
ηgτ (ξkr,jm )
(λj − λkr )2 + η2
− gτ (ξm)
η
∑
|j−kr|6l
j 6=kr
η
(λj − λkr )2 + η2

6 C
η
m∑
r=1
Im
 1
N
N∑
j=1
gτ (ξkr,jm )
λj − z(kr)
− gτ (ξm)Im(sτ (z(kr)))
+O≺( 1
ltn
)
6 C
η
m∑
r=1
(
aξmfτ (ξm \ kr)Im(mt(z(kr)))σt(q, kr)2 + (1− aξm)Im(mt(z(kr)))
N∏
k=1
σt(q, k)2ξwk
)
(3.50)
− C
η
m∑
r=1
gτ (ξm)Im(mt(z(kr))) +O≺
(
1√
Nηηtn
+ τ
ηtn+1
+ `
uηtn
+ Nτ
`ηtn
+ N
`tn
+ 1
Nη2tn
)
.
Now, we use the induction assumption on fτ (ξm \ kr) which is a (n− 1)th moment and obtain
fτ (ξm \ kr)σt(q, kr)2 =
N∏
k=1
σt(q, k)2ξmk +O≺
((
1√
Nτ
+
(τ
t
)1/3)
t−n
)
. (3.51)
Besides, using the same reasoning as in (3.29), if x1 6 · · · 6 xn are the positions of the particles
in the configuration ξw and y1 6 · · · 6 yN the positions in ξm and writing
N∏
k=1
σt(q, k)2ξw =
n∏
α=1
σt(q, xα)2, (3.52)
we can easily see that, since d(ξw, ξm) 6 2u∣∣∣∣∣
n∏
α=1
σt(q, xα)2 −
n∏
α=1
σt(q, yα)2
∣∣∣∣∣ 6 CuNtn+1 . (3.53)
Now, injecting (3.51) and (3.53) in (3.50), we get
∂τ
(
gτ (ξm)−
N∏
k=1
σt(q, k)2ξmk
)
6 −C
η
m∑
r=1
(
gτ (ξm)−
N∏
k=1
σt(q, k)2ξmk
)
+O≺
((
Nτ
`
+ `
u
+ 1√
Nη
+ τ
t
+ Nη
`
+ u
Nt
+ 1√
Nτ
+
(τ
t
)1/3) 1
ηtn
)
.
Doing the same reasoning as in the proof for one particle, we get, by applying Gronwall’s lemma,
gτ (ξm) =
N∏
k=1
σt(q, k)2ξmk +O≺
((
Nτ
`
+ `
u
+ 1√
Nη
+ τ
t
+ Nη
`
+ u
Nt
+
(
1√
Nτ
+
(τ
t
)1/3)) 1
tn
)
We can again do the same reasoning with the infimum and choosing the parameters as in (3.35)
the claim from Proposition 3.3 follows.
22
3.2. Analysis of the perfect matching observable
Consider now a deterministic set of indices I ⊂ [[1, N ]]. Note that in the definition of the centered
overlaps pii, we can only center by a constant not depending on i. However in Theorem 1.8, one can
see that the expectation of the probability mass of the ith-eigenvector on I clearly depends on i.
Thus, we will need to localize our perfect matching observables onto a window of size w chosen later
and show that these pii are, up to an error depending on w, centered around the same constant.
More precisely, we will fix an integer i0 ∈ Aκr and look at the set of indices
Aκw(i0) = {i ∈ [[1, N ]], γt,i ∈ [γt,i0 − (1− κ)w, γt,i0 + (1− κ)w]}
so that we will take for our centered diagonal overlaps
pii =
∑
α∈I
uk(α)2 − Cw with Cw = 1
N
∑
α∈I
σ2t (eα, i0), (3.54)
the overlaps for i 6= j will not change. We will now prove the result from Theorem 1.8 for a Gaussian
divisible ensemble for pi0i0 . We will need the following technical lemma allowing us to bound the
pij by the perfect matching observables.
Lemma 3.5 ([13]). Take an even integer n, there exists C > 0 depending on n such that for any
i < j and any time s we have
E [pij(s)n|λ] 6 C
(
Fs(η(1)) + Fs(η(2)) + Fs(η(3))
)
(3.55)
where η(1) is the configuration of n particles in the site i, η(2) n particles in the site j, and η(3) an
equal number of particles between the site i and j.
The purpose of this section is to prove Theorem 1.8 for another matrix ensemble: a deformed
Wigner matrix perturbated by a small Gaussian component. More precisely, we state it as the
following theorem.
Theorem 3.6. Consider a and ω two small positive constants and κ ∈ (0, 1), take t ∈ Tω, D a
deterministic diagonal matrix given by Definition 1.1 and W a Wigner matrix given by Definition
1.2. Let τ ∈ T ′a := [N−1+a, N−at], then if u1, . . . , uN are the eigenvectors of the matrix
Hτ = D +
√
tW +
√
τGOE,
define the error
Ξ(τ) = Î√
Nτ
+ Î τ
t
,
we have, for any k, ` ∈ Aκr with k 6= ` and any ε > 0 and D > 0,
P
(∣∣∣∣∣∑
α∈I
(
uk(α)2 − 1
N
σ2t (α, k, τ)
)∣∣∣∣∣+
∣∣∣∣∣∑
α∈I
uk(α)u`(α)
∣∣∣∣∣ > NεΞ(τ)
)
6 N−D.
As one can see in the statement of Theorem 3.6, we will need the small time τ corresponding
to the size of the Gaussian perturbation to be of order smaller than t so that the eigenvalues and
eigenvectors barely changed during that time. We will later choose a specific τ and optimize all
our different parameters when using the reverse heat flow technique to remove this small Gaussian
component. One of these parameters will be a cut-off for the dynamics as in Subsection 3.1. Indeed,
in order to use a maximum principle on the dynamics, we will split it in the same way: a short-range
dynamics with generator S that will contain most of the information and a long-range part with
generator L we need to control as in [20] where S and L are defined respectively in (3.3) and
(3.4). Lemma 3.2 will help us localize the dynamics onto a small set of configurations. Now the
following lemma says that most of the information of the dynamics is given by the short-range,
bounding the difference between B and S . First define
S
(u,v)
I = sup
η⊂I,u6s6v
Fs(η).
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Lemma 3.7. For any intervals Jin ⊂ Aw(i0) and Jout = {i, d(i, Jin) 6 Nε`} ⊂ Aκw(i0) since we
will take ` Nw, any configuration ξ such that N (ξ) = n supported on Jin and any N−1  τ  w
we have
|((UB(0, τ)− US (0, τ))Fτ (ξ)| ≺ Nτ
`
(
S
(0,τ)
Jout
+ Î w
t
(
S
(0,τ)
Jout
)n−1
n + Î
`
(
S
(0,τ)
Jout
)n−2
n
)
(3.56)
where Fτ is the perfect matching observable defined in 1.26.
This bound is used in this form so we can obtain information on a box in space by extracting
information from a larger box. Iterating this bound will give us Theorem 3.6.
Proof. We will follow the proof from [9]. Define the following flattening operator. For f a function
on configurations of n particles and η such a configuration,
(Flataf)(η) =
{
f(η) if η ⊂ {i, d(i, Jin) 6 a} ,
0 otherwise. (3.57)
We make the functions vanish outside of a certain interval. We use now Duhamel’s formula and
write
((US (0, τ)− UB(0, τ)Ft) (ξ) =
∫ τ
0
US (s, τ)L (s)Fs(ξ).
Now, see that, by definition of the flattening operator and the fact that ξ is supported on Jin,
d(Supp (L (s)Fs − FlatNε`(L (s)Fs)) , ξ) > Nε`.
With this bound, we can use the finite speed of propagation from Lemma 3.2 and obtain, using that
US is a contraction in L∞,
|US (s, τ)L (s)Fs(ξ)| 6 max
η˜⊂Jout
|(FlatNεl(L (s)Fs)) (η˜)|+O
(
e−cN
ε/2
)
.
Thus we need to control |(L (s)Fs)(η˜)| for η˜ = {(i1, j1), . . . (im, jm} a configuration of n > m
particles supported in Jout.
We have, by definition of L ,
|L (s)Fs(η˜)| 6
∣∣∣∣∣∣
∑
16p6m
∑
|ip−k|>`
Fs(η˜ip,k)
N(λip − λk)2
∣∣∣∣∣∣+ |Fs(η˜)|
∑
16p6m
∑
|ip−k|>`
1
N(λip − λk)2
.
For the second term in the previous inequality, we can use the averaged local law and a dyadic
decomposition and see that ∑
k, |ip−k|>`
1
N(λip − λk)2
≺ N
`
, (3.58)
so that we have the bound
|L (s)Fs(η˜)| ≺
∣∣∣∣∣∣
∑
16p6m
∑
k,|ip−k|>`
Fs(η˜ip,k)
N(λip − λk)2
∣∣∣∣∣∣+ N` S(0,τ)Jout . (3.59)
For the first sum in (3.59), we will first restrict it to the sites k such that there are no particles in
the configuration η˜, so that we will have η˜ip,kk = 1. Note that, if we have η˜k 6= 0 then by definition
of η˜ supported on Jout, η˜ip,k is also supported on Jout. This gives us the bound∑
k, |ip−k|>`
Fs(η˜ip,k)
N(λip − λk)2
6
∑
k, |ip−k|>`
η˜k=0
Fs(η˜ip,k)
N(λip−λk)2
+ S(0,τ)Jout
∑
k, |ip−k|>`
η˜k 6=0
1
N(λip − λk)2
.
≺
∑
k, |ip−k|>`
η˜k=0
Fs(η˜ip,k)
N(λip − λk)2
+ CN
`2
S
(0,τ)
Jout
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where in the second inequality we used the rigidity of the eigenvalues, which gives us (λip − λk)2 >
C(`/N)2 for |ip−k| > `, and the fact that there is at most m sites k such that η˜k 6= 0. By definition
of the perfect matching observables, we can write
∑
k, |ip−k|>`
η˜k=0
Fs(η˜ip,k)
N(λip − λk)2
= C(n)E
 ∑
k, |ip−k|>`
η˜k=0
∑
G∈G
η˜
ip,k
∏
e∈E(G) p(e)
N(λip − λk)2
∣∣∣∣∣∣∣∣λ
 .
In order to control this term, we will consider two different types of perfect matchings. Define the
following partition of Gη into two subsets
G(1)η = {G ∈ Gη, {(k, 1), (k, 2)} ∈ E(G)} , (3.60)
G(2)η = {G ∈ Gη, {(k, 1), (k, 2)} /∈ E(G)} . (3.61)
i1 i2 i3k
(a) A perfect matching from G(1)
ηi2,k
i1 i2 i3k
(b) A perfect matching from G(2)
ηi2,k
We will begin by bounding the contribution from (3.60). Note first that, for G ∈ G(1)η , we have∏
e∈E(G)
p(e) = pkk ×Q1((p(e))e∈E(G)) (3.62)
with
Q1((p(e))e∈E(G)) =
∏
e∈E(G)\{(k,1),(k,2)}
p(e).
See also that Q1 is a monic monomial of degree n− 1 so that we can use Lemma 3.5 and obtain
E
 ∑
G∈Gη\ip
Q1((p(e))e∈E(G))
∣∣∣∣∣∣λ
 6 C sup
06s6τ
η⊂Jout,N (η)=n−1
|Fs(η)| 6 C
(
S
(0,τ)
Jout
)n−1
n
. (3.63)
Combining (3.62) and (3.63), we now only need to bound∑
k, |k−ip|>l,
η˜k=0
pkk
N(λip − λk)2
=
∑
k, |k−ip|>`
pkk
N(λip − λk)2
+O
(
N
`2
)
.
In order to bound the sum from the right hand side of the previous equation, first define the following
functions, for |z − λip | 6 N−ε`/N,
f(z) =
∑
k, γt,k /∈[E−1 ,E+2 ]
pkk
N(z − λk) ,
g(z) =
∑
k, γt,k /∈[E−1 ,E+1 ]∪[E−2 ,E+2 ]
pkk
N(z − λk)
where E1 = γt,ip−`, E−1 = γt,ip−`−Nε , E+1 = γt,ip−`+Nε , E2 = γt,ip+`, E−2 = γt,ip+`−Nε , E+2 =
γt,ip+`+Nε . Let also Γ be the rectangle with vertices E1 ± i`/N and E2 ± i`/N . We therefore want
to bound, ∑
k, |k−ip|>`
pkk
N(λip − λk)2
= ∂zf(z)
∣∣∣
z=λip
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Now consider Cip the circle centered in λip with radius N−ε `N , then by Cauchy’s formula, we can
write,
∂zf(λip) =
1
2ipi
∫
Cip
f(z)
(z − λip)2
dξ.
By using another Cauchy integral formula on the contour Γ for f and seeing that for λint, z inside
the contour and λext outside of the contour we have, by a residue calculus,∫
Γ
dξ
(ξ − λint)(ξ − λip)
=
∫
Γ
dξ
(ξ − λext)(ξ − λip)
= 0
we can write ∣∣∂zf(λip)∣∣ = ∣∣∣∣ 12pi
∫
Γ
g(ξ)
(ξ − λip)2
dξ
∣∣∣∣ = O≺(N`
∣∣∣∣∫
Γ
Img(ξ)
ξ − λip
∣∣∣∣ dξ) . (3.64)
We will first control the part of the contour closest to the real axis. Consider
Γ1 = {z = E + iη ∈ Γ, |η| < Nε/N},
as in [13] and bounding pkk by Î, we obtain∣∣∣∣∫
Γ1
Img(ξ)
ξ − λip
∣∣∣∣ = O≺
(
Î
`
)
.
Now for the rest of the contour, note that we can add the missing eigenvalues to the total sum in g
up to adding an error of order NεÎ/`. Finally we just have to bound
N
`
∫
Γ\Γ1
∣∣∣∣∣Im
N∑
k=1
pkk
N(ξ − λk)
∣∣∣∣∣ |dξ| = N`
∫
Γ\Γ1
∣∣∣∣∣Im 1N ∑
α∈I
Gαα(ξ)− Immt(ξ)Immt(z0)
1
N
∑
α∈I
Imgα(t, z0)
∣∣∣∣∣ |dξ|
(3.65)
where we used the definition of pkk and of σt and defined z0 = γt,i0 + iη0, with η0  t is the center
of our window of size w  t with positive imaginary part. Now, using the partial local law and
expanding between z0 and ξ since |ξ − z0| 6 w, we have∣∣∣∣∣Im 1N ∑
α∈I
Gαα(ξ)− Immt(ξ)Immt(z0)
1
N
∑
α∈I
Imgα(t, z0)
∣∣∣∣∣
6
∣∣∣∣∣Im 1N ∑
α∈I
(Gαα(ξ)− gα(t, ξ))
∣∣∣∣∣+
∣∣∣∣∣ 1N ∑
α∈I
(
Imgα(t, ξ)− Immt(ξ)Immt(z0) Imgα(t, z0)
)∣∣∣∣∣
≺ Î√
N |Imξ| + Î
w
t
Injecting this bound in the contour integral, we get the following bound.
(3.65) ≺ Î w
t
+ Î
N
logN.
Finally, putting all the contributions together and coming back to (3.64), we obtain
|∂zf(λip)| ≺
N
`
(
Î
`
+ Î w
t
)
(3.66)
Consider now the contribution from (3.61), first see that for G ∈ G(2)η , there exists q1 and q2 in
{1, . . .m}, such that ∏
e∈E(G)
p(e) = pkiq1pkiq2 ×Q2((p(e))e∈E(G))
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with Q2 a monic monomials of degree n− 2. Then using Lemma 3.5, we can bound
E
[∑
G∈G′
Q2((p(e))e∈E(G))
∣∣∣∣∣λ
]
= O
((
S
(0,τ)
Jout
) (n−2)
n
)
.
Besides, we can bound the term with the cross-edges in the following way
∑
k, |k−ip|>`
η˜k=0
piq1kpiq2
N(λip − λk)2
6 N
`2
N∑
k=1
(p2iq1k + p
2
iq2k
) = N
`2
∑
α∈I
(
uq1(α)2 + uq2(α)2
)
6 Î N
`2
.
Putting everything together, we get
|((UB(0, τ)− US (0, τ))Ft(ξ)| ≺ Nτ
`
(
S
(0,τ)
Jout
+ Î w
t
(
S
(0,τ)
Jout
)n−1
n + Î
`
(
S
(0,τ)
Jout
)n−2
n
)
which is exactly the result wanted.
We will first prove the following proposition in order to deduce Theorem 1.8.
Proposition 3.8. For any ε and N large enough the following holds. For any intervals Jin ⊂ Aκr
and Jout ⊂ {i, d(i, Jin) 6 N−εNw} we have
S
(0,τ)
Jin
≺
(
`
Nw
+ Nτ
`
+ 1
Nτ
)
S
(0,τ)
Jout
+
(
Î√
Nτ
+ Î w
t
)
(S(0,τ)Jout )
n−1
n
+
(
Î
Nτ
+ Î Nτ
`2
)
(S(0,τJout)
n−2
n . (3.67)
Proof. We will use the short-range dynamics and its finite speed of propagation property in order to
localize the maximum principle in Jin. We will then use the local laws and Lemma 3.7 in order to get
a Gronwall type bound. Define the following averaging operator. For f a function on configurations
and η a configuration,
Av(f) = 3N
ε
Nw
∑
1
3
Nw
Nε <a<
2
3
Nw
Nε
Flata(f). (3.68)
Note that, if η is not included in Jout, by definition of the flattening operator, (Av(f))(η) = 0. The
purpose of these operators is to change the initial condition in order to remove the particles far from
the initial interval Jin. Note also that we can write, for any η,
Av(f)(η) = aηf(η),
with aη ∈ [0, 1]. Note that we have the elementary bound |aη − aξ| 6 CNε/Nw. Define now the
following dynamics {
∂sΓs = S (s)Γs, 0 6 s 6 τ
Γ0(η) = (AvFt)(η).
(3.69)
Now, if you take a configuration η supported on Jin, it suffices to show the bound in Proposition
3.8 for Γ. Indeed
|Fτ (η)− Γτ (η)| 6 |(UB(0, τ)Ft − US (0, τ)Ft) (η)|+ |US (0, τ)(Ft −AvFt)(η)|
≺ CNτ
`
(
S
(0,τ)
Jout
+ Î w
t
(
S
(0,τ)
Jout
)n−1
n + Î
`
(
S
(0,τ)
Jout
)n−2
n
)
+ exp(−cNε)
where we bounded the first term by using Lemma 3.7 and the second term using the finite speed
of propagation. Indeed, since η is supported on Jin, (Id − Av)Ft vanishes for any configuration
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supported on Jout. Note that we can use Lemma 3.7 since we will take `/N  w. In the rest of the
proof, we will prove the bound from Proposition 3.8 for Γτ . If we already have for some C > 0,
Γτ (ηm) := sup
η, N (η)=n
Γτ (η) 6 N−C
then we have nothing to prove by the argument above and the definition of Fτ . However, if this
supremum is greater than N−C , then by the finite speed of propagation of S , we know that ηm
will be supported in, for instance,
{
i, d(i, Jin) 6 3Nw4Nε
}
.
Consider now, a parameter η that we will choose later and denote also m 6 n the number of
sites with at least a particle and j1, . . . , jm those sites. Then, we can write
∂τΓτ (ηm) =
∑
0<|j−k|6`
2ηm,k(1 + 2ηm,j)
(
Γτ
(
η
k,jp
m
)
− Γτ (ηm)
)
N(λk(t+ τ)− λj(t+ τ))2 (3.70)
6 C
Nη
∑
16p6m
k, 0<|jp−k|6`
η(Γτ
(
η
k,jp
m
)
− Γτ (ηm))
(λk − λjp)2 + η2
(3.71)
6 − C
Nη
∑
16p6m
k, 0<|jp−k|6`
Im
Γτ
(
η
k,jp
m
)
λk − zjp
− 1
Nη
Γτ (ηm)
∑
16p6m
k, 0<|jp−k|<`
Im
(
1
zjp − λk
)
(3.72)
with zjp = λjp + iη. For the second term, see that for p ∈ [[1,m]], if we choose η to be smaller than
`/N ,
# {k, 0 < |jp − k| 6 `} > C` > CNη > C#
{
k, |λjp − λk| 6 η
}
> C ′Nη
where we used, in the two last inequalities, the rigidity of the eigenvalues. Now we can write∑
16p6m
k, 0<|jp−k|6`
Im
(
1
zjp − λk
)
>
∑
16p6m
k, 0<|λjp−λk|6η
η
(λjp − λk)2 + η2
> CN.
We now need to control the first term in (3.72). To do so, we will split it in the three following
terms:
Im
 ∑
k, 0<|jp−k|6`
(US (0, τ)AvFt) (ηjp,km )− (AvUS (0, τ)Ft) (ηjp,km )
N(zjp − λk)
 (3.73)
+Im
 ∑
k, 0<|jp−k|6`
(AvUS (0, τ)Ft) (ηjp,km )− (AvUB(0, τ)Ft) (ηjp,km )
N(zjp − λk)
 (3.74)
+Im
 ∑
k, 0<|jp−k|6`
(AvUB(0, τ)Ft) (ηjp,km )
N(zjp − λk)
 (3.75)
To bound the first term, we will use the finite speed of propagation property of S . Indeed, we
can write
(US (0, τ)AvFt) (ηjp,km )− (AvUS (0, τ)Ft) (ηjp,km ) = 3N
ε
Nw
∑
1
3
Nw
Nε <a<
2
3
Nw
Nε
Ua
(
η
jp,k
m
)
with
Ua = US (0, τ)FlataFt − FlataUS (0, τ)Ft.
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Fix a and consider three cases, if ηjp,km is supported on {i, d(i, JIn) > a+Nε`} then by definition
of Flata we have
FlataUS (0, τ)Ft = 0,
and by finite speed of propagation we have
|US (0, τ)FlataFt| 6 exp
(
−cN
ε
2
)
.
Now if ηjp,km is supported on {i, d(i, JIn) 6 a−Nε`} then again by definition of Flata,
Flata (US (0, τ)Ft)
(
η
jp,k
m
)
= (US (0, τ)Ft)
(
η
jp,k
m
)
.
Thus ∣∣∣Ua (ηjp,km )∣∣∣ 6 ∣∣∣US (0, τ) (Ft − FlataFt)(ηjp,km )∣∣∣ ≺ exp(−cNε2
)
.
Finally, if ηjp,km is supported on {i, d(i, JIn) 6 a+ `Nε}, first note that there can only be 2n`Nε
such a, then one can see that we can use the finite speed of propagation if we remove particle away
from a at distance 2`Nε for instance, then∣∣∣Ua (ηjp,km )∣∣∣6 |FlataUS (0, τ)Ft|+|FlataUS (0, τ)Flata+2`NεFt|+|FlataUS (0, τ) (Ft−Flata+2`Nε)| ,
≺ ‖FlataFt‖∞ + ‖Flata+2`Nε‖∞ + exp
(
−cN
ε
2
)
,
≺ 2S(0,τ)Jout + exp
(
−cN
ε
2
)
,
where we used that US is a contraction in ‖‖∞. Finally we can bound (3.73),
(3.73) ≺ `
Nw
S
(0,τ)
Jout
+ exp
(
−cN
ε
2
)
(3.76)
where we used the fact that∣∣∣∣∣∣ 1N Im
 N∑
k,0<|jp−k|<`
1
zjp − λk
∣∣∣∣∣∣ 6 ∣∣sτ (zjp)∣∣ ≺ 1 (3.77)
For (3.74), we will use Lemma 3.7. Indeed, first note that in the short-range regime, the set of k
such that |jp − k| 6 ` is included in A2κr . Then we can bound
(3.74) ≺ Nτ
`
(
S
(0,τ)
Jout
+ Î w
t
(
S
(0,τ)
Jout
)n−1
n + Î
`
(
S
(0,τ)
Jout
)n−2
n
)
(3.78)
where we used the fact that Av is a contraction and (3.77).
Finally, in order to bound the third term (3.75), we will use the local law for Ft. First write
Im
 ∑
k, 0<|jp−k|6`
(AvUB(0, τ)Ft)
(
η
jp,k
m
)
N(zjp − λk)
 = Im
 ∑
k, 0<|jp−k|6`
a
η
jp,k
m
Fτ
(
η
jp,k
m
)
N(zjp − λk)

= Im
 ∑
k, 0<|jp−k|6`
aηmFτ
(
η
jp,k
m
)
N(zjp − λk)
+ Im
 ∑
k, 0<|jp−k|6`
(
a
η
jp,k
m
− aηm
)
Fτ
(
η
jp,k
m
)
N(zjp − λk)

= Im
 ∑
k, 0<|jp−k|6`
aηmFτ
(
η
jp,k
m
)
N(zjp − λk)
+O≺ (1|jp−k|6` ∣∣∣aηm − aηjp,km ∣∣∣S(0,τ)Jout ) . (3.79)
29
But we have the bound, for |jp − k| 6 `,
∣∣∣aηm − aηjp,km ∣∣∣ 6 N
εd
(
η
jp,k
m ,ηm
)
Nw
6 N
ε`
Nw
.
In order to bound the first term, see first that we can remove the contributions of k ∈ {j1, . . . , jp}
writing
Im
 ∑
k, 0<|jp−k|6`
aηmFτ
(
η
jp,k
m
)
N(zjp − λk)
 = Im
 ∑
k, 0<|jp−k|6`
k/∈{j1,...,jp}
aηmFτ
(
η
jp,k
m
)
N(zjp − λk)
+O≺( 1NηS(0,τ)Jout
)
.
Recall now the definition of Ft from (1.26) and write,
∑
k, 0<|jp−k|6`
k/∈{j1,...,jp}
Fτ
(
η
jp,k
m
)
N(zjp − λk)
= 1
M
(
η
jp,k
m
)E
 ∑
k, 0<|jp−k|6`
k/∈{j1,...,jp}
∑
G∈G
η
jp,k
m
∏
e∈E(G) p(e)
N(zjp − λk)
∣∣∣∣∣∣∣∣λ
 . (3.80)
First consider the contribution of (3.60) in the sum in (3.80), denote ek = {(k, 1), (k, 2)} and
write
∑
k, 0<|jp−k|6`
k/∈{j1,...,jp}
∑
G∈G(1)
η
jp,k
m
∏
e∈E(G) p(e)
N(zjp − λk)
=
∑
k, 0<|jp−k|6`
k/∈{j1,...,jp}
∑
G∈G(1)
η
jp,k
m
 ∏
e∈E(G)\{ek}
p(e)
 pkk
N(zjp − λk)
=
 ∑
G∈Gηm\jp
∏
e∈E(G)
p(e)
 ∑
k, 0<|jp−k|6`
k/∈{j1,...,jp}
pkk
N(zjp − λk)
(3.81)
To control the last term in (3.81), we can use the local law. First write,
∑
k, 0<|jp−k|6`
k/∈{j1,...,jp}
pkk
N(zjp − λk)
=
N∑
k=1
pkk
N(zjp − λk)
+
∑
k, |jp−k|>`
pkk
N(zjp − λk)
+O≺
(
Î
Nη
)
, (3.82)
where we used the bound |pkk| ≺ Î. Now, recall the definition of pkk from (3.54) so that we have∣∣∣∣∣Im
N∑
k=1
pkk
N(zjp − λk)
∣∣∣∣∣ =
∣∣∣∣∣Im 1N ∑
α∈I
Gαα(zjp)−
Immt(zjp)
Immt(z0)
1
N
∑
α∈I
Imgα(t, z0)
∣∣∣∣∣
6
∣∣∣∣∣Im 1N ∑
α∈I
(
Gαα(zjp)− gα(t, zjp)
)∣∣∣∣∣+
∣∣∣∣∣ 1N ∑
α∈I
(
Imgα(t, zjp)−
Immt(zjp)
Immt(z0)
Imgα(t, z0)
)∣∣∣∣∣
≺ Î√
Nη
+ Î w
t
where z0 := γt,i0 + iη. Note that we used the fact that ηm is supported in Jout, so that |z0 − zjp | =
|γt,i0 − λjp | ≺ w. We can then use Lemma 3.5 and bound
∑
G∈Gηm\jp
∏
e∈E(G
p(e) = O
(
sup
η⊂Jout,N (η)=n−1
|Ft(η)|
)
= O
(
(S(0,τ)Jout )
n−1
n
)
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Now, consider the contribution of (3.61) in the sum from (3.80). Note that for any graph
G in G(2)ξ , there exists q and q′ in {1, . . . , m}, a ∈ {1 . . . , ηiq} and b ∈ {1, . . . , ηiq′}, such that
eq := {(k, 1), (q, a)} and eq′ := {(k, 2), (q′, b)} are edges in G. We can then write
∑
k, 0<|jp−k|6`
∑
G∈G(2)
η
jp,k
m
∏
e∈E(G) p(e)
N(zjp − λk)
=
∑
k, 0<|jp−k|6`
∑
G∈G(2)
η
jp,k
m
 ∏
e∈E(G)\{eq,eq′}
p(e)
 piq,kpiq′ ,k
N(zjp − λk)
,
=
m∑
q,q′=1
 ∑
G∈Hq,q′
ηm\jp
∏
e∈E(G)
p(e)
 ∑
k, 0<|jp−k|6`
piq,kpiq′ ,k
N(zjp − λk)
,
(3.83)
where we defined the set of graphs Hq,q′η to be the set of perfect matching of the complete graph on
the set of vertices Vη where we removed a single particle at the site iq and iq′ . Note that for any
graph G ∈ Hq,q′ηm\jp ,
∏
e∈E(G) p(e) is a monomial of degree n− 2.
Now, we can bound the imaginary part of the second sum in (3.83),∣∣∣∣∣∣∣∣Im
 ∑
k, 0<|jp−k|6`
k/∈{j1,...,jp}
piq,kpiq′ ,k
N(zjp − λk)

∣∣∣∣∣∣∣∣ 6
C
Nη
N∑
k=1
(
p2iq,k + p
2
iq′ ,k
)
= O≺
(
Î
Nη
)
. (3.84)
For the last inequality, we used the following identity on eigenvectors
N∑
k=1
p2i,k =
∑
α∈I
ui(α)2
and that for any ε > 0,using the entrywise local law on a diagonal entry of the resolvent,
uk(α)2 6 N−1+εIm
(
G(τ, λk + iN−1+ε)α,α
) ≺ 1
Nt
Again, we can bound the other term from (3.83) using Lemma 3.5,∑
G∈Hq,q′
ηm\jp
∏
e∈E(G)
p(e) = O≺
(
sup
η⊂Jout,N (η)=n−2
|Ft(η)|
)
= O≺
((
S
(0,τ)
Jout
)n−2
n
)
Finally, putting all these estimates together, we get the Gronwall-type inequality,
∂τΓτ (ηm) 6 −1
η
Γτ (ηm) +O≺
(
1
η
((
`
Nw
+ Nτ
`
+ 1
Nη
)
S
(0,τ)
Jout
+
(
Î√
Nη
+ Î w
t
)
(S(0,τ)Jout )
n−1
n +
(
Î
Nη
+ Nτ
`2
)
(S(0,τJout)
n−2
n
))
(3.85)
In order to get a proper bound using Gronwall’s lemma, we need to take η  τ but to get the
best estimates possible, we also have to take η as large as possible. Hence, consider η = N−ετ with
ε as small as we want, we then have the bound, considering the definition of ≺,
S
(0,τ)
Jin
≺
(
`
Nw
+ Nτ
`
+ 1
Nτ
)
S
(0,τ)
Jout
+
(
Î√
Nτ
+ Î w
t
)
(S(0,τ)Jout )
n−1
n
+
(
Î
Nτ
+ Î Nτ
`2
)
(S(0,τJout)
n−2
n (3.86)
which gives the Proposition 3.8.
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Now that we have the bound from Proposition 3.8, we are able to get a bound on the pij using
Lemma 3.5. To do so, we can use a sequence of set of indices with decreasing size and apply
recursively Proposition 3.8. We will also need to choose the right parameters `, w and τ .
Proof of Theorem 3.6. Consider first any ε small enough, such that if we write t = N−1+δ (recall
that t ∈ Tω so that t N−1) we have ε < 4δ/3. and a large D > 0. Then we can take the following
parameters :
w = Nετ and ` = N
√
τw, (3.87)
note that we have the right bounds between these parameters: N−1  τ  `/N  w  t, and
define the following sequence of sets of indices, defined implicitely,{
J0 = Aκw(i0),
Ji = {i, d(i, Ji+1) 6 N−εNw}.
From Proposition 3.8 we have the following bound holding with overwhelming probability,
S
(0,τ)
Ji+1
6 N−ε/2S(0,τ)Ji +
(
Î√
Nτ
+ Î N
ετ
t
)
(S(0,τ)Ji )
n−1
n + Î 1
Nτ
(S(0,τ)Ji )
n−2
n .
Now see that as long as we have
(S(0,τ)Ji )
1/n > CN3ε/2Ξ(τ)
with Ξ given in (1.11), we obtain the recursive bound
S
(0,τ)
Ji+1
6 N−ε/2S(0,τ)Ji .
But if we take a very large i so that the previous bound cannot hold, for instance i = d3ε−1e, then
it means that for such a i we have the bound
(S(0,τ)Ji )
1/n 6 CN3ε/2Ξ.
Now using the definition of pii, we have for i ∈ Aκw(i0),∣∣∣∣∣∑
α∈I
(
ui(α)2 − 1
N
σ2t (α, i)
)∣∣∣∣∣ 6 |pii|+ Î wt 6 |pii|+ Ξ(τ). (3.88)
Finally, using Markov’s inequality, taking for instance n = b3D/εc, and using Lemma 3.5 to bound
the pij by S(0,τ) we have
P (|pii|+ |pij | > NεΞ(τ)) 6 N−D. (3.89)
The result then follows from combining (3.88) and (3.89).
4. Approximation by a Gaussian divisible ensemble
4.1. Continuity of the Dyson Brownian motion
In Subsection 3.1 we showed that the moments of the eigenvectors of the matrix Hτ are asymp-
totically those of a Gaussian random variable with variance σ2t . If we would have taken the time
t− τ = O(t) from the start, the previous section gives us (3.10) for W a matrix from the Gaussian
Orthogonal Ensemble. Now, since τ is a small time, recall that τ  t, we can use the continuity of
the Dyson Brownian motion to show that Hτ and H0 = Wt have the same local statistics. In order
to state a proper continuity lemma we need to have a dynamics with constant second moments and
vanishing expectation.
First see that the variance of the centered model is
E
[
(Wt,ij −Dij)2
]
= t
N
.
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Consider, for 0 6 s 6 τ , the following variance-preserving dynamics on symmetric matrices.
d
(
H˜(s)−D) = dB√
N
− 12t
(
H˜(s)−D) ds,
H˜(0) = Wt = D +
√
tW.
The following lemma gives us a continuity argument between H˜(τ) and Wt. It is similar to
Lemma A.2 in [12] or Lemma 4.3 in [27]. We will later use this lemma on the resolvent entries.
Lemma 4.1. Denote ∂ij = ∂H˜ij . Take F a smooth function of the matrix entries satisfying
sup
θ, 06s6τ
E
 1
N
∑
i6j
(
N | (H˜(s)−D)
ij
|3
t
+ | (H˜(s)−D)
ij
|
)∣∣∂3ijF (θH˜s)∣∣
 6M (4.1)
where (θH)ij = θijHij with θkl = 1 for {k, l} 6= {i, j} and θij ∈ [0, 1]. Then
E[F (H˜(τ))]− E[F (H˜(0))] = O (τ)M.
Proof. By Itô’s formula we have
∂sE[F (H˜(s))] = − 12N
∑
i6j
N
t
E[
(
H˜(s)−D)
ij
∂ijF (H˜s)]− E[∂2ijF (H˜s)].
Using Taylor expansions, we can write, forgetting the dependence in time for clarity,
E[
(
H˜ −D)
ij
∂ijF (H˜)] = E[
(
H˜ −D)
ij
∂ijFH˜ij=Dij ] + E[
(
H˜ −D)2
ij
∂2ijFH˜ij=Dij ]
+O
(
sup
θ
E
[∣∣∣(H˜ −D)3
ij
∂3ijF (θH˜)
∣∣∣]) .
= t
N
∂2ijFH˜ij=Dij +O
(
sup
θ
E
[∣∣∣(H˜ −D)3
ij
∂3ijF (θH˜)
∣∣∣]) .
and
E[∂2ijF (H˜s)] = E[∂2ijFH˜ij=Dij ] +O
(
sup
θ
E
[∣∣∣(H˜ −D)
ij
∂3ijF (θH˜s)
∣∣∣]) .
Putting everything together the claim follows.
This continuity property of the Dyson Brownian motion gives us a control over the eigenvalues
and eigenvectors of H˜(0) and H˜s.
Corollary 4.2. Let Θ : R2m → R be a smooth function satisfying
sup
k∈[[0,5]],x∈R2m
|Θ(k)(x)(1 + |x|)−C <∞,
for some C > 0. Denote u˜1(s), . . . , u˜N (s) the eigenvectors of H˜(s) associated with the eigenvalues
λ˜1(s), . . . , λ˜N (s). Define, for a small a the time domain
T ′a =
[
Na
N
,N−a
√
t
N
]
,
then for any τ ∈ T ′a , there exists p > 0 depending on Θ, a, such that
sup
I⊂Iκr , |I|=m, ‖q‖=1
∣∣∣∣(EH˜s − EH˜0)Θ((N(λ˜k − γk,t), Nσ2t (q, k) 〈q, u˜k〉2
)
k∈I
)∣∣∣∣ 6 N−p (4.2)
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Proof. In order to prove this result on the eigenvalues and eigenvectors, we will first use Lemma 4.1
on a product of traces of resolvent to get continuity of the eigenvalues along the trajectory. This
first continuity estimate will allow us to deduce gap universality for the eigenvalue of Wt. We will
then use this gap universality result to obtain a level repulsion estimate for the eigenvalue of the
matrix Wt. We will finally finish the proof of (4.2), which takes the eigenvectors in account, by
combining this level repulsion estimate with a control of the resolvent entries in order to use the
contour integral techniques from [28]. We can then split the proof into two results we need to show:
(i) A level repulsion estimate on the eigenvalues for both matrix ensembles in the following way
P
(∣∣λi ∈ [E −N−1−ξ, E +N−1−ξ]∣∣ > 2) 6 N−ξ−d.
(ii) Comparison of the resolvent below microscopic scales , for any smooth function F of polynomial
growth, there exists a c > 0 such that, denoting
zk := Ek + iη ∈
{
z = E + iη, E ∈ Iκr , N−1−ξ < η < t
}
,
for some small ξ > 0, we have
sup
‖q‖2=1,
E1,...,Em∈Iκr
∣∣∣∣∣∣
(
EH˜τ − EWt
)
F
 1
Im
(∑N
i=1 q
2
i gi(t, zk)
) 〈q, G(zk)q〉
m
k=1
∣∣∣∣∣∣ 6 N−c (4.3)
We will first prove (i) for the eigenvalues of Wt. This property can be deduced from gap univer-
sality, note that gap universality for Gaussian perturbation of size t ∈ Tω has been shown in [29]
(a stronger level repulsion estimate can also be found in [29, Section 5]). In [29, Subsection 2.4],
Landon-Yau explains that they can deduce universality for deformed Wigner ensembles. However,
they state the result for an initial condition such that r2  t. It has been confirmed by the authors
that it is a simple typographical error and should be read as r  t. We will nonetheless give an idea
of the proof of (i) for the sake of completeness.
As said earlier, we will first apply Lemma 4.1 to
F (H˜s) =
1
N
Tr(H˜s − z)−1 for z in
{
z = E + iη, E ∈ Iκr , N−1−ξ < η < t
}
for ξ > 0 arbitrarily small. Note that by definition of H˜, we have |(H˜ − D)ij | ≺
√
t
N so that we
can bound the left hand side of 4.1 by
1
N
√
t
N
∑
i6j
|∂3ijF (H˜s)|. (4.4)
Taking the third derivative of F with respect to an entry, we obtain, writing G = (H˜s − z)−1 for
simplicity
∂3ijF (H˜s) = −
1
N
N∑
k=1
∑
α,β
Gkα1Gβ1α2Gβ2α3Gβ3k
where {α`, β`} = {i, j} for ` = 1, 2, 3. To bound the sum in the previous equation, we will need the
following high probability bounds, already stated in Section 2,
|Gii(z)− gi(t, z)| ≺ t√
Nη
|gi(t, z)|2, (4.5)
|Gij(z)| ≺ 1√
Nη
min (|gi(t, z)|, |gj(t, z)|) 6 1√
Nη
√
|gi(t, z)gj(t, z)|. (4.6)
Note that these bounds holds for η  N−1, we will first consider such η. However, since we want
to work below microscopic scales, the terms in power of (Nη)−1/2 can simply be bounded by Nξ/2.
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Finally we can bound (4.4),
1
N
√
t
N
∑
i6j
∣∣∂3ijF (H˜s)∣∣ ≺ N2ξN2
√
t
N
∑
i6j
N∑
k=1
∑
α,β
|gk| (|gα1gβ1gα2gβ2gα3gβ3 |)1/2 (4.7)
Now, from Lemma 7.5 of [29], we have
1
N
N∑
k=1
|gk(t, z)| 6 C logN. (4.8)
Besides, in the last product of (4.7), there are, by definition of α and β, three occurrences of gi and
three occurrences of gj . Thus,
(4.7) 6 CN
2ξ logN
N
√
t
N
∑
i6j
|gi(t, z)gj(t, z)|3/2 6 CN
2ξ logN
Nt
√
t
N
(
N∑
i=1
|gi(t, z)|
)2
(4.9)
6 N2ξ log3N
√
N
t
(4.10)
where we used (4.8) in the first inequality, the fact that |gj | 6 Ct−1 in the second and (4.8) again
in the final inequality. In order to go below microscopic scales, recall that we used local laws that
holds down to mesoscopic scales, we can use the following identity, for y 6 η,
Im
(
1
N
TrG(E + iy)
)
6 η
y
Im
(
1
N
TrG(E + iη)
)
.
Finally, using Lemma 4.1, we get,
sup
E∈Iκr
∣∣∣∣(EH˜τ − EWt)[ 1N TrG(z)
]∣∣∣∣ 6 N5ξτ
√
N
t
6 N−e (4.11)
for some e > 0 by taking τ ∈ T ′a for a > 5ξ. We can easily generalize this result to a product of
trace, indeed taking
F (H˜s) =
m∏
k=1
Fk with Fk =
1
N
TrG(zk),
we can take the third derivative and write
∂3ijF =
m∑
k1=1
∂3ijF
∏
k 6=k1
Fk + 3
m∑
k1=1
∑
k2 6=k1
∂2ijFk1∂ijFk2
∏
k 6=k1,k2
Fk
+
m∑
k1=1
∑
k2 6=k1
∑
k3 6=k1,k2
∂ijFk1∂ijFk2∂ijFk3
∏
k 6=k1,k2,k3
Fk. (4.12)
Then, using the first and second derivative of Fk,
∂ijFk =
1
N
N∑
k=1
∑
α, β
{α,β}={i,j}
Gk,αGβ,k,
∂2ijFk =
1
N
N∑
k=1
∑
α,β
{αk,βk}={i,j}
Gkα1Gβ1α2Gβ2k,
we can bound (4.12) in a similar way and finishing the bound by Lemma 4.1. Again, now that we
have any polynomial of fixed degree, we can also extend to any smooth function F with polynomial
growth.
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Now, a consequence of these uniform bounds in Re(z) between H˜0 = Wt and H˜τ for τ ∈ T ′a
for some small a gives us a comparison of the gap distribution between these two matrix ensembles
(see [22] for instance). Namely, there exists c1 > 0 such that for any O a smooth test function of
n variables and any index i such that γi,t ∈ Iκr , we have for N large enough and i1, . . . , in indices
such that ik 6 N c1 ,∣∣∣(EWt − EH˜τ) [O (Nρ(N)t (γi,t)(λi − λi,i+i1), . . . , Nρ(N)t (γi,t)(λi − λi+in))]∣∣∣ 6 N−c1 (4.13)
But H˜s is a matrix with a small Gaussian component following the conditions of [29], so that we
have, for this matrix ensemble, gap universality. Hence, combining this gap universality with the
continuity of the Green’s function, we obtain gap universality of the matrix ensemble D+
√
tW . In
other words, there exists c2 > 0 such that, taking the same assumptions as for (4.13), we can write,∣∣∣EWt [O (Nρ(N)t (γi,t)(λi − λi,i+i1), . . . , Nρ(N)t (γi,t)(λi − λi+in))]
−EGOE
[
O
(
Nρ(N)sc (µi)(λi − λi,i+i1), . . . , Nρ(N)sc (µi)(λi − λi+in)
)]∣∣∣ 6 N−c2 (4.14)
where ρsc is the density of Wigner’s semicircular law and µi its quantiles defined by
ρsc(x) =
√
4− x21[−2,2],
∫ µi
−∞
dρsc(E) =
i
N
. (4.15)
Finally, (4.14) combined with rigidity (Theorem 3.5 of [29]) gives us the level repulsion estimate
(i) for the matrix Wt, indeed consider E ∈ Iκr , and ` the index such that
|γ`,t − E| 6 min
k∈Iκr
|γk,t − E| ,
then, for any ε˜ > 0, we have
P
(∣∣{i, λi ∈ [E −N−1−ξ, E +N−1−ξ]}∣∣ > 2) 6 ∑
|k−`|6N ε˜
PWt
(|λk − λk+1| < N−1−ξ)
6
∑
|k−`|6N ε˜
PGOE
(
(|λk − λk+1| < N−1−ξ
)
+N−cε+ε˜ 6 N−2ξ+ε˜ +N−cε+ε˜ 6 N−ξ−δ
for some δ > 0 by taking ε˜ and ξ > 0 small enough. Note that we used rigidity in the first
inequality, gap universality in the second and the Gaudin law for the eigenvalue gaps of GOE in the
third inequality.
In order to get the resolvent estimate (ii), we will use Lemma 4.1. To do so, we will first explain
how to get the bound M for
F (H˜s) =
1
Im
(∑N
i=1 q
2
i gi(t, z)
) 〈q, (H˜ − z)−1q〉
for z ∈ C down to below microscopic scales. To get the right bound, we will first need to use local
laws which holds up to mesoscopic scales η = N−1+ξ.
Now for the third derivative of F , first write
|∂3ijF (Hs)| =
∣∣∣∣∣∣ 1Im(∑Ni=1 q2i gi(t, z))
∑
16a,b6N
∑
α,β
qaGaα1Gβ1α2Gβ2α3Gβ3bqb
∣∣∣∣∣∣ (4.16)
where {αk, βk} = {i, j} for k = 1, 2, 3. In order to bound the four terms coming up in the previous
equation, recall the following high probability bound∣∣∣∣∣〈v, G(z)w〉 −
N∑
i=1
viwigi(t, z)
∣∣∣∣∣ ≺ 1√Nη
√√√√Im( N∑
i=1
v2i gi(t, z)
)
Im
(
N∑
i=1
w2i gi(t, z)
)
. (4.17)
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Writing this identity for v = q and w = ei, we obtain
〈q, Gei〉 = qigi(t, z) +O≺
 1√
Nη
√√√√Im( N∑
k=1
q2kgk(t, z)
)
Im (gi(t, z))
 .
Note that since we want a bound up to microscopic scales, the error terms has to be taken into
account and we can also bound every (Nη)1/2 by Nξ/2. In the following computations, we will not
bound the errors coming cross terms for simplicity, they can be bounded in a similar way.
We can divide the sum in (4.16) in three parts. The first case consists in {β1, α2} = {β2, α3} =
{i, j}. In this case, note that, necessarily, {α1, β3} = {i, j} and write∑
16a,b6N
qaGaα1Gβ1α2Gβ2α3Gβ3bqb = 〈q, Geα1〉Gβ1α2Gβ2α3〈eβ3 , Gq〉
≺ 1
Nη
min (|gi(t, z)|, |gj(t, z)|)2 〈q, Geα1〉〈eβ3 , Gq〉
≺ N2ξ
(
min (|gi(t, z)|, |gj(t, z)|)2 |qigi(t, z)qjgj(t, z)| (4.18)
+ min (|gi(t, z)|, |gj(t, z)|)2 Im
(
N∑
k=1
q2kgk(t, z)
)√
|gi(t, z)gj(t, z)|
)
. (4.19)
Putting the leading order (4.18) in the sum of (4.4), we have the bound√
t
N
1
N Im
(∑N
k=1 q
2
kgk(t, z)
) ∑
16i6j6N
(4.18) (4.20)
6
√
t
N
N2ξ
N Im
(∑N
k=1 q
2
kgk(t, z)
) ∑
16i6j6N
|qiqj ||gi(t, z)gj(t, z)|2 (4.21)
6
√
t
N
CN2ξ
N Im
(∑N
k=1 q
2
kgk(t, z)
) ∑
16i6j6N
(
q2i + q2j
) |gi(t, z)gj(t, z)|2
(4.22)
6
√
t
N
CN2ξ
N Im
(∑N
i=1 q
2
kgk(t, z)
) ( N∑
i=1
q2i |gi(t, z)|2
)
N∑
j=1
|gj(t, z)|2.
(4.23)
Note that by definition of gi(t, z) = (Di − z − tmt(z))−1, the fact that Immt(z)  1 and η 6 t, we
can write
|gi(t, z)|2  1
t
Im (gi(t, z)) . (4.24)
Besides we also have (from Lemma 7.5 of [29]),
N∑
i=1
|gi(t, z)|2 6 C
t
N∑
i=1
|gi(t, z)| 6 CN
t
logN. (4.25)
Injecting now (4.24) and (4.24) in (4.20), we get the bound√
t
N
1
N Im
(∑N
i=1 q
2
kgk(t, z)
) ∑
16i<j6N
(4.18) 6 C
√
t
N
N2ξ
N
N
t2
logN (4.26)
6 N
3ξ
Nt
√
N
t
. (4.27)
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Looking now at the error term (4.19) and injecting it in the sum (4.4), we obtain√
t
N
1
N Im
(∑N
i=1 q
2
kgk(t, z)
) ∑
16i<j6N
(4.19) 6
√
t
N
N2ξ
N
∑
16i<j6N
|gi(t, z)gj(t, z)|3/2
6
√
t
N
N2ξ
Nt
(
N∑
i=1
|gi(t, z)|
)2
6 N3ξ
√
N
t
. (4.28)
The second case are the terms where one term is diagonal and the other is an off-diagonal term.
More precisely the set α and β such that β1 = α2 and β2 6= α3 or β1 6= α2 and β2 = α3. Note that
necessarily, in that case, α1 = β3. For instance consider the term
〈q, Geα1〉Gβ1α2Gβ2α3〈eβ3 , Gq〉 = 〈q, Gei〉GjjGij〈ei, Gq〉. (4.29)
Putting all the leading terms from (4.5), (4.6) and (4.17), we obtain the bound
〈q, Gei〉GjjGij〈ei, Gq〉 ≺ |qi|2|gi(t, z)|2|gj(t, z)| 1√
Nη
min(|gi(t, z)|, |gj(t, z)|) (4.30)
+ 1(Nη)3/2 Im
(
N∑
k=1
q2kgk(t, z)
)√
|gi(t, z)gj(t, z)||gj(t, z)|min(|gi(t, z)|, |gj(t, z)|)
(4.31)
6 N2ξ
(
q2i |gi(t, z)gj(t, z)|2 + Im
(
N∑
k=1
q2kgk(t, z)
)
|gi(t, z)gj(t, z)|3/2
)
. (4.32)
Then injecting the bounds (4.24) and (4.25) in the sum of (4.4), one gets√
t
N
N2ξ
N Im
(∑N
k=1 q
2
kgk(t, z)
) ∑
16i<j6N
q2i |gigj |2 6
CN3ξ
Nt
√
N
t
(4.33)
and for the second term,√
t
N
N2ξ
N
∑
16i<j6N
|gi(t, z)gj(t, z)|3/2 6 N3ξ
√
N
t
. (4.34)
The final case consists of α and β such that {{β1, α2}, {β2, α3}} = {{i, i}, {j, j}}. Note that, in
this case, we necessarily have α1 6= β3. For instance, consider the term
〈q, Geα1〉Gβ1α2Gβ2α3〈eβ3 , Gq〉 = 〈q, Gei〉GjjGii〈ej , Gq〉. (4.35)
Again, taking the leading terms from the local laws,
〈q, Gei〉GjjGii〈ej , Gq〉 ≺ |qiqj ||gi(t, z)gj(t, z)|2 +Nξ|gi(t, z)gj(t, z)|3/2Im
(
N∑
k=1
q2kgk(t, z)
)
.
(4.36)
Then using similar bounds as the first case one gets√
t
N
1
N Im
(∑N
k=1 q
2
kgk(t, z)
) ∑
16i<j6N
(4.36) ≺ N2ξ
(
1
Nt
√
N
t
+
√
N
t
)
. (4.37)
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Finally, putting together (4.27), (4.28), (4.33), (4.34) and (4.37), we get the bound, for η =
N−1+ξ. √
t
N
1
N
∑
16i<j6N
∂3ijF (H˜s) ≺ N3ξ
√
N
t
. (4.38)
In order to get a bound for η below microscopic scales, we can use the following inequality, for
any y 6 η,
|〈q, G(E + iy)q〉| 6 C logN η
y
Im〈q, G(E + iη)q〉.
Thus, uniformly in E ∈ Iκr and N−1−ξ 6 η 6 t, we have
M = O
(
N5ξ
√
N
t
)
. (4.39)
Using now Lemma 4.1, we can make Wt undergo the dynamics H˜s up to a time τ  N−5ξ
√
t
N with
ξ arbitrarily small in order to get the right bound.
For a product of resolvent entries, one can do similar computations and bounds. Indeed consider
m > 0, and
F (H˜s) =
m∏
k=1
Fk(H˜s) with Fk(H˜s) = 〈q, G(zk)q〉,
then one can write the third derivative of F as (4.12) and using the fact that
∂ijFk = −
∑
{α,β}={i,j}
〈q, Geα〉〈eβ , Gq〉, (4.40)
∂2ijFk =
∑
α,β
〈q, Geα1〉Gβ1,α2〈eβ2 , Gq〉 (4.41)
where {αi, βi} = {i, j} and using the same type of bounds as for (4.38), we obtain the result (4.3)
since the extension to any smooth function with polynomial growth is also clear.
4.2. Reverse heat flow
In Subsection 3.2, we showed Theorem 3.6, which corresponds to our main result for the matrix
Hτ = Wt+
√
τGOE with a general Wigner matrixW in the definition ofWt. Thus, the overwhelming
probability bound holds for the eigenvectors of this matrix Hτ giving us a strong form of quantum
unique ergodicity for the deformed Gaussian divisible ensemble. In order to remove the small
Gaussian component in the matrix, we will use the reverse heat flow technique from [17, 19] which
allows us to obtain an error as small as we want in total variation between two matrix ensembles.
In order to use this technique, we need the smoothness assumption on the matrix W given by
Definition 1.7. We first introduce some notation for this section.
As in earlier, we will denote the distribution of the matrix W entries as ν with a density ϕ with
respect to the Gaussian distribution with mean zero and variance one denoted %: dν = ϕd%. The
reverse heat flow technique gives the existence of a probability distribution ν˜s for any s small enough
such that making ν˜s undergo the Ornstein-Uhlenbeck process
A := 12
∂2
∂x2
− x2
∂
∂x
approaches the distribution ν in total variation.
This process on all the matrix entries induces the Dyson Brownian motion process on the eigen-
values. Thus the following proposition tells us that there exists a distribution of a matrix from the
Gaussian divisible process of the form
W˜s =
√
1− s W˜ +√sGOE
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that approximates as close as polynomially possible a smooth Wigner matrix W . The precise
statement is written in the following proposition.
Proposition 4.3 ([19]). Let K be a positive integer and ν = ϕ% a distribution smooth in the sense
that it follows the conditions (ii) and (iii) of Definition 1.7. Then there exists sK a small positive
constant depending on K such that for any 0 < s 6 sK , there exists a probability density ψs with
mean zero and variance one such that we have the inequality∫ ∣∣esAψs − ϕ∣∣d% 6 CsK (4.42)
for some positive constant C depending only on K. Besides we also have the inequality for the joint
probability of all matrix entries in the following sense,∫ ∣∣∣esA⊗N2ψ⊗N2s − ϕ⊗N2∣∣∣ d% 6 CN2sK (4.43)
Now, see that this proposition holds for any fixed K so that, taking s = N−ε for some small ε
we can choose a large K only depending on ε (and not on N) so that we can obtain any polynomial
bound between the two matrix ensembles. This property allows us to get overwhelming probability
bounds on the eigenvectors since the total variation distance of the distribution of the eigenvector
entries is smaller than the total variation distance between the joint probability of the matrix entries.
5. Proofs of main results
Now that we have the result for the Gaussian divisible ensemble Hτ with τ  t by Section 3,
combining it with the continuity argument from the last subsection, we are able to prove Theorem
1.3 and Corollary 1.6. These two results are a consequence of the following proposition showing the
convergence of moments for the eigenvectors of Wt.
Proposition 5.1.
Let κ ∈ (0, 1) and m an integer, for a set of indices I ⊂ Aκr , such that |I| = m, we have
E
[
P
((
N
σt(q, k)2
|〈q, uk〉|2
)
k∈I
)]
−−−−−→
N−→∞
E
[
P
((N 2k )mk=1)] (5.1)
with (Nk)k a family of independent normal random variables.
See now the proof of Theorem 1.3 and Corollary 1.6 given by Proposition 3.3.
Proof of Theorem 1.3. Proposition 5.1 exactly gives us that the joint moments of the renormal-
ized eigenvectors converge to those of independent normal random variables which is the result of
Theorem 1.3.
Proof of Corollary 1.6. By Theorem 1.3, we have the following inequality, for some ε > 0,
E
[|uk(α)2|] = 1
N
σ2t (α, k) +O
(
N−ε
Nt
)
. (5.2)
By Markov’s inequality, we can write
P
(
Nt
|A|
∣∣∣∣∣∑
α∈A
|uk(α)|2 − 1
N
∑
α∈A
σ2t (α, k)
∣∣∣∣∣> c
)
6 N
2t2
c2|A|2E
∣∣∣∣∣∑
α∈A
|uk(α)|2 − 1
N
∑
α∈A
σ2t (α, k)
∣∣∣∣∣
2
 ,
6 N
2t2
c2|A|2 (A− 2B+ C) (5.3)
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We now need to evaluate the three terms in the last inequality using (5.2), first we have
A := E
(∑
α∈A
|uk(α)|2
)2 = 1
N2
(∑
α∈A
σ2t (α, k)
)2
+ 2
N2
∑
α∈A
σ4t (α, k) +O
(
N−ε|A|2
N2t2
)
.
Likewise,
B := 1
N
∑
β∈A
σ2t (β,N)E
[∑
α∈A
|uk(α|2
]
= 1
N2
∑
α,β∈A
σ2t (α, k)σ2t (β, k) +O
(
N−ε|A|2
N2t2
)
.
Finally, C is just a deterministic term,
C :=
(
1
N
∑
α∈A
σ2t (α, k)
)2
Putting all three terms together, we get
A− 2B+ C = 2
N2
∑
α∈A
σ4t (α, k) +O
(
N−ε|A|2
N2t2
)
6 C
( |A|
N2t2
+ N
−ε|A|2
N2t2
)
(5.4)
The claim then follows from injecting the last inequality in (5.3).
We finish now with the proof of Proposition 5.1.
Proof of Proposition 5.1. By Corollary 4.2, we know that for some τ ∈ T ′a there exists ε > 0 such
that ∣∣∣∣E [P (( Nσt(q, k)2 |〈q, uk〉|2
)
k∈I
)]
− E
[
P
((
N
σt(q, k)2
|〈q, uH˜τk 〉|2
)
k∈I
)]∣∣∣∣ 6 N−ε (5.5)
and by Proposition 3.3, we know that, recalling the definition of Hs, for some τ ′  t there exists a
ε′ > 0 such that∣∣∣∣E [P (( Nσt(q, k)2) |〈q, uHτ′k 〉|2
)
k∈I
)]
− E
[
P
((N 2k )mk=1)]∣∣∣∣ 6 N−ε′ . (5.6)
Now, we need to see that H˜τ has the same law as Hτ ′ for some τ ′  t. Note that we can write
the law of the entries of H˜τ as
H˜ij(τ)
d= Dij + e−
τ
2t
√
tWij +
√
t
(
1− e− τt ) 1√
N
N (ij), (5.7)
where
(N (ij))
i6j is a family of independent standard Gaussian random variables. Doing the scaling
t′ = te−τ/t = O(t),
τ ′ =
√
t
(
1− e− τt ) = O(τ) (5.8)
one can write
H˜τ = D +
√
t′W +
√
τ ′GOE.
Finally, we can apply Proposition 3.3 to H˜ so that (5.6) applies and combining it with (5.5) we get
the convergence of moments for the eigenvectors of Wt.
Combining Theorem 3.6 and Subsection 4.2, we are now able to prove Theorem 1.8.
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Proof of Theorem 1.8. Let ε and D two positive constants and consider s = τ/t,. There exists then
a large K, which does not depend on N , such that by Proposition 4.3 there exists a matrix W˜ such
that the total variation distance between the distribution ofW and
√
1− sW˜ +√NsGOE is smaller
than N−D.
Denote u1, . . . , uN the L2−normalized eigenvectors of Wt = D+
√
tW and u˜1, . . . , u˜N the normal-
ized eigenvectors of W˜t(s) = D+
√
t(1− s) W˜ +√tsGOE. Now, since we have in the overwhelming
probability bound (1.12) the Nε degree of liberty, we can do the scaling t′ =
√
t(1− s) as s  1
and still get (1.12) for the deformed Gaussian divisible ensemble W˜t(s), thus one can write
P
(∣∣∣∣∣∑
α∈I
(
uk(α)2 − 1
N
σ2t (α, k)
)∣∣∣∣∣ > NεΞ(τ)
)
6 P
(∣∣∣∣∣∑
α∈I
(
u˜k(α)2 − 1
N
σ2t (α, k)
)∣∣∣∣∣ > Nε/2Ξ(τ)
)
+ P
(∣∣∣∣∣∑
α∈I
(
uk(α)2 − u˜k(α)
)∣∣∣∣∣ > Nε/2Ξ(τ)
)
6 N−D
where for the last inequality we used the quantum unique ergodicity proved in Theorem 3.6 for the
deformed Gaussian divisible ensemble of which u˜ are the eigenvectors and Proposition 4.3 in order.
Now, in order to get the error Ξ we now need to optimize the error
Ξ(τ0) =
Î√
Nτ0
+ Î τ0
t
= Î(Nt)1/3 = Ξ with τ0 =
(
t2
N
)1/3
.
We can do the same thing for the quantity
∑
α∈I uk(α)ul(α) and get the final result.
A. The stochastic advection equation method
In this section, we will consider a small perturbation of a Wigner semicircle profile by a Gaussian
noise. First, consider a diagonal matrix Dsc such that rigidity according to the semicircle density
holds for its diagonal entries in the following way, for any ε a positive constant, and any k ∈ [[1, N ]],
|Dk,sc − µk| 6 N−2/3+εkˆ−1/3 (A.1)
where (µk)16k6N are the quantiles of the semicircular law defined in (4.15).
We then consider the Ornstein-Uhlenbeck Dyson Brownian motion at time τ = N−1+δ for any
δ ∈ (0, 1) with initial condition Dsc,
Hsc(τ) = e−τ/2Dsc +
√
1− e−τGβ
where Gβ is an element of the Gaussian Orthogonal Ensemble for β = 1 and of the Gaussian Unitary
Ensemble for β = 2. In the next subsection, we will see that using the dynamical nature of this
model allows us to get a stronger local law than Theorem 2.3 in our specific case when initial rigidity
holds. This relies on a stochastic advection equation, as in [8, 24, 40], for which we have optimally
small error estimates.
A.1. Improved local law
Denote the Stieltjes transform of the empirical spectral measure and of the semicircle law ρsc
sτ (z) =
1
N
N∑
k=1
1
λk(τ)− z , m(z) =
∫
R
dρsc(x)
x− z =
−z +√z2 − 4
2 (A.2)
and the renormalized resolvent for z ∈ C such that Im(z) > 0,
Gτ (z) =
e−τ/2
N
N∑
k=1
zk(τ)2
λk(τ)− z , (A.3)
where zk(τ) is given by (1.17) and (λk(τ), uk(τ)) denotes the eigenvalues and eigenvectors of Hτ .
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It was observed in [8] in the context of characteristic polynomials of random matrices (see also
[24, 40] for other use of this resolvent flow) that for any Im(z) 6= 0, we have
dGτ (z) =
(
sτ (z) +
z
2
)
∂zGτ (z)dτ +
(
2
β
− 1
)
1
2N ∂zzGτ (z)
− 1√
βN
N∑
l,k=1
zkzl
(λk(τ)− z)(λl(τ)− z)dBk,l.
(A.4)
This a simple application of the Itô formula. Now, because our initial condition is semicircular, by
(A.2), for η  N−1, the first term of the right hand side of (A.4) is approximately √z2 − 4/2 and
the other terms are expected to be of smaller order. One can then see that the equation (A.4) is an
approximation of the two dimensional advection equation
∂τh(τ, z) =
√
z2 − 4
2 ∂zh(τ, z). (A.5)
This equation is exactly solvable using the method of characteristics as in [8]: define for any fixed
z such that Im(z) > 0,
zτ =
1
2
(
eτ/2(z +
√
z2 − 4) + e−τ/2(z −
√
z2 − 4)
)
. (A.6)
Then the trajectory zτ corresponds to the characteristics for the two dimensional advection equation
(A.5). In other words, for any analytic initial condition h(0, ·) on Im(z) > 0, we have h(τ, z) =
h(0, zτ ).
The following proposition from [8] states that, indeed, with overwhelming probability, Gτ (z) is
very close to G0(zτ ). It gives us an anisotropic local law with a parameter control of (Nη)−1 in the
bulk which is better than the usual entrywise local laws control parameter of (Nη)−1/2.
More precisely, first take κ and ε to be any small positive constants and define
Dκε =
{
z = E + iη, −2 + κ < E < 2− κ, N
ε
N
< η < 1
}
.
By combining the result in [8] with (A.4), we have the following.
Proposition A.1 ([8]). Consider the dynamics (A.4) and assume (A.1). Let ε, κ > 0 be a (small)
fixed constant. For any 0 < τ < N−ε and z = E + iη ∈ Dκε , we have
Gτ (z) = G0(zτ ) +O≺
(
1
Nη
)
(A.7)
Remark A.2. If one looks at the proof of Proposition 3.3, we used the local law on 〈q, Gq〉 that
gives an error term of (Nη)−1/2. Here, the entrywise local law on the perturbation of a Wigner
profile from Lemma A.1 gives an error (Nη)−1 and we can get convergence of moments with a better
error term. Take N−1  τ  1, define fsc(τ) as in (1.19) for Hτ and see that the variance in this
specific case is
στ (k0, k)2 :=
τ
(µk − µk0)2 + (τ Imm(µk + iη?))2
, (A.8)
then for any configuration η ⊂ [[αN, (1− α)N ]] such that N (η) = n we have
fsc(τ,η) =
N∏
i=1
στ (k0, k)2ηk +O≺
(
1
(Nτ)1/4τn
)
. (A.9)
Note that we get a better error, still not optimal, by taking the following parameters in the proof:
we make the matrix Hτ undergo the Dyson Brownian motion for a time τ ′ = (Nτ)1/4/N  τ ,
choose the spectral resolution η = N−ετ˜ ′, take the short-range parameter ` =
√
uNτ ′ where we
localize the dynamics onto a window of size u =
(
(Nτ)2Nτ ′
)1/3.
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A.2. Multi-particle advection equation
We looked at the following quantity
Gt(z) = N〈q, e−t/2Gq〉 = e−t/2
N∑
k=1
|z2k(t)|
λk(t)− z , (A.10)
so that E[Gt(z)|λ] encodes the eigenvector moment flow observable for η consisting of one particle. It
is interesting to try to encode the information of all sizes of the configurations η into such quantities.
We will try to do that by looking instead at the exponential of the renormalized quantity Gt(z).
On the one hand, we can do the following elementary combinatorics, first look at the Hermitian
case,
exp
(
e−t/2
N∑
k=1
|zk|2
2(λk − z)
)
=
N∏
k=1
∑
n>0
e−nt/2
|zk|2n
2n(λk − z)nn! =
∑
n>0
e−nt/2
∑
η
N (η)=n
N∏
k=1
|zk|2ηk
(λk − z)ηk2ηkηk!
Taking the conditional expectation over λ, we get
E
[
exp
(
e−t/2
N∑
k=1
|zk|2
2(λk − z)
)∣∣∣∣∣λ
]
=
∑
n>0
e−nt/2
∑
η
N (η)=n
E
 ∏Nk=1 |zk|2ηk2ηkηk!∏N
k=1(λk − z)ηk
∣∣∣∣∣∣λ
 .
Now, for the polynomials in the Hermitian case, we can write
E
[
exp
(
e−t/2
N∑
k=1
|zk|2
2(λk − z)
)∣∣∣∣∣λ
]
=
∑
n>0
e−nt/2
∑
η
N (η)=n
f
(h)
λ,t (η)∏N
k=1(λk − z)ηk
.
If we now consider consider the symmetric case, we get a correction term, noted pi(s), and we have
E
[
exp
(
e−t/2
N∑
k=1
z2k
2(λk − z)
)∣∣∣∣∣λ
]
=
∑
n>0
e−nt/2
∑
η
N (η)=n
f
(s)
λ,t(η)pi(s)(η)∏N
k=1(λk − z)ηk
where
pi(s)(η) =
N∏
k=1
a(2ηk)
2ηkηk!
=
N∏
k=1
ηk∏
l=1
(
1− 12l
)
.
With the convention pi(h)(η) = 1 for all configurations η, we can write the following identity for
both the Hermitian and the symmetric case:
E
[
exp
(
1
2N 〈q, e
−t/2Gq〉
)∣∣∣∣λ] = ∑
n>0
e−nt/2
∑
η
N (η)=n
ft(η)pi(η)∏N
k=1(λk − z)ηk
. (A.11)
Interestingly, the measures on the configuration space defined above pi(s) and pi(h) are the re-
versible measures for the dynamics (1.20) and its Hermitian equivalent respectively, see [12, Prop
3.2].
On the other hand, by Lemma A.1, we have
exp
(
1
2Gt(z)
)
= exp
(
1
2G0(zt) +O≺
(
1
Nη
))
.
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Together with (A.11), we obtain the following identity∑
n>0
e−nt/2
∑
η
N (η)=n
ft(η)pi(η)∏N
k=1(λk − z)ηk
= exp
(
O≺
(
1
Nη
))∑
n>0
∑
η
N (η)=n
f0(η)pi(η)∏N
k=1(λk − zt)ηk
We believe this observation on the Laplace transform of the resolvent gives a path to the analysis
of high moments of the eigenvectors.
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