We consider a two-edge connected, undirected graph G = (V, E), with n nodes and m non-negatively real weighted edges, and a single source shortest paths tree (SPT) T of G rooted at an arbitrary node r . If an edge in T is temporarily removed, it makes sense to reconnect the nodes disconnected from the root by adding a single non-tree edge, called a swap edge, instead of rebuilding a new optimal SPT from scratch. In the past, several optimality criteria have been considered to select a best possible swap edge. In this paper we focus on the most prominent one, that is the minimization of the average distance between the root and the disconnected nodes. To this respect, we present an O(m log 2 n) time and O(m) space algorithm to find a best swap edge for every edge of T , thus improving for m = o(n 2 / log 2 n) the previously known O(n 2 ) time and space complexity algorithm.
Introduction
One of the most common operations in computer networks is the broadcasting of a message from a source node to every other node of the network. When the broadcasting procedure represents an important part of the network activity, it makes sense to use a topology that enables the information to reach all the nodes in the fastest possible way, that is a single source shortest paths tree (SPT) rooted in the source node. The SPT, as any tree-based network topology, may present some problems regarding link malfunctioning, however: the smaller is the number of links, the higher is the average traffic for each link and, consequently, the higher is the risk of a link overloading. Furthermore, the failure of a single link may cause the disconnection of a wide part of the network.
. The paper is organized as follows: in Section 2 we give some basic definitions that will be used throughout the paper; in Section 3 we present our algorithm; in Section 4 we provide a preliminary analysis of our algorithm; in Section 5 we show few results that will form the basis for the exact time complexity analysis of our algorithm; finally, in Section 6, we compose the results of the previous sections, by providing the time and space complexity of our algorithm.
Basic definitions
Let G = (V, E) be a weighed, undirected graph in which V is the set of nodes and E is the set of edges, where every edge e = (u, v) ∈ E has associated a non-negative real weight w(e), also denoted as w (u, v) . A path in G is a sequence π = u 1 , e 1 , u 2 , e 2 , . . . , e k−1 , u k such that u i ∈ V, i = 1, . . . , k, and e i = (u i , u i+1 ) ∈ E, i = 1, . . . , k − 1. If u 1 = u k the path is called a cycle. A simple path is a path in which no node repetitions occur, while a simple cycle is a cycle in which there is only one node repetition. In the rest of the paper, we will only consider simple paths and simple cycles. Let w(π ) = k−1 i=1 w(e i ) be the length of the path π . The distance d(u, v) between the nodes u, v is defined as the length of a shortest path connecting the nodes. A connected graph is a graph in which every couple u, v of nodes has a path linking them; a graph is said to be 2-edge connected if the deletion of any edge leaves the graph connected.
A tree is a connected graph without any cycle. If we root a tree T at an arbitrary node r , then a node x is said to be an ancestor of a node y in T if the path from r to y in T , also denoted as r T → y, contains x; in this case, y is a descendant of x. A single source shortest paths tree (SPT) of G rooted in r is a tree T = (V, E T ) made up by shortest paths linking r with every other node of the graph. Let T v = (V v , E v ) be the subtree of T containing all the descendants in T of v ∈ V . In the rest of the paper, we will denote by |T v | the number of nodes in T v , and by w(T v ) = x∈V v d(v, x). The nearest common ancestor (NCA) of a given couple of nodes x, y is the lowest node of the tree that is an ancestor of both x and y (for details see [3] ); we will indicate it by nca(x, y).
Let e = (u, v) be any tree edge, with u parent of v in T . We indicate with C e = {(x, y) ∈ E \ E T : (x ∈ V \ V v ) ∧ (y ∈ V v )} the set of swap edges for e, i.e., the edges that may be used to replace e for maintaining the tree connected. In a 2-edge connected graph, we have that C e = ∅, ∀e ∈ E T . Given a non-tree edge α, let life(α) = {e ∈ E T : α ∈ C e }, i.e., the set of tree edges for which α is a swap edge; for any pair α, β of non-tree edges, we will indicate life(α) ∩ life(β) by writing life(α, β). For any α ∈ C e , let T e/α and d α (x, y) be the tree obtained by swapping e with α and the distance between nodes x, y in T e/α , respectively, and let F(e, α) = x∈V v d α (r, x). Let F(e, α) = F(e, α)/|T v | denote the average distance between r and nodes in T v . Notice that |T v | does not depend on the swap edge, thus finding a swap edge minimizingF(·, ·) is equivalent to finding a swap edge minimizing F(·, ·). Hence, a best swap edge α * (e) for a tree edge e is defined as α * (e) = argmin{F(e, α) : α ∈ C e }.
In the sequel, we will study the problem of finding a best swap edge for every edge of the SPT.
High-level description of the algorithm
Let us first recall the definition of lower envelope of a set of functions:
} be a set of functions, where
is named the lower envelope of F.
Let us consider the nodes of the tree as ordered in any arbitrary post-order. For every tree edge e = (u, v), with u parent of v in T , and for every non-tree edge α, let the swap function associated with α be defined as follows:
If we arrange the nodes on the x axis and the values of f α (·) on the y axis, then solving our problem reduces to finding the lower envelope of F = { f α (v) : v ∈ V \ {r }, α is a non-tree edge}. In [4] it was presented an efficient comparison-based algorithm to compute the lower envelope of a set of continuous real functions. Such an algorithm relies on the concept of intersection between functions, and can be extended to our case by introducing the notion of inversion between pairs of swap functions. Basically, an inversion between two swap functions f α , f β with life(α, β) = ∅, is defined by a pair of tree edges e = (u, v), e = (v, z) ∈ life(α, β) such that u is the parent of v and v is the parent of z in T , and for which the following holds: either f α (z) ≤ f β (z) and
In such a case, node v is said to be an inversion node for α, β.
The algorithm provided in [4] is based on the efficient answering to a set of three queries that, for our problem, can be rephrased as follows:
Given a swap function f α , return the minimum and the maximum node (with respect to the selected postorder numbering) for which f α is defined;
• Q 2 ( f α , f β , v): Given a pair of swap functions f α , f β and a node v ∈ V , return (if any) the inversion node of f α , f β , if and only if it is greater than v (w.r.t. the current post-order);
Given a pair of swap functions f α , f β and a node v belonging to the path induced by life(α, β),
, then return a dummy value, say ⊥.
Our algorithm can be divided into different phases: first, it partitions the set of the swap functions in subsets; after, it computes the lower envelope of each subset; then, in the third phase it merges these lower envelopes to obtain the entire lower envelope of F, from which it can be easily extracted the set of all best swap edges.
In the description of the algorithm, a lower envelope is represented by a pair of ordered sets: a set of nodes in which functions that appear in the lower envelope change, along with a set of functions each corresponding to the lower envelope in the interval determined by two consecutive nodes.
Algorithm 1 AllBestSwapEdges(G, T )
Input: a 2-edge connected, undirected, weighted graph G and a SPT T of G Output: the set of all best swap edges for T F = the set of swap functions, one for each non-tree edge /*Partition the set of functions in subsets */ P = Partition(F ) /*Find the lower envelope of every subset
Function Partition(S)
Input: a set of swap functions Output: a partition of swap functions /*EN is the set of functions' endnodes
; end T = a complete binary tree over EN, whose preorder visit returns EN (add dummy nodes to make the tree complete); foreach node x in T do S x = ∅; /*a function is put in the set corresponding to the NCA of its endnodes
foreach node z at level in T dō S =S ∪ S z ; end P = P ∪ {S }; end return P;
Analysis of the algorithm
To analyse our algorithm, we start by recalling some important results about the relationships between DavenportSchinzel sequences and the lower envelope sequence of a set of functions (for details see [1, 4] ):
is a Davenport-Schinzel sequence of order s with k elements, say DS(k, s), if u i = u i+1 , ∀i < p, and there exist no s + 2 indexes
Input: two lower envelopes Output: a merge of the lower envelopes given in input
Input: a set S of swap functions Output: the lower envelope of the functions
} be a set of functions, and let L F (x) denote the lower envelope of F. Let p be the minimum number of intervals I 1 , . . . , I p in which which D F (the domain of L F (x)) can be partitioned in such a way that the following holds:
Then, the lower envelope sequence of F is the sequence U F = (i 1 , . . . , i p ).
It is well-known that if F is a set of k functions intersecting pairwise in at most s points, then the lower envelope sequence of F is a DS(k, s + 2) [1] , and therefore it has complexity λ s+2 (k).
We can now give the analysis of the algorithm by following that presented in [4] . For our purposes, we will assume that a pair of swap functions can intersect in at most one point, and we will denote by T i the time needed to answering a query Q i , i = 1, 2, 3. In the following section we will show how to answer the queries, which will be then used to provide an effective bound on the time needed by the algorithm. Proof. The first phase of the algorithm uses the function Partition to generate a partition of the set of swap functions; it requires O(m log n + T 1 m) time, and generates O(log n) sets of functions. Notice that as showed in [4] , each of these sets of functions, say S , has a lower envelope sequence whose complexity is bounded by λ 2 (|S |) = O(|S |) [1] , and not by λ 3 (·), as it happens in general when there are s = 1 intersections between pairs of functions.
In the second phase, the algorithm computes the lower envelope of each of these sets of functions. For each such set S , this requires time proportional to the complexity of the lower envelope sequence of S , which is O(|S |), multiplied by (T 2 + T 3 ) log |S |. Then, computing the lower envelopes of all the sets requires O((T 2 + T 3 ) m log n) time.
In the third phase of the algorithm, we merge the lower envelopes already built to obtain the final result. The set of lower envelopes to be merged has size O(log n), while the complexity of the resulting lower envelope sequence is now bounded by λ 3 (m) = O(α(m, m) m) [1] , where α(·, ·) is the classic inverse of the Ackermann's function defined in [9] . Thus, the time required for this part of the algorithm is O((T 2 + T 3 ) α(m, m) m log log n).
From the above analysis, since α(m, m) m log log n = O(m log n) and given that all the operations require linear space (indeed, notice that the swap functions in F are not represented explicitly), the claim follows.
In the following section, we show how to answer efficiently the queries, and we provide a bound on the number of inversions of a pair of functions f α , f β .
Answering the queries
Given two swap edges α = (y α , x α ), β = (y β , x β ), observe that either life(α, β) is empty, or it consists of a set of edges which form a path in T . In the latter case, such a path consists either of: (i) a subpath of a root-leaf path in T , or (ii) two edge-disjoint subpaths of T which start from the node nca(y α , x α ) = nca(y β , x β ) and proceed downwards. Notice that case (ii) can be easily reduced to case (i) (it suffices to transform the swap edge α into edges α = (y α , nca(y α , x α )) with w(α ) = w(α) + d(r, x α ), and α = (x α , nca(y α , x α )) with w(α ) = w(α) + d(r, y α ), and similarly for β). Hence, in the following we will assume, for the sake of simplicity, that life(α, β) = {e 0 , . . . , e p }, where e i precedes e i+1 along a root-leaf path of T , and we denote by v i the endnode of e i farthest from the root, i = 0, . . . , p − 1.
Trivially, query Q 1 can be answered in constant time, since the nodes we are searching for coincide with the endnodes of the given swap edge. Concerning the query Q 2 , performing it efficiently is harder. In the following, given two swap edges α, β, if the lower endpoint of life(α, β) coincides with any endvertex of α or β, then we say the two edges are related, unrelated otherwise. Next, we show separately how to manage related and unrelated swap edges.
Related swap edges
We start by proving two lemmas concerned with related edges:
Lemma 5.1. Let α = (y α , x α ), β = (y β , x β ) be related swap edges such that life(α, β) = {e 0 , . . . , e p = (v p−1 , v p )}, where x β = v p is an ancestor of x α . If there exists an edge e k ∈ life(α, β) such that F(e k , β) ≤ F(e k , α), then d β (r, x β ) ≤ d α (r, x β ).
Proof. In the sequel, we adopt the following notation (see Fig. 1 ): let {e p+1 , . . . , e p+q } be the set of edges in life(α) which lie below e p ; then, for i = 0, . . . , p + q − 1, we set S i = T v i − T v i+1 , i.e., the subtree of T v i induced by the Fig. 1 . Non-tree edges α, β, where the endnode x α of α is a descendant of the endnode x β of β; edges α, β are both swap edges for the tree edges {e 0 , . . . , e p } (triangles denote subtrees).
removal of all the nodes in T v i+1 , and we set S p+q = T v p+q . Then
Recalling that, by definition, d α (r, x β ) = d α (r, x α ) + p+q = p+1 w(e ), and assuming by contradiction that d β (r, x β ) > d α (r, x β ), we have
thus contradicting the assumptions.
The following result derives from Lemma 5.1:
Under the same assumptions of the previous lemma, we have that F(e j , β) ≤ F(e j , α), ∀ j = 0, . . . , k − 1.
Proof. We have
From the assumptions, we have that F(e k , β) ≤ F(e k , α). Moreover, from Lemma 5.1 we know that d β (r, x β ) ≤ d α (r, x β ), thus obtaining F(e j , β) ≤ F(e j , α).
This result introduces an important monotonicity property: if an edge β gives a better result than a lower one α in swapping an edge e k , then β will always be better than α for every edge above e k .
The next lemma focuses on the case in which the lower swap edge α gives initially a better result than the higher one β, and provides a condition to establish for which failing edge, if any, β will become preferable w.r.t. α while climbing up the tree. 
Proof. We write F(e k , β) and F(e k , α) by using the same technique used above:
From (3) and (2), the condition F(e k , β) ≤ F(e k , α) can be rewritten as:
which is equivalent to (1), thus concluding the proof.
Unrelated swap edges
Next, we prove two results concerned with unrelated swap edges.
Lemma 5.4. Let α = (y α , x α ), β = (y β , x β ) be unrelated swap edges such that life(α, β) = {e 0 , . . . , e p = (v p−1 , v p )}, where both x α and x β descend from v p in T . If F(e p , α) ≤ F(e p , β) and
Proof. Let x a , x b be the children of v p that are ancestors of
and let Fig. 2 ). We start by writing the values of F(e k , α) and F(e k , β):
w(e ) |S i |;
From the assumptions F(e k , β) ≤ F(e k , α) and F(e p , α) ≤ F(e p , β), we have that the above two equations imply Fig. 2 . Unrelated swap edges α, β and the edges {e 0 , . . . , e p } = life(α, β) that they both can swap (splines denote paths).
Then, the cost of swapping a generic edge e j , j ∈ [0, k), with α and β is:
We know from the assumptions that F(e k , β) ≤ F(e k , α), thus we can conclude the proof by using (4).
The next result deals with the same situation of Lemma 5.4, giving us a condition to identify, if any, an edge in which β gives a better result than α. 
Proof. We can rewrite the condition F(e k , β) < F(e k , α) in the following way, by using a technique very similar to that used above:
which is equivalent to condition (5), thus concluding the proof.
Answering to queries Q 2 and Q 3
The results of Lemmas 5.1-5.5 can be summarized by the following:
Proposition 5.1. Let α, β be swap edges such that life(α, β) = {e 0 , . . . , e p }. If F(e p , α) ≤ F(e p , β), then one of the following two conditions must hold:
(1) ∀i = 0, . . . , p − 1, we have F(e i , α) ≤ F(e i , β);
Hence, the following two cases are possible:
(1) If the edges are related, then from Lemma 5.3 the inversion node v j , if it does exist, must satisfy the following condition:
(2) Otherwise, if the edges are unrelated, then from Lemma 5.5 the following must hold to ensure the existence of the inversion node v j :
Thus, finding the inversion node reduces to searching for the lowest node with a certain number of descendants on a given path. Concerning the evaluation of conditions (6) and (7), in [8] the following has been proved: let e = (u, v) be a tree edge and let α = (x, y) ∈ C e , and let w(T, x) (resp., w(T, v)) denote the sum of the lengths of all the (undirected) paths in T starting from x (resp., v) and leading to every node in T ; then, the function F(e, α) can be written in this way:
Terms |T v | and d(r, y) can be easily obtained in constant time, after a linear time preprocessing of T . Moreover, in [8] it is also proved that it is possible to compute w(T, x) for every node x ∈ V in O(n) time. From this, it follows that we can compute F(e p , α) and F(e p , β) in constant time. Since all other terms in (6) and (7) are available in O(1) time after linear time preprocessing, it follows that these two conditions can be evaluated in O(1) time.
The above analysis shows that to establish the query time for Q 2 , it remains to bound the number of times that conditions (6) and (7) need to be tested to find their inversion node. We can prove the following result:
Lemma 5.6 (Query Time for Q 2 ). Let α = (y α , x α ), β = (y β , x β ) be swap edges such that life(α, β) = {e 0 , . . . , e p = (v p−1 , v p )}, where both x α and x β descend from v p in T . Then, it is possible to compute their inversion node, if any, in O(log n) time and linear space, after linear time preprocessing.
Proof. Fixed any node v j in life(α, β), we can evaluate conditions (6) and (7) in O(1) time. Hence, we have to search for the lowest node in life(α, β) with the needed number of descendants.
First of all, we compute the endpoints of life(α, β), which can be easily expressed in terms of NCA queries, by noticing that the lower endpoint is given by nca(x α , x β ), while the higher one is the lowest node among nca(x α , y α ) and nca(x β , y β ). In this way, we also realize whether α, β are related or not. In [3] it is shown a technique to find the NCA of a pair of nodes in constant time, after linear time preprocessing. Thus, it is possible to find the endnodes of life(α, β) in O(1) time, after linear time preprocessing. Afterwards, we execute a binary search over the path life(α, β) in the following way: we first jump up to node v 0 and we check if it satisfies the appropriate condition; if not, there is no inversion node, and we are done. Otherwise, we have to search in the path v 0 T → v p . To this aim, we jump up to the node v p/2 , and we verify if it satisfies the appropriate condition: if yes, we continue to search in v p/2 T → v p , otherwise we look at v 0 T → v p/2 . By proceeding in this way, we can find the inversion node in O(log n) steps. In [2] it is illustrated a technique to jump up an arbitrary number of nodes in a tree in O(1) time, after linear time preprocessing, hence we can find the inversion node in O(log n) time and linear space, after linear time preprocessing.
Finally, concerning the query time for Q 3 , we can prove the following: Proof. We evaluate the functions in v p , and we compute the inversion node v j of f α and f β , if any, in O(log n) time, as shown in Lemma 5.6. W.l.o.g., let f α (v p ) ≤ f β (v p ). From Proposition 5.1, we know that f α , f β invert in at most one point, hence f α (v i ) ≤ f β (v i ) if and only if i > j.
Main result
We are now ready to prove the main result: Theorem 6.1. Given a 2-edge connected, undirected graph G = (V, E), with n nodes and m non-negatively real weighted edges, and given a SPT T of G, the problem of finding, for every tree edge, a best swap edge which minimizes the average distance between the root of T and the disconnected nodes, can be solved on a standard RAM model in O(m log 2 n) time and O(m) space complexity.
Proof. Let F be the set of swap functions associated with G and T . From Proposition 5.1, every pair of swap functions has at most one inversion, and then from Lemma 4.1 it turns out that the lower envelope of F can be computed by performing O((T 2 + T 3 ) m log n + T 1 m) comparisons. Query Q 1 can be answered in constant time, while from Lemmas 5.6 and 5.7 we have T 2 = T 3 = O(log n). Therefore, the algorithm has O(m log 2 n) time complexity. Both the algorithm and the precomputations use linear space, from which the claim follows.
