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STUDIES OF ATOMIC AND MOLECULAR DYNAMICS
USING PHOTOELECTRON SPECTROSCOPY

Sophie E. Canton, Ph.D.
Western Michigan University, 2004

Photoexcitation and photoionization studies of free atoms and molecules in the gas
phase provide a unique view into various aspects of radiation-matter interactions that are

used as basic building blocks in many branches of physics, such as Solid State, Plasma
Physics, Photochemistry or Astrophysics. With the advent of third generation synchrotron light

sources delivering high photon flux (>10’® photons/s) with unprecedented resolving power
over a broad energy range, it has become possible to investigate in great detail not only the
internal structure of the targets, but also the dynamics of the process. Born in the 1960s,
photoelectron spectroscopy specifically analyzes the kinetic energy and emission angle of the
Ionized electrons. It is now coming to maturity with the availability of spectrometers designed
to achieve high performances. This thesis work presents three examples of experiments
made possible by the combination of the radiation from the Advanced Light Source with state
of the art spectrometers. First, the measurements of the partial photoionization cross sections
below the second ionization potential in argon and neon have uncovered weak and narrow
resonances. Their mirroring profiles in the two open channels, which had prevented them
from being detected in non-differential measurements, have been explained by their LSforbidden nature. Second, the Auger spectra produced by decay of core-excited HF have
revealed specific nuclear wavepacket interferences that occur when the electronic lifetime, the
nuclear dynamics and the excitation prolongation, defined as the inverse of the photon
bandwidth, have comparable time scales. Third, the analysis of the underlying structure in the
first ionization band for free C„ has allowed the vibronic coupling of the singly charged
molecular ion to be characterized.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

ACKNOWLEDGMENTS
I would like to thank the Physics Department at Western Michigan University for
admitting me in the PhD program in the Fall of 1997 and Dr. N. Berrah, for undertaking the
responsibility of Advisor.
My deepest appreciation goes to Dr. J. D. Bozek, for permitting me to work under his
direction at the Advanced Light Source. The extent of his scientific insight and human

qualities has made him the mentor any student could wish to have in the course of a doctoral
formation.
All my thanks go to Dr. E. Kukk, for his unconditional interest in any AMO spectrum.
The present experiments on molecules have greatly benefited, at every stages, from his
thorough knowledge of the field.
I am indebted to Dr. A. A. Wills for giving me the opportunity to be part of the project
on the mirroring resonances and to Dr. T. W. Gorczyca for his invaluable guidance through
the theoretical aspects of it.
The members of the committee: Dr. N. Berrah, Dr. J. D. Bozek, Dr. T. W. Gorczyca,
Dr. E. Y. Kamber, and Dr. J. A. Tanis are acknowledged for accepting to review the final
phase of this work.
I am grateful to the postdocs : Dr. R. 0 . Bilodeau, Dr. G. Snell and Dr. G. Turri, to the
now former PhD students: Dr. A. Aguilar, Dr. W. T. Cheng, Dr. O. Nayandin and Dr. M.
Wiedenhoeft, to the stimulating ALS staff, in particular G. Ackerman, S. Klinger, B. Rude and
R. Slater, as well as many of the beamline 10.0.1 users: Dr. J.M. Bizau, Dr. D. Cubaynes, Dr.
L. Duda, Dr. S. Guilbaud, Prof. D. Jaecks, Dr. K. W. McLaughlin, Dr. B. Langer, Dr. M. C. A.
Lopes, Dr. M. Martins, Dr. M. Meier, T. Schmidt, Dr. E. Sokell, Prof. F. Wuilleumier and Dr. O
Yenen, for their availability and willingness in involving me in some aspects of their work and

research.
My thoughts also go to E. Arenholz, S. Fakra, J. Karlsson, E. Kukk, T. Lohrman,

ii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Acknowledgments—continued

C. Morin, the Moxon-Bozek family and M&M Wiedenhoeft for their wonderful friendship, and
to Boomer, Callie, Cody, Dusty, Echo, Figaro, Jasper, Leo, Lucy, Sophie and Mollie for hours
of fun.
Finally, no word could express my love to my mother, E. Rogan, to my brother, G.
Canton and to M. or the gratitude I owe them for continuous advice and constant support
throughout these years.

Sophie E. Canton

III

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

TABLE OF CONTENTS

ACKNOWLEDGMENTS....................................................................................................

ii

LIST OF TABLES...............................................................................................................

vi

LIST OF FIGURES............................................................................................................

viii

CHAPTER

1.

INTRODUCTION........................................... .....................................................

1

2.

ATOMIC AND MOLECULAR STRUCTURE........................................................

8

2.1 Atomic Structure.....................................................................................

3.

4.

5.

2.2 Molecular Structure.....................................................................................

16

EXPERIMENTAL TECHNIQUES.........................................................................

27

3.1 Synchrotron Radiation and Beamlines......................................................

27

3.2 Photoelectron Spectroscopy..................................................................

45

MIRRORING RESONANCES IN ARGON AND NEON.........................................

64

4.1 Introduction.................................................................................................

64

4.2 Theoretical Background.............................................................................

66

4.3 Results and Discussions......................................

77

4.4 Conclusions................................................................................................

87

NUCLEAR WAVEPACKET INTERFERENCES IN CORE-EXCITED H F

......

89

5.1 Introduction................................................................................................

89

5.2 Theoretical Background.............................................................................

91

5.3 Results and Discussions............................................................................

99

5.4 Conclusions..............................................
6.

8

107

DYNAMIC JAHN-TELLER EFFECT IN C ,; ............................................................

108

6.1 introduction................................. ...............................................................

108

6.2 Theoretical Background............ .......................................

109

iv

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Table of Contents—continued

7.

6.3 Results and Discussions.....................

116

6.4 Conclusions............................................................................................

121

CONCLUSION....................

BIBLIOGRAPHY................................................................

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

123
127

LIST OF TABLES

1.

Common Experimental Techniques..............................................................................

3

2.

Ground State Configurations for Several Elements....................................................

10

3.

Important Dates and Names for the Development of Molecular Semi-Empirical
Methods...........................................................................................................................

23

4. General Parameters for the ALS Ring..........................................................................

37

5.

Comparison of the Temporal Structure in Double-Bunch and Multibunch Mode

38

6.

Parameters of the U10 Undufator...............................

39

7.

U10 Calibration Values..................................................................................................

40

8.

Summary of Beam Requirements for the Three Permanent End Stations on
Beamline 10.0................................................................................................................

42

9.

Summary of the Experimental Setups Used..............................................................

46

10.

Pass Energies, Kinetic Energy Range (Lowest-Highest), Dispersion and
Energy Ranges Across the Detector...........................................................................

50

11.

Hemispherical Analyzer Slit and Aperture Dimensions.............................................

51

12.

Examples of/5 Parameters for Different Partial Waves..........................................

68

13.

Summary of the Experimental Conditions for the Mirroring Resonances
Project............................................................................................................................

78

14.

Energies of the Lowest States of Ar’^...........................................................................

81

15.

Energy Positions and Tentative Assignment for the New Resonances
Appearing in the Low-Lying Photoionization Continuum of Neon.............................

86

16.
17.

18.

19.

States Contributing to the Resonant Auger Spectrum of Core-Excited H F

100

States and Corresponding Auger Width of the Normal KVV Auger Transitions

in H F ........................

102

Symmetry Elements for Dm, Dga and 4 Point Groups................................................

115

Symmetry and Degeneracy of the Vibronic States Supported by the Dm and
the DsdGeometries .....................................................................................................

Vi

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

115

List of Tables— continued

20.

Energies, Widths (in eV) and Relative Intensities of the Jahn-Teller Split
Bands From Least-Squares Curve Fitting of the Photoelectron Band in Figure
5 3 .............................................................................................

VII

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

119

LIST OF FIGURES
1.

Schematic Diagram of Various Photoionization andPhotofragmentation
Processes.......................................................................................................................

6

2.

LS and // Coupling Schemes........................................................................................

15

3.

From Prediction to Direct Observation of the Benzene Molecule............................

16

4. The Born-Oppenheimer Approximation.......................................................................

19

5.

Schematic of Bound and Dissociative Molecular States...........................................

22

6.

Schematic of the Harmonic Potential and the Morse Potential................................

26

7.

Duration of a Radiation Pulse Emitted by Relativistic Electrons on a Circular Orbit

31

8. Schematic of the Coordinate System Usedto Define the Vertical and
Horizontal Beam Emittance..........................................................................................

32

9.

K Versus Gap Function................................................................................................

40

10.

Optical Layout of Beamline 10.0.................................................................................

43

11.

Diffraction Grating Monochromator.............................................................................

44

12.

Geometry of the Spherical Grating Monochromator.................................................

45

13.

Illustration of the Parameters Required to Describe the Trajectory of an
Electron in a Hemispherical Analyzer..........................................................................

47

14.

Schematic of the Hemispherical Analyzer SES-200 ..................................................

49

15.

Slit Curvature.................................................................................................................

51

16.

Lens for the SES-200 Hemispherical Analyzer.......................................

52

17.

Schematic of the Communication Within the H V System.........................................

53

18.

Connection of the HV ControlBoards.........................................

54

19.

The HVSand HVDA...........................................

54

20.

The MCP Assembly..................

56

21.

Overview of the Data Transfer System

22.

Voltage Stepping in the Swept-Mode..............................................

............................................................

viii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

57
58

List of Figures—continued

23.

Schematic of the Experimental TOF Chamber...........................................................

59

24.

Schematic of a long TOF Spectrometer..................

60

25.

Early Examples of Mirroring Resonances in Krypton and Xenon..............................

65

26.

Examples of Angular Distributions for Different Values of yS....................................

69

27.

Indistiguishability Between Direct Ionization and Excitation-Autoionization

70

28.

Examples of Fano Profiles.........................................................................

73

29.

Parameterization of the Total Cross Section for Autoionization of One Discrete
State to Several Continua................

74

30.

Fano Profiles for the Case of One or Several Interacting Continuua......................

75

31.

Partial Differential Cross Sections in Argon at &= 54.7°,9 (f and ( f .........................

80

32.

Asymmetry Parameters >6

and /5

3 /2

..................................................................

33.

Branching Ratio r in Argon............................................................................................

82

34.

Schematic Explaining the Mirroring Profiles.................................................................

83

35. Photoionization Landscape in Neon Below the Second Ionization Threshold

85

36. Normal Auger, Resonant Participator and Spectator Auger Decay...........................

92

37. Time-Independent RIXS Cross Section.......................................................................

93

38. Time-Dependent RIXS Cross Section..........................................................................

94

39. Schematic Illustrating the Notion of Duration Time T..................................................

95

40. Collapse of the Vibrational Structure in CO Upon Photon Energy Detuning

96

41.

Quenching of the Atomic Lines in HCl Upon Photon Energy Detuning....................

97

42.

Quenching of Symmetry Breaking in COj Upon Photon Energy Detuning..............

98

43. Total Ion Yield for HF Between 674 and 692 e V .....................................

100

44. Resonant Auger Decay Spectra of the 1o^ 4«t* Core-Excited State at Different
Detuning Q of the Narrow Band Excitation from the Absorption Maximum

102

45. Schematic of the Potential Energy Surfaces Involved in the Numerical
Simulation ..................

103

ix

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

List of Figures— continued

46.

Theoretical Spectra From Pahl et a! for f t = +2eVand f t = -fSeV.......................

104

47.

Schematic Illustrating the Temporal and Spatial Coherence Necessary to the
Observation of the Interference Coming From Prolonged Excitation.......................

105

Schematic Illustrating the Intensity Distribution in Vibronic Transitions
According to the Franck-Condon Principle..................................................................

111

Static Versus Dynamic Jahn-Teller Effect in the Presence of Strong or
Intermediate Vibronic Coupling H u ......................................................................

113

Illustration of a Typical Fine Structure of Photoelectron Bands in Presence of
Vibronic Coupling......................................................................................

114

51.

Valence Photoelectron Spectrum Taken at 50 eV Photon Energy .............

116

52.

Fine Structure of the HOMO Hu and its Derivative.....................................................

117

53.

Fitting Results Using Three Asymmetric Gaussians..................................................

119

48.

49.

50.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

1. INTRODUCTION

A number of important steps have led historically to the contemporary theory of the
structure of atoms and molecules, and their interaction with radiation. The first step was
certainly the discovery of the electron in 1897 by Thomson [1,2], who recognized it as an

elementary constituent. The atomic theory of matter was at that time firmly established on the
basis of chemical evidence and numerous predictions from the successfully tested kinetic
theory of gases [3], The electrical nature of matter was also known but no connection existed
between electrical properties and microscopic structure before the emergence of the unifying
idea of the electron. The configuration of the associated positive charge was a matter of
dispute until the discovery of the atomic nucleus by Rutherford [4] while studying the
scattering of alpha particles. However, this complete picture of an atom as a neutral unit of
positive and negative charges led to new conceptual difficulties. According to the laws of
classical mechanics, no static configuration of the electrons in an atom could be stable and if
they were moving, they would radiate energy, causing a collapse occurring in less than 10 ®
second. This strong contradiction was at the origin of Bohr’s postulate about the necessary

existence of stationary states with non-classical behavior: they have to be discrete and non
radiating [5,6]. A transition from one to another is only possible through absorption of quanta
of energy, a picture already used by Einstein in 1905 [7] to interpret the photoelectric effect.
The most conclusive experimental evidence for the reality of such states was given by Franck
and Hertz’s experiments on controlled electron collisions with atoms [8]. The next important
step was again achieved by Bohr [9], who recognized that a good approximation of atomic
structure could be obtained by regarding each electron in a stationary state as evolving in the

field of the nucleus and the charge distribution of the other electrons. The combination of the
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concept of spin, introduced by Goudsmit and Uhlenbeck [10,11], with Pauli’s exclusion
principle [12], led to the conclusion that no more than one electron can occupy a given

stationary atomic state. The successful merging of the Hamiltonian formalism with the notion
of wave-like massive particles proposed by de Broglie [13,14] resulted in the derivation of

Schrddinger’s equation [15,16]. In principle, the manifold of the solutions provides a complete
description for the physical quantum states of a particular system. However, the many-body
problem prevents any exact analytical calculation [17].
The decisive theoretical advance was done by Hartree [18,19], who derived the now

widely used self-consistent method based on the central-field approximation, and performed
the first calculations of the structure of simple atoms, soon extended to molecules. The
resulting shell-model rationalized the properties of the known elements, summarized in the
periodic table established empirically by Mendeleev in 1869 [20]. These are for example the
high ionization potentials of the rare gases or the strong electron affinity of the halogens. This
representation is now found at the core of the modem understanding of chemical reactivity
[21]. A short summary of the basic notions necessary to understand atomic and molecular
structure is given in chapter 2. With a good description of electronic structure available, it was
possible to begin investigating the different aspects of the interaction of light with atoms and
molecules.
The field of photoionization itself is more than a century old. Shortly after Rontgen’s
discovery of X-rays [22-24], Hertz [25] described the photoelectric effect as the loss of
negative charges by a solid body when exposed to radiation. As already mentioned, these
early results were later interpreted by Einstein in 1905 [7] resorting to the hypothesis of light
quanta. In 1910, Hughes [26] reported the first ionization chamber measurements on air from
a hydrogen discharge with fluorite and quartz windows. Since then, the research activity in the
field has kept on growing, continuously seeking a more detailed description of the
photoemission process in gas [27], liquid [28,29], or solid phase [30,31,32]. Many different
experimental techniques, often complementary, have been developed over the years to
characterize, as extensively as possible, the rich outcome of photoabsorption by measuring

2
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various physical quantities such as cross sections, branching ratios or angular distributions.
Some of the most common methods are listed in Table 1.

Table 1. Common Experimental Techniques.
Process

Spectroscopy

Absorption

Absorption [33-38]
Total electron/ion yield [39]

Fluorescence

lon/molecular ion fluorescence [34,38]

Fragmentation

Ion/molecular ion detection [39]
Neutral detection [40,41]
Metastable detection [42]

Ionization

ton/molecular ion detection [39]
Photoelectron spectroscopy [43-46]
Auger spectroscopy [46-48]
Threshold photoelectron spectroscopy [49]
Photoelectron-Auger coincidence spectroscopy [50]
Photoelectron-photoion spectroscopy [50]
Mass spectrometry [51]
Fluorescence-photoion coincidence [52]

Considering more specifically photoelectron spectroscopy, this technique is used to
investigate non-radiative phenomena. It analyzes the kinetic energy and emission angle of the
electrons produced directly by light absorption (photoelectron) or subsequent decay (Auger
electron [53]), the latter possibly occuring for high enough incident photon energy. The
general interest of this technique for the scientific community was recognized by awarding the
Nobel prize of Physios to K. Siegbahn in 1981 “for his contribution to the development of high
-resolution electron spectroscopy" [54].
In the 1960s, the focus of photoelectron spectroscopy experiments was on the
determination of binding energies for different atomic, molecular and surface states that were
analyzed in the frame provided by the Hartree-Fock description [55-57]. This method was

called electron spectroscopy for chemical analysis {BSCA). Different elements have different
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characteristic sets of binding energies, so that photoelectron spectra can provide information
about the elements present in a given sample. The exact position and shapes of the lines
depend on the chemical environment, allowing the nature of chemical bonding as a function of
coordination number in molecules or adsorption site at surfaces to be studied. The scarcity of
useful laboratory excitation sources in the W t / limited the study of any given property to a few
energies such as the He I, He II and Ne I emissions, nevertheless permitting considerable
progress in the exploration of atomic and molecular structure, as well as ionization
mechanisms [58,59). Tunable and polarized synchrotron radiation, discovered in 1947 and
gradually made available at dedicated facilities, has become a widely exploited excitation
source, opening the possibility to investigate the photoionization dynamics by following
continuously the evolution of various physical properties as a function of photon energy
[60-63]. The rapid advancement of the field can be explained by a constant amelioration of
light sources and spectroscopic techniques, as well as a rapid progress in theoretical
methods.
With the present availability of third generation synchrotrons and the maturity of
photoelectron spectroscopy, it is possible to reinvestigate some of the benchmark
experiments that contributed to the foundation of the field, revealing new details and
challenging the current understanding of photoionization. The combination of extremely high
energy resolution in the excitation and decay steps (ionization or fragmentation) also offers
the possibility to study problems that were so far beyond reach.
The experimental work presented in this thesis illustrates a few of these topics.
Carried out at the Advanced Light Source (ALS), one of the first third generation light sources
to become operational in 1993, it attempts to demonstrate how experiments using state of the
art spectrometers, such as the hemispherical analyzer Scienta SES-200 and different time-offlight analyzers, have given new insight into intensively studied areas. The experimental
methods are described in detail in chapter 3.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

One chosen line of work is related to the general phenomenon of resonance, found at
the crossing of the structural and dynamical description of matter. As was realized long ago in
nuclear physics, resonances are invaluable sources of information. At a fundamental level,
they are intimately related to the ubiquitous many-body problem, in particular electron-electron
correlations [64,65]. The observation of resonances and the comparison of their features with
numerical calculations has always constituted a stringent test of existing theories since
Madden and Codling first observed the singly excited Rydberg series (ns)(n’p) below the
second ionization threshold in the rare gases. The high photon flux and the high resolution
attainable at the ALS, combined with the possibility of performing differential measurements,
have resulted in the identification of new resonances in the photoionization spectra of argon
and neon. Their weak mirroring profiles, giving no net contribution to the total ionization cross
section, had prevented their observation until these favorable experimental conditions were
met. These results are presented in chapter 4.
The evolution of photoexcited atomic and molecular states covers an extremely broad
range of photochemical processes, from radiative (fluorescence, phosphorescence) to nonradiative (fragmentation, internal conversion). Some of these reactions are displayed in Figure
1 for a generic molecule AB. Since these processes always compete with the direct
processes, and with each other, the excitation, evolution and ionization dynamics of these
states play important roles in the behavior of astrophysical or laboratory plasmas, and dense
media. Henri discovered in 1923 [66] that some bands in the photoabsorption spectra of
polyatomic molecules are diffuse. He named this observation “predissociation” to illustrate the
idea that a molecule, excited into a quasi-bound state, could nevertheless evolve towards
fragmentation. This is similar to resonant excitation in atoms, except for the fact that the

nuclear motion plays an obvious role. An example of such molecular dynamics will be
presented in chapter 5 for the specific case of core-excited HF, focusing on the interplay
between molecular fragmentation and the competing, non-radiative, resonant Auger decay.
This process, which is a special case of autoionization involving inner shells, is currently
intensively studied at third generation light sources over the world. The unprecedented

5
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resolution available has permitted the X-ray equivalent of Raman subnatural line narrowing in

the 1980s. An integration of the Auger Resonant Raman Effect (ARRE) in the general
framework of Resonant Inelastic X-ray Scattering {RIXS) [67,68] has resulted in an upsurge of
experiments designed to test the numerous non-intuitive theoretical predictions about the
impact of the nuclear dynamics on the electron emission bands. The present results are
aimed at verifying the notion of wavepacket interference occurring in a dissociative molecular
state when excitation, nuclear motion and electronic decay happen on a similar time scale.
The fingerprints of this interference clearly appear in the resonant Auger spectra taken across
a core-excited resonance in HF, as will be exposed in chapter 5.

FlQQITlQnfQiton

^ A + B * —> A + B + hv*
A * + B*-> A*+B+hv"
A'" + B“

AB* + hV

tortzaHai

Rtowcerrce

AB"+e
AB^*+e->AB"+e>hv"
AB^**f© —> AB^^+© -f©
A-^+B*+e

Figure 1. Schematic Diagram of Various Photoionization and Photofragmentation Processes.

A non-resonant type of nuclear dynamics of a totally different nature will be

presented in chapter 6. In the early days of quantum mechanics, Jahn and Teller established
an important theorem that now bears their name: any non-linear, isolated (free molecule) or
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extended (crystal) system with electronic degeneracy is distorted by the coupling of the

electrons to a specific subset of nuclear vibrations. As a result, the degeneracy is lifted and
the total energy lowered. The manifestations and consequences of this vibronic interaction
are investigated in free C ^ \ a molecular ion of great interest for many other branches of
physics. A measurement of the highest occupied molecular orbital band shape in the
photoeiectron spectrum of gaseous

reveals new structure. Its analysis provides evidence

for a dynamic Jahn-Teller effect affecting the geometry of the molecular ion in the ground
state. More generally, these results demonstrate the importance of nuclear motion in
describing the electron-phonon interaction for the fullerenes.
Finally, chapter 7 will summarize the research presented in this Ph.D. thesis,
concluding this work and indicating possible future studies.
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2. ATOMIC AND MOLECULAR STRUCTURE

This chapter summarizes the background in atomic and molecular structure relevant
to the research reported in chapters 4 ,5 and 6. The independent particle model provides a
starting point to describe electronic properties. Several refinements have to be introduced in
order to reproduce the outcome of highly resolved experiments.

2.1

Atomic Structure

The Independent Particle Model

The non-relatlvistic Hamiltonian for an AA-electron system can be written in atomic
units as [69,70]
N_

T72

M

2

r;.

i<j 'ij

(1)

The presence of the mixed coulombic term in I and /indices precludes any analytical solution
for N > 1. A first approximation can be obtained by considering that each electron evolves in
the central field created by the N-1 others, making it possible to replace this term by an
effective V (?;-). The Schrddinger equation becomes separable and the many-body problem is
reduced to N identical single-particle problem

(2)
i'-si
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The simplest solution, necessarily antisymmetric upon any permutation Pof two electrons (in
order to satisfy Pauli’s exclusion principle for fermions), takes the form of a Slater determinant
N

(3)

with A being the antisymmetrization operator

P

The spin-orbitals

functions of the spatial and spin coordinates q,-, are the eigenfunctions of

the single-particle Hamiltonian hi with associated eigenvalues

• These functions are

labelled using the quantum numbers

referring to the constants of motion. For bound

states with

,m^ ,ms^ characterizing respectively the energy, the

< 0 , the

consist of

orbital angular momentum, its projection and the spin projection on the quantification axis z
for each individual electron. For continuum states with

> 0 . the

consist in

defined

via
(5)

2m
in addition to 4 ,m^ ,/nSj. The general form of the

can be written as

where u and x are the spatial and spin part, respectively. The atomic state is partially
determined by an electronic configuration, i.e. the repartition of the W electrons in the various
atomic shells (n^, 4), with the following notation convention

/=0
p
d

K shell
L shell

1 = 2 M shell
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(7)

The energy

(8)
the angular momentum

(9)

the spin

(10)

and the total angular momentum
(11)

J=L+S,
as well as their projections on the z axis, are also conserved. In this coupling scheme, called
LS or Russell-Saunders coupling, the state is additionally characterized by the specification of
the electron configuration and the term value noted

Examples of atomic ground-state

configurations are given in Table 2.

Table 2. Ground State Configurations for Several Elements.
H

Is

He

1 / 'S

C
F

li2s^2p^ ¥

Ne

1^2^2p^ 'S

At

1^2^2pW 3p^

Similarly, excited configurations are approximations for excited atomic states. The

singly excited Rydberg series 2$2p^np with n > 2 , SsSp^np with n > 3 or doubly excited states
2p*nlnf with n, n’ > 2, Sp^nlnf with n, n’ > 3 i n neon and argon will be discussed in more
details in connection with electron correlations in chapter 4,

10
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An approximate solution for j'P,)can be obtained by applying the variational principle
stating that the exact wavefunction | ¥ ) , which is a solution of

(12)

( H - E ) \ W ) = 0,
can be approximated by the wavefunction |tP) that minimizes the functional

{ ¥ |g |¥ )

E [¥ ]

(¥ |¥ )

(13)

"(¥ |¥ )'

The lowest eigenfunction of Equation (12) satisfies the following inequality
Ec,<

£[¥]

(14)

Using

E b '. h 't kiq i)h lh iq i)d q i
3^ 1( V

+ }_ y Y

f r

' A=1

^

•'

(15)
*

'i/

A=i //K i ‘

and solving for

= 0,

(16)

and normalization of | ¥ ^ ) , leads to the

which enforces the orthonormalization of the
Hartree-Fock equations [18]

7
L

T:
(17)
+ J ih (n )

ns

-d rf ■

.«v,,

(^i

The first term in (17) is a local potential, originating from the charge density of N~1 electrons.

11
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The second term in (17) Is a non-local potential, originating from the purely quantum
exchange process between indistinguishable particles that has no classical equivalent.

Although Equation (17) is not an eigenvalue problem,
interpreted as the energy of an electron in the state

can nevertheless be

. Assuming that the orbitals of the N

and N-1 system are the same, i.e. neglecting any charge reorganization upon ionization

(18)
The identity (18), obtained by Koopmans [71], establishes the equality of the negative of the
ionization energy with the electron binding energy Et in a one-electron orbital. This
approximation is at the core of the interpretation of energy positions in photoelectron
spectroscopy, a detection technique that distinguishes between electron emission from
different orbitals.
In practice, the set of integro-differential Equations (17) is solved iteratively. From an
initial guess on th e ^ ^ , it is possible to evaluate the integrals and solve for a new set of
This is repeated until the

.

generate a field that recreates them i.e. until self-consistency is

achieved. A frequent choice for the spatial part of the single particle wavefunctions

in

| ¥ , ) consists of an expansion in terms of Slater orbitals

(19)

g}'iri)o cr^e x p (~ .^n ),

where ^ and the expansion coefficients are the variational parameters. An alternative is
provided by an expansion on a Sturm-Liouville basis

=

A

n a{n + l)l \ n a j
where n is a constant,

e x p ( - i) ,

m

(2 0 )

na

a generalized Laguerre polynomial, a and the expansion

coefficients are the variational parameters. A solution to these equations was first given in
1928 by Hartre© [18,19] who performed all the calculations by hand. In the beginning of the
1960s by Herman and Skillman [72], whose goal was to calculate energy bands in crystals,
12
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proposed a simplified but efficient implementation. While the exchange terms are different for
the various occupied orbitals, they have a common character. This makes it possible to
replace the exchange potential by an average exchange potential obtained from the theory of
a free electron gas. As such, the Herman-Skillman method is an example of Density
Functional Theory (OFT) [73,74], which characterizes an interacting system of A/fermions by
its density rather than by its many-body wavefunction. This means that the basic variables of

the system are the three spatial coordinates and not the 3xA/degrees of freedom. More
specifically, the Herman-Skillman method is an instance of a Local Density Approximation
{LDA) [75], where non-local contributions to the exchange potential are considered negligible.
In general, OFT has now become a widely used approach, successful in describing the
ground state properties of complex species such as new proteins or carbon nanotubes as well
as metals, semiconductors or insulators.

The Electronic Correlations

The Hartree-Fock solution resulting from a variational calculation as described in the
previous section provides the best N-electron estimate in an independent particle picture. In
order to account for electron correlations it is necessary to use a more general wavefunction
I'F) , expanded on the basis provided by the Slater determinants | ¥ , ) of several
configurations
(21)
In a multi configuration Hartree-Fock {MCHF) calculation [76], the energy expectation value
e M

is minimized with respect to the expansion coefficients c, and the parameters that enter

the single particle spin orbital in |y , ,) .

13
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The Spin Orbit Interaction

Photoexcitation and photoionization of light elements in the VUV region is well

described in the frame of non-relativistic quantum mechanics. When required, relativistic
effects can generally be accounted for by using perturbation theory to include the dominant
part of the interaction; the spin-orbit (SO) coupling. The origin of this interaction can be traced

back to the magnetic field experienced by an atomic electron moving with a velocity v . In the
rest frame of the electron, the nucleus has a velocity - v , creating a magnetic field according

to Ampere’s law
g

Zepo v x r

(22)

Expressing B in terms the orbital angular momentum and the electric force acting on the
electron gives
P3)
ewe

r

dr

Introducing this expression in the energy term of a dipole placed in an external constant

magnetic field and transforming it back in the lab frame permits to write the SO interaction as
1

IdV(r)-,

Thomas derived this identity in 1926 [77,78]. Dirac obtained more general results

using relativistic quantum mechanics [79-90]. An expression similar to Equation (24)
determines also the periodic properties of the nuclei. The total Hamiltonian becomes
H = H „+H so.

(25)

Although usually weak, the SO coupling does affect the structure of atomic spectra.

For example, it is responsible for the fine structure of the emission lines in one-electron
atoms. When the electrostatic interaction is strong, the SO interaction, only diagonal in the
14
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total angular momentum J , can be treated as a perturbation. The individual I,- and s, are

combined to give L and S , in turn being coupled to give J . The Russeil-Sauders or LS
coupling already mentioned holds in the light elements where the multiplet splitting is usually
small compared to the energy difference of the levels with the same electron configuration.
On the other hand, when the spin-orbit interaction is strong, individual

and s, are combined
'“-jt

to give the total angular momentum j,- of each electron, in turn being coupled to give J .
Most elements obey a coupling scheme intermediate to LS and //as illustrated in Figure 2 for

various elements across the periodic table.

c

C

Ge
1

2

1
0

Figure 2. LS and jj Coupling Schemes. Adapted from [34} and [69}.
a) relative positions for the terms associated to an sp configuration: from LS to ji
coupling.
b) relative positions of the SO split terms in the ground state of carbon.
c) relative positions of the first excited
and 'P terms and transition from LS to jj
coupling in the carbon group, the scale has been chosen such that the separations
between the uppermost and lowermost levels match.
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2.2 Molecular Structure

Almost two centuries separate the first formulation of the concept of molecules by
Avogadro in 1811 [91] from the possibility to directly observe them (see Figure 3 for the
benzene molecule).

I. C6l&e dtnnHc,

It.K---- -JBC-..------

I

—

i. Beamias eWurfe,

August KefciiW,

de la Sod6t6 CMmiqiie d««France, 3, 98 (1865)

Scanning Tunneling Microscopy Observations of Benzene Molecules
on the K h (lll> -(3 x 3) (CgH^ + 2CO) Surface
H . Ohtani et si, Phys. Rev. Lett. 60,2398-2401 (1988)

Figure 3. From Prediction to Direct Observation of the Benzene Molecule.

The development of the kinetic theory of gases, where molecules are treated as
point-like particles, explained several properties of various states of matter. Based on this
model, attempts were also made to extract molecular structural information from chemical
reactions. In 1865, Loschmidt [92] calculated the size of the molecules found in air, now

confirmed with today’s techniques, while Kekute [93] proposed the hexagonal structure of
benzene after postulating the tetravalency of carbon. With the coming of age of quantum
mechanics in the 1930s, Langmuir, Lewis, Hund, Heitler and London among others [94] laid

16
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the foundations of quantum chemistry, which can address quantitatively, not only to the
problem of chemical bonding, but can also explain reactivity.
In addition to the complexities arising from a rapidly increasing number of particles
with size, molecules also possess internal degrees of freedom that need to be taken into
account for an accurate description of their structure and dynamics. The fundamental BornOppenheimer approximation carried out at the onset allows electronic and nuclear
coordinates to be considered separately.

The Born-Oppenheimer Approximation

The total Hamiltonian I? of a molecule containing
spatial coordinates rt(i= l,N e } and Rj

electrons and

nuclei with

respectively can be written in atomic units as

[95-97]
H =

+
A

+
V?

A

=

(26)
1
--------[■

(27)

HAQ) = L - ~ '

(28)

7
7 7
V f e .e ) = Z £ r ^ + I,- ^
l= \ j - \ p '

^ 71

i< j j t ' i

= H ,.te e ).

(29)

" j

The symbols q and Q stand for the set of electronic and nuclear coordinates, respectively.
H^iq) is the purely electronic part of the Hamiltonian, comprising the kinetic energy of the
electrons and their mutual electrostatic interaction.

contains the kinetic energy of the

nuclei. V (q ,Q ) represents the individual electron-nucleus interaction, as well as the
intemuclear repulsion.
Since the mass m of an electron is much less than the mass Mot a nucleus, it is
possible to expand the interaction V{q,Q) as a power series of small displacements of the

17
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nuclei around their equilibrium positions 0®, which define the molecular geometry through
bond lengths and bond angles
^

0

/=,

dV

1^

^Qi

2

0

n

(5^t/

BQfiQi

The first term represents the potential energy of the electrons in the field created by the nuclei
fixed at the g

Solving for the electronic part of the Sohrddinger equation that only depends

on the nuclei via the set of parameters { g f ]
+

=0

provides the electronic eigenvalues e l

(31)

and a complete basis of electronic wavefunctions

on which the total vibronic wavefunction ¥ o i the system, having an energy E, can

be expanded as
^ k ^ Q h J .x M X P M O ! ') -

(32)

The functions Xk (Q ) satisfy in turn

[H,(Q) + e^ - e ] x M ) + Hw,t(q,Q) Zk(Q) = 0.
m

(33)

where the vibronic coupling W and e f are given by
W iq,Q ) = V (q ,Q )~ V (q ,Q ^ ),

(34)

e^ = e liQ ^ ) + W ^{q ,Q ).

(35)

The e f can be interpreted as the potential energy of the nuclei in the mean field created by

the electrons in the particular state k. They are most commonly represented as
multidimensional potential energy surfaces in the nuclear configuration space. When the
coupling between different electronic states can be neglected, i.e.
Wh=0

fork*i.

the preceding system of equations can be simplified as a set of decoupled equations

18
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(36)

-^ k (e )= o .

(37)

Electronic and nuclear motions are then totally separated and the vibronic wavefunction
factorizes as

(38)
The problem of electronic structure and molecular dynamics can be solved in the two stages
(31) and (33). This adiabatic approximation, also called the Bom-Oppenheimer approximation
[98], is always the first step in any method aiming at defining the quantum states of a
molecule or larger system. A schematic summarizing the different steps is given in Figure 4.
The independence of the two types of motions is illustrated in the lower part of this sketch.

BORN-OPPENHEIMER APPROXIMATION
Hamiltonian for n electrons and N nuclei:
{3x(n+N )| coordinates

H=H

Befn-Oppsriheiiiier Approximaiori:
{3xn} + {3xN| coordinates

H=H

+ H ,„,5; + H „
m« M
H

+

F a etQ :rizx T > x ‘ .

Electronic Molecular Orbital
(independent electrons)
- Mucleaf' Vibfatiaiial wm?t.
fa m t& n

nuclear coordinate

Figure 4. The Born-Oppenheimer Approximation.
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Electronic Structure

Typical ab initio calculations are time independent and solved for the spatial part of
the wavefunction, ignoring possible relativistic effects. This approximation has proven
adequate except for molecules containing large atoms such as transition metals or

lanthanides whose inner-shell electrons have velocities approaching the speed of light.
Although no exact analytical solution to the molecular SchrSdinger equation exists for any
system other than H /, accurate wavefunctions can nevertheless be obtained using standard
numerical procedures. As in the case of atoms, a first approximation of the many-body
wavefunction is given by an antisymmetric product of single electron wavefunctions {Slater
determinant) that satisfies Pauli’s exclusion principle. The Hartree-Fock method can be
generalized to define molecular orbitals (MO) delocalized over the different atomic sites and
labelled with the quantum numbers associated with the equilibrium geometry [99-101]. For
example, the MOs of a diatomic molecule are characterized by the projection of the orbital
angular momentum of the electron on the intemuclear axis and classified according to

«7 |m| = 0
|m| = l
S

(39)

|m| = 2

When the molecule possesses a center of inversion (e.g. homonuclear diatomic molecules),

the additional g / u labels have to be introduced to designate the states that are
symmetric/antisymmetric with respect to this symmetry operation.
Each electron in a particular MO can be viewed as moving in the average electric field
created by the other electrons and by the nuclei. The ab initio approach builds the individual
MOs from a basis set flexible enough to reproduce some of the critical observable properties
of the molecule, such as bond lengths, bond angles, vibrational frequencies in the W a n d

20
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visible, NMR chemical shifts, ionization potential, electron affinities, dipole moments, enthalpy
of formation or free energy. An individual MO may be then expressed as
~

>

k

are the basis functions and the

where the

(40)

are adjustable coefficients. An accurate

basis consists of a set of hydrogenic orbitals (Slater-type orbitals or STOs) of the form
(41)
However, exponentials are usually not suitable for numerical manipulation [102] so most
efficient electronic structure calculations replace the STO itself by a linear combination of

Gaussian-type orbitals {GTO)
A™ “

e x p [-a ,r^ ],

(4 2 )

I
where

and a, are the adjustable parameters. This approximation works well except at

very small or very large electron-nucleus separations. Applying the variational principle
reduces the problem of finding the best functional form to the easiest one of optimizing the
coefficients in the linear combination (40). This leads to a set of algebraic equations for the
coefficients,
called the Roothan-Hall equations [103] that can be written in matrix form
FC = SC£ ,

(43)

where
* C is the matrix of the MO expansion coefficients.

* F is the Fock matrix including the sum of a term representing the energy of a single
electron in the field of the bare nuclei and a term describing electron-electron

repulsion within an average field of electron density.
* Sis the matrix of the MO overlap.
* e is the diagonal matrix containing the one-electron energies of each MO.
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Since the terms within the Fock matrix F depend on the electron density, which in turn
depends on the MO via the matrix of expansion coefficients C, the non-linear Roothan-Hall
equations must be solved iteratively, a procedure called again a Self-Consistent Field (SCF)
method. Upon convergence, the MOs produce an electric field, which generates the same
MOs (i.e.. self consistency).
X-ray diffraction shows that inner-shell electrons of atoms are nearly undisturbed in

the molecule and remain localized around each nuclei. On the contrary, the outer electrons
are distributed throughout the molecular frame. In other words, the MO of valence electrons
are strongly affected by the multi-center nature of the nuclear potential and are delocalized,
while the core orbitals remain atomic-like,

Depending on the spatial charge distribution of these valence electrons, a particular
MO is either bonding, non-bonding, or antibonding (noted by a * symbol). When the potential
energy surface

(q ) of a particular electronic state possess a minimum at Q^, the resulting

attractive force bonds the molecule. If the potential is repulsive along some Q, the state can

be dissociative. These two cases are illustrated in Figure 5.

Attractive potential

Repulsive potential

Bourid m icirar rT'otlen

Fr«e niscSear metiQn

Gqutllbrium distance

Nuclear coordinate Q

Nuclear coordinate Q

Figure 5. Schematic of Bound and Dissociative Molecular States.
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The overall state of the molecule, bound or dissociative, is determined by the
difference of the numbers of electrons in bonding and antibonding orbitals, n-n*. If n > n*, the
molecule is bound, if n* > n, the molecule is dissociative.
Until very recently, the size and high degree of anisotropy of many molecules placed
them beyond the scope of ab initio calculations. However, quite accurate results can
nevertheless be obtained using semi-empirical methods [104j. Some of them are listed in

Table 3. Despite serious known shortcomings for modelling hydrogen bonding or nitrated
compounds, the approximations introduced increase the speed of computations by
considering only the role of valence electrons, replacing the integration over the core variables
by empirical parameters and simplifying the treatment of electron-electron correlations as
described below.
The extended Huckel method neglects any electron correlation. It gives qualitative
estimates on the shape and relative energies of the molecular orbitals, as well as
approximated electron density distribution. This method is useful for chemical visualization
and can be applied to a frontier-orbital treatment of chemical reactivity.

Table 3. Important Dates and Names for the Development of Molecular Semi Empirical
Methods.

Date

Author

Method

1930

HQckel [105]

Huckel for n sytems

1960

Hoffmann [106]

Extended HQckel for <r sytems

1965

Pople [107]

CNDO and first MO program

1967

Pople [107]

INDO

1970

Zerner [108]

ZINDO

1975

Dewar [109]

MINDO/3

1977

Dewar [109]

MNDO

1985

Dewar [110]

AMI

1989

Sterwart [111]

PM3
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In the Complete Neglect of Differential Overlaps method (CNDO), the product of two
atomic orbitals on different atoms is set to zero everywhere. In this case, the repulsion
between electrons in different orbitals depends solely on the nature of the atoms involved and
not on the particular orbital. This method does not differentiate between states that have
same electron configuration but different spin. In the Intermediate NOD (INDO), differential

overlaps between orbitals on the same atom are taken into consideration in the description of
electron-electron repulsion, but differential overlap between orbitals on different atoms is
neglected. Modified INDO versions (MINDO/3) implements a new parameterization to predict
good enthalpies of formation and molecular geometries for a range of chemical systems, in
particular, sulfur-containing compounds and polynitro organic compounds. Zerner’s INDO
(ZINDO) methods were specially developed at the University of Florida for molecular systems

containing transition metals.
The Neglect of Diatomic Differential Overlap (NDDO) methods build upon the
INDO methods by including the overlap density between two orbitals on one atom interacting
with the overlap density between two orbitals on the same or another atom. Modified NDO
(MNDO) was introduced to correct some of the problems in MINDO/3. In general, this method
still overestimates activation barriers to chemical reactions. The Austin Method, version 1
(AM1) is a parameterized version of MNDO, which includes changes in nuclear repulsion
terms. Although more accurate, the AM1 method cannot handle phosphorous-oxygen bonds,
peroxide bonds or nitro compounds. The Parameterization Model, version 3 (PM3) is a
recently developed second parameterization of MNDO.

The Nuclear Dynamics

The SchrSdinger equation for the nuclear motion admits bound solutions when the
nuclei oscillate around their equilibrium positions or continuum solutions when the molecule

24
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dissociates. The bound motion is usually described in terms of normal coordinates, which in
complete analogy with the classical Hamiltonian formalism, diagonallze the potential and the
kinetic energy in Equation (33). The energy eigenvalues are combinations of quanta of the
normal modes energies.
For a diatomic molecule, where Q identifies with the intemuclear separation R, useful
approximations for V (q ,Q ) can be introduced to obtain simple solutions such as,

* The harmonic oscillator approximation;
V(R) = ~ k ( R ~ - R , f ,

(44)

E(n) = (n + —) HcOq .

(45)

* The Morse potential approximation:
V{R) = D, [ l- e x p ( - c r ( /? - /? o ) F .
/

n+-

1V
7 ■

^
“

(46)

^
7 ^

with

-

I f .
_ ho)Q

Xo- —

In these expressions, Rq and

(48)
(49)

characterize respectively the equilibrium distance and the

oscillation frequency. Dg is the dissociation limit, k the bond force constant, and xq the
anharmonicity constant. These two potentials are displayed in Figure 6. For a dissociating
state, the natural coordinate is the one of the free nuclear motion and the energy spectrum is
a continuum.
The general vibrational state of a molecule is usually given by a linear superposition
of individual eigenstates, called a nuclear wavepacket. The adiabatic state of the molecule is
then defined by the evolution of this wavepacket on the electronic potential energy surface

obtained by solving Equation (31). From a simple classical argument, it is possible to estimate
25
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the typical time scale for nuclear dynamics. Assuming a harmonic oscillator behavior in a
bound electronic state, the motion can be characterized by a force constant, imposing a
definite ratio between nuclear (Em) and electronic (E^i) energies
I

_f “ Y

(SO)

M

where m and Mare the mass of the electron and nucleus, respectively. Given that E^i is
typically in the few &V range, nuclear motion takes place in the femtosecond regime.
Dissociation is usually a much slower process. A special case of ultrafast dissociation will be
described in chapter 5.

t/lorss
Potenllal

Karrrsonic Oscfllater
Poteritiai

V(R)
Interaction range a

Curvature k

tim distance

Equilibiium distance

Nuclear coordinate R

Nuclear coordinate R

Figure 6. Schematic of the Harmonic Oscillator Potential and the Morse Potential.
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3. EXPERIMENTAL TECHNIQUES

All the experiments reported in this thesis have been carried out at the Advanced
Light Source (ALS) at Lawrence Berkeley National Laboratory, Berkeley, California, USA. This
chapter presents the synchrotron facility, as well as the various experimental systems used to
perform the measurements described in chapters 4 ,5 and 6.

3.1 Synchrotron Radiation and Beamlines

Introduction

Following the discovery of the electron by Thomson [1,2], Larmor derived the same
year an expression for the instantaneous power radiated by an accelerating charged particle
using classical electrodynamics [112]. The result was generalized in 1898 by Li6nard [113] for
the particles approaching the speed of light. It is interesting to note that, while establishing the
polarization properties of the predicted synchrotron radiation yet to be observed, the
calculations performed by Schott in 1912 [114,115] also demonstrated that an electron
moving on a closed circular orbit (for example around the nucleus) would radiate all its energy
and could not be stable. This conceptual difficulty was the impetus for the development of the
fundamentally different quantum mechanics. Synchrotron radiation was intensively studied
theoretically until the 1950s (in particular by Schwinger [116-118], Ivanenko and
Pomeranchuk [119-121]) as an energy loss mechanism in the electron magnetic induction
accelerators (betatrons) that were being constructed. A modern and extensive presentation of
the theory can now be found in many reference books [122-125].
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Pollack and coworkers eventually observed synchrotron radiation at the 70 MeV
synchrotron facility of General Electric in 1947 (126-129]. Experimental characterization of the
light was pursued in particular by this group and at the Lebedev Institute in Moscow (130-134].
Tomboulian and Hartman performed the first soft X-ray experiment at Cornell in 1956, where
the transmission of beryllium and aluminum foils at the 1-edge and /C-edge was measured
(135,136]. In the late 1960s, Haensel and coworkers conducted many pioneering experiments
at the 6 MeV synchrotron DESY 'm Hamburg [137-144]. in the US, Madden and Codling
started the first synchrotron research program at the National Bureau of Standards in 1968
during which they discovered the unexpected existence of resonances in the photoionization
continuum of the rare gases (145,146], Several similar programs were started around the
world (147,148] using the light produced as a by-product in these high-energy machines.
Driven by the demands of a growing community that kept on diversifying the field of research,
the construction of Tantalus (149] in Wisconsin, the first storage ring specially dedicated to the
production of synchrotron radiation, was undertaken. However, these first generation
machines were not optimized for the experimental requirements of most scientists. In
particular, the stored electron beam currents were too low and the cross section and
emittance considerably too large. The second generation light sources were built exclusively
for synchrotron experiments in the mid 1970s, where bending magnets in improved lattices
created highly polarized and intense radiation. Among these sources were Aladdin in Madison
(USA), the National Light Source in Brookhaven (USA), SUPER ACO in Orsay (France) and
the Photon Factory in Tsukuba (Japan).
The significant increase in photon flux that marked the birth of third generation light
sources was due to the incorporation of the major breakthrough of insertion devices into the
current high-energy physics technology. In 1953, Motz and coworkers successfully built the
first undulator producing intense radiation in the visible and millimeter wavelength region
[150]. Since then, the astonishing properties of synchrotron radiation in non-circular
trajectories have been thoroughly investigated and the new facilities were specially designed
to accommodate such insertion devices in some of the straight sections of the storage ring.
28
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This has allowed to gain a factor of 10“ in brilliance, while further reducing beam emittance,
which is now getting close to the ultimate diffraction limit.

Properties of Synchrotron Radiation

Some important properties of synchrotron radiation, namely, high flux, narrow
emission angle, and broad spectral range, can be qualitatively deduced from simple results
concerning the light emitted by an accelerating relativistic particle confined to a circular orbit

[122-125]. A more detailed treatment of the radiation produced by unduiators will be given in a
separate section.

Generai Properties of Synchrotron Radiation

The Lorenz invariant form of the power radiated by an accelerating charged particle of

charge e, mass m, velocity v , momentump = m v , and energy E, called the reference
energy, is readily obtained from the Larmor formula in classical electrodynamics [112]

(51)
by the following substitution

dt~* d r ~ ~ d t ,

d t;

V d r J,

{dx;

(52)
(53)

with the usual definitions

c

(54)
(55)

29

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

giving

L fiit
dr)

2c,.3

(56)

in a constant magnetic field, the force acting on a particle confined to a circular orbit (also
called reference orbit) is perpendicular to the direction of motion. Since its total energy is
conserved, this expression can be further simplified as

(57)
The energy loss per revolution, determining the upper bound to the available flux, is then
AE=^Sdt =

(58)

A £ [fe f/] = 88.5

E [G e V f
R[m]

(59)

Equation (58) shows that the efficiency for radiation production depends, not only on the
energy E of the particle, but also on its mass. Considering the ratio

fVi

^eleciron
proton

J
proton^

12
■10

(60)

^ electron^

explains why electrons are commonly used as radiating particles. These losses are
compensated for by the high-voltage sinusoidal field in radio frequency (RF) cavities inserted
in the beam trajectory. This replenishing scheme is responsible for the particular time
structure of the radiation: the electrons circulate around the storage ring in bunches, the
number depending on the mode of operation of the facility (double-bunch or multibunch) that
will be described below for the ALS.
The geometrical emission pattern of the radiation is also a consequence of Relativity.
A photon emitted at an angle
6

6

with respect to the electron trajectory is observed at an angle

’ in the tab frame such that
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tan(9’=-

tan&

(61)

y ( \ ~ ^ cos d)

The main fraction of the radiation is folded into a narrow cone of opening angle
e = ~,

(62)

r

meaning that synchrotron radiation is naturally highly collimated. For example, an average
opening angle of n / 4 is reduced to the extremely narrow angle 0 . 4 / ; .

!/%

.R.sinO,

Observer

1/2f,

I

Intensity

Radius R
2At

Time
Figure 7. Duration of a Radiation Pulse Emitted by Relativistic Electrons on a Circular Orbit.
Adapted from [125].

The photon energy spread of the emitted radiation can be estimated from

Heisenberg's uncertainty principle [125]
A E A tk-,

(63)

The duration of the pulse for an observer (see Figure 7) is calculated as

OAr -

radiatkm path

c

V
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In the small angle approximation
2Af>

R
2c f

(65)
’

corresponding to

AE>

(66)

R

Introducing the magnetic field gives

A£>

(67)
m

This shows the wide range of energy available from radiating relativistic particles.
The properties of the electron beam are controlled by the lattice of the storage ring
and are also influenced by the f?F system parameters.

t I

8

-1

Figure 8. Schematic of the Coordinate System Used to Define the Horizontal and Vertical
Beam Emittance.
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The position and velocity of the electron beam are generally analyzed in a four dimensional

space {x,x’,z,z'}, where x and z are the spatial coordinates shown in Figure 8, while x ’=dx/ds
and z ’=dx/ds represent the angles between the electron trajectory in the reference plane and

perpendicular to the plane, respectively. At each point of the reference orbit, it is possible to
consider the spatial region that contains most of the beam (i.e. the standard deviation of the
number of electrons). The beam is then characterized by two ellipses in phase-space,
parameterized by

,<7/and

o>', having variable shapes but constant areas. They define

the horizontal and vertical emittance. The typical value of emittance at third generation light
sources is as low as 10‘” m.rad.
Various beam instabilities cause the path of the electrons to deviate from the closed
reference orbit and the energy to depart from the corresponding reference energy. This
results in a degradation of the qualities of the radiation delivered. Due to the transverse
motion of the electron, these oscillations (betatron oscillations) affect the horizontal and
vertical size of the beam. It is possible to compensate for them by introducing focusing
magnets (e.g. quadrupole). Because of the energy spread, the electrons with lower and higher
energy than the reference energy arrive at the f?Fcavity at a different time and are exposed to
different accelerating voltages. Any slight mismatch causes some longitudinal oscillations
(synchrotron oscillations). When an electron bunch feels the electric field created by the
preceding bunch, coupled beam oscillations increase the energy spread, which deteriorates
the beam intensity. Because of the high electron density, intra-bunch scattering may occur
(the Touschek effect). Transfer of transverse to longitudinal motion changes the arrival time at
the f?Ffrequency cavities. When the transfer is too large, it cannot be compensated for at the
cavity and the electron is lost from the beam, causing a reduction in the lifetime.
The brilliance B of the emitted light is defined as
n _ spectral
flu x in 0 . 1% - bandwidth
I .rs"i . . 100/nA .
I I
.1 r-irn- . i r - I t-t

source area (mm ) . solid angle (mrad )
The typical brilliance at third generation light sources is in the 10’®range.
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(88)

Synchrotron Radiation from Unduiators

An undulator is a spatially periodic magnetic structure
2 st
B(z)-BQCOsi— z) = BQCOs(k^z),

(69)

designed to produce intense, quasi-monochromatic synchrotron radiation.

The Lorenz force governs the motion of the particle in such a field
= eBoCOS “ Z,0,Jc 1,

(70)

eB,
—cosik^ z )z,
my

(71)

z = — S'Cos(ik„z)x.

(72)

vxB

or
X=

my

The comparison of the effective magnetic field

mcyk,
with the maximum deflection angle

g

^0

K
,
y

mcyk^

(74)

can be considered in two regimes. For K « 1 , or the weak field limit, do is small compared to
the natural opening I I j of the light and the emission pattern is rather simple. For K » 1 , or
the strong field limit,

6

^ is large compared to the natural opening [ / ) of the light and the

emission pattern is more complicated.
Integrating the Equations (71) and (72) gives the trajectory of the electron in the lab

frame
x = - — sm(k„z),
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(75)

1 ™.

Z»s fic

The average velocities in the x and

-sin' ( K z )

(76)

directions are then

2

X =0.
-2

z) = ^

(77)
\

4 fiY

-fc.

(78)

Equation (78) can be used to define a Lorentz factor for this drift motion, characterizing the
trajectory in this new coordinate frame by the transformation
(79)
(80)

x~x.

(81)

giving

z ’= -

aK

sin(2S2„r),
(82)

8/3J1 +

x ’= a c o s (Q j),

(83)

with

K

a=P rK

(84)

= ck..

(85)

Expressing 2 ' as a function of x ’ leads to
f

r
1+— ■

V

^

a

2
/

2
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(86)

This trajectory forms a “figure eight” and gets broader as K gets larger. For the weak field
limit, K « 1 , the particle excursion is small,
z’« 0 ,
t

(87)
(88)

The motion is a simple harmonic oscillation
x '(t’) = a c o s ( r * n j j .

(89)

As soon as K ~ 1 , the motion in the moving frame is no longer simply harmonic. It can be

nevertheless decomposed into odd harmonics of the frequency
even harmonics of

in the x'direction and in

in the z ’direction. The resulting pattern in the lab frame consists in

the odd harmonics being radiated in a narrow cone of angle 1 / / , while the even harmonics
are concentrated in a ring around it.
Considering the Lorentz transformation for the wavelength A gives

4. y

Jl „
2

(90)

y -

which, for small K values, reduces to
jy2

(91)

2
In practical units, the wavelength A corresponds to the energy
0 .9 5 E ^^ e V ]
e[keVh

(92)

As a result of off-axis emission, the spectrum is no longer monochromatic but the energy
spread can be limited by reducing the accepted angle

6

via collimation.
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The Advanced Light Source

Overview

The Advanced Light Source {ALS} was one of the first third generation synchrotron
facility to become operational in 1993. It currently produces high ultraviolet and soft x-ray
photons with unprecedented flux and resolution. The electron acceleration complex consisting
of a 50 MeV LINAC (Linear accelerator), a 1.5 GeV booster synchrotron, and a low emittance
storage ring. The lattice of the storage ring is a triple-bend achromat with three bending
magnets in twelve curved sections. This design achieves very small cross sectional areas of
the electron beam, necessary for low emittance and high brilliance. The general parameters
of the ring are given in Table 4.

Table 4. General Parameters for the ALS Ring [151].
Parameter
Circumference (m)

196.8

Beam particle

electron

Injection energy (GeV)

1.0 to 1.5

Beam energy (GeV)

1.5 to 1.9

Radio frequency (MHz)

500

Number of straight sections

12

Horizontal emittance (nm.rad)

4.2 @ 1.5 GeV
6.75 ® 1.9 GeV

Vertical emittance (nm.rad)

0.2 ® 1.5 GeV
0.15 @ 1.9 GeV

Energy spread (AE/E, rms)

8*1 O’*® 1.5 GeV
1*10'®@ 1.9 GeV

Three of the arc sections contain a lattice modified to accommodate superconducting bend
magnets (superbends) installed during the Fall of 2001. Twelve straight sections each 5 m
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long connect the arcs. One of them is used for electron injection from the booster to the
storage ring. Ten straight sections are occupied by insertion devices. A last one houses two
500 MHz f?F cavities that accelerate the electrons to 1.9 GeV and maintain a constant
current. For the particular case of the ALS having a 5m radius storage ring, an electron beam

at i i = 1.9 GeV produces aA E = 230 keV (see Equation (59)).
The temporal separation between bunches is imposed by the wavelength of the RF
system. This can be understood from the fact that each beam particle must have a fixed
phase with respect to the accelerating field In order to get the appropriate amount of energy
after a revolution. With the HF system operating at 500 MHz, the bunches are separated by
2ns. The maximum number of bunches that can be accommodated within the ring
corresponds to the maximum number of FFwavelengths that fit around the circumference
(equals to 196.8 m), giving 328 bunches during the so-called multibunch operation. Only two
bunches circulate in the ring during the so-called double-bunch operation during which
experiments requiring timing are run. A comparison of the temporal structure of the beam is

given in Table 5.

Table 5. Comparison of the Temporal Structure in Double-Bunch and Multibunch [151].
Filling pattern

Double-bunch

Multibunch

Number of bunches

2

276-320

Bunch spacing (ns)

328

2

Beam current

2x30 mA

400 mA

Beam lifetime @ E=1.9 GeV

35 min @ 30 mA

8 hours @ 400 mA

As already mentioned, the individual bunch length is a function of the lattice
parameters and the FF system parameters. To obtain the lowest possible beam size, a

feedback system compensates for the instabilities that enlarge the beam, achieving a
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horizontal emittance of 4 nm.rad at 1.5 GeV and 6.4 nm.rad at 1.9 GeV, the nominal vertical
emittance being 1% of the horizontal. The actual beam size is as small as 200 jum (horizontal
rms) and 20 pm (vertical rms) in the straight sections, while being 112 pm (horizontal rms)
and 12 pm (vertical rms) in the center bent sections. At the nominal pressure of the storage
ring, scattering between electrons and residual gas can be neglected. Because of intrabunch

scattering (Touschek effect) the current decays at a rate determined by the instantaneous
value of the current and beam size.

The Undulator U10

The undulator U10 has been used in most of the experiments reported in this work. It
is 4.57 m long, with 43 full periods of 10 cm. The Nd-Fe-Be magnets are mounted in keepers
around soft iron poles. Table 6 summarizes the parameters of the U10 undulator.

Table 6. Parameters for the U10 Undulator [152].

Energy
range
(eV)
(@ I.SGeV)

Energy
range
(eV)
{@1.9 GeV)

Period
length
(cm)

Number of
periods

Operating
gap range
(mm)

Peak
effective
field range
(T)

8-950

12-1500

10

43

2.4-11.6

0.8-0.05

The properties of the emitted photon beam at the exit of the undulator depend, first, on the
properties of the electron beam in the storage ring and, second, on the opening and closing of
the gap used to tune the effective magnetic field. Kwas calibrated for several gap settings
given in Table 7.
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Table 7. U10 Calibration Values [152].

U10 Gap
(mm)

K

23,20

7.69

36.00

4.64

45.00

3.38

65.00

1.73

A fit by a spline function, shown in Figure 9, generates the curve

versus gap used to move

the peak of the undulator at the working photon energy following the relation

,

(93)

X’

1+ -2
where n is the harmonic number and E = 1.9 GeV.

76

-

432

-

30

40

Gap (mm)

50

60

Figure 9. K Versus Gap Function [152].

The characteristics of the photon beam out of the undulator (position, size,
divergence and energy) are critical for an optimal performance of the beamline.
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Beamline 10.0.

Beamlines are photon delivery assemblies that begin at the storage ring vacuum
chamber and extend onto the experimental floor. The main three components common to any
beamline are a front end, an optical system, several branchlines, and several end stations.
The photon beam from the undulator C/fO passes through the vacuum tank of the
storage ring at the front end and exits to the beamline. A water-cooled aperture with
thermocouple interlocked to the storage ring RF cavities ensures that the beam cannot be
misdirected.
After passing through a bellow, the beam exits the external lead shield and the
Personal Safety Shutter (PSS), built by the Oxford Instrument Company to comply with ALS
security specifications. It is designed to prevent the leakage of bremstrahlung and protect the
experimental floor from excessive levels of radiation. The shutter is a large water-cooled
copper block activated by a pneumatic actuator to block the beam or let it through. It is
automatically closed during injection and can also be manually closed while end stations are
taken on and off line. When open, the light from the undulator passes the PSS through a
radiation collimation spool, through the shield wall transition tube and into the beamline.
UHV differential pumping stages are kept along the beamline to reduce the
absorption of light, to minimize the contamination rate of the various optics elements, and to
maintain a compatible pressure gradient with the storage ring, while still being able to work at

pressures as high as 10'®torr in the end stations, where the actual experiments take place.
Several valves permit the isolation of the beamline vacuum environment from that of the

storage ring. All the valves up to the monochromator, as well as the water flow must be open
before being able to open the PSS in order to avoid high thermal load on uncooled surfaces.
Beamline 10.0 was designed to simultaneously accommodate three permanent end

stations (a high resolution photoelectron spectrometer for surface science, a high resolution
photoelectron spectrometer for atomic and molecular physics in gas phase, and an ion beam
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spectrometer operating in the merged beam configuration) with different requirements in

terms of beam size and beam divergence summarized in Table 8 .

Table 8 . Summary of Beam Requirement for the Three Permanent End Stations on Beamline
1 0 .0

. [152],
Endstation
Solid PES

Beam size
< 0.1

X

0.1 mm*

Gas phase PES

< 0.5 X 0.5 mm*

Ion beam

< 1.0 X 1.0 mm*

Horizontal divergence
Not critical
<

1

mrad

< 0.5 mrad

Due to the very small incidence angle necessary for efficient reflective X-ray optical
elements, the length-to-width ratio of the optics is usually between 4:1 and 10:1, making them
very different from conventional optics. The high flux and high brilliance provided at third
generation light sources have placed very stringent specifications on these components. High
heat loads demand that these optics be cooled, have low heat conductivity, and a small
coefficient of thermal expansion. The increased quality of the radiation calls for higher optics
quality. Typical requirements are slope errors below 1 arcsec for aspheric elements and
nearly 0 .1 arcsec for others.
The optics layout for beamline 10.0.1 is given in Figure 10. High-quality reflective
spherical optics [154,155] preserve the brilliance of the original beam out of the DIO undulator
and minimize spherical aberrations. The Afj mirror forms a 1:1 horizontal image of the source.
The M2 mirror demagnifies the beam vertically onto the entrance slits of the monochromator
by a factor 8:1. The small size of the beam at that point (-16 pm) guarantees that most of the
beam will go through even narrow slits, meaning substantial flux with high resolution. Since
the entrance slits are fixed, Mg is mounted on a piezoelectric crystal to optimize the positioning
of the focused spot and compensate for any beam motion within or in between fills of the
storage ring. A vertical bendable mirror M3 refocuses a vertical image of the translating exit
slit for the three branch lines at the sample position. One of the two deflecting mirrors, M4 or

42

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Ms, can be inserted into the beam to redirect it and focus horizontally in the two side
branches.

8

PO

a

o

5

P
i B U
^ o o

■<5 -*-■
OQ

IW

1
1
M,

yk

R-391.1 m

R~51.!9m

tj-31 cm

L -3 0 cm

Eat
Slit

9\, Gj.Gj

T im *
E at
Slil

380, 925,2100 Vmm

R~31 m

Mj
R-35-65 m
L -3 8 c m

L-19 cm

pkm

H , R M 9 .0 m
M j.R -S 8 .9 m
L -9 cm

15®

e le v a ti& n
Figure 10. Optical Layout of Beamline 10.0. Adapted from [152,153].

Beamline 10.0 is equipped with three spherical gratings with rulings of 380, 925 and
1200 lines/mm that cover an energy range from 17 to 350 eV. The grating equation for a

wavelength X incident on a grating of ruling dis given by [125]
mk = d (sina + sin^fi),

(94)

where m is the diffraction order, a and j3 the incident and diffraction angles, respectively.

The notations used are given in Figure 11. By imposing the condition of fixed in and out
directions
a~yS=26,

(95)

mZ - 2d cos6 sinifi + 6 )

(96)

this equation becomes [152,153]
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The included angle of the monochromator on beamline 10.0 is 26 = 165®. Energy scanning is
achieved via rotation of the grating, a simple and reproducible mechanical motion.

Grating d ines/mm

m=2

Figure 11. Diffraction Grating Monochromator.

The resolution of the grazing incidence grating can be obtained from Equation (94)
The entrance and exit slit widths (s and s’ respectively) limited resolutions are given by

A4=-

sd cos a

(97)

mr

(98)

mr

The geometry is illustrated in Figure 12. The exit slits travel along the direction of the photon
beam to remain in focus of the grating as it rotates (r = 1.45 m and r ’ = 4m).

The total photon resolution AA is given by
AA = ■yjAAj * +

.

(99)

Assuming that both slits contribute equally to the photon resolution allows one to determine
the entrance and exit slit widths required to work at a given resolution. Since the illuminated

grating area is always quite large, the slit-width limited resolution is always achieved over the
diffraction limited resolution of the grating.
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Figure 12. Geometry of the Spherical Grating Monochromator.

3.2 Photoelectron Spectroscopy

Photoabsorption of a photon hv , with sufficient energy, by an atom or a molecule
can result in the ejection of an electron into the continuum with a kinetic energy

related to

its binding energy Eh by the conservation of energy
hv=E,+E,.

( 100)

Photoelectron spectroscopy, as discussed in the introduction, is the technique that analyzes
the kinetic energy and emission angle of the free electrons. In the course of this work, several
complementary experimental setups developed in this research group have been used. These
are a set of two time-of-flight (TOP) spectrometers housed in a rotatable chamber designed
for angular distribution studies [156-158], a set of four time-of-flight {TOP) spectrometers
designed for coincidence experiments [159-160], a hemispherical analyzer system coupled
with an ISL (Integrated Sensor Ltd.) detector for low kinetic energy electron studies [161,162],
and a hemispherical analyzer Scienta SES-200 for high-resolution studies [156], The
apparatus used to conduct a particular experiment are summarized in Table 9, The Scienta
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SES-200 hemispherical analyzer and the TOF analyzers are described in the following
sections.

Table 9. Summary of the Experimental Setups Used.

Experiment

Type of analyzer

Detector

Target

Chapter

Rotatable TOF

TOF

MOP

Ne

4

Coincidence TOF

TOF

MOP

Ar

4

Scienta SES-200

hemispherical

MCP/CCD

Ne,HF,C^

4,5.6

Hemispherical

hemispherical

ISL

Ar

4

The Scienta SES-200

A hemispherical electron analyzer is an instrument where the electrons are dispersed
according to their kinetic energy. Purcell first studied the trajectories of charged particles
traversing a portion of an ideal spherical potential 1 / r , demonstrated its focusing capacities
and actually built such an apparatus [163], The parameters necessary for describing the
trajectories are given in Figure 13, where r and 6 are the polar coordinates along a particular
orbit (solid line r(d)),

4o

and

represent the displacement of the electron from ro at the

entrance and exit plane, respectively, a is the angle of the electron velocity measured from
the principal orbit at the entrance slit in the principal orbit plane, and

is the angle at the

entrance slit plane measured perpendicularly to the central electron orbit.
The analyzer consists of two concentric hemispheres (inner and outer radius ra and
/•;) that maintain a voltage gradient across them. In the SES-200, the mean radius

(r/+ r;.j/2 equals

200

mm with a hemisphere separation of 80 mm.
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Figure 13. Illustration of the Parameters Required to Describe the Trajectory of an Electron in
a Hemispherical Analyzer System.

The energy

(101)
called the pass energy, corresponds to the kinetic energy of an electron entering the analyzer
at

6

= 0 and r = ro so that its trajectory follows the circular orbit of radius ro, where
.2

mV(j

_ek _

2

Tq-

(102)

E is the radial electric field between the hemispheres and k is a constant. This equation fixes
the potential difference AV between the hemispheres

h V = E,.

(103)

From the equations of motion for an arbitrary electron energy E,
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Or F

♦

(104)

mr
9

»«

I = mr'^ 6 ,

(105)

l = mr ^ 6

(106)

where

is the angular momentum, the following equation is obtained

(107)

dr^

r

with
u= -

(108)

The general solution is
1
.
„ „
u==~ = AqCos6 +
r

. ^

2mr„E(,
+ .- ... ....
r

(109)

where Ao and B qare constants. Defining the relative position ^ and energy rj by
r = ro(l +

0

(110)

.

E = E , { l + l Tf ,

(111)

the term on the right of Equation (107) takes the form
- !

Imr^EQ __ 1

(l + C of

rn

The boundary conditions at

<

2^0

+
6

0 -2

(112)

^0

= 0 and 6 = n fix Aq and Bo, specifying totally the trajectory

1-

(113)

1+ sin^ a ~ ^ — ^ ( l - sin^ a )
E

^

{

Since Equation (113) is independent of the sign of a , the hemispherical analyzer exhibits first
order stigmatic focusing, which is a clear advantage for detection schemes based on imaging
detectors [164], A schematic for the SES-200 hemispherical analyzer is given in Figure 14.
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Figure 14. Schematic of the Hemispherical Analyzer SES-200. Adapted from [165].

At the entrance, a plate at the central potential of the analyzer terminates the field. At
the exit, a gold mesh with 90% open area insures a homogeneous field termination outside
the analyzer. It is also possible to apply a small negative voltage bias to repel low energy

scattered electrons responsible for a large fraction of the background signal. Any extended
electrode seen by the electrons is coated with colloidal graphite to avoid patch fields. All the
voltages are set through a computer interface. With a detector of active diameter of 40 mm, it

is possible to detect a kinetic energy range of Eq/ 10. The pass energies available and the
corresponding kinetic energy ranges are given in Table

10.

The analyzer contribution to the width of a photoemission line is primarily dependent on

the width of the entrance slit and the angular divergence in the energy dispersion region. Due
to the imaging properties of the hemispherical analyzer expressed by Equation (113), a

straight line of homokinetic electron is imaged as a curved line on the detector. Consequently,
the integration in the direction perpendicular to the dispersion contributes additional
broadening, which is purely instrumental. This can be compensated for by using a slit of

curved shape when resolution is crucial.
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Table 10. Pass Energies, Kinetic Energy Range (Lowest-Highest), Dispersion and Energy
Ranges Across the Detector. Adapted from (165].

Pass energy

Lowest kinetic
energy [eV]

Highest kinetic
energy [eV]

Dispersion
[mm /eV]

Energy across
the detector [eV]

2

0.2

30.0

200.00

0.20

5

0.5

75.0

80.00

0.50

10

1.0

120.0

40.00

1 .0 0

20

2.0

130.0

20.00

2.00

40

4.0

1120.0

1 0 .0 0

4.00

75

7.5

1500.0

5.33

7.50

150

15.0

1500.0

2.66

0.27

300

30.0

1500.0

1.33

30.00

500

50.0

1500.0

0.80

50.00

1000

100.0

1500.0

0.40

100.00

m

This point can be understood as follows. In Figure 15, the distance AB is given by

AAB = ^ o (s e c ^ -l).

(114)

According to Equation (113), an electron having an energy Eq must have been emitted from a
point C at the entrance plane in order to arrive at point B in the exit plane. This means that the
initial radial position must be

/c =ro(2-sec(Zi).
For small $

(115)

<!>,this location is approximately a circle of diameter tq.

The influence of the slit shape is most noticeable when narrow slits are used for
obtaining highly-resolved spectra. To find the best tradeoff between resolution and sensitivity,
the SES-200 is equipped with a carousel of slits with different sizes and shapes. It is
positioned via a mechanical feedthrough and latched to guarantee a precise positioning of the

slit. The available slit shapes and sizes for the SES-200 anaylzer are given in Table 11,
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Figure 15. Slit Curvature.

Table 11. Hemispherical Analyzer Slit and Aperture Dimensions. Adapted from [165].
Aperture
width
[mm]

Aperture
Length
[mm]

Shape

30

1.0

30

Straight

1.5

30

3.2

30

Straight

300

2.5

30

5.0

30

Straight

4

400

4.0

30

6.0

30

Straight

5

500

8.0

30

12.0

30

Straight

6

600

0.2

25

1.0

30

Curved

7

700

0.3

25

1.3

30

Curved

8

800

0.5

25

1.9

30

Curved

9

900

0.8

25

2.2

30

Curved

Slit width

Slit length

[mm]

[mm]

100

0.2

2

200

3

No

Setting

1

A deflection electrode between the aperture and the entrance slit of the
analyzer can be used to maximize the number of electrons going through the entrance slit-
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For energy resolution optimization, a pair of deflectors immediately after the entrance slit

gives a way to control the entrance direction of the beam. For homokinetic electrons, the
position on the image plane depends on the direction of the central trajectory and any
mismatch between the detector plane and the image plane affects the resolution.
An electrostatic lens is used to increase the spectrometer etendue, defined as the
product of the source area by the accepted solid angle. It focuses the electrons, i.e., produces
an image of the sample at the entrance of the analyzer. It also matches the kinetic energy of

the electrons to be analyzed to the pass energy since the analyzer is operated at fixed pass
energy to ensure constant resolution and magnification during the acquisition of a spectrum.
The lens is made out of five cylindrical or conical elements as shown in Figure 16.
Inside the lens, a set of eight deflectors is arranged in an octagonal pattern to correct for any
misalignment of the interaction region with the optical axis of the lens. The deflection of the
lens and the analyzer deflection are interdependent and have to be optimized iteratively. An
aperture at the front defines the acceptance angle.
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Figure 16. Lens for the SES-200 Analyzer. Adapted from [165].

52

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

The lens is mounted at a slight angle against the entrance plate of the analyzer in
order to compensate for the reduction in acceptance angle due to the defining aperture. The
first lens element is at ground and the last one at the chosen pass energy. The three other
voltages as a function of incident photoelectron energy and pass energy are given as tables in
the routine running the acquisition cycle. The requirement of constant image position (at the
analyzer image plane) and constant magnification leaves one voltage free for optimizing the
transmission.
Some voltages are provided directly by some of the power supplies referred to ground
while others are floating on top of other elements. All the lens voltages are set by the
computer. An overview of the high voltage system is given in Figure 17.
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Figure 17. Schematics of the Communication Within the HV System. Adapted from [165].

The computer accesses the HU board (HVB) via the HUcontrol (HVC) board through a high
speed fiber optic serial cable. Each HVC controls two HVB. The PC communicates with the
HUsystem through a fiber communication board. At the HUsystem, a communication board

transfers the light into pulses on the coaxial link. Modulated light is sent from the HVC to the
HVB on fiber optic cables (see Figure 18), the pulse duty cycle being directly proportional to
the voltage to be applied.
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Figure 18. Connection of the H V Control Boards. Adapted from {165].

The high voltage boards (HVB) (see Figure 19) are characterized by very high stability
and linearity in the output power.
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Figure 19. The HVB and the HVDA [165]. Adapted from [165].

They were tested and calibrated before delivery of the instrument. Depending on the
model, they have maximum output from 100V to 6 kV to cover the range needed. They are
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powered by a separate power supply controlled by a HVswitch located at the front panel of
the instrument cabinet. This switch is itself interlocked to the ion gauge monitoring the

vacuum level inside the experimental chamber. If the pressure rises above

1 0 '^torr,

the HVB

are automatically powered down, preventing any damage to the electron detector. Since a
different unit powers the HVC, the old voltage settings are restored as soon as the HV switch
is on again.
The HVB are connected to the instrument via 2-lead H V cables that plug into 4-pole
HV connectors at the front. They can deliver positive or negative voltages since the supplies
are initially fully floating with respect to ground. When high resolution in the voltage setting is
required, typically better than 200pV, a fast response high voltage digital to analog {HVDA)
module is added, delivering positive and negative voltages with a maximum voltage limited to
13.1 V. It is connected directly to the serial link since it has its own control unit on board. The
detector assembly (overall 40 mm in diameter) consists of two micro channel (MOP) plates
and a phosphor screen. MCPs are compact electron multipliers of high gain. They are formed
by closely packed channels of common diameter (about

10

pm) obtained by firing a lead glass

matrix in hydrogen atmosphere. Each channel acts as an independent electron multiplier,
preserving the spatial distribution of the electrons and consequently the energy resolution of
the hemispherical analyzer. For single particle detection, the MCPs are used in high-gain
configuration, which produces saturated output pulses with a certain distribution in height. The
MCP pair is Chevron mounted (see Figure 20), multiplying each incoming electron by 10^
reducing also ion backscattering. The inclination angle of the channels is 8 degree with
respect to the surface. The parameter that determines the gain is the length to diameter ratio,
a high ratio giving a high gain. The typical values fall in the range 75:1 to 175:1. Theoretical
and experimental evidence show that the pulse half-width decreases with a decreasing
channel diameter. The internal background, or dark noise, in the current generation of the
MCP is uniformly distributed across the plate with a typical value of 0.2 counts per second per
square centimeters.
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Figure 20. The MCP Assembly. Adapted from [165].

Electron pulses created in the MCPs are accelerated onto a phosphor screen facing a
CCD camera. A real time monitor is used to continuously view the output from the CCD for
checking on the dark noise (while ramping up manually the MCP voltage during the
instrument start up) and later during the acquisition for optimization of count rates and line
shapes.

The radial position on the detector (relative to the center of the analyzer) of a flash is
a function of the kinetic energy of the initial electron. In principle the two-dimensional nature of
the detector permits the detection of the emission angle. In the non-imaging mode that was
used throughout this work, the electron counts are integrated in the direction perpendicular to
the dispersive direction. For a given set of voltages, each camera scan line, perpendicular to

the energy axis, is a unique function of the kinetic energy of the electron. The area of the
detector covered by the CCD and the dispersion of the detector determine the range of
energy that can be detected simultaneously.

The data transfer is accomplished using the same communication system as for the
HV control. An overview is given in Figure 21. The video signal from the camera imaging the
phosphor screen Is connected to the detector electronics. It consists in a dedicated
microprocessor set up for a given experiment and independently acquiring data. The PC
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sends and receives information through the fiber optic interface board. The PC initiates a
measurement by sending the request for the voltages.

Comepaeleciliortcs
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Computer

CCD camera

Real lime morior

Figure 21. Overview of the Data Transfer System. Adapted from [165].

The energy calibration tables are transferred to the detector electronics together with the
acquisition parameters, such as kinetic energy range, energy step size, and accumulation
time before the start of the acquisition cycle. The detector electronics set the acquisition
parameters and measures on command from the PC. The microprocessor evaluates the
position of a light flash on the detector perpendicular to the slit direction and the number of
pixel proportional to the number of flashes on a given line exceeding a threshold. The value is
transferred to the physical channel and is stored in a counter. Because of the non-linearity of
the detector, the physical channels need to be mapped to logical channels, which are the data
points of a spectrum. The mapping is performed in the microprocessor. The values in the
logical channels are accumulated during a specific time, which is a multiple of the camera
frame (the shortest being 1/60 Hz ~ 33 ns, the vertical frequency of the CCD camera). For
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fixed mode scan, this means that the detector collects data for the duration of the acquisition
time before sending the result to the computer. For swept mode, only the channels that have

been stepped over the whole detector area are actually sent out as shown in Figure 22, This
helps limit the rate of data transfer. The detector performs all the energy scale and intensity
calibrations before sending the result to the computer.
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Figure 22. Voltage Stepping in Swept Mode.

The Time-of-Flight Analyzers

About 25 years ago, the pulsed temporal structure of synchrotron radiation provided

the basis for the development of the time-of-flight (TOF) technique. The method relies on
measuring an electron or ion signal within a periodic time window fixed by the incoming
radiation. The kinetic energies of the particles are directly related to their flight times in the
fixed-length drift tube. Because of the timing needed in these experiments, the measurements

can take place only during the double-bunch mode of operation of the storage ring.
The i/HVchamber built at M/Mt/1156-58] shown on Figure 23 houses two different
systems of TOFs,
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ToF 2

I
Figure 23. Schematic of the TOF Chamber.

The so-called long TOFs (shown in Figure 24) were built on a design reported in
references [166-168]. This design was optimized for accurate measurements of asymmetry
parameters. The so called small TOFs were built on a design reported in references in
[159,160], This design was optimized for accurate measurements of triply differential cross
sections in neon and xenon necessitating the use of the coincidence technique.
The long TOFs are directly mounted on the cylindrical side of the chamber, while the
small TOFs are mounted on the back flange of the chamber. When the axis of rotation of the
chamber is properly aligned with the propagation axis of the photon beam, each of the two
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sets of spectrometers is perpendicular to the axis of the light. Upon start up, the chamber is

pumped down with a turbo pump of speed 1000 I/s reaching a base pressure of 10’®torr.
Sample gas is leaked into the chamber through a non-magnetic needle of 0.5 mm inner
diameter, to reach typical work pressures of about iO 'torr. The pressure is constantly
monitored with an ion gauge throughout the duration of a particular measurement. The
interior of the chamber is lined with two layers of p metal, reducing the intensity of the Earth
magnetic field and any stray magnetic field by 2 orders of magnitude. Because of the
significant torque applied by the various elements, a worm gear reducer was installed in 2 0 0 0
to insure the stability of the whole set up, guaranteeing also that the angular positioning of the
long TOFs is reproducible.
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Figure 24. Schematic of a Long TOF Spectrometer.
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pjates

The long TOFs are mounted in the chamber with a relative angle of 126,3“, as shown
in Figure 24. Since the chamber is rotatable about the photon beam, two spectra at an angle 0
and 0 + 54.7 “ with respect to the electric field vector can be collected simultaneously under
the same experimental conditions (incoming flux and pressure). This is critical for accuracy in
asymmetry parameter measurements, for which relative intensities need to be compared.
The gas inlet bisects the relative angle of the two TOFs. The distance from the interaction
region to the entrance of the spectrometers is about 20 mm on the axis of the chamber. The

total length of each drift tube is 678 mm. At the end of a 689 mm flight path, the electron
detector consists in a pair of MCPs Chevron mounted and a collecting anode (see Figure 24).
A second needle is also mounted on the back flange, defining an independent
interaction region for the small TOFs. The assembly of the small TOFs is enclosed into its
own n metal shield. Due to mechanical constraints, the length of the drift tube was fixed to
100 mm. The electron detectors consist of a single microspherical plates {MSP). One of the
TOF can rotate independently from the rotation of the other three so that any relative
combination of angles between the first TOF and the other three can be obtained. It is
however limited to 35“ between any two detectors. The geometrical acceptance angle is 5*.

Each analyzer needs its own electronic chain, which is described below. An electron
emitted in the interaction region reaches the MCPs or the MSPs, where it creates a secondary
electron avalanche. The current amplification on one MCP is typically 10". in the long TOFs
set up, two MCP pair achieves a gain of 10'. A single MSP achieves a gain of 10*.
A fast two-step amplifier shapes and amplifies the pulse about 50 to 100 times. The
pulses have similar shape but strongly vary in amplitudes. A simple discriminator, triggering

above a certain threshold would not provide the necessary time resolution ( < 100 p s )
necessary in these experiments because the triggering time would be directly dependent on

the pulse height. This is why a CFD has to be used. The incoming signal is split into two parts;
one is attenuated by 0 .2 , while the other is delayed by 0.6 ns. These two pulses have a
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constant amplitude ratio. They are recombined into a differential amplifier stage, where the
substraction takes place. The outgoing pulse starts when the combination signal goes to zero,
an event independent of the initial signal amplitude. The CFD also removes some of the
background signal.
The signal from the CFD is sent to a time to amplitude converter {TAG), a Tennelec

200 MHz module. It provides a full scale 0 -10 V output signal. The stop signal is the bunch
marker of the ALS, a N!M signal ( - 0.8 V ) provided at a period of 2 x 328 = 656 ns. Because
the period of the bunch marker is twice that of the synchrotron pulse, two spectra shifted by

328 ns are actually stored, limiting the channel resolution to 4,096 for one spectrum instead of
the possible 8,192. The basic operation of the TAC module consists in charging a capacitor
with a constant current during the time interval between the start and the stop signal. The

discharge takes place when the stop signal is received: the pulse height is proportional to the
time interval.
This analog pulse is transferred to a fast (800 ns) fixed dead time analog to digital
converter {ADC) before being sent to an MCA. The ADC, operated in the pulse height
analysis and anticoincident mode, has a maximum channel resolution of 8,192 channels. The
MCA supports up to 16,384 channels from an external ADC and can store up to 16,777,215

counts per channels. The histogram of counts per channels, which is the actual photoeiectron
spectrum, is stored on a PC and displayed in real time. The MCA are read through an IEEE488 interface through the computer interface board (AT-GPIB/TNT).
The calibrations described below are common to any TOP apparatus [169). The
resolution achievable for given experimental conditions is limited primarily by three factors.
The first one is the flight time dispersion. It is itself influenced by several parameters, namely
the initial kinetic energy, the fixed temporal resolution of the electronic modules, the nonuniformity in the contact potentials, some possible lens effects in the electron trajectories and

residual magnetic fields. However, the resolution can be significantly increased. For example,
the tubes of the long TOFs have additional ft metal to shield them from stray fields. The
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resolution can also be improved by applying a retarding voltage at the entrance of the tube
and the Inner nose. A resolution of 1% of the kinetic energy of the electrons can be obtained
in the long TOFs. Because of a much smaller drift tube, the energy resolution of the small
TOFs is limited to 5%, giving nominally 50 meV at 1eV and 200 meV at 4 eV. Other
parameters fixing the energy resolution are the finite acceptance angle of the analyzers and
the bandwidth of the ionizing radiation.
The background is evenly distributed over the entire range of the spectrum, making it
straightforward to remove it before any further analysis.

For the two different TOFs sets, the time to energy conversion is obtained by
recording the Ne 2s and Ne 2p photolines of well-known binding energy (and consequently of
well-define kinetic energy) for the range of photon energy of interest.
The ratio of the cross sections is also extracted and scaled to the literature values to
obtain the transmission curves of the detectors In order to determine the analyzer efficiency.
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4. MIRRORING RESONANCES IN ARGON AND NEON

4.1 Introduction

Detailed studies of the photoionization process spanning over several decades have
supplied a wealth of information about the structure and dynamics of free targets. The
discovery of resonances in the photoionization continuum of the rare gases,
hv + ns^np^ -^ns^np^ +<?"
that had always been thought of as structureless, was one of the striking experiments carried
out at first generation light sources [170-175]. These measurements revealed the existence of
singly excited states

) [174,175] as well as some doubly excited states

np'^n'p'n" p" ('P ,), appearing respectively as window and asymmetric resonance profiles.
During the 1960s, Fano and coworkers [176,177] developed a formalism where simple
expressions for the resonance profile in terms of a few parameters were derived. These
parameters can be extracted from cross section measurements, while also being amenable to
direct calculations. Experimental and theoretical investigations of resonances in such
fundamental systems have provided valuable insights into the general problem of electron
correlations.
The coming of age of second generation light sources delivering intense and
polarized radiation has permitted the first measurements of partial cross sections to be
performed by resolving the final ionic states. In particular, resolving the fine levels of the
residual ion prompted the first studies of relativistic effects [179-180] in the vicinity of Cooper
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minima [181], where one of the partial waves allowed in the dipole approximation goes to
zero.
This is around that time that the first mention of mirroring behavior in partial cross
sections can be traced back [182-184], Samson and Cairns [182] reported that the O3/2 cross
section decreased while the

cross section increased at the 534 A resonance in the

0 ^ , 2

xenon 5p ionization. The two resonances, prominent in the partial cross sections, practically
cancelled each other in the total cross section. Some early examples of mirroring resonances
in krypton and xenon are given in Figure 25.
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Figure 25. Early Examples of Mirroring Resonances in Krypton and Xenon.
Adapted from [184].
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With the availability of third generation light sources offering high brilliance and high
resolving power, it is now possible to revisit collisional processes involving photons and to
gain more detailed information about electron correlations, relativistic effects, and their
possible combined effects. Recently, mirroring behavior has been reported in the partial cross
sections for photodetachment of negative ions [185]. Considering the occurrence of mirroring
in the new measurements, rationale was sought for the precise reason behind it. Theoretical
work [186-188], extending Fano's original work [176,177], has shown recently that mirroring is
expected in photodetachment and photoionization partial cross sections, where the residual
ion is left in a high level of excitation [187].
In this work, new features have been revealed in the low-energy photoionization
spectrum of argon and neon by combining high photon resolution and differential
photoeiectron spectroscopy techniques. Several resonances are observed in the Ar"
3s^3p^ ("Pi/2,3/ 2 ) and in the Ne* 2s^2p^ (^P,/2,3/ 2 ) Photoionization partial cross sections.
Because of their mirroring profiles, a complete cancellation of their contribution occurs in the
total photoionization cross sections. Based on recent analytical predictions [187], this work
shows how these findings can be explained by a breakdown of the iS-description of the
photoionization process.

4.2 Theoretical Background

Direct Photoionization

Photoabsorption in the VUV region by an atom A in an initial state |i) can prompt a
transition to an ionized final state | / ) according to [189-192]
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The subscripts 0, y, c, and k refer to the neutral target, the incoming photon, the residual ion
and the continuum electron, respectively. Conservation of energy, total angular momentum,
and parity impose
t^=hv~Ey,

(116)

jy = Jc'^ } >
(118)
Eh and Ek are the binding and kinetic energies of the ionized electron introduced in chapter 2.
The efficiency of the process can be quantified by the quantum yield, defined as the
number of electrons emitted per photon absorbed. A more accurate observable is the partial
cross section from |i) to \ f ) obtained via Fermi's golden rule [193]

—

3

hvlMJ

(119)

'

M y = ( /|e x p i k . r \ e . p \ i ) ,

(120)

j
« =•
he

I

(121)

137

When the dipole approximation [194] applies, i.e. for energies such that

exp i k . r

1,

(122)

M,r simplifies as

(123)

M,,

For linearly polarized light interacting with randomly oriented targets, the differential cross
section for electric dipole transitions is given by
do

o

dQ

4/f

[l + ^

1*2 (cos 6*)]

(124)

(125)

1*2 (0 0 8 ^ )=
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where 6 is the angle between the polarization vector of the electric field and the direction of
the emitted photoeiectron, a is the integrated cross section evaluated at hv and Pt is the
second Legendre polynomial. The asymmetry parameter ^ , admiting the following physical
limit

(126)
fully characterizes the pattern of electron emission. At 6 = 54.7” , called the magic angle, the
differential cross section becomes independent of any angular effect since Pj (cos (54.7«))=0.
Table 12 lists the particular values of

for single ionization from an s, p and d orbital and

Figure 26 shows the expected angular distributions.

Table 12. Examples of ^ Parameters for Different Partial Waves.
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The value of fi can be extracted from photoeiectron spectroscopy experiments by
measuring the same spectrum at two different angles. This parameter is independent of
energy only in the case where a single partial wave is created. Otherwise, it contains an
interference term proportional to the cosine of their phase difference. As such, it is a quantity
that is very sensitive to the dynamics of the ionization process.
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Figure 26. Examples of Angular Distributions for Different Values of /5 .

Resonances

In addition to direct ionization, excitation of any electron other than the outermost
valence ones can populate discrete states lying above the first ionization potential. Such
states were first detected as resonant asymmetric features in the photoabsorption continuum
of the rare gases. For an atom treated at the independent particle level, they would be
stationary and their contributions to the photoabsorption or electron yield spectra would be a
Lorentzian line superimposed on a slowly varying background. However, electronic
correlations cause these states to decay to the energetically allowed continua, a process

called autoionization. Additional selection rules, formulated by Shenstone [195] in analogy to
molecular predissociation, restrict the possible symmetries: the discrete state and the
interacting continuum must have similar parity and total angular momentum. When LS
coupling applies, the respective L and S are conserved upon autoionization. The observed
asymmetry of the profile can be understood as the result of an interference between two
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indistinguishable pathways: direct ionization and autoionization, both leading to the same final
state A*, as displayed in Figure 27. In this picture, autoionization appears as a special kind of
electron correlation.
Theoretical studies of the resonance phenomena in atoms and molecules began with
Wentzel [196] in connection with the Auger process. Their aims were to interpret the
asymmetric profile in terms of various parameters related to the electron dynamics. Fano
pointed out that the characteristic feature of autoionization absorption lines arise from a sharp
variation in the coefficients of the relevant configuration as the energy varies through the

resonance [176]. This qualitative explanation was further developed to provide a tractable
frame [177,178], where extraction of quantitative information from the experimental absolute
cross sections were possible. Further generalization was achieved [178,197], permitting the
treatment of an arbitrary number of continua and several overlapping resonances.
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Figure 27. Indistiguishability Between Direct Ionization and Excitation-Autoionization.
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Case of one discrete state and one continuum

For an atom of Hamiltonian H, it is possible to define the basis of the prediagonalized states
such that

(127)
(128)
(129)
(130)
where \<j>) and \<p{E]) are a discrete and a continuum state, respectively. Each energy value
E is an eigenvalue of the Hamiltonian and the corresponding eigenvector is given by
| ¥ ( £ ) ) = a (£ )| ^ ) + j 6 ( F ) j <p{E'))dE\

(131)

where a(E) and h(E’) are the coefficients obtained from perturbation theory. They satisfy
a { E ^ - E ) + ^b{ E' ) V{ E' ) dE' = Q,

^^®2)

V ( F ) a ( £ ’) + b{E') {E' ~E) = 0 ,

(133)

Equation (133) can be formally solved to give
b {E )^

P
E-E
y(E) =

- + y { E ) d { E - r ) V{ E' ) ,
E -E ^ -A E

■Tte,

\V (E f
AE

J E~,

)f

(134)

(135)
(136)

y(E) is defined by the contour of integration around E - E q. M represents the energy shift of
the discrete state due to the coupling. For \q>{E)) states admitting a spherical wave
asymptotic representation, j'!'(£ )) becomes
\^‘ {E))ocsm {kr + S^ + S ,),
K

■arctan

y{E),
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(137)

(138)

where <5^ is an additional phase shift that changes sign across the resonance.
Using the normalization condition gives

This shows that the configuration interaction mixes the original discrete state with a range of
continuum states, following a profile of full width half-maximum T = 2 n \V (E )f . Its inverse
defines the lifetime of the resonance. The final state can now be written as

|t'(£ ))» a (£ )[y (E )V (S )l« > (£ ))+ |® > ],

=

Ji

(140)

,141)
E

E

where |0 ) is the discrete state modified by the interaction with the continuum. The absorption
cross section crfrom the initial state |^, ) is now obtained by considering

|('F(£)jri<6,)f = a ( £ ) ' [y(E) \^(£)(v^(£)jrl(^,) + {Ojrj<d,)P.

(142)

yielding

(
143)
l+ £ ^
o® is the cross section in the absence of the discrete state and q is the Fano parameter such
that

(144)
M E X p { E )\r\< P f)'
The general appearance of the line profile is governed by q. Plots of the line profile for
differing values of q are displayed in Figure 28. When g ~ 0 , the profile is window-like, and
when ^

, it becomes Lorentzian. A change in sign produces a mirror image of the profile.

The maximum of the autoionization profile occurs at £ = q~^, and goes to zero at £ =
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.

At £ = 0 , the resonance energy is given by Er ~ Eo+ M , showing that the coupling shifts the
discrete state by AE. As for the perturbation of two discrete states with same parity and total
angular momentum, a mutual repulsion occurs. By decomposing Equation (143), it can be

seen that
<y = o-'' 1+ -

1 ^ 2qe
1+ r

(145)

i+ r i+ r

The first term represents the unperturbed ionization in the first channel. The second term
represents a line broadened by the interaction into a Lorentzian. The third terms represents a
reduction in the first channel due to the presence of the discrete state. The fourth term
represents the interaction between the two pathways.

0
Figure 28. Examples of Fano Profiles.

Case of one discrete state and several continua

In all but the simplest cases, several autoionization continua

are open.

Considering the selection rules mentioned above, only a fraction of the total continuum usually
interacts with the discrete state. It can be shown that the interaction of the discrete state with
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the states

is restricted to a particular superposition |'y„) by an appropriate rotation of the

basis set

}
(146)
\. 2'x ./

Likewise, the non-interacting continuum is represented by the superposition |¥(,)

1 ■

(147)

The change of basis is illustrated in the upper part of Figure 29.
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Figure 29. Parameterization of thelotal Cross Section for Autoionization of One Discrete
State to Several Continua.
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The overlap between the two linear superpositions, determining the degree of
orthogonality
|2

(148)

gives an expression for the so-called correlation parameter in terms of matrix elements. It can
also be defined as

(149)

The total cross section can be written as

a = (T,

where

iq + sY
p

- ..—

(150)

- ¥ \ - p

\+e

/

(Of,) is the direct cross section from the ground state to the continuum that

interacts (does not interact) with the resonance. For this more general case, the parameters
£ and q are similar to Equations (135) and (144) with | W ) replaced by |

) and the single

matrix element replaced by a sum over all the possible matrix elements. The various
parameters are illustrated in Figure 30.

One continui

-q

Several continua

-q

0 1/q

0

1/q

Figure 30. Fano Profiles for the Case of One or Several interacting Continuua.
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The correlation coefficient measures the strength of the interaction between the
autoinizing state and the continuum. In the line profile, it determines the maximum fractional
depth of the minimum of the cross section to the non-resonant value in the photoeiectron

spectrum. If p = 0 , the profile becomes an absorption line superimposed on the ionization
continuum. If p = 1 , all the continua interact giving a zero minimum to the cross section.
An extension of the formalism presented above is needed for parameterizing the
partial cross sections measured using photoeiectron spectroscopy. Dividing them into two
observable groups P and Q, it is necessary to introduce four other parameters

The off-resonance cross sections and these new parameters are related by
(151)
< j l { a ) ^ + G l{ a ) ^ ^ p ^ G \

(152)

The partial cross sections can be written as
O =0
+ 2 a b R e {a )^ - I n i( a ) J +

p

+0

q

,

(153)

1 - I q l m { a ) ^ - 2R e(or)^ +

O ( H ') J }

(1 5 4 )

= - ^ ^ | a ' + 2a[gRe(a)g ~ lm { a ) ^ \^ - lq lm { a )^ -2K c{a)^ + (q^ + l ) ( N ') g

(155)

By considering Equations (150), it can readily be seen that resonances characterized
by p^ -> 0 appear as weak features in the total cross section. In order to uncover their effect
on the individual partial cross sections, it is necessary to take this limit in the expressions
(152)

and (153). Since the product

remains finite,

lim
a
,=
<
T
?
+
^
,-{2,t
R
e
(
a
)
,lm
(
«
)
,]
t
,>
(
|a
|=
)J
,

(
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(157)

The total cross section becomes
(

lim cr = limfcT»+
p~>0

^

2 2

\

)= cr®

(158)
V

Several conclusions can be drawn from the preceding expressions;
* The profiles of the groupings P and Q mirror each other.
* No interference term, proportional to q, appears in the total cross section, while it is
pronounced In the partial cross sections.
* The cancellation in the total cross section depends on the value of

.

As such, the detection of these so-called mirroring resonances requires differential
measurements. Examples will be given in this chapter for two rare gases, argon and neon. In
the opposite limit

the resonances have mimicking profiles in the two channel

groupings and can still be observed as pronounced features in the total cross section, such as
the singly excited series appearing below the second ionization threshold. This is illustrated in
the lower part of Figure 29.

4.3 Results and Discussions

The experiments were performed at the Advanced Light Source on the high flux and
high resolution beamline 10.0.1 described in chapter 3. The complementarities of the

experimental setups available in this research group made it possible to acquire extended
data sets over several runs. The different experimental configurations for argon and neon are
specified in Table 13.
In all cases, photoeiectron spectra for the two fine structure levels ^Pm.s/ 2 were
collected at many equally spaced photon energies, an acquisition technique named twodimensional photoeiectron spectroscopy [162]. In such data sets, the kinetic energy axis can
be viewed as the x axis, while the incremented photon energy axis can be viewed as the y
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axis. Such presentation of the data permits a reliable extraction of Constant Ionic Spectra
{CIS} for the partial cross sections Oy 2 , ^ / 2 •

Table 13. Summary of the Experimental Parameters for the Mirroring Resonances Project.
Argon

Neon

Analyzer and
detection angle

Coincidence T O F : 0”, 90"
Hemispherical + IS L : 54.7"

TOF: 54.7". 90°
SES-200: 54.7°, 0°

Photon resolution

3 meV
~ 10,000 resolving power

6 meV
s 10,000 resolving power

Photon energy step

1 meV

1.75 meV

Photon energy range

Below the 3s ’ threshold:
26.4 eV to 29.4 eV

Below the 2s’’ threshold:
4 4 e V to 4 9 e V

All the spectra have been corrected for variations in flux intensity and in pressure. The
transmission efficiencies of the different analyzers were slowly varying functions of the
photoeiectron kinetic energy and were consequently assumed constant over the separation of
the two peaks • 177 meV for argon and 97 meV for neon. The photon energy scales of the
CIS were calibrated using the positions of the strong singly excited window resonances, by
comparison with photoabsorption data [198-201). The asymmetry parameter curves were
obtained from the CIS (after corrections) taken at two different angles, 6 = 0® or 6 = 90° ,
and the magic angle 6 =54.7° , according to Equations (159) to (161)
S(6)
o

3(54.7°)

I

(159)

1*2(cos d)
s{o)<x

d ffjd )
dQ

0 ,^. d a (5 4 J °)
5(54.7°)«
dQ
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(160)
(161)

Mirroring Resonances in Argon

The CIS of the two final ionic states fPi/s,3 /?) originating from
h v + Ar {S sH p ^ )-» A r* (3s^ 3p^ {^ P m jn ))+

are presented in Figure 31 for all three angles. The corresponding asymmetry parameters are
given in Figure 32. In the total electron yield and partial cross sections, the singly excited
Rydberg series 3,r~’n/?('P, )is clearly visible along with the two previously reported doubly
excited states labelled DEg and D £, - 3s^3p^

) at 29.03 eV and

4j(^P,/2)4/?(‘P ,) at 29.23 eV [174], Considering the appreciable difference in
autoionization profile exhibited by DEg and DE4 , such an assignment in terms of very similar
configurations and coupling might at first be surprising. However, it should be kept in mind
that the underlying spectral landscape where they are found also differ notably. D £, is
superimposed on many closely spaced high-lying members of the singly excited series and
the 3a'“‘ continuum, causing a width broadening. DEg is only close to the 3s”' lOp resonance.
In between the 3s~^lp and the 3a~‘8p members, two resonances DE, and DEg,
undetected so far, are observed in the partial cross sections, as well as in the asymmetry
parameters, at 28.81 and 28.87 eV respectively. They have clearly mirroring profiles that
cause a complete cancellation in the total cross section, explaining why they have remained
undetected even in state of the art photoabsorption experiments.
A tentative assignment for these new states has been proposed. Since they are found
below DEg and DE4, which have the Ap electron coupled to the
ionic cores, they are necessarily doubly-excited states built by coupling a 4 p electron to one
of the lower lying ionic states. Considering the relative energies of the Ar* states (seeTable 14
[202]), the configurations3s^3p‘* 3 j ( ‘‘Z>)4/?(’ P|,’Z>,) and 3s^3p* A s i^ p )A p { ^ P ^ ) are
obvious candidates
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Table 14. Energies of the Lowest States of Ar* [202].
Configuration

Term

^core

Energy [eV]

Sp

3/2
1/2

0
0.177

3s3p^

1/2

13.480

3s^3p^(^p)3d

"d

7/2
5/2
3/2
1/2

16.406
16.425
16.444
16.457

3sH p^(^p)4s

V

5/2
3/2
1/2

16.644
16.748
16.812

3 .y ^ 3 /(¥ )4 .v

2p

3/2
1/2

17.140
17.265

3/

3/
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Such an assignment implies that the resonances are triplet states, a symmetry
forbidden for any state excited from a singlet ground state if the IS approximation were valid.

This finding infers that these resonances result from relativistic effects. It is important to stress
that another research group reached such a conclusion independently [203]. The connection
with the analytical results explaining the mirroring profiles was, however, not established.
Turning now to the interpretation of the spectral profiles, the observed partial cross

sections provide some examples of resonant behavior associated with different values for the
key parameter

. The entire singly excited series and the doubly-excited state DE3 have

pronounced minima characteristic of a

close to 1 and consequently display the associated

mimicking {i.e., similar) profiles, as can be seen in Figure 31. The weak and broad DE4
resonance close to the 3s”’ threshold in the total cross section is the result of partially
value. The features DEi and DEs,

mirroring structures, with most likely an intermediate

with mirroring profiles in the partial cross sections and negligible contribution in the total cross
section, are instances of resonances having a p* close to 0.
A final observable of importance that can reliably be extracted from the present data
sets is the branching ratio of the partial cross sections f = 0 ^2 / ays shown in Figure 33.

1

8

y

d

10

ii

i
JS.f)

28.5

Photon mmgy (eV)
Figure 33. Branching Ratio rin Argon.
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Off resonance, it has a constant value equal to 1.9 throughout the covered spectral
range. This slight departure from the expected value of 2 (considering a simple statistical
weighting) [204,205] Is a consequence of a small mixing between the LS-allowed continua
) and the LS-forbldden continua 3s^3p^es,^(^Pl,^D^), demonstrating that a
purely non-relativistic models fails to describe the details of the ionization continuum.
Examining these various findings in the light of the recent analytical results presented in
section 4.1 allows understanding of how the mirroring profiles of the newly observed states

are a direct consequence of relativistic effects in the photoionization process (see Figure 34).

iw.

+ 'p ,

pP | resonance

LS forbidden transition
-

0

mirroring profiles indicative of relativistic effects

cr+0J,

Figure 34. Schematic Explaining the Mirroring Profiles.

According to the Russel-Saunders selection rules, LS-forbidden triplet resonances autoionize

to the small fraction of the continuum with triplet symmetry. The non-statistical branching ratio
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f is a direct signature of this mixing. Since this continuum has negligible oscillator strength in a
dipole transition from the singlet ground state,

, fuifillirtg the

requirement for mirroring behavior.
A detailed assignment is still challenging numerical simulations: the use of R matrix
method and MCHFcalculations [206] have not been able to achieve a converged description,
due to the difficulty in simultaneously including correlations and relativistic effects. This
experimental work demonstrates that some fine details of the photoexcitation process remain
to be understood.

Mirroring Resonances in Neon

The previous study in argon has shown that the mirroring profiles of the newly
observed resonances are a direct consequence of relativistic effects in the photoionization
process [207]. Despite the expected weakness of the spin-orbit effects in light elements,
some manifestations of this interaction have been reported in previous studies of total cross
sections [201] and partial photoionization cross sections for neon. Between 50 and S3 eV, the
effects of spin-orbit mixing on nearly degenerate LS-allowed and tS-forbidden configurations
have been investigated [208,209]. Looking for possible LS-forbidden mirroring resonances in
this rare gas was the natural extension of the work carried out on argon. The prospect that
neon, with only 10 electrons, would prove to be a much more tractable target amenable to
accurate numerical simulations was also a significant drive to carry out this project.
CIS covering the region between 44 eV and 49 eV below the second ionization
threshold are shown in Figure 35. In these measurements, many new resonant features are
detected in the partial cross sections displayed. The energy positions, summarized in Table
15, were obtained from the CIS or from the asymmetry parameter spectra when the features
were too weak.
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Table 15. Energy Positions and Tentative Assignment for the New Resonances Appearing in
the Low-Lying Photoionization Continuum of Neon.
Label

Energy [eV]

Assignment

A

44.406

3s{^p)3p{^D,)

B

44.507

3s{^p)3p(^P^)

C

44.590

3 s { ^ p )3 p { % )

D

45.460

2 s 2 p ^ {^ s )3 p {^ P ,)

E

45.650

3j ( V ) 3 p f Z),)

F

45.788

3si^-p)3p{^l])

G

45.858

3 s(^p)3p^S ^)

H

47.100

2 3 '2 / f 5 ) 4 / j { ¥ , )

1

47.261

.

J

47.501

.

K

47.512

-

L

47.687

25 2 / f s ) 5 / j ( ¥ , )

M

47.735

-

N

47.780

-

0

47.960

25 2 / ( ^ 5 ) 6 p f p , )

P

48.000

-

The uncertainties were estimated to be about 5 meV. Assuming the validity of Hund’s rule,

the three resonances A-C can be assigned as 3s

(^D,), 3s

3s {*P )3 p (*S,) since they are found below 3s(^P)3p ('/*,). The new resonance D, found in
the region of the resonance 2s 2p^ i^ s )d p (‘Pj)can be assigned as 2s 2

^ s ) 3 p (^P,)

assuming that the triplet term should be found lower than the singlet term. The three

resonances E~G can be assigned as 3a’ i~p)3p f l ) j ), 3.r f P )3 p f P,), 3.r f p)3/? ( ' 5 , ). At
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higher energies, the resonances H, L and Oare likely to be 2s 2p^ i^s)4p {^F,),

2s 2p^ (^s)5p (*P(), 2s 2p*' i^s)6p (^P,). Examination of the branching ratio in Figure 35
shows that, as in argon, it differs from the statistical value, and equals 2.1 in this energy
range. This is a clear fingerprint of the influence of relativistic effects, which has not been
reproduced by theory yet [211,212]. The excitation and decay of these doubly excited
resonances is similar to the one presented for argon, with here the 21 shells involved instead

of the 31.
With these experimental results, all possible states with J =1 and odd symmetry have
now been detected for neon. As in argon, their weakness as compared to their LS allowed

counterparts has made it necessary to perform the experiments at a third generation light
source. It was possible to reveal the ones with mirroring profiles by using differential
photoelectron spectroscopy techniques. Their existence confirms the general prediction that
mirroring resonances can be excited when relativistic interactions affect the collisional

process.

4.4 Conclusions

Several new LS-forbidden resonances have been detected in the photoionization
continuum of two rare gases: argon and neon. This study has provided the opportunity to
investigate the phenomenon of mirroring effects in the simple case where only two final
channels are open. The crucial implication of mirroring behavior in collisional processes is that
a symmetric profile in the total cross section does not necessarily imply that interference

effects are not present in a given process. Taking the particular example of resonant Auger
decay, theoretical [213] and experimental work carried out in this research group [214] have
demonstrated that the observation of a Lorentzian profile in the total cross section is in fact
the result of partially mirroring profiles, proving that interferences between channels are
indeed present, and ruling out the validity of a sequential two-step model. Moreover, mirroring
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behavior is not limited to the case of isolated resonances. A recent study of the partial cross

sections for the photoionization in the neon ls " ‘ region [215] has shown that interferences
between ionization channels through different non-isolated resonances play a significant role.
Because of the generality of the mirroring behavior in collisional processes, these results
highlight the importance of differential measurements when attempting to describe extensively
resonance structures in various states of matter.
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5. NUCLEAR WAVE PACKET INTERFERENCES IN CORE-EXCITED HP

5.1 Introduction

Using the tunabiiity over a broad energy range offered by synchrotron radiation,
pioneering work on simple molecules [216,217] has demonstrated how promotion of an innershell electron from a particular atomic site to an unoccupied orbital can cause the ultrafast
dissociation of a molecule. This idea of selective bond rupture has since been applied to more
complicated systems, such as DNA, where excitation across the phosphorous K-edge favors
single over double-strand breaking [218], or in condensed matter, where populating an
unoccupied state of adsorbates enhances the desorption of a particular ionic species [219],
More generally, impetus was lent to such studies because of the recognized importance of
inner-shell resonant processes. They have a wide range of applications in different branches
of fundamental and applied physics [220-222].
The dynamics of these resonances are characterized by high transition rates,
exceedingly short lifetimes that strain the validity of perturbation theory to its limit, and void the
intuitive separability between excitation and relaxation. The advent of third generation light
sources and the constant improvement in spectrometer performances have made it promising
to reinvestigate basic problems that had been set aside as intractable [48,223]. Achieving
comparable resolving power in the excitation and decay steps also makes it feasible to extend
the growing field of quantum control to VUVm d X-ray processes. Using synchrotron radiation

as a tunable X-ray source, Eisenberg and coworkers first studied the resonant X-ray
scattering process occurring at the K-edge of metallic copper [224], As the incident energy

was scanned across the resonance, the X-ray Raman scattering peak was enhanced and
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continuously changed into an X-ray fluorescence line in the secondary emission spectra.
Tulkki gave a complete theoretical description of the phenomenon [225]. A core-hole state
can also relax in a non-radiative fashion by emission of Auger electrons. Brown and
coworkers studied the LMM Auger process for atomic xenon using highly monochromatic
synchrotron light at the L-edge [226], where the Auger peaks showed linear dispersion.
Subnatural line narrowing, as in the radiative case, was also reported later on [227]. These
two fingerprints in photoemission spectra were grouped under the name Auger resonant
Raman effect ( ARRE) [228]. The manifestations of ARRE in molecules are more intricate

due to the existence of additional internal degrees of freedom [229], Since the electronic
decay occurs on the femtosecond time scale of the nuclear motion, it is necessary to

accurately single out the different time scales involved in the competing processes.
An evolution time can be defined as the time elapsed between the initial
photoabsorption and the time of the measurement. The concept of a duration time started to
emerge from experimental and theoretical studies that were aimed at delineating the
consequences of photon detuning other than dispersion and line narrowing [230]. This purely
quantum notion is expressed in terms of the core-hole lifetime and the detuning from
resonance energy. The formation and suppression of structure in the resonant Auger spectra
can be expiained by comparing the duration time with the other time scales relevant for a
given system.
Experimental studies of Auger transitions involving dissociative states have
confirmed the consequences of a duration time shorter than the evolution time in the
intermediate state [230,232]. However, no evidence of the predicted interferences [233,234]
that occur when the photoexcitation, electronic decay, and nuclear dynamics have the same

characteristic time scaie, has been reported. These effects are Illustrated in this chapter for
the particular case of spectator Auger transitions in core-excited HF. The experimental data
demonstrate how a particular variation of the duration time by positive photon detuning
actively controls the interference pattern that appears as a modulation in the kinetic energy
distribution of the Auger electron emission band. A comparison with available numerical
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results [233,234] from the wavepacket dynamics theory [235] has helped to identify the
underlying mechanisms.

5.2 Theoretical Background

Inner-Shell Resonances

When the incident photon energy is sufficiently high, an inner-shell electron can be
promoted to an unoccupied orbital. Electron energy loss and photoabsorption spectra of
molecular inner-shell excitations have revealed two types of resonances [236]. The first kind

consists of the Rydberg states converging to the inner-shell thresholds. At lower energies,
intense features with vibrational structure or broad absorption bands can be observed. They
have no atomic counterpart in the photoabsorption spectrum of the isoelectronic atom.
Consequently, they have to be assigned to the excitation of an atomic-like inner-shell electron
to the lowest unoccupied molecular orbital. For example, the first inner shell excitation in Kr is
a 3d -¥ 5 p transition, while in HBr it is a

4p<r* transition [216]. The background for

describing the dynamics of this type of excitation is given in the following paragraph and an
experimental study on core excited HF is presented.

Resonant Auger Decay

For light elements ( i.e. with low charge number Z ), the core-excited species decay
non-radiatively by emitting one electron in the simplest case. This process, called resonant
Auger decay is usually classified in two types. In the so-called participator Auger decay, the
electron originally excited in the absorption step refills the inner-shell vacancy. The final state
has a single hole in a valence orbital and is identical to the state formed by direct ionization.
The participator Auger process is usually observed as an enhancement in the valence
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photoemission line. In the so-called spectator Auger decay, the excited electron does not take
part in the decay. The final state has two holes in the valence shells and the corresponding
direct process is forbidden in a strictly single particle model. A schematic of these two
possible decay mechanisms, along with the normal Auger decay process producing doubly
charged ions [48] is given in Figure 36.
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Figure 36. Normal Auger, Resonant Participator and Spectator Auger Decay.

Resonant Cross Section

Core-excitation in molecules creates a short-lived intermediate state that can be
viewed as a nuclear wavepacket evolving on the potential energy surface of the electronic
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hole. Relaxation is caused by Coulomb interaction and vacuum fluctuations. It occurs within

the core-hole lifetime 1 /T ^. An integration of the resonant Auger process into a unified theory
of the resonant inelastic X-ray scattering (RIXS) has led to the design and interpretation of
experiments aiming at investigating the different aspects of coherence between excitation and
decay that go beyond a two-step description of the process. Such coherent effects appear
clearly in the expression of the cross section a { E ,a ) in the RIXS formalism [230].
The incident radiation, characterized by a spectral function # ( c j, r ) , prompts a dipole
transition ( operator D ) from an initial state | i ) , of energy Et, to an intermediate state
Because of the finite lifetime of the core-hole and the finite bandwidth of the radiation, it
consists of a coherent superposition of core-excited eigenstates | c ) . Due to the Coulomb
interaction, this state decays ( operator Q ) to a final state j / ) , of energy Ef .The overall
process is described by the cross section
a { E ,(D )= \F ^ ^ ^ (m -E ~ { E f - E ) j f ) ,

(162)
(163)

where F is the scattering amplitude. In the time independent description (see Figure 37), F is
given by the Kramers-Heisenberg relationship [230]

F =

= -^-( / 1f i 1'P. (“ ))■
E-

64)

+i“

The half Fourier transform of the denominator provides the corresponding expression in the
time-dependent description [230] (see Figure 38)

F =

- lim (/|e |¥ ,(r )),

(165)

H = H + E,

(166)

r = r ^ " -iQ .

(167)
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The two descriptions are mathematically equivalent. The rich variety of possible effects during
the scattering is better understood by defining the relevant time scales [230].

I

|/>
Figure 37. Time-Independent RIXS Cross Section.
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Figure 38. Time-Dependent RIXS Cross Section.

Time Scales and Competing Processes

The fact that the Auger decay and the nuclear dynamics take place on the

femtosecond time scale for light elements implies that the evolution of the nuclear

94

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

wavepacket is dominated by concurrent dissipation and dispersion. This is in net contrast with
electronic wavepackets in Rydberg atoms that can be tailored to minimize both effects
[239,240], This competition appears clearly in Lifetime Vibrational Interference (LVI) [241], It
is defined as the interference originating from coherent deexcitation of discrete bound nuclear

states when the vibrational period and the core-hole lifetime are comparable. Resolving the
vibrational structure for simple diatomic molecules such as CO, Nj, or NO using high
performance spectrometers (e.g. [242]) has permitted an extended study of this phenomenon.
From Equation (165), it can be seen that the purely quantum quantity, T, defined as
the duration time, sets the natural time scale of the process involving three states (initial,
intermediate, and final). It contains the two parameters responsible for suppression in the
emission spectra of the contributions coming from the large evolution time (i.e. f -^ « ).

determines the depopulation rate of the intermediate state, while the detuning O from the
resonance maximum induces a destructive temporal dephasing in the wavepacket itself. A
schematic illustrating the notion of duration time is given in Figure 39.
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Figure 39. Schematic Illustrating the Notion of Duration Time T.
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Many experiments, often guided by theory, have been designed to delineate the
consequences of detuning other than the well understood line dispersion. The main result can
be summarized as follows: any nuclear motion, whether bound or free, that requires an
evolution time greater than the duration time does not impact the decay. Since the fingerprints
of nuclear dynamics appear in the Auger decay spectra, comparison of the spectral features
across the resonance (i.e., corresponding to different duration time) identifies the effects of a
slow (7

, on resonance) or a fast (7

0 , at the wing of the resonance) scattering. As

an example, the vibrational structure in the 5o

participator transition from C lj~ '/f*in CO

collapses when the excitation energy is detuned from the resonant energy because the
intermediate wavepacket does not have time to evolve on the excited potential energy surface
before the decay occurs (243,244). This is illustrated in Figure 40.

M*
a
o

Evolution time t

00

Figure 40. Collapse of the Vibrational Structure in CO Upon Photon Energy Detuning.

The notion of duration time is also useful for explaining the formation of particular
features appearing in the resonant Auger decay spectra of a dissociating molecule such as
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core-excited HCI [245,246]. In this particular case, the product of overlap in Equation (164)
can be decomposed as

( 168)

{f\c){c\i) = ti+ a S ip f

where // is the molecular contribution coming from the dissociating molecule and a is the

atomic-like contribution coming from the dissociated fragments. By increasing the detuning
(i.e. by shortening the duration time), the atomic peak is quenched in the Cl 2/?” ‘cr* Auger
spectra since there is no time for the intermediate wavepacket to reach the dissociation limit.
This phenomenon is illustrated in Figure 41.

M*

Eyolulion time x

00

Figure 41. Quenching of the Atomic Lines in HCI Upon Photon Energy Detuning.

A last example of the notion of duration time is provided by the restoration of the
electronic selection rules at the O \s~^n * resonance in COj [247]. In the absence of electronic
coupling, the only emission observed in the RIXS process would be the following
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The antisymmetric vibration k?®2349 crrf^ induces a mixing in the intermediate state,
populating the state ( la " ' 2;nr„) and the transition

( la ; '2 ^ „ )

->

( l< 2 ; r , .)

is also observed. In other words, a dipole forbidden transition appears and its intensity can be
taken as a direct measure of the strength of the vibronic coupling. Upon detuning, the duration
time becomes smaller than the vibrational period of the

mode, quenching the non-adiabatic

interaction. As a consequence, a dynamic restoration of the selection rules can be achieved
by detuning. This is illustrated in Figure 42.
A last important property that needs to be considered is the finite bandwidth of
the incoming photons. According to the uncertainty principle, its inverse defines the inherent
prolongation of the photoabsorption process. Unlike broadband excitation, selective excitation
cannot be considered instantaneous.

GS
0

Evoltiiloii time

t

00

Figure 42. Quenching of Symmetry Breaking in CO^ Upon Photon Energy Detuning.

For atomic core-excitation, the combined influence of a finite bandwidth and detuning
was found to cause non-linear dispersion of the lines and even peak-doubling [248,249]. An
extension of the theory of wavepacket dynamics to dissociative molecules predicts a complete
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alteration of the molecular Auger spectra. It is attributed to additional interferences occurring
during the absorption step when photoexcitation, electronic decay and nuclear dynamics are
competing processes. Modelling this phenomenon requires following the temporal and spatial
evolution of the initial, intermediate and final wave packets|¥,), | % ) , and

involved in

the process.

5.3 Results and Discussions

The experiments conducted on HF were performed at the beamline 8.0.1 since
the necessary photon energy range (between 674 and 694 eV) was not available at beamline
10.0.1. The transition
hv + HF

HF

was excited by linearly polarized light with a photon resolution of 0.2 eV. The Auger decay

was monitored as a function of detuning £2 from the resonance maximum, found at 687 eV
[250] in the absorption spectrum. The electron energy analysis was carried out using the
hemispherical analyzer SES-200 operated at 40 eV pass energy described in chapter 3. The
detection angle was fixed at 90° with respect to the plane of polarization for the incident
radiation and this choice will be explained below. The goal of this experiment was to study the
evolution of the resonant Auger spectra of HF as a function of O. This particular molecule is
an ideal system on which to carry out such studies because the core-excited state is well
below the first Rydberg states as seen in the total ion yield spectrum displayed in Figure 43.
This implies that a large range of detuning can be investigated without introducing the

complexity of additional excitations. The accumulation time was increased with O in order to
compensate for the decrease in oscillator strength away from the F l a 4o * absorption
maximum.
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Figure 43. Total Ion Yield for HF Between 674 and 692 eV.

Molecular Auger spectra involving the ejection of valence electrons tend to be
more complex than atomic spectra. However, in the case of HF, the spectrum is sufficiently
similar to that of the isoelectronic atom, neon, that a reliable assignment can be proposed by
establishing a correspondence [251] between the lines in the normal Auger spectrum and the
energy levels of Ne’*. Such a correspondence holds for the resonant Auger spectrum and will
be used in the following discussion of the decay of the core-excited HF. The states involved,
participator ( P ) and spectator { S), their energy, intensity and calculated asymmetry
parameters [252] are given in Table 16. The measured Auger spectra are shown in Figure 44.

Table 16. States Contributing to the Resonant Auger Spectrum of Core-Excited HF.
Final state
-n

^'nfscr 'Hfr ‘cr*)
(l«: ' V * )

Decay

E
(eV)

P parameter

P

689.88

0.25

P

685.9

-0.15

S

661.67

-0.57

s

660.48

0.25

s

659.87

1.20
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Q = + 2.25
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Figure 44. Resonant Auger Decay Spectra of the la

4o * Core-Excited State at Different
Detuning a of the Narrow Band Excitation from the Absorption Maximum.
A!i the spectra are normalized to the same maximum.
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The kinetic energy range studied covers the participator and spectator transitions

between 637 and 660 eV [253-256], Since the participator electron doesn’t take part in the
decay, the theoretical normal Auger rates to the parent states, prior to coupling to the

spectator cr" electron given in Table 17, provide estimates for the relative contributions of the
and ^ II

possible states. Accordingly, the contribution from
should the dominant ones. These two states have F'*' (‘ d )+

(scr

’V *)

as dissociation limit,

where decay in the F* fragment produces the atomic line at 656.7 eV. The participator
state 2(7

, which also appears in this energy range, is strongly suppressed at 90® as opposed

to 54.7® due to angular anisotropy effects. This suppression reveals the 10 eV wide band of
the spectator states ^IT and ^A with very similar potential energy surfaces. The breadth in
kinetic energy of the emission band is directly related to the dissociative nature of any state
which has the a * orbital occupied.

Table 17. States and Corresponding Auger Widths of the Normal /C W Auger Transitions in

HF.
State

Auger width (10'®au)
1.958
0.818
1.679

‘ n (3 o -’ l7T'’ )

0.560

Several known manifestations of the Auger Resonant Raman Effect can be
observed in the spectra shown in Figure 48. For large detuning, there is a dispersion of the
center of gravity of the molecular tail, expected since the photon band pass is comparable

tothe core-hole lifetime

= 0,202 eV and the width of the final state

=0,5 meV is

negligible [228,229|. Just like in the case of HCI [245,246], the quenching of the atomic lines
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can also be observed above and below the resonance maximum at 687 eV due to the

decrease of the duration time. However, for positive detuning such that 0 < C l < 3 e V , the
distinct oscillatory behavior appearing in the spectator molecular tail is a new feature. It is
possible to compare the spectra with the results of previously published theoretical
calculations [233,234] that consider solely the path displayed in Figure 45.

H f i f S"-)--» H

(^ 5 )+ h {^s )+ e~

F

H F { ^ n ) + e ~ -5* F * { ^ D ) + H { ^ s ) + e - + e '

I

Internuclear distance (A)
Figure 45. Schematic of the Potential Energy Surfaces Involved in the Numerical
Simulation [49].

Apart from possible angular effects and a background coming from the neglected

transitions, responsible for the atomic peak at 653.7 eV, the overall agreement between
experiment and theory, displayed in Figure 46, supports an interpretation in terms of this
model [233,234].
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Figure 46. Theoretical Spectra [49] from Pahl et ai for SI = +2 el/and Sl~-f-3 eV.
Interferences coming from the inherent prolongation of selective excitation are

suitably analyzed in the frame of the time-dependent wave packet theory, where the
conditions of temporal and spatial coherence appear explicitly in the two differential equations
governing the dynamics of the intermediate and final wavepackets |'F^) and |'P / ) :

{r A

= # (i) VI ¥

,

(E, R, 0 ) = W I ¥ , (7?,r))+

%
+ £ ||

M )

(169)

(E, R, t ) ) .

(170)

Hf and H,i are the nuclear Hamiltonians, V and W are electronic matrix elements acting as
operators in the nuclear coordinate space, and O is the temporal distribution of the incoming
radiation. Each of these two equations describing the nuclear motion comprise a source term
(Excitation to the intermediate state, and decay to the final state). When the source term and

the nuclear motion have comparable time scales, the wavepacket population originates from
a continuous superposition of already-existing and newly-created contributions. In the present
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situation, the observation of atomic peaks on resonance and a photon resolution of 0.2 eV
matching the core-hole lifetime insure that photoemission, electronic decay and nuclear
motion take place simultaneously. In other words, they are all competing processes.
Another intuitive requirement for interference to occur is spatial coherence: “early”
and “late” wave trains can only interact strongly in the spatial region where they overlap. This
prerequisite cannot be found in the case of negative detuning Q. because the intermediate
wavepacket, created mainly in the classically forbidden region, feels instantaneously the

repulsive potential. This results in the ultrafast dissociation of the molecule. However, in the
case of positive detuning Q., the excited wavepacket can propagate towards the potential wall,
be reflected at the turning point and interfere with the later contributions that are still being

created in the region of vertical transition, as illustrated in Figure 47.

M*

hf

. V
0

Evrrfmidn ti

00
a/ F

+ Q '

Figure 47. Schematic Illustrating the Temporal and Spatial Coherence Necessary for
Observing the Interference Coming From Prolonged Excitation,
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These favorable conditions explain the formation of the interference pattern in the
intermediate state. The calculations indicate that this profile reproduces the nodal structure of

the intermediate wavepacket [233,234]. Since the repulsive core-excited state potential
energy surface has a smaller slope than that of the final state in the molecular region, the
photoemission spectrum could be thought of as the simple mapping of the intermediate
wavepacket. In this case, the high kinetic energy electrons are produced in transitions
occurring at large internuclear distances [232], Here again, numerical simulation of spatially
resolved cross sections [233,234] allows testing this model and determining the contribution
of interferences in the final state. They are delocalized over the whole space and only account
for weak spectral features. Overall, the Auger spectrum images the intermediate wavepacket
that can be controlled by spectral detuning.
These findings highlight the difference between these interference effects and
another instance of continuum-continuum interference responsible for the atomic hole in the
HCI 2p'V * spectrum [256,258]. This particular feature can be traced back to the destructive
interaction between molecular and atomic-like scattering channels (see Equation (168)) where
the decay takes place around the point of Vertical transition or at the dissociation limit,
respectively. Its actual observation depends critically on the energy and bandwidth of the
incoming radiation, as well as on the details of the potential energy surface. In contrast,
interferences created by prolongation of the excitation happen over a large range of detuning
and are not overly sensitive to the photon bandwidth as long as its inverse is comparable with
the other time scales. It has also been predicted that the oscillatory pattern is a signature of
this type of interference for dissociative states, in particular, it is not determined by potential
gradients but by the strength of the detuning.
Related to the characteristics of the incoming radiation, and to the nature of the
states involved, these interferences are a definite experimental fingerprint of the resonant
Raman effect in Auger spectra of dissociative excited states. Similar investigations in other
hydrogen halides should confirm the generality of this effect.
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5.4 Conclusions

This work has given the first experimental observation of predicted interferences in
the molecular part of a spectator resonant Auger transition between dissociative states. The
characteristics of the excitation process (narrow bandpass and positive detuning) are
fundamental for explaining the formation of a modulated intensity pattern that images the
intermediate wavepacket. In the frame of the wavepacket dynamics theory, this effect
appears to be general and to depend solely on the value of the detuning. It could in principle
be observed in other systems subject to dissociation. Further studies along these lines may
contribute to a better understanding of decoherence and other dynamical interference effects,
which are an important aspect of controlling processes at the molecular level.
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6. DYNAMIC JAHN-TELLER EFFECT IN

6.1 Introduction

Following the discovery of

in 1985 [259,260] for which Robert F. Curl Jr, Sir Harold

W. Kroto, and Richard E. Smalley were awarded the 1996 Nobel price in Chemistry [261-263],
the electronic structure of this third known carbon allotrope has been studied intensively.
Charged fullerenes are currently receiving equal attention. It has been recognized that many
macroscopic properties of the solid compounds, including superconductivity, are closely
related to the ones of the isolated positive and negative ions [264-267] due to unusually weak
van der Waals forces [268].

belongs to the icosahedral group It,, which contains 120

symmetry elements. This chiral group occurs very rarely in nature. Other known examples are
borane

the carborane anion CB„‘, and certain water clusters. Because of the extreme

symmetry of the molecule, it can be expected that the molecular orbitals are highly
degenerate. Consequently, understanding of the geometry, spectral features, and, more
generally, any electronic properties of the charged species cannot be achieved without
characterizing manifestations of the Jahn-Teller effect (JTE), a particular type of vibronic
coupling [269].
According to the literature to date concerning the geometry of C J ’, measurements of
its infrared frequencies in glassy or rare gas matrices [270-272] seem to hint at a specific
symmetry. However, matrix confinement is known to strongly perturb the injected species. A
determination of the geometry and associated infrared frequencies in the free ion is a
worthwhile endeavor, in particular for Astrophysics, since recent observations have identified
it as a possible carrier in the long standing problem of diffuse interstellar bands [273-274].
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Another important quantity, directly influenced by the JTE, is the magnitude of the vibronic
coupling, particularly relevant for the study of superconductivity In new materials [275,276].
Only from these two examples, it is readily seen how the JTE can influence the basic

properties of the ion. A detailed characterization in the free species should constitute a useful
step towards the understanding of more complex phases.
As will be demonstrated in this chapter, photoelectron spectroscopy is a particularly
well-suited experimental technique to study this effect since it gives a direct view into the
electronic structure of the ionized molecule. More specifically, the fine structure of an

emission band originating from a degenerate molecular orbital bears the signature of the JTE,
often appearing as a splitting when resolved. Previous measurements of the valence
spectrum from thin films [277], or gaseous [278]

did not resolve any such structure. The

latest high-resolution He II spectrum [279] has contributed to definitely establish that a splitting
is nonetheless present, revealing the existence of a shoulder that cannot be ascribed to
individual vibrational levels.

In this chapter, a better resolved photoelectron spectroscopy study of the first
ionization band in free

is presented. Taking advantage of the high performance of the

SES-200 analyzer, a detailed analysis of this band in the photoelectron spectrum of gaseous
Cgo has been carried out. Evidence for a dynamic JTE in the ground state of

was

obtained. Assignment of the JT split components identifies the geometry of the ground state.
In addition, it has been possible to extract a qualitative estimate of the coupling strength
involved. All these results demonstrate the importance of nuclear motion in describing the
electron-phonon interaction for this particular ion [280].

6.2 Theoretical Background

Photoionization of Molecules

The description of molecular photoionization
109
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hv+M

+e"'

is complicated by the multi-center nature of the potential seen by the outgoing electron. This
impacts the number of partial waves required, as well as the selection rules. For diatomic
molecules, they are given by

AA=0,±1
(171)
glu-^ul g
where A is the projection of the electronic angular momentum on the molecular axis. The
determination of the selection rules for more complex molecules requires the use of group
theory [280] (to be checked).
Excitation or ionization of a molecule causes a reorganization of the electronic cloud
and results in a modification of the nuclear motion that gives an underlying structure to the
photoeiectron band. The Franck-Condon approximation assumes that the nuclear
configuration readjusts after and not during the electronic transition. The modes that can be
excited are called Franck-Condon active modes. The intensity of a given transition from a
vibronic state |£,v) to the vibronic state je’. v ) is proportional to the transition moment
M = {s', v ’ \m \ s , v )

{172}

where the electric dipole can be decomposed into electronic and nuclear parts

i

(173)

}

Since the electronic states are orthogonal in the one-electron picture and frozen-core
approximation, Equation (172) reduces to

(174)
with
(175)
S ,.,= (v 1 v ).
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(176)

The transition moment, and therefore the cross section, is proportional to the overlap between
the vibrational states involved. This is illustrated in Figure 48.
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Figure 48. Schematic Illustrating the Intensity Distribution in Vibronic Transitions According to
the Franck-Condon Principle.

The Jahn-Teller Effect

As mentioned in chapter 2, the Born Oppenheimer approximation assumes a strict
separability for the motion of electrons and nuclei. A prerequisite for its validity is that the
energy difference between electronic states should be much larger than the quantum of any
molecular vibration. In the presence of accidental or intrinsic degeneracy, this condition is
clearly not met and such occurrence gives rise to a specific type of vibronic coupling called
the Jahn-Teller effect (JTE). The possible existence of this non-adiabatic interaction was first

predicted in 1934 during an informal discussion between L. D. Landau and E. Teller at the
Niels Bohr Institute in Copenhagen [280]. The Jahn-Teller theorem eventually published in

1937 [281] states that any non-linear system with electronic, non-Kramers, degeneracy is
distorted by the coupling of the electrons to a specific subset of normal modes called the JT
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active modes. As a result, the degeneracy is lifted and the total energy lowered by an amount
defining the stabilization energy [282,283,284]. The vibronic wavefunction of the system can
no longer be simply factorized as Equation (38).
Neglecting the influence of other interactions, such as spin-orbit coupling, group
theory identifies the symmetries of the vibrations capable of lifting the electronic degeneracy

[281,284,285]. The irreducible representation symmetry label yof a JT active mode must
occur in the symmetric part of the square of the electronic irreducible representation

r, noted

as [ F 0 rjs. In general, several modes are usually allowed, giving rise to the possibility of
multimode effects, such as coupling of various vibrations before coupling to the electronic
state. However, as long as the JT interaction is restricted to the linear term in ionic

displacements appearing in Equation (30), the multimode problem has exactly the same
symmetry characteristics as the so-called single mode approximation [282], In this case, the
coupling to only one vibrational mode of each symmetry type is considered at a time. The ratio

(177)

where cOjf is a JT active mode and E jt is the resulting stabilization energy, quantifies the
effect [286]. Depending on the strength of the coupling or the exterior environment, either a
static or dynamic JTE is observed.
When the coupling is infinite (or S

the ionic zero point motion can be

neglected, meaning that it is possible to treat the nuclear motion semi-classically. In such a
case, it is necessary to consider the distortions of the degenerate adiabatic potential energy
surface under the influence of each JT active vibration, The outcome is a new spatial
distribution of extrema, all with lower symmetries, the absolute minimum giving the relaxed
and stable geometry. The topology of this minimum itself often consists of several
energetically equivalent wells. In the static case, the system is confined to one of them. As a

result, the allowed symmetries of the vibronic states are the ones corresponding to the
irreducible representations of the point group of the equilibrium configuration. Because a
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permanent symmetry breaking in a finite system can only occur under the influence of an
external force that tends to fix a preferred direction for the distortion, static JTE is usually
observed in crystals and matrices.
When the coupling is only finite ( S ~ 1 ) , quantum corrections are important for
defining the energetic properties of the system. Even if the JT interaction breaks the high
symmetry of the Hamiltonian, the fluctuations between the wells restore it for the vibronic

states, which are now called tunneling states [256]. This dynamic JTE is usually observed in
free molecules. The difference between the two regimes is illustrated in Figure 49.

STATIC / DYNAMIC JAHN-TELLER EFFECT

dynamic JTE
ife© a m p fe xm

static JTE
m a k ic ^,s< ^k is

k= 0

k = CO

\

\
tunneling states

/ \

localized states

Figure 49. Static Versus Dynamic Jahn-Teller Effect in the Presence of Strong or
Intermediate Vibronic Coupling H-^,

The existence of a vibronic coupling can be detected using photoelectron

spectroscopy as shown in Figure 50. Aside from an overall broadening caused by the
excitation of the totally symmetric modes, the distinct fingerprint of the JTE is a splitting of the
photoemission band resulting from the lifting of the initial degeneracy. Each of the underlying
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lines corresponds to the ionization to one of the vibronic states supported by the relaxed
geometry. The consequences of this interaction for

are described in this chapter.

J A H N -T E L L E R E F F E C T in p o s i i w e io n s
p h o t o e le c t r o n spectroscopy

M + hv

M+(T) + e-(fe)

pholo^&±X3n bands

¥ibraional levels

vibroniic bands

Hciiori sBparation
Figure 50. Illustration of a Typical Fine Structure of Photoelectron Bands in Presence of
Vibronic Coupling.

The Jahn-Teller Effect In Ceo*

Semi-empirical [287,288] and ab initio calculations [289-292] converge to attribute
symmetry to the Highest Occupied Molecular Orbital {HOMO) of 0^). The vibrations

susceptible to lift the five-fold degeneracy of this orbital are the ones appearing in the
decomposition of the square [Hu<8>Hu]s into icosahedral irreducible representations [269,261].
Besides two totally symmetric

modes that cannot induce any distortion, the set of JT active

vibrations comprises eight modes of Qg symmetry and six modes of hg symmetry. As
mentioned in the previous section, multimode effects can be neglected in the linear-coupling
approximation.
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The static linear problem Ha€>(hg®gg) has been investigated analytically [293,294].
Minimization of the adiabatic energy surfaces leads to Dsa and Dad possible relaxed
geometries. The symmetry elements of each geometry are given in Table 18. INDO [295] and

DFT [264] calculations predict Dsa to be the minimum energetically favored. This seems to be
validated by infrared measurements performed on

in matrices [270-272].

Table 18. Symmetry Elements for the Dgd, Dgd, and 4 Point Groups.
Geometry

Symmetry elements

Dad

3 planes of symmetry containing a 3-fold axis of symmetry

Dsd

5 planes of symmetry containing a 5-fold axis of symmetry

4

120 symmetry elements

When the dynamic problem is solved in the tunneling regime, i.e.. when the zero point
motion of the nuclei is taken into account, the same symmetries are found but the relaxed
configuration now depends on the strength of the vibronic interaction. When the coupling is
strong, the absolute minimum is composed of ten wells of Dgd symmetry. When the coupling
is intermediate, the absolute minimum is composed of six wells of Dsa geometry.
The 4 symmetrized combinations of the states associated with the isolated wells give
the symmetries and degeneracies of the possible vibronic states. The
three tunnelling states of

Gu, and

geometry supports

symmetries, while the Dsd geometry can support two

tunneling states of Hu and Au symmetries. These findings are summarized in Table 19.

Table 19. Symmetry and Degeneracy of the Vibronic States Supported by the Dst/and the Dsd
Relaxed Geometries.
Geometry

Vibronic states symmetry

Vibronic states degeneracy

Dad

Hu. Gu.Au

5, 4,1

Dsd

Hu, Au

5,1
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6,3 Results and Discussions

The experiment was performed at the Atomic and Molecular Undulator
Beamline 10.0.1 at the Advanced Light Source. A beam of gaseous Cgo was generated by a
resistive oven heated up to 500 °C. Photoionization by 50 eV synchrotron radiation (with a 10
meV photon resolution) of the HOMO produces the first band in the valence photoelectron
spectrum displayed in Figure 51
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Figure 51. Valence Photoeiectron Spectrum Taken at 50 eV Photon Energy.

This spectrum was recorded using the Scienta SES-200 hemispherical analyzer described in
chapter 3 and operated for this experiment at 20 eV pass energy. The chosen detection
geometry was a crossed-beam configuration between the photon beam, the gaseous target

and the analyzer set at the magic angle relative to the electric vector of the linearly polarized
light (eliminating any angular effect on the intensities). The binding energy scale was
116

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

calibrated using the known ionization potential {I.P.==:7J5 e V ) for the maximum of the
emission band. The instrumental function was evaluated by measuring the xenon
photolines at the same kinetic energy and was found to contribute a 22 meV broadening.
Since the HOMO is degenerate, the ionic state undergoes a JT distortion and
the band appears as split as seen in Figure 52.

hvss SOeV

I

1

¥
B

&

I

I

^
1.2

7.6

S.0

84

\l

s
■5
K
74

7.B

JM

II

.
8.0

8.2

84

8.6

binding energy (eV)
Figure 52. Fine Structure of the HOMO Hu and its Derivative.

The underlying lines correspond to ionization to the observable vibronic states in the relaxed
geometry. Their relative weight reflect their remaining intrinsic degeneracy after symmetry

breaking. The band displayed in Figure 52 gives clear evidence of a three-peak structure.
This is confirmed by the observation of the three peaks occurring in the derivative of the
electron count shown in the inset. Relativistic effects cannot account for the observed splitting

because the effective spin-orbit constant for fullerene is very small [296]. For C^, 4# = 0.057
CC2p-
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The width of the lines is primarily coming from thermal and Doppler broadening, as
well as excitation of the Franck*Condon and JT active modes. This is why the three underlying
components of the ionization band were fitted using an asymmetric Gaussian profile, a line
shape that has proven efficient in analyzing overlapping electronic bands with unresolved
vibrational structure. In this model [297,298], the cation potential well is approximated by two
straight lines tangent to the surface and intersecting at the point of the Vertical transition.
When a bonding electron is removed, the slope on the high binding energy side is larger than
the one on the low binding energy side because of the curvature. A custom fitting program
had to be written in CT* in order to handle the particular form taken by the count C(E) of
ionized electrons as a function of binding energy E

C(E) = A exp [-41n 2[(£~P )/fV p J,

(178)

where A and P are the peak amplitude and position. W the width with
W = W.

if

E<P

W^W,

if

E>P

The two different widths W, and W* reflect the different slopes of the two tangents across the
point of vertical transition at E. The fitted profiles are displayed in Figure 53 and the
parameters are given in Table 20, where /«, gives the relative intensity of each component.
As the outermost orbital

is highly delocalized over the massive nuclear cage,

removing one of the 240 valence electrons is not expected to cause large changes in bond
length that could result in a complete alteration of the equilibrium geometry. This fact is
confirmed by the relatively narrow width of the band rising from a negligible background. It can
consequently be expected that the states created by ionization are best described as
originating from a dynamic JTE. This has been shown to be the case for some triplet excited
states of neutral C«, [299-301].
An interpretation of these results can be achieved in light of the theoretical predictions
exposed in the previous section. The fitting procedure allows the extraction of three bands
1,11,11 of areas in a ratio close to 5:4:1 that can be assigned to the three tunneling states Hu,
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Gu, and Au supported by the Dac geometry. An attempt to model the experimental
photoeiectron band with only two underlying bands, which would correspond to the Hu and Au

states supported by the Dsa geometry, fails to reproduce the profiles accurately and does not
provide areas in the 5:1 branching ratio. The observation of a three-band structure with an
appropriate branching ratio seems to substantiate the conclusion of a Daa geometry.

potential energy surface

XI

norm M 'cow ^fie

Ot

7.6

8.0

8.4

8.8

9.2

binding energy (eV)
Figure 53. Fitting Results Using Three Asymmetric Gaussians.
The inset shows a diagram for the line shape model.

Table 20. Energies, Widths (in eV), and Relative Intensities of the Jahn-Teller Split Bands
From Least-Squares Curve Fitting of the Photoeiectron Band in Figure 53.
Band

Sym.

E

W,

w,

^rel

1

Hu

7.75

0.10

0.10

0.55

II

Gu

7.98

0.12

0.11

0.36

III

Au

8.14

0.16

0.05

0.09
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The moment Mg of the electron band

M 2 « I C(E)E^dE

(180)

where C(E) is proportional to the transition probability as a function of binding energy E,

usually gives an approximate measure of the total coupling strength [302]. After instrumental
deconvolution, the moment Mg is found to be of the order of 0.25 eV, which can be compared
to the one extracted from the photoemission spectra of C^' of about 0.15 meV. These results
show that a vacancy in the HOMO couples more strongly than an additional electron in the

Lowest Unoccupied Molecular Orbital {LUMO). These results maybe useful for the
investigation of superconductivity in fullerenes. Several experiments have demonstrated how
a monolayer of C^a can be positively field doped. In that state, it exhibits a higher resistivity
and a higher superconducting temperature than if negatively doped. These macroscopic
quantities can be calculated from first principles using dimensionless electron-phonon
coupling constants [264-266]. Since they have not been extracted from measurement yet, any
modelling depends heavily on the various assumptions that make such calculation tractable,
one of them being the total neglect of nuclear motion. Although the derived quantities have
the correct order of magnitude [264], serious discrepancies remain and these may be due to
the non-inclusion of the ionic dynamics.
It should be emphasized that the value of Mg is only qualitative since other

influencing factors such as temperature, known to be critical [298] or the excitation of the
Franck Condon Bg modes causing an overall broadening could not be quantified in the present
experiment. In particular, no attempt could be made to extract coupling strengths from the
splittings, which is in principle possible as exposed in [280].
One immediate consequence of the observation of a JT splitting is that the convenient
spherical approximation [303-305] resting on the quasi-isotropy of the molecule might not be
accurate enough for cases where a detailed description of the potential energy surfaces is
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required, in addition, the actual observation of the tunneling states supported by a Ogd
geometry rather than the one supported by the

geometry proves that the coupling is

strong but needs nevertheless to be treated quantum mechanically. A semi-classical model
that neglects the ionic motion cannot account for the experimental observations. It Is also
possible that higher order terms in the development of Equation (30) might have to be taken
into consideration as well.

6.4 Conclusions

This work has demonstrated how the geometry of

in its ground state could

be inferred from the JT structure of the first ionization band in the photoeiectron spectrum of
the gaseous species. The observation of three tunnelling states gives evidence of a Dsa
relaxed geometry. The finding of this symmetry over the Dsd and an estimation of the coupling
strength demonstrate that the effects of the ionic motion cannot be omitted when describing
precisely the electronic structure of the fullerene ion.
Since the publication of these results [306], a theoretical group has questioned
the validity of this interpretation on the ground of two different arguments [307]. First,
according to [307], tunneling splittings are expected to be much smaller than any of the JT
active frequencies. Second, the preliminary calculation using only ab initio parameters and
available frequencies predicts values around 30 meV. Regarding the first argument, it should
be noted that examples other than C^o* have been reported where the JT splitting exceeds the
JT active mode responsible for the coupling. The well-characterized static E €>e system
provided by the first ionization band of Fe(CO)g shows that the

state splits into

and

components separated by 400 meV, while the frequency of the e mode is only 9 meV [298].
The requirement of tunneling splitting not exceeding the frequency of the JT active mode
appears to be the conditional expression for the validity of a perturbative treatment, rather
than an intrinsic physical limit [282,284]. Nevertheless, the realization that the experiment and
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the current theory differ by about an order of magnitude Is an interesting point [308]. Further
studies are clearly necessary to pin down the origin of this discrepancy.
From an experimental point of view, the effects of temperature should certainly
be investigated. Theoretically, simulating the transition from the static to the dynamic regime
would be most enlightening. Understanding all the facets of the JT interaction for this
particular ion constitutes an important step in comprehending how vibronic coupling at the
molecular level can determine the astonishing macroscopic properties of fullerene-based
materials [309-311] such as the fullerite.
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7. CONCLUSION

This thesis work has shown in a few specific cases how experiments designed
around high performance photoeiectron spectrometers and carried out at third generation light
sources can give new insights into some aspects of photoexcitation and photoionization of
free targets. These two processes are of fundamental importance in many branches of
physics since they are basic instances of excitation and relaxation in relatively simple manybody systems.
The first study exposed in chapter 4 has reported the observation of two weak and
narrow doubly excited resonances in the partial photoionization cross sections to the spinorbit split states of Ar'" 3p®

These features do not appear even in the latest high-

resoiution photoabsorption spectra because of their mirroring profiles that cause complete
cancellation in the total photoabsorption and photoionization cross sections. The combination
of small photon bandwidth and intense photon flux with several differential photoeiectron
spectroscopy techniques, resolved both in energy and in emission angle, was crucial for their
first detection in the present measurements. Extending Fane’s pioneering work on the
parameterization of resonance profiles, recent analytical developments have allowed

understanding the origin of these features. In this particular case, the mirroring behavior is a
direct consequence of the spin-orbit effects in the photoionization process. A definite
assignment still awaits the possibility to perform large-scale calculations incorporating, not
only a necessarily high degree of correlation, but also a full account of relativistic interactions
in an intermediate coupling scheme.

Whereas some mirroring resonances had been reported incidentally, albeit
unexplained, in early experiments on the photoionization of the heavy rare gases krypton and
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xenon, the potential existence of similar states in neon remained an open question due to the
limitations in attainable instrumental resolution. Over the past years, several experiments
have independently isolated various manifestations of relativistic effects in the photoionization
of neon and demonstrated the unexpected importance of the spin-orbit interaction even for
light elements. Guided by the conclusions drawn from the work on argon, the systematic

search for mirroring behavior in the Ne"^

partial photoionization cross sections,

easily resolved with the experimental setups of this research group, was undertaken in the
second phase of this study. The spectra displayed in chapter 4 give the most detailed
description to date of the photoionization of neon below the second ionization potential.
Specifically, all six of the previously undetected 2s^2p*fP)3$f’^P)3pfSifPf,^Di) resonances
exhibiting mirroring profiles have now been assigned.
In a broader context, resonances in collisional cross sections are spectral features
known to be sensitive fingerprints of interfering pathways. As such, they provide invaluable
information about the structure of the initial target, its dynamical interaction with the incoming
projectile and the subsequent fragmentation. Since mirroring behavior has been predicted to
be general when certain conditions of weak mixing are found, performing systematically
differential measurements has already and will probably continue to uncover new resonant
phenomena unsuspected so far in gas phase, liquids, or solids.
The second study detailed in chapter 5 belongs to the extensive body of work
dedicated to identify and characterize the relaxation mechanisms of inner-shell excitations.
The upsurge of activity in this particular field with countless ramifications in many fundamental
and applied sciences is a vivid illustration of the rapid advance that occurred over the past
decade. These were made possible by the simultaneous progress in the quality of synchrotron
radiation and the spectrometers, as well as in the efficiency of theoretical methods. After
realizing experimentally the non-radiative equivalent of the optical Raman effect that permits

the suppression of lifetime broadening, the fine structure of the photoemission band could
finally be reached. Several groups around the world started investigating the consequences of
the induced coherence between excitation and decay. Special attention was paid to the role of
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nuclear motion, which happens on the same femtosecond time scale.
W e have measured novel interference effects in resonant Raman Auger transitions
involving dissociative states for core-excited HF. These results, exposed in chapter 5, have
given the first experimental evidence of theoretical predictions obtained in the frame of the
wavepacket dynamics theory of the resonant inelastic X-ray scattering. Strong oscillations in
the molecular Auger spectra, controlled by detuning the incident photon energy above the
resonance maximum, were explained by a favorable spatial localization of the wavepacket in
the intermediate state during its creation. Theory predicts that such phenomenon should
occur whenever photoexcitation, decay and nuclear dynamics have comparable time scales.
This effect should consequently be observable for other dissociating molecules in different
environments. More generally, such studies may contribute to a better understanding of
decoherence and other dynamical interference phenomena. These are important aspects of
controlling processes at the molecular level using synchrotron radiation until the advent of
operational fourth generation light sources that will enable truly time-resolved experiments in
the x-ray spectral region.
Finally, the third study presented in chapter 6 focused on the description of the
vibronic coupling in the ground state of Cgo* through the analysis of the underlying structure of
the first photoemission band. This interaction determines the geometrical structure of the ion,
which is of particular interest in itself for Astrophysics. Much of the technological promise of
fullerene-based materials rests on an understanding of molecular electronic properties,
strongly affected by the vibrations of the nuclear cage. For example, superconductivity in

fullerides is closely related to the electron-phonon coupling. Investigation in the free molecular
ion, simply produced by photoionizing gaseous Ceo, was expected to shed some light onto this
particular problem.
The first ionization band in the valence photoeiectron spectrum appears as split as a

result of the Jahn-Teller effect (JTE). It is caused by the lifting of the intrinsic five-fold
degeneracy of the HOMO Hu and the corresponding energetic relaxation due to coupling to
some specific vibrational modes, called the JT active modes. Such an interaction typically falls
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into two different regimes: either static, usually observed for confined species, or dynamic,
usually observed for free species. Based on theoretical predictions about the dynamic JTE in
icosahedral symmetry, the three-peak structure of the HOMO was assigned to the three
tunneling states supported by a

D sa

relaxed geometry. It was also possible to extract an

approximate coupling strength, showing that a vacancy in the HOMO couples more strongly to
the JT active vibrations than an extra electron in the LUMO. Both results have demonstrated
the importance of including the effect of nuclear motion on the electronic structure in a
quantum mechanical treatment. Since the publication of these results, a theoretical group,
has questioned the assignment, predicting much smaller energy spacings between tunneling
states than the one extracted from the experimental spectra. The main conclusion of a
dynamic JT effect occurring in the molecular ion ground state remains nevertheless
substantiated.
Similar studies on cooled targets seem to be the next step to overcome the important
thermal and Doppler broadening. They would certainly reveal a richer structure in the
emission spectra that would help characterize further the vibronic coupling and its significant
influence on the electronic properties of large molecules and small clusters.
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