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a b s t r a c t
Numerical solutions of Fredholm and Volterra integral equations of the second kind
via hybrid functions, are proposed in this paper. Based upon some useful properties of
hybrid functions, integration of the cross product, a special product matrix and a related
coefficientmatrixwith optimal order, are applied to solve these integral equations. Themain
characteristic of this technique is to convert an integral equation into an algebraic; hence,
the solution procedures are either reduced or simplified accordingly. The advantages of
hybrid functions are that the values of n andm are adjustable as well as being able to yield
more accurate numerical solutions than the piecewise constant orthogonal function, for
the solutions of integral equations. We propose that the available optimal values of n and
m can minimize the relative errors of the numerical solutions. The high accuracy and the
wide applicability of the hybrid function approach will be demonstrated with numerical
examples. The hybrid function method is superior to other piecewise constant orthogonal
functions [W.F. Blyth, R.L. May, P. Widyaningsih, Volterra integral equations solved in
Fredholm form using Walsh functions, Anziam J. 45 (E) (2004) C269–C282; M.H. Reihani,
Z. Abadi, Rationalized Haar functions method for solving Fredholm and Volterra integral
equations, J. Comp. Appl. Math. 200 (2007) 12–20] for these problems.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Integral equations are often involved in the mathematical formulation of physical phenomena. Integral equations can
be encountered in various fields of science such as physics [2], biology [10] and engineering [1,7]. But we can also use
it in numerous applications, such as biomechanics, control, economics, elasticity, electrical engineering, electrodynamics,
electrostatics, filtration theory, fluid dynamics, game theory, heat andmass transfer, medicine, oscillation theory, plasticity,
queuing theory, etc. [14]. Fredholm and Volterra integral equations of the second kind show up in studies that includes
airfoil theory [9], elastic contact problems [12,16], fracture mechanics [17], combined infrared radiation and molecular
conduction [8] and so on.
In recent years, many different basic functions [3,15] have been used to estimate the solution of integral equations, such
as orthogonal functions and wavelets. Depending on the structure, the orthogonal functions may be widely classified into
three families [6]: The first includes sets of piecewise constant orthogonal functions (PCOF) (e.g., Walsh, block-pulse, Haar,
etc.). The second consists of sets of orthogonal polynomials (e.g., Laguerre, Legendre, Chebyshev, etc.). The third are the
widely used sets of sine–cosine functions in the Fourier series.
Fredholm and Volterra integral equations of the second kind are much more difficult to solve than ordinary differential
equations. Therefore, many authors [3,15] have tried various transform methods to overcome these difficulties. Recently,
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hybrid functions have been applied extensively for solving differential equations or systems, and proved to be a usefulmath-
ematical tool. The pioneeringwork in systemanalysis via hybrid functionswas led in [13,18], who first derived an operational
matrix for the integrals of the hybrid function vector, and paved the way for the hybrid function analysis of the dynamic sys-
tems. But they only derived the matrix of small order, and the calculations are not enough to achieve high accuracy.
In this paper, we present the properties of hybrid functions which consists of block-pulse functions plus Legendre
polynomials. Based upon some useful properties of hybrid functions, integration of the cross product, a special product matrix
and a related coefficient matrix with optimal order are applied to solve these integral equations. The main characteristic of
this technique is to convert an integral equation into an algebraic; hence, the solution procedures are either reduced or
simplified, accordingly.
Most scholars researching hybrid function, only mentioned that it can be utilized to solve the differential equations or
systems. They have really neglected an important question−how large the respective ranks n andm representing the block-
pulse functions and Legendre polynomials should be on earth, to yield more accurate numerical solutions. We propose that
the available optimal values of n andm can minimize the relative errors of the numerical solutions.
2. Some properties of hybrid functions
2.1. Hybrid functions of block-pulse and Legendre polynomials
The orthogonal set of hybrid functions hij(t), i = 1, 2, . . . , n and j = 0, 1, . . . ,m− 1 is defined on the interval [0, 1) as
hij(t) =
Lj (2nt − 2i+ 1) , for t ∈
[
i− 1
n
,
i
n
)
0, otherwise
(1)
where n andm are the order of block-pulse functions and Legendre polynomials, respectively, and t is the normalized time.
Lk(t) denotes the Legendre polynomials of order k satisfying
L0(t) = 1, L1(t) = t, (2)
Lk+1(t) =
(
2k+ 1
k+ 1
)
t Lk(t)−
(
k
k+ 1
)
Lk−1(t), k = 1, 2, 3, . . . (3)
2.2. Function approximation
Any function y(t)which is square integrable in the interval [0, 1) can be expanded in a hybrid function
y(t) =
∞∑
i=1
∞∑
j=0
cij hij(t), i = 1, 2, . . . ,∞, j = 0, 1, . . . ,∞, t ∈ [0, 1), (4)
where the hybrid coefficients
cnm = (y(t), hnm(t))
(hnm(t), hnm(t))
(5)
are determined such that the integral square error  is minimized:
 =
∫ 1
0
[
y(t)−
n∑
i=1
m−1∑
j=0
cij hij(t)
]2
dt. (6)
In Eq. (5), ( . , . ) denotes the inner product. Usually, the series expansion Eq. (4) contains an infinite number of terms for
a smooth y(t). If y(t) is piecewise constant or may be approximated as piecewise constant, then the sum in Eq. (4) may be
terminated after nm terms, that is
y(t) ≈
n∑
i=1
m−1∑
j=0
cij hij(t) = cT(nm) h(nm)(t) , y∗(t), (7)
where
c(nm) , [c10, . . . , c1,m−1, c20, . . . , c2,m−1, . . . , cn0, . . . , cn,m−1]T, (8)
and
h(nm)(t) , [h10(t), . . . , h1,m−1(t), h20(t), . . . , h2,m−1(t), . . . , hn0(t), . . . , hn,m−1(t)]T, (9)
where the subscript nm in the parentheses denotes the vector dimensions and y∗(t) denotes the truncated sum. Let us define
the nm-square hybrid matrix as
H(nm×nm) ,
[
h(nm)
(
1
2nm
)
h(nm)
(
3
2nm
)
· · · h(nm)
(
2nm− 1
2nm
)]
. (10)
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Substituting t = 1/(2nm), 3/(2nm), . . ., (2nm− 1)/(2nm) into Eq. (7) yields
y∗(nm) ,
[
y∗
(
1
2nm
)
y∗
(
3
2nm
)
· · · y∗
(
2nm− 1
2nm
)]
= cT(nm)H(nm×nm). (11)
It is obvious that
cT(nm) = y∗(nm)H−1(nm×nm). (12)
Eq. (12) is called the forward transform, which transforms the time function y∗(nm) into the coefficient vector c
T
(nm), and (11) is
called the inverse transform, which recovers y∗(nm) from c
T
(nm).
In practical applications, a small number of terms will increase the calculation speed and save memory storage, while a
large number of terms will improve the resolution. Therefore, a trade-off between the calculation speed, memory saving,
and the resolution should be taken in the analysis.
2.3. Integration of hybrid functions
In hybrid function analysis for a dynamic system, all functions need to be transformed into hybrid functions. Since the
differentiation of hybrid functions always results in impulse functions which must be avoided, the integration of hybrid
functions is preferred. The integration of hybrid functions should be expandable into hybrid functions with the coefficient
matrix P . These ideas come from papers of Chen et al. [5,11].∫ t
0
h(nm)(τ )dτ ≈ P(nm×nm)h(nm)(t), t ∈ [0, 1), (13)
where the nm-square matrix P is called the operational matrix of integration, and h(nm)(t) is defined in Eq. (9). A subscript
(nm× nm) of P denotes its dimension and P is given in [4,5] as:
P(nm×nm) =

S K K · · · K
0 S K · · · K
0 0 S · · · K
...
...
...
. . .
...
0 0 0 · · · S
 , (14)
where
K(m×m) = 1n

1 0 0 0 · · · 0
0 0 0 0 · · · 0
0 0 0 0 · · · 0
0 0 0 0 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 0
 (15)
and S is the operational matrix of integration for shift Legendre polynomials on the interval [(i− 1)/n, i/n) and can be
obtained as [4]
S(m×m) = 12n

1 1 0 0 0 · · · 0 0 0 0 0
−1
3
0
1
3
0 0 · · · 0 0 0 0 0
0 −1
5
0
1
5
0 · · · 0 0 0 0 0
0 0 −1
7
0
1
7
· · · 0 0 0 0 0
0 0 0 −1
9
0 · · · 0 0 0 0 0
...
...
...
...
...
. . .
...
...
...
...
...
0 0 0 0 0 · · · 0 1
2m− 9 0 0 0
0 0 0 0 0 · · · −1
2m− 7 0
1
2m− 7 0 0
0 0 0 0 0 · · · 0 −1
2m− 5 0
1
2m− 5 0
0 0 0 0 0 · · · 0 0 −1
2m− 3 0
1
2m− 3
0 0 0 0 0 · · · 0 0 0 −1
2m− 1 0

. (16)
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The integration of the cross product of two hybrid function vectors can be obtained as
D =
∫ 1
0
h(nm)(t)hT(nm)(t)dt,
≈

L 0 · · · 0
0 L · · · 0
...
...
. . .
...
0 0 · · · L
 , (17)
where L is anm×m diagonal matrix given by
L = 1
n

1 0 · · · 0
0
1
3
· · · 0
...
...
. . .
...
0 0 · · · 1
2m− 1
 . (18)
Eq. (17) is very important for solving Fredholm integral equation of the second kind problems, because the D matrix can
increase the calculating speed, as well as save the memory storage.
2.4. Multiplication of hybrid functions
In the study of the Volterra integral equation of the second kind via hybrid functions, it is usually necessary to evaluate
h(nm)(t)hT(nm)(t). Let the product of h(nm)(t) and h
T
(nm)(t) be called the product matrix of hybrid functions:
h(nm)(t)hT(nm)(t) , M(nm×nm)(t). (19)
The matrixM(nm×nm)(t) in (19) can be defined as:
M(nm×nm)(t) ,

h10h10 h10h11 h10h12 h10h13 · · · h10hn0 · · · h10hn,m−1
h11h10 h11h11 h11h12 h11h13 · · · h11hn0 · · · h11hn,m−1
h12h10 h12h11 h12h12 h12h13 · · · h12hn0 · · · h12hn,m−1
h13h10 h13h11 h13h12 h13h13 · · · h13hn0 · · · h13hn,m−1
...
...
...
... · · · ... · · · ...
hn0h10 hn0h11 hn0h12 hn0h13 · · · hn0hn0 · · · hn0hn,m−1
...
...
...
... · · · ... · · · ...
hn,m−1h10 hn,m−1h11 hn,m−1h12 hn,m−1h13 · · · hn,m−1hn0 · · · hn,m−1hn,m−1

. (20)
With the above recursive formulae, we can evaluateM(nm×nm)(t) for any n andm. The matrixM(nm×nm)(t) in (19) satisfies
M(nm×nm)(t)c(nm) = C(nm×mn)h(nm)(t), (21)
where c(nm) is defined in Eq. (8) and C(nm×nm) is called the coefficient matrix. We consider that n = 2 andm = 8. That is
M(16×16)(t) =

h10(t)h10(t) h10(t)h11(t) h10(t)h12(t) h10(t)h13(t) · · · h10(t)h27(t)
h11(t)h10(t) h11(t)h11(t) h11(t)h12(t) h11(t)h13(t) · · · h11(t)h27(t)
h12(t)h10(t) h12(t)h11(t) h12(t)h12(t) h12(t)h13(t) · · · h12(t)h27(t)
h13(t)h10(t) h13(t)h11(t) h13(t)h12(t) h13(t)h13(t) · · · h13(t)h27(t)
...
...
...
... · · · ...
h27(t)h10(t) h27(t)h11(t) h27(t)h12(t) h27(t)h13(t) · · · h27(t)h27(t)
 , (22)
c(16) , [c10, c11, c12, . . . , c17, c20, c21, c22, . . . , c27]T, (23)
and
h(16)(t) , [h10(t), h11(t), h12(t), . . . , h17(t), h20(t), h21(t), h22(t), . . . , h27(t)]T, (24)
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where
h10(t) = 1
h11(t) = 4t − 1
h12(t) = 24t2 − 12t + 1
h13(t) = 160t3 − 120t2 + 24t − 1
h14(t) = 1120t4 − 1120t3 + 360t2 − 40t + 1
h15(t) = 8064t5 − 10080t4 + 4480t3 − 840t2 + 60t − 1
h16(t) = 59136t6 − 88704t5 + 50400t4 − 13440t3 + 1680t2 − 84t + 1
h17(t) = 439296t7 − 768768t6 + 532224t5 − 184800t4 + 33600t3 − 3024t2 + 112t − 1

, 0 ≤ t < 1/2 (25)
and
h20(t) = 1
h21(t) = 4t − 3
h22(t) = 24t2 − 36t + 13
h23(t) = 160t3 − 360t2 + 264t − 63
h24(t) = 1120t4 − 3360t3 + 3720t2 − 1800t + 321
h25(t) = 8064t5 − 30240t4 + 44800t3 − 32760t2 + 11820t − 1683
h26(t) = 59136t6 − 266112t5 + 493920t4 − 483840t3 + 263760t2 − 75852t + 8989
h27(t) = 439296t7 − 2306304t6 + 5144832t5 − 6320160t4 + 4616640t3 − 2004912t2 + 479248t − 48639

,
1/2 ≤ t < 1. (26)
Basic multiplication properties of any two hybrid functions hij(t) and hkl(t) are as follows:
hij(t)hkl(t) = 0 if i 6= k,
hi0(t)hij(t) = hij(t),
hi1(t)hi1(t) = 1/3hi0(t)+ 2/3hi2(t),
hi1(t)hi2(t) = 2/5hi1(t)+ 3/5hi3(t),
hi1(t)hi3(t) = 3/7hi2(t)+ 4/7hi4(t),
hi2(t)hi2(t) = 1/5hi0(t)+ 2/7hi2(t)+ 18/35hi4(t),
hi2(t)hi3(t) = 9/35hi1(t)+ 4/15hi3(t)+ 10/21hi5(t),
hi3(t)hi3(t) = 1/7hi0(t)+ 4/21hi2(t)+ 18/77hi4(t)+ 100/231hi6(t),
...
hi7(t)hi7(t) = 1/15hi0(t)+ 56/663hi2(t)+ 20412/230945hi4(t)+ 1000/106591hi6(t)
+ 1750/17043hi8(t)+ 285768/2414425hi10(t)+ 3388/22287hi12(t)
+ 163592/557175hi14(t)
≈ 1/15hi0(t)+ 56/663hi2(t)+ 20412/230945hi4(t)+ 1000/106591hi6(t).
Substituting Eqs. (25) and (26) into Eq. (22), we obtain that
M(16×16)(t) =

h10(t) h11(t) h12(t) h13(t) · · · 0
h11(t)
1/3h10(t)
+2/3h12(t)
2/5h11(t)
+3/5h13(t)
3/7h12(t)
+4/7h14(t) · · · 0
h12(t)
2/5h11(t)
+3/5h13(t)
1/5h10(t)
+2/7h12(t)
+18/35h14(t)
9/35h11(t)
+4/15h13(t)
+10/21h15(t)
· · · 0
h13(t)
3/7h12(t)
+4/7h14(t)
9/35h11(t)
+4/15h13(t)
+10/21h15(t)
1/7h10(t)
+4/21h12(t)
+18/77h14(t)
+100/231h16(t)
· · · 0
...
...
...
... · · · ...
0 0 0 0 · · ·
1/15h20(t)
+56/663h22(t)
+20412/230945h24(t)
+1000/106591h26(t)

.
Using the vector c(16) in Eq. (23), the coefficient matrix C(16×16) in Eq. (21) can be determined by
C(16×16) =
[
C1 0
0 C2
]
,
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where Ci, i = 1, 2 are 8× 8 matrices given by
Ci(8×8) =

ci0 ci1 ci2 ci3 · · · ci7
1/3ci1
ci0
+2/5ci2
2/3ci1
+3/7ci3
3/5ci2
+4/9ci4 · · · 7/13ci6
1/5ci2
2/5ci1
+9/35ci3
ci0
+2/7ci2
+2/7ci4
3/5ci1
+4/15ci3
+10/33ci5
· · · 63/143ci5+56/221ci7
1/7ci3
9/35ci2
+4/21ci4
3/7ci1
+4/21ci3
+50/231ci5
ci0
4/15ci2
+2/11ci4
+100/429ci6
· · · 175/429ci4+504/2431ci6
...
...
...
... · · · ...
1/15ci7 7/65ci6
21/143ci5
+56/663ci7
245/1287ci4
+1176/12155ci6 · · ·
ci0
+56/221ci2
+6804/46189ci4
+5000/46189ci6

.
With the powerful properties of Eqs. (19) and (21), the solution of Volterra integral equation of the second kind can be easily
found.
3. Solution of Fredholm integral equation of the second kind via hybrid functions
Consider the following integral equation:
y(t) =
∫ 1
0
k(t, s)y(s)ds+ x(t), (27)
where x(t) ∈ L2[0, 1), k(t, s) ∈ L2[0, 1)× [0, 1). y(t) is an unknown function which can be expanded into hybrid functions
with nm terms.
y(t) = Y Th(nm)(t), (28)
where Y is an unknown nm-vector andh(nm)(t) is given by Eq. (9). Likewise, k(t, s) and x(t) are also expanded into the hybrid
functions
k(t, s) = hT(nm)(t)Kh(nm)(s), (29)
x(t) = XT(t)h(nm)(t), (30)
where K is a known nm × nm-dimensional matrix and X is a known nm-vector. Substituting Eqs. (28)–(30) into Eq. (27)
produces
hT(nm)(t)Y =
∫ 1
0
hT(nm)(t)Kh(nm)(s)h
T
(nm)(s)Yds+ hT(nm)(t)X . (31)
Applying Eq. (17), Eq. (31) becomes
hT(nm)(t)Y = hT(nm)(t)KDY + hT(nm)(t)X . (32)
Therefore
Y = KDY + X, (33)
where the dimensional subscripts have been dropped to simplify the notation. Rewriting Eq. (33), we have
Y = (I − KD)−1X, (34)
where I is nm × nm-dimensional identity matrix. The unknown vector Y can be obtained by solving Eq. (34). Once Y is
known, y(t) in the hybrid function expansion can be calculated from (28).
4. Solution of Volterra integral equation of the second kind via hybrid functions
Consider the following integral equation:
y(t) =
∫ t
0
k(t, s)y(s)ds+ x(t), (35)
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Table 1
Numerical results of Example 1.
t Hybrid solution Haar solution Analytic solution
0 1.000000000000000 1.000000000000000 1.000000000000000
0.0625 1.133148452822799 1.131157942992465 1.133148453066826
0.1250 1.284025416655250 1.283760383350526 1.284025416687741
0.1875 1.454991414337356 1.452700582427764 1.454991414618201
0.2500 1.648721270625916 1.648115927821659 1.648721270700128
0.3125 1.868245957104100 1.865569504011547 1.868245957432222
0.3750 2.117000016484897 2.115957707633695 2.117000016612675
0.4375 2.398875293578273 2.395703693085586 2.398875293967098
0.5000 2.718281828262481 2.716678443900777 2.718281828459046
0.5625 3.080216848451256 3.076409466111797 3.080216848918031
0.6250 3.490342957176955 3.488019137599083 3.490342957461841
0.6875 3.955076722353721 3.950452979963530 3.955076722920577
0.7500 4.481689069939770 4.478440193233266 4.481689070338065
0.8125 5.078419036484712 5.072747067040216 5.078419037180082
0.8750 5.754602675461823 5.750166001890258 5.754602676005730
0.9375 6.520819119469741 6.513801199845047 6.520819120330113
1.0000 7.389056098199766 7.383094263263609 7.389056098930650
where x(t) ∈ L2[0, 1), k(t, s) ∈ L2[0, 1)× [0, 1). y(t) is an unknown function which can be expanded into hybrid functions
with nm terms.
y(t) = Y Th(nm)(t), (36)
where Y is an unknown nm-vector and h(nm)(t) is given by Eq. (9). k(t, s) and x(t) can be expanded into hybrid functions as
Eqs. (29) and (30), respectively. Substituting Eqs. (29) and (30) and (36) into Eq. (35) yields
Y Th(nm)(t) =
∫ t
0
hT(nm)(t)Kh(nm)(s)h
T
(nm)(s)Yds+ XTh(nm)(t). (37)
Applying Eqs. (19) and (21) to Eq. (37) and Eq. (37) becomes
Y Th(nm)(t) =
∫ t
0
hT(nm)(t)KY˜h(nm)(s)ds+ XTh(nm)(t). (38)
where Y˜h(nm)(s) = M(nm×nm)(s)Y = h(nm)(s)hT(nm)(s)Y is a copy of (21). The integrals of (38) can be obtained by multiplying
the operation matrix of integration of (13) as follows:
Y Th(nm)(t) = hT(nm)(t)KY˜P(nm×nm)h(nm)(t)+ XTh(nm)(t). (39)
In order to construct the approximations for y(t) we collocate Eq. (39) with nm points. For proper collocation points, we
take Newton–Cotes nodes as ti = 2i−12nm , i = 1, 2, . . . , nm. Using Eqs. (9) and (10) we obtain h(nm)(ti) = H(nm×nm)ei, i =
1, 2, . . . , nm, where ei = (0, . . . , 0︸ ︷︷ ︸
i−1
, 1, 0, . . . , 0︸ ︷︷ ︸
nm−i
)T. Eq. (39) can be expressed as
Y TH(nm×nm)ei = eTi HT(nm×nm)KY˜P(nm×nm)H(nm×nm)ei + XTH(nm×nm)ei, i = 1, 2, . . . , nm. (40)
Eq. (40) is rewritten as
Y THei = eTi HTKY˜PHei + XTHei, i = 1, 2, . . . , nm, (41)
where the dimensional subscripts have been dropped to simplify the notation. The unknown vector Y can be obtained by
solving Eq. (41). Once Y is known, y(t) in the hybrid function, expansion can be calculated from Eq. (28).
5. Numerical examples
5.1. Example 1
Consider the Fredholm integral equation of the second kind as follows:
y(t) = e2t+ 13 +
∫ 1
0
−1
3
e2t−
5
3 sy(s)ds. (42)
If we solve (42) for y(t) directly, the analytic solution can be shown to be y(t) = e2t [15]. The comparison among the hybrid
solution, Haar solution and the analytic solution for t ∈ [0, 1) is shown in Table 1 and Fig. 1 for n = 2 and m = 11, which
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Fig. 1. The comparison among hybrid, Haar and analytic solutions for Example 1.
Table 2
The average relative errors for parameters n = 2 andm = 9, 10, . . . , 20.
m The average relative errors
9 1.207305233047589e−012
10 9.924743929816349e−014
11 2.565109307734815e−015
12 2.863624425860255e−015
13 3.018341890174113e−015
14 1.321022810931679e−014
15 3.192711067804380e−014
16 1.433523601269940e−013
17 1.459186827677880e−013
18 1.377139193266821e−013
19 4.567396598693893e−013
20 9.190068800744941e−013
confirms that the hybrid function method in Section 3 gives almost the same solution as the analytic method. The average
relative errors of ourmethod andHaarmethod [15] are 1.103962096360200×10−10 and 9.004918599919025×10−4 for 16
terms, respectively. Wemake a simulation and display it in Table 2 and Fig. 2. Better approximation is expected by choosing
the optimal values of n and m. Choosing the optimal values n = 2 and m = 11, we get the average relative error which is
2.565109307734815× 10−15.
5.2. Example 2
Consider the Volterra integral equation of the second kind, as follows:
y(t) = cos(t)−
∫ t
0
(t − s) cos(t − s)y(s)ds. (43)
If we solve (43) for y(t) directly, the analytic solution can be shown to be y(t) = 13
(
2 cos
√
3t + 1
)
[6,15]. The comparison
among the hybrid solution, Haar solution and the analytic solution for t ∈ [0, 1) is shown in Table 3 and Fig. 3 for
n = 2 and m = 11, which confirms that the hybrid function method in Section 4 gives almost the same solution as the
analytic method. The average relative errors of our method and the Haar method [15] are 2.482020450072978 × 10−3
and 2.311213046736931 × 10−2 for 16 terms, respectively. Better approximation is expected by choosing the optimal
values of n and m. Choosing the optimal values n = 2 and m = 11, we get the average relative error which is
1.302690161812097× 10−3.
6. Conclusion
In applying the precise properties of hybrid functions, such as Eqs. (13), (17), (19) and (21), Fredholm andVolterra integral
equations of the secondkind canbe solved conveniently and accurately byusing the optimal values ofn andm systematically.
The key is to transform the time-varying functions and its product with the states into a hybrid function via productmethod.
It is believed that the introduction of integration of the cross product of Eq. (17), high order product matrix of Eq. (19) and
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Fig. 2. The average relative errors for parameters n = 2 andm = 9, 10, . . . , 20.
Table 3
Numerical results of Example 2.
t Hybrid solution Haar solution Analytic solution
0 1.0000000000000000 1.0000000000000000 1.0000000000000000
0.0625 0.9990222526507813 0.9949909266099917 0.9960975632074611
0.1250 0.9844055237486113 0.9758208625665552 0.9844359398686043
0.1875 0.9680159682178635 0.9562737953087734 0.9651516562273642
0.2500 0.9383506092922302 0.9244128893289392 0.9384704793777390
0.3125 0.9074518600935631 0.8898917835904676 0.9047047741383467
0.3750 0.8639866978904824 0.8441809980964727 0.8642498461005446
0.4375 0.8201591812759022 0.8015230775659239 0.8175793136631750
0.5000 0.7647877177986326 0.7491967432289974 0.7652395632349713
0.5625 0.7102158051057821 0.6888855082703129 0.7078433525192829
0.6250 0.6453877501073424 0.6209376390430279 0.6460626367694575
0.6875 0.5827577851960015 0.5600408514950630 0.5806207020001298
0.7500 0.5113646167732671 0.4933291763422751 0.5122836972533560
0.8125 0.4437393774696079 0.4308122815839993 0.4418516650539831
0.8750 0.3689792921446268 0.3637055790140227 0.3701491750634954
0.9375 0.2996549401425119 0.3057345422361856 0.2980156705870596
1.0000 0.2248834557618697 0.2426474841937751 0.2262956409502063
Fig. 3. The comparison among hybrid, Haar and analytic solutions for Example 2.
coefficient matrix of Eq. (21) enlarges the application region of hybrid functions quite well. Two examples have proven that
hybrid function method is superior to the PCOF transform method [3,15].
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