Abstract. We study the equality of the extremal Betti numbers of the binomial edge ideal J G and those of its initial ideal in(J G ) for a closed graph G. We prove that in some cases there is an unique extremal Betti number for in(J G ) and as a consequence there is an unique extremal Betti number for J G and these extremal Betti numbers are equal.
Introduction
Let S = k[x 1 , . . . , x n ] be a polynomial ring over an arbitrary field k. If I is a homogeneous ideal of S, then I has an unique minimal graded free resolution up to isomorphism 0 → ⊕ j S(−j) β l,j (S/I) → ⊕ j S(−j) β l−1,j (S/I) → · · · → ⊕ j S(−j) β 0,j (S/I) → S/I → 0 where l ≤ n, and S(−j) is the S-module shifted by j. The number β i,j (S/I), the ij-th graded Betti number of S/I, is an invariant of S/I. The projective dimension of S/I is defined to be pd(S/I) := max{i | β i,j (S/I) = 0}. The regularity of S/I is defined by reg(S/I) := max{j − i | β i,j (S/I) = 0}. A Betti number β i,j (S/I) = 0 is called extremal if β l,r (S/I) = 0 for all l ≥ i, r ≥ j + 1 and r − l ≥ j − i. A nice property of the extremal Betti numbers is S/I has an unique extremal Betti number if and only if β p,p+r (S/I) = 0, where p = pd(S/I) and r = reg(S/I). Let G be a finite simple graph on the vertex set V (G) = {1, . . . , n} and edge set E(G). Let R := k[x 1 , . . . , x n , y 1 , . . . , y n ] be a polynomial ring of 2n variables over a given field k. The binomial edge ideal of G is J G = (x i y j − x j y i | {i, j} ∈ E(G) and i < j) ⊆ R.
This ideal was independently introduced by Herzog et al. [15] ; and Ohtani [19] . Many of the algebraic properties and invariants of such ideals have been studied in [2, 5, 10, 11, 20] .
The Gröbner basis with respect to the lexicographic order induced by x 1 > · · · > x n > y 1 > · · · > y n was computed in [15, Theorem 1.1] . It turned out that this Gröbner basis is quadratic if and only if the graph G is a closed graph with respect to the given labelling. We always have, by semicontinuity of Betti numbers, β i,j (R/J G ) ≤ β i,j (R/ in(J G )) (see [14, Corollary 3.3.3] ); thus pd(R/J G ) ≤ pd(R/ in(J G )), and reg(R/J G ) ≤ reg(R/ in(J G )). When G is a closed graph, Ene, Herzog and Hibi conjectured in [11] that β i,j (R/J G ) = β i,j (R/ in(J G )) and they proved the conjecture in the case of J G is Cohen-Macaulay. In fact, they had a strong believe for the truthfulness of the conjecture in the case of the extremal Betti numbers. Later, in [12] , Ene and Zarojanu showed that reg(R/J G ) = reg(R/ in(J G )) for a closed graph G. Recently, Baskoroputro proved in [3] that β i,j (R/J G ) = β i,j (R/ in(J G )), when G is a closed graph and j = i + 1, moreover this equality is also true for any i, j ∈ N when reg(R/J G ) ≤ 2. In this paper we are interested to study the conjecture of Herzog, Hibi and Ene for the extremal Betti numbers.
Assume that G 1 , . . . , G s are connected components of G. Let R = k[x j , y j | j ∈ V (G)] and
for all k, then β i,j (R/J G ) = β i,j (R/ in(J G )). Furthermore, assume that G = G 1 ∪ G 2 and G 1 ∩ G 2 = {v}, where v is a cut point of G and G 1 , G 2 are two induced subgraphs of G without cut point. Let
, where p := p 1 + p 2 and r := r 1 + r 2 ; and pd(R/J G ) = pd(R/ in(J G )) = p and reg(R/J G ) = reg(R/ in(J G )) = r (see Proposition 1.8) . Therefore, we will deal with the case G is a connected closed graph without cut point. We will see that in order to define G is enough to define a vector µ(G) = (µ 1 , . . . , µ n ), where µ 1 , . . . , µ n is a decreasing sequence of non-negative integers, µ n−2 = µ n−1 = µ n = 0 and µ j ≤ n − 2 − j for all 1 ≤ j ≤ n − 3 (see Lemmas 1.2 and 1.5) . For a connected closed graph G without cut point, we will study the connected graph H such that the edge ideal I(H) of H is equal to in(J G ). The graph H will be called an initial-closed graph. We will focus on the projective dimension and the extremal Betti numbers of H in order to obtain the main result of this paper:
Let G be a connected closed graph with cut points
If for each i, one of three following conditions is satisfied:
then R/ in(J G ) and R/J G have an unique extremal Betti number, and they are equal. In particular, pd(R/J G ) = pd(R/ in(J G )).
The paper is organized as follows. In Section 1, we recall some basic notations and the terminologies from Graph theory. In Section 2, we investigate structure of initial-closed graphs, and give an upper bound for the projective dimension of the edge ideal of such graphs. We give also a characterization for the Cohen-Macaulay property of the initial-closed graphs. In Section 3, we give an algorithm that allows us to compute the Betti numbers of the edge ideal of the initial-closed graphs (see Theorem 3.6 ) and we also prove that for some families of initial-closed graphs the extremal Betti numbers of its edge ideal are unique. As a consequence we obtain that this lower bound for projective dimension of initial-closed graphs, and furthermore in some cases this bound is sharp. In the last section, we obtain that the conjecture of Hibi, Herzog and Ene for the extremal Betti numbers of the binomial edge ideal of a closed graph and its initial ideal are equal in some cases, which is the main result of this paper.
Connected closed graphs without cut point
We now recall some terminologies from graph theory (see [4] ). Let G be a simple graph on the vertex set V (G) and edge set E(G). An edge e ∈ E(G) connecting two vertices x and y will be also written as {x, y}. In this case, it is said that x and y are adjacent. A matching in a graph is a set of edges, no two of which meet a common vertex. An induced matching M in a graph G is a matching where no two edges of M are adjacented by an edge of G. The maximum size of an induced matching in G is denoted im(G). The neighborhood of x in G is the set 
A simple graph G on the vertex set V (G) = {1, . . . , n} is called closed with respect to the given labeling if the following condition is satisfied: whenever {i, j} and {i, k} are edges of G and either i < j, i < k or i > j, i > k, then {j, k} is also an edge of G. One calls a graph G is closed if it is closed with respect to some labeling of its vertices. On this paper, for any closed graph we will fix the labelling on V (G) such that the graph G is a closed graph with respect to this labeling. Now let G be a connected closed graph. We define N > G (i) := {j ∈ V (G) | i < j, and {i, j} ∈ E(G)}, and
Proof. Assume on the contrary that t > k. Since {i, t} ∈ E(G), so by (1) we have
. This is a contradiction to the assumption.
We associate to a closed graph G a vector of integers µ(G) = (µ 1 , . . . , µ n ), where
The sequence of the numbers µ 1 , . . . , µ n is a decreasing sequence of non-negative integers by the following lemma:
Next in order to prove the last statement, it suffices to prove that µ n−1 = 0. Indeed, since G has no isolated vertices, so N < G (n) = ∅. Thus, there exists an edge {t, n} of G with t < n. By Lemma 1.1(1) 
Let G be a connected closed graph, and H be a graph with edge ideal
In particular, x n and y 1 are isolated vertices of H . (2) H is a bipartite graph with bipartition (X, Y ), where X = {x 1 , . . . , x n } and Y = {y 1 , . . . , y n }, and satisfies three following conditions:
Proof. The statements (1) and (2) follow from the definition of closed graph G.
(3) Since H is a bipartite graph, each non-trivial connected component of H is also a bipartite graph. We assume its bipartition is {x i 1 , . . . ,
(4) Assume on the contrary that x j is an isolated vertex of H (j = n). Since G is connected, so there exists {t, k} ∈ E(G) such that t < j < k. By Lemma 1.
, which is a contradiction. Similar to the proof of above argument, we conclude y 2 , . . . , y n are not also isolated vertices of H \{x n , y 1 }, as required.
Let G 1 and G 2 be two graphs. We set G :
Lemma 1. 4 . Let G be a connected closed graph, and H be a graph with edge ideal in(J G ). Then G has no cut point if and only if H \{x n , y 1 } is connected. Proof . For the sufficient part, assume that there exists a cut point of G, say v. We
Without loss of the generality, we assume u 1 < v. We claim that deg
By the above claim, we imply that i u = v = j 1 . Thus, H 1 and H 2 are connected components of H \{x n , y 1 }.
Now we prove the necessary part. Suppose that H \{x n , y 1 } is disconnected. Then we may assume H 1 and H 2 are two connected components of H \{x n , y 1 }. By Lemma
This yields, i u is a cut point of G.
Proof. Let H be a graph with edge ideal in(J G ). By Lemma 1.4 
Let G be a connected closed graph without cut point. Then the connected graph H := H \{x n , y 1 } in the assertion of Lemma 1.4 is so-called initial-closed graph. The such graph is a bipartite graph with bipartition (X, Y ), where X = {x 1 , . . . , x n−1 } and Y = {y 2 , . . . , y n } and n ≥ 2. We associated to the initial-closed graph H the vector µ(H) := (µ 1 , . . . , µ n−1 ), where µ i := n − i − deg H (x i ). By Lemmas 1.2, 1.3 and 1.5 
Example 1. 6 . The graph G in Figure 1 is a connected closed graph without cut point with µ(G) = (3, 1, 0, 0, 0, 0) , and its initial-closed graph H with µ(H) = (3, 1, 0, 0, 0). 
where v is a cut point of G, and G 1 , G 2 are subgraphs without cut point of G. Let H be a graph with edge ideal in(J G ), and let H 1 (resp. H 2 ) be an initial-closed graph of G 1 (resp. G 2 ). Then the connected components of H \{x n , y 1 } are H 1 and H 2 .
Proof. By the assumption, G 1 and G 2 are also closed graphs. From Lemmas 1.3 and 1.4 , H 1 (resp. H 2 ) is a connected bipartite graph with bipartition {x i 1 , . . . ,
Without loss of the generality, we may assume
, so i 1 = 1 and j l = n. Thus, all connected components of H \{x n , y 1 } are H 1 and H 2 .
A simplicial complex ∆ on the vertex set V (∆) := {1, . . . , n} is a collection of subsets of V (∆) such that F ∈ ∆ whenever F ⊆ F for some F ∈ ∆. Given any field k, we define the Stanley-Reisner ideal . . . , x n ] of ∆ to be the squarefree monomial ideal
For a subset W of V (∆) the restriction of ∆ on W is the subcomplex ∆[W ] := {F ∈ ∆ | F ⊆ W }. We denote by H j (∆; k) is reduced homology group of a simplicial complex ∆ over k. A very useful result to compute the graded Betti numbers of the Stanley-Reisner ideal of simplicial complex is the so-called Hochster formula (c.f. [14, Theorem 8.1.1] ).
To each finite simple graph G with vertex set V (G) = {x 1 , . . . , x n } and edge set E(G), one associates the edge ideal I(G) of the polynomial ring k[V (G)] := k[x 1 , . . . , x n ] which is generated by all monomials x i x j such that {x i , x j } ∈ E(G). Let ∆(G) be the set of all independent sets of G. Then, ∆(G) is a simplicial complex, called the independence complex of G. We can see that
. Therefore, Hochster formula is also applied to compute Betti numbers of edge ideals. We write β i,j (G), pd(G), and reg(G) as shorthand for
, and reg(k[V (G)]/I(G)), respectively.
Let ∆ 1 and ∆ 2 be simplicial complexes on the disjoint vertex sets V 1 and V 2 , respectively. Define the join on the vertex V 1 ∪V 2 to be ∆ 1 * ∆ 2 := {σ∪τ | σ ∈ ∆ 1 , τ ∈ ∆ 2 }. If H 1 and H 2 are two connected components of a graph H, then ∆(H) = ∆(H 1 ) * ∆(H 2 ).
Proof.
We assume H is the graph with edge ideal in(J G ), and let H 1 (resp. H 2 ) be an initial-closed graph of G 1 (resp. G 2 ). Let H := H \{x n , y 1 } and n i = |V (H i )|.
For each i = 1, 2, by the assumption,
and by Hochster formula, there exists a subset
Now we let W := W 1 ∪ W 2 ⊆ V (H), and so |W | = p + r. (∆ 2 ; k) . Therefore, by Hochster formula, β p,p+r (H) = 0, and so β p,p+r (R/ in(J G )) = 0. By equality of the Hilbert functions of R/ in(J G ) and R/J G , β p,p+r (R/J G ) = 0. Thus reg(R/J G )) = r = reg(R/ in(J G )) and pd(R/J G ) = p = pd(R/ in(J G )).
Upper bound for projective dimension
In this section we will give an upper bound of the projective dimension of the edge ideal of some initial-closed graphs and for some specific cases we will obtain the exact value of the projective dimension of these ideals. In order to obtain these results, the following lemma will be very useful. The following lemma shall be used a lot in this section.
Proof. Let S := k[V (G)]. By Lemma 2.1, we have pd(S/(I(G) :
, and pd(S/(I(G), x)) = pd(G\x) + 1. The statements (1), (2) and (3) are followed by applying Depth lemma and Auslander-Buchsbaum formula for the following exact sequence:
Finally, (4) and (5) are consequences of (1), (2) and (3).
Following [6] , a Ferrers graph is a bipartite graph on two distinct vertex sets X = {x 1 , . . . , x n } and Y = {y 1 , . . . , y m } such that if {x i , y j } is an edge of G, then so is {x p , y q } for 1 ≤ p ≤ i and 1 ≤ q ≤ j. For any Ferrers graph G there is an associated sequence of non-negative integers λ(G) = (λ 1 , λ 2 , . . . , λ n ), where λ i := deg G (x i ). Notice that the defining properties of a Ferrers graph imply that 
Recall H is an initial-closed graph with its bipartition {x 1 , . . . , x n−1 } ∪ {y 2 , . . . , y n }, and µ(H) = (µ 1 , . . . , µ n−1 ) is an associated vector of H, where µ i := n − i − deg H (x i ) and µ 1 ≥ µ 2 ≥ · · · ≥ µ n−3 ≥ µ n−2 = µ n−1 = 0, furthermore µ i ≤ n − 2 − i for all 1 ≤ i ≤ n − 3. From now on, we replace y j by y j−1 on the labelling of the vertex set of H. Then the labelling on the bipartition of H would be (X, Y ), where X = {x 1 , . . . , x n−1 }, Y = {y 1 , . . . , y n−1 } and n ≥ 2. Therefore the edge ideal in
Lemma 2. 4 . Let H be an initial-closed graph. Then (1) The connected components of H\{x i , y i } are also initial-closed graphs for all
an initial-closed graph.
Proof. The proof follows immediately by the definition of the initial-closed graphs. Figure 2 is an initial-closed graph with µ(H) = (3, 1, 0, 0, 0). (1) H is Cohen-Macaulay (i.e. pd(H) = n − 1),
We have H is a connected bipartite graph with bipartition (X, Y ), where X = {x 1 , . . . , x n−1 } and Y = {y 1 , . . . , y n−1 }. Since H is an initial-closed graph, H satisfies two following conditions:
By Lemma 1.1(1) and Lemma 1.3 (1), we assume N H (x 1 ) = {y 1 , . . . , y t }. If t < n − 1, then {x t , y t+1 } ∈ E(H) because H is connected. By [21, Theorem 1.1] , {x 1 , y t+1 } ∈ E(H), a contradiction. Hence t = n − 1 which implies µ 1 = 0. By Lemma 1.2, µ i = 0 for all 1 ≤ i ≤ n − 1. From now, we will consider the initial-closed graph H with an associated vector µ(H) = (µ 1 , . . . , µ s , 0, . . . , 0) ∈ N n−1 , where 0 < µ s ≤ . . . ≤ µ 1 , 1 ≤ s ≤ n − 3, and µ j ≤ n − 2 − j for all j = 1, . . . , s.
Proof. The assertion (2) is proved similarly as the assertion (1). We now prove assertion (1) by induction on n. If n = 4, then µ(H) = (1, 0, 0). In this case, H is a path of length 5. By [16, Corollary 7.7.35] , pd(H) = 4. We now assume that n ≥ 5. By Lemma 2.4, H\{x n−1 , y n−1 } is an initial-closed graph with µ(H\{x n−1 , y n−1 }) = (µ 1 − 1, 0, . . . , 0) ∈ N n−2 . By the induction hypothesis, pd(H\{x n−1 , y n−1 }) = 2(n−2)−µ 1 . Since N H (x n−1 ) = {y n−1 }, x n−1 is an isolated vertex of H\y n−1 . Thus, pd(H\y n−1 ) = pd(H\{x n−1 , y n−1 }) = 2(n − 2) − µ 1 . By the assumption, N H (y n−1 ) = {x 2 , . . . , x n−1 }. Hence deg H (y n−1 ) = n − 2, and V (H y n−1 ) = {x 1 , y 1 , . . . , y n−2 }. Thus, H y n−1 is the disjoint union of the star graph on vertex set {x 1 , y 1 , . . . , y n−1−µ 1 }, which apex is x 1 , and the isolated vertices y n−µ 1 , . . . , y n−2 . By [16, Theorem 5.4.11] , pd(H y n−1 ) = n − 1 − µ 1 .
By Lemma 2.2(4), we conclude that pd(H) = 2(n − 1) − (µ 1 + 1), as required.
Proof. We prove the lemma by induction on c. If c = 1, then proposition follows from Lemma 2.7(2). We now assume that c ≥ 2. By the assumption, N H (y n−1 ) = {x s+1 , . . . , x n−1 }. Hence deg H (y n−1 ) = n − s − 1 and V (H y n−1 ) = {x 1 , . . . , x s } ∪ {y 1 , . . . , y n−2 }. Thus, H y n−1 is the disjoint union of the isolated vertices y n−c , . . . , y n−2 , and the induced graph H of H on vertex set {x 1 , . . . , x s } ∪ {y 1 , . . . , y n−c−1 }. Note that H is a Ferrers graph with λ(H ) = (n − c − 1, n − c − 2, . . . , n − c − s) ∈ N s . By Lemma 2.3, pd(H ) = n − c − 1, and so pd(H y n−1 ) = n − c − 1.
On the other hand, by Lemma 2.4, H\{x n−1 , y n−1 } is also an initial-closed graph with µ(H\{x n−1 , y n−1 }) = (c − 1, . . . , c − 1, 0, . . . , 0) ∈ N n−2 . By the induction hypothesis, we have pd(H\{x n−1 , y n−1 }) = 2(n−2)−(c−1+s). Since x n−1 is an isolated vertex of H\y n−1 , we obtain pd(H\y n−1 ) = pd(H\{x n−1 , y n−1 }) = 2n − 3 − (c + s).
By Lemma 2.2(4), we conclude that pd(H) = 2(n − 1) − (c + s).
where H is the induced graph of H on the vertex set {x 1 , . . . , x s−1 } ∪ {y 1 , . . . , y s−1 }. Moreover H is an initial-closed graph and µ(H ) = (µ 1 , . . . , µ s−3 , 0, 0) with µ j = max{0, µ j − (n − s)} for 1 ≤ j ≤ s − 3. In particular, pd(H xs ) ≥ n − 2, and the equality holds if and only if µ 1 ≤ n − s.
Proof. By the assumption, N H (x s ) = {y s , . . . , y n−µs−1 }, and so H xs is the disjoint union of two subgraphs H and H , where H (resp. H ) is an induced subgraph of H on vertex set {x 1 , . . . , x s−1 , y 1 , . . . , y s−1 } (resp. {x s+1 , . . . , x n−1 , y n−µs , . . . , y n−1 }). Then we get pd(H xs ) = pd(H ) + pd(H ).
We know that H is a Ferrers graph with λ(H ) = (λ 1 , . . . , λ n−s−1 ), where λ j := deg H (x s+j ) and λ j = min{µ s , n − s − j} for 1 ≤ j ≤ n − s − 1. By Lemma 2.3, we get pd(H ) = max 1≤j≤n−s−1 {λ j + j − 1} = n − s − 1. In fact, we always have pd(H ) = max{n − s − 1, max 1≤j≤n−s−2 {λ j + j − 1}}. Since λ j + j − 1 = min{µ s , n−s−j}+j −1 ≤ n−s−1 for all 1 ≤ j ≤ n−s−1. Thus, pd(H ) = n−s−1.
Moreover, by Lemma 2.4 , H is also an initial-closed graph with µ(H ) = (µ 1 , . . . , µ s−1 ), where µ j = max{0, µ j − (n − s)} for all 1 ≤ j ≤ s − 1. Furthermore, we obtain
We now prove the last assertion. We always have pd(H ) ≥ s − 1, and thus pd(H xs ) ≥ n − 2. The equality holds if and only if pd(H ) = s − 1. From Proposition 2.6, H is a Cohen-Macaulay graph. By Proposition 2.6, µ(H ) = (0, . . . , 0). It means that µ 1 ≤ n − s. 
Proof. Let K := H\x s . In order to prove this lemma, we divide the proof in two following cases:
Hence K is the disjoint union of two Ferrers graphs H and H , where H (resp. H ) is the induced subgraph of H on {x 1 , . . . , x s−1 , y 1 , . . . , y s } (resp. {x s+1 , . . . , x n−1 , y s+1 , . . . , y n−1 }) with λ(H ) = (s, . . . , 2) ∈ N s−1 (resp. λ(H ) = (n − s − 1, . . . , 1) ∈ N n−s−1 ). By Lemma 2.3, we obtain 
Moreover, since µ 1 < n − s, N K (y s ) = {x 1 , . . . , x s−1 } and so deg K (y s ) = s − 1. Then K ys is the union of the isolated vertices y 1 , . . . , y s−1 and a graph K , where K is the induced subgraph of H on vertex set {x s+1 , . . . , x n−1 , y s+1 , . . . , y n−1 }. Since H is an initial-closed graph, K is also an initial-closed graph with µ(K ) = (0, . . . , 0) ∈ N n−s−1 . By Proposition 2.6, K is Cohen-Macaulay and thus pd(K ) = n − s − 1. Therefore, pd(K ys ) = pd(K ) = n − s − 1.
By Lemma 2.2(5) , pd(K) = 1 + pd(K\y s ). On the other hand, pd(H\x s ) = 1 + pd(H\{x s , y s }), which completes the proof of this lemma.
Theorem 2.11. Let H be an initial-closed graph. If µ 1 < n − s, then
In particular, if µ s < . . . < µ 1 < n − s, then pd(H) = 2(n − 1) − (µ s + s).
Proof.
We prove by induction on s. If s = 1, by Proposition 2.8, pd(H) = 2(n − 1) − (µ 1 + 1). Now we assume that s ≥ 2. From Lemma 2.9 and the assumption, pd(H xs ) = n−2. Note that N H (x s ) = {y s , . . . , y n−1−µs }, and so deg H (x s ) = n−µ s −s.
Next we consider two following cases: 
We shall now prove the last statement of this theorem. Assume µ s < . . . < µ 1 < n− s. Then µ s +s ≤ . . . ≤ µ 1 +1, and so max 1≤j≤s {2(n−1)−(µ j +j)} = 2(n−2)−(µ s +s). From Lemma 2.10 and the above assertion, we have pd(H\x s ) = 1 + pd(H\{x s , y s })
By Lemma 2.2(4), pd(H) = 2(n − 1) − (µ s + s), and the proof of theorem is complete.
Lower bound for projective dimension
The purpose of this section is to calculate Betti numbers of initial-closed graphs H, so that we give an algorithm (see Algorithm 3.2) using the biadjacency matrix of H. This algorithm is distinct to the algorithm given in [18, section 2.4] . With this algorithm, we can obtain in some cases an explicit formula for the projective dimension of R/I(H) in despite of the algorithm in [18] , where the formula obtained for the projective dimension is not explicit as in [18, Proposition 2.26] .
Let G be a bipartite graph with bipartition {x 1 , . . . , x n } ∪ {y 1 , . . . , y m }. The biadjacency matrix of G, M (G) = (a i,j ) ∈ M n,m ({0, 1}), is defined by a i,j = 1 if {x i , y j } ∈ E(G), 0 otherwise. a r,j = 0} ⊂ {j : a r ,j = 0} (resp. {i :
Let H be a bipartite graph with bipartition {x 1 , . . . , x n } ∪ {y 1 , . . . , y m }. Let λ = (λ 1 , . . . , λ n ) be a partition and let µ = (µ 1 , . . . , µ n ) be a vector such that µ 1 ≥ . . . ≥ µ n ≥ 0, µ i ≤ λ i for all 1 ≤ i ≤ n, and λ 1 = m. Then we call H skew Ferrers graph if its edge ideal is
The skew Ferrers graphs have a long tradition in combinatorics according to skew Ferrers diagrams, see for example [9, 17] . Note that if m = n, µ i ≤ n − 1 − i for 1 ≤ i ≤ n − 2, µ n−1 = µ n = 0 and λ i = n + 1 − i for all i, then H is an initial-closed graph. If µ i = 0 for all i, then H is a Ferrers graph. Let U := ∅ and S := ∅. while H = ∅ do We assume bipartition of H is {x i 1 , . . . , x iu } ∪ {y j 1 , . . . , y jv }, where i 1 < . . . < i u , and j 1 < . . . < j v ; U := U ∪ {{x iu , y jv }}; S := S ∪ {y j ∈ V (H\N H ({x iu , y jv })) | the columm with labelling y j in M (H\N H ({x iu , y jv })) is zero}; H := H\(S ∪ N H ({x iu , y jv })); end return(U, S) Proof. For each loop of the algorithm, we claim that H i (∆(H); k) ∼ = H i−1 (∆(H\N H ({x iu , y jv })); k),
H i (∆(H\S); k) ∼ = H i−1 (∆(H\(S ∪ N H ({x iu , y jv }))); k).
Indeed, let α ∈ N H ({x iu , y jv })\{x iu , y jv }, and so α = x r or α = y c for some r = i u and c = j v . Without loss of generality, we may assume α = x r , where r = i u .
Since H is a skew Ferrers graph, {j | a r,j = 0} ⊆ {j | a iu,j = 0}. By Lemma 3.1(3), we have H i (∆(H); k) ∼ = H i (∆(H\x r ); k). Repeating this process for all α ∈ N H ({x iu , y jv })\{x iu , y jv }, we obtain H i (∆(H); k) ∼ = H i (∆(H\(N H ({x iu , y jv })\{x iu , y jv })); k).
By Lemma 3.1(2) , H i (∆(H); k) ∼ = H i−1 (∆ (H\N H ({x iu , y jv }) ); k), as the first assertion.
Let U := {x iu , y jv }, and S be a set containing y j ∈ V (H\N H ({x iu , y jv })) such that the columm with labelling y j in M (H\N H ({x iu , y jv }) ) is zero. Note that if S = ∅, then by Lemma 3.1(1) and equality (1), H i (∆(H); k) = 0. Furthermore, H i (∆(H\S); k) ∼ = H i−1 (∆(H\(S ∪ N H ({x iu , y jv }))); k), which completes the proof of the second claim.
Repeating the above loop |U | times, by equality (1), H i (∆(H); k) = 0 if S = ∅; and furthermore by equality (2) we have
Remark 3.3. When we apply this algorithm to a skew Ferrers graph H and using Hochster formula we get β i,j (H) is independent on the base field for all i, j. This result was obtained also by Nagel and Reiner in [18, Corollary 2.16] .
Let H be a skew Ferrers graph. By Algorithm 3.2, the edge set of H can be partitioned into subsets as follows: E(H) = e∈U E e , where E {x i ,y j } = {{x k , y l } ∈ E(H) | k ≤ i, l ≤ j, and {x k , y l } ∩ N H ({x i , y j }) = ∅}. This partition is called rectangular decomposition, which is similar to the rectangular decomposition given in [18, Section 2.4] . Figure 3 with µ = (4, 2, 1, 1, 0, 0) and λ = (6, 5, 4, 4, 2, 1) . Applying Algorithm 3.2, U = {{x 6 , y 6 }, {x 4 , y 5 }, {x 2 , y 2 }} and S = {y 1 }. Then E {x 2 ,y 2 } = {{x 1 , y 1 }, {x 1 , y 2 }, {x 2 , y 2 }}, E {x 6 ,y 6 } = {{x 5 , y 5 }, {x 5 , y 6 }, {x 6 , y 6 }}, and E {x 4 ,y 5 } = {{x 2 , y 3 }, {x 2 , y 4 }, {x 3 , y 3 }, {x 3 , y 4 }, {x 3 , y 5 }, {x 4 , y 3 }, {x 4 , y 4 }, {x 4 , y 5 }}. 
Example 3.4. A skew Ferrers diagram in

