Abstract
Introduction
From a historical perspective, the natural tendency toward using random sampling for solving estimation problems does not come as a surprise. The seventies were an exciting time for resampling theories and the success of Efron's bootstrap technique [2] was perhaps an encouraging sign for the use of random sampling method for solving optimization problems. In the original algorithms of RANSAC [3] and LMS [11] , it was assumed that only one "good" subsample in the p-dimensional space (a sample of p "error-free" or "good" observations -containing p inliers of the underlying distribution) is sufficient for finding an estimate of the parameters that is accurate enough to identify outliers. In recent years, however, the limitations of this assumption for segmentation of multi structural data have been revealed [8] and alternative approaches based on search strategies in parameter space (as apposed to random sampling which is a search in data space) have been proposed [8, 12, 5] . The optimization in these techniques either uses the DownHill Simplex method of Nelder and Mead [8] , when the derivative information is thought not to be available, or uses gradient based techniques [12, 5] when the cost function is somehow constructed to be (at least locally) differentiable.
The point we need to highlight here is that both of the aforementioned strategies perform an isolated search in either the data or the parameter space, alone. Neither random sampling which involves searching in the space of parameters spanned by p-tuples (referred to as data space hereafter), nor direct search techniques such as Simplex, gradient or iterative reweighted least squares (which involve direct search in parameter space) use the information that are available in the other space. From one side, random sampling is, by design, a very wasteful scheme as it does not react to the trends of change of the cost function (in the parameter space) as it moves from one subsample to the next. From the other, unlike the data space which is large but finite, the parameter space is infinitely large and no universally applicable constraint (heuristic) is available in that space to limit the required search.
In this paper, we show that the derivatives of order statistics functions that are used as the cost functions for robust estimators (e.g. median in LMS) are bridging the aforementioned spaces. Indeed, such derivatives provide universally applicable constraints that limit the required search in the parameter space to specific manifolds that are spanned by the existing data. Moreover, we show that since derivatives also provide clues as to the location of peaks and valleys of the cost function (in the parameter space), their information could be exploited to search the data-supported manifolds of parameter space very effectively.
In this paper, we first show that order statistics derivatives are bridging the data and parameter spaces in a data fitting problem. We then show that those derivatives for sequential data of an order statistics provide an effective tool to perform the optimization of a multi-structural data fitting and segmentation scenario. A very fast robust estimation scheme is then devised based on the above tool, and used to solve parameter estimation and range and motion segmentation problems in a number of experiments.
Bridging the Data and Parameter Spaces Using Derivatives of Order Statistics
The derivatives of order statistics functions such as median have been rarely used in practice. Currently, Google (as a popular search engine) only returns 7 hits for the term "derivative of median" while a search on terms like "derivative of mean" finds countless instances. An explanation is that order statistics functions might have primarily been regarded as point-wise functions and consequently, the information carried by their derivatives were discarded. The order statistics functions are however piecewise continuous and we show that the information carried by their derivatives are very useful.
To analyze the role of derivatives of order statistics in relationship between the data and parameter spaces, we first concentrate on the standard 2-D regression problem as the role is easy to visualize in this problem. The generalization of our results to multidimensional and geometric fitting is straightforward and will be discussed later.
We assume that there is a linear relationship between two random variables x (explanatory) and y (response) and therefore: y = ax + b where a and b are the constant slope and intercept parameters, respectively. The response variable is assumed to have been perturbed by noise while some false measurements (gross outliers) also exist. The algebraic distances between the underlying line and data points are called residuals (r i = ax i + b − y i ) and an order statistics of (e.g. at 20% of all) square residuals is the considered cost function. An example of such data is shown in Fig. 1(a) where one third of data fit y = 0, one third fit y = 12x + 22 and the rest are gross outliers.
As it was mentioned earlier, the parameter space for the above problem is infinite but only a finite (and relatively small) part of this space is spanned by the available data (parameters associated with lines passing through pairs of data points). To compare the shape of these two manifolds, the three-dimensional plot of the cost function (within the range of a and b that are generated by available data samples) and the spread of parameters spanned by pairs of available data are shown in Fig. 1(c) .
In this section, we demonstrate how the derivatives of order statistics of the squared residuals can be used to devise an optimization search with two desired characteristics:
1. The search is performed in the parameter space in the sense that iterative updating of the parameters generally moves them toward an optimum point of the cost function (the scheme is identical to Newton's optimization method [9] ).
2. The search is bounded in data space as in each iteration the parameters are updated in the finite space of parameters that are directly spanned by data samples (corresponding to a p-tuple of data).
As it is shown in Fig. 1 (b), such a technique converges extremely fast to an extremum (within a few iterations) as the search space is efficiently small. Before we prove that usage of the information provided by derivatives of order statistics of squared residuals leads to a Newton type optimization strategy, this optimization method is outlined first.
Newton's optimization method
Consider a robust estimator that involves optimization of the cost function J(Θ), where
For the parameter values Θ varying in the neighborhood of a model candidate Θ 0 (a fit to a minimal set of p data points), a second-order Taylor series expansion of the cost function can be compactly written as:
are the gradient vector and Hessian matrix of the cost function calculated at Θ = Θ 0 , respectively. To optimize the cost function, the equation ∂J/∂Θ = 0 is solved by substituting J(Θ) with its above quadratic approximation:
The solution of the above estimation is:
In Newton's method, the above is used to iteratively update the estimatesΘ:
whereΘ l andΘ l+1 are the estimates in the current and next iterations [9] .
Bridging the parameter and data spaces
The Least k-th order statistics (LkOS) estimator is well known for its stability and high breakdown point [10, 1, 11] . The cost function of LkOS is the k-th sorted value of the squared residuals where k = n and is the inlier ratio and n is the total number of data samples. The theoretical breakdown point of LkOS estimator is (1 − ) × 100%. Similar to most high breakdown robust estimators, the optimization search for minimizing the cost function of LkOS is usually implemented by random sampling. In this section, we derive the following simple iterative search for minimizing the k-th order statistics of the squared residuals which is substantially faster than random sampling:
For current parameter estimate, calculate the squared residuals, sort them and find the p data points corresponding to the p residuals over and under the k-th sorted residual. These p data points form the next p-tuple and its corresponding parameter estimate will be the current estimate for the next iteration.
The above search is evidently bounded to the existing samples in the data space because in each iteration, only the model candidates corresponding to a p-tuple (selected from existing data points) are processed. Furthermore, in the following we show that the search is identical to Newton's optimization of a cost function almost equivalent to LkOS. Thus, as shown in Fig. 1(b) , each iteration of the search moves the estimate in the parameter space toward an optimum point on a path guided by the available data.
For the purpose of segmentation of linear structures from data, we consider the traditional regression model:
where y i and x i denote a measured sample of the response variable y and the explanatory variable x, respectively, and e i is a sample of the measurement noise. In theory, noise measurements are usually assumed to be normally distributed and most robust estimators are formulated based on this underlying assumption. In the following discussions, however, we do not make any specific assumption on distribution of noise.
For an estimated fitΘ, the algebraic residuals of the data points are denoted by r i given as follows:
The k-th order statistics of the squared residuals is denoted by r 2 (k) and its corresponding data point is denoted by {y i k , x i k } where i k is the index of one of the y i 's and x i 's for which we have:
In the above equation, the index i k and its corresponding data point {y i k , x i k } depend on the parameter estimateΘ, but in a finite (and not infinitesimal) neighborhood of an estimated fitΘ l , the index and its corresponding data points remain unchanged because the rank of that residual does not change in that neighborhood. Thus, the k-th order statistics r 2 (k) is locally a quadratic function ofΘ.
In the LkOS scheme, the cost function includes the sin-
It is important to note that the dimension of parameter space p is almost always much smaller than k and minimization of the above sum is effectively equivalent to minimization of the k-th squared residual (e.g. in a typical range segmentation scenario, p is only 3 while there are usually hundreds of measurements for every structure). Similarly, the result would not be much different if the p sorted squared residuals summed up in the above cost function, were chosen all smaller or larger than the k-th squared residual.
The important advantage of using the cost function (8) arises from the fact that the parameters minimizing this cost function are the ones generated by a p-tuple from the available data (see equation (11) ). This ensures that the optimization in the parameter space is always constrained to the manifold spanned by the subsamples of existing data. As a result, the iterative search routine becomes extremely faster than both random sampling and direct search techniques. Thus, the resulting robust estimator is called Fast LkOS (or FLkOS for short).
The local gradient vector and Hessian matrix of the cost function (8) atΘ =Θ l , are calculated below:
Using Newton's optimization, the next iteration estimatê Θ l+1 is given by substitution of the above in equation (4) . After some simple matrix manipulations, the following result is derived:
where:
and
Equation (11) simply shows that the next estimateΘ l+1 is the parameter estimate given by the p data points that correspond to the p sorted residuals around the r 2 (k) (when sorting the residuals of the fit given byΘ l ). This means that the proposed search algorithm bridges the data and parameter spaces and provides an efficiently small (finite) search space. As a result, the search converges substantially faster than other search techniques which merely focus on data space constraints -such as random sampling used in LMS and RANSAC based methods -or on parameter space constraints -such as Simplex (pbM [8] ), gradient (PbM [12] ) or iterative reweighted least squares techniques (M-estimators and HBM [5] ). The algorithm for implementation of FLkOS is shown in Fig. 2 .
If there are multiple data structures, the parameters of one structure correspond to the global minimum of the cost function while the parameters of other structures correspond to local minima. However, there may be other (undesirable) local minima in the profile of the cost function. These local minima can correspond to bridging fits, substantial noise effects, data degeneracy, etc. Throughout this paper, the term "local minimum" stands for one of such undesirable minimums of the objective function.
In order to avoid a local minimum, the iterative search shown in Fig. 2 should be repeated with different random initializations. However, the required number of repetitions can be far less than the number of random samples in RANSAC-based methods, particularly in applications involving numerous data structures (implying small inlier ratios and requiring large number of random samples).
A similar process (involving multiple random initializations) is also implemented in the pbM and HBM estimators [13, 12, 5] . However, in many iterations the optimization procedures employed by those estimators either diverge or converge to a local minimum and therefore, they need to be repeated for a large number of times. In contrast, the FLkOS search scheme rapidly converges toward a desirable minimum because it is bound to available data samples and Newton's optimization produces an efficient search path in the parameter space toward the minimum point (as shown in Fig. 1(b) ). Our experiments verify this argument, showing substantially shorter computation times for FLkOS because the minimum number of initializations required by pbM and HBM are several times larger than FLkOS. -Randomly select p data points as the current p-tuple.
-Iterative Search: Repeat the following steps until ΔJ becomes less than : -Calculate the model candidateΘ for the current p-tuple.
-Calculate the squared residuals and sort them.
-Calculate the cost function J(Θ) from (8) and assign it to J .
-Find the p sorted residuals around r 2
and their corresponding data points.
-Assign the p data points found to the current p-tuple.
-Output: The parameter estimateΘ.
Figure 2. The iterative search for optimization of FLkOS cost function given in equation (8).
It is important to note that the algorithm shown in Fig. 2 is only the optimization part of FLkOS and should be followed by a segmentation algorithm. In our experiments, we have used the MSSE segmentation algorithm [1] because of its low computational cost, high level of consistency and small bias in applications involving close data structures [4, 6] .
Experimental Results
We have examined the performance of FLkOS through a number of comparative case studies involving both synthetic and real visual data segmentation problems. In the first case, 1000 synthetic datasets were generated each including 100 samples around an arbitrarily chosen planar surface z = 2x + y with their x and y varying within [−60, +60]. A snapshot of the synthetic data is shown in Fig. 3 .
For each dataset, the linear structure was segmented using FLkOS and has been compared with PbM [12] and HBM [5] as fastest (and most recent) robust estimators appeared in the computer vision literature. For each inlier ratio and each estimator, the computation times were averaged over the 1000 datasets and the results are presented in Fig. 3 .
Computation time of FLkOS, PbM and HBM were also compared in a number of real 3D range segmentation experiments including the segmentation of five patches scanned from a side of a uniform polyhedra as depicted in Fig. 4(a) . Segmentation of one of the patches by FLkOS is also shown in Fig. 4(b) . In another experiment, parallel surfaces from an object and a table were segmented. are listed in Table 1 .
The computation times plotted in Fig. 3 and presented in Table 1 show that FLkOS is around 10 times faster than HBM which in turn is several times faster than PbM. The reason is that in FLkOS, every iteration is computationally very cheap (main part of the computation is the sorting of squared residuals only). In addition, the optimization search (each of the repetitive epochs of optimization) converges very rapidly because the search is constrained in both parameter and data spaces.
We have also compared the performance of FLkOS to estimate fundamental matrix in a number of experiments involving real image pairs. In each experiment, the set of homogeneous image points in the first and second images are denoted by {x i = [x i , y i , 1] } and {x i = [x i , y i , 1] } and related by x i F x i . In these experiments, the focus is on three important features of the robust estimators: estimation error, breakdown point and computation time. Among RANSAC-based techniques, we have chosen MSSE [1] which, similar to RANSAC, employs random sampling to solve its optimization part (and has its specific method for segmentation). A previous study has shown that besides a high breakdown point (because of similarity to [4, 6] . Furthermore, we recall that the cost function of FLkOS is similar to LkOS. Therefore, in comparison of FLkOS with MSSE, the main focus will be on convergence speed of the two optimization algorithms: one based on random sampling, and the other using a guided search for the minimum of objective functions in parameter space, with few random initializations. We have also compared the performance of FLkOS with HBM and the pbM-estimator which directly search the parameter space for optimization with no bindings to data space [5, 12] .
Two of our fundamental matrix estimation experiments are presented in this paper. The first case shown in Fig. 6 , involves estimation of fundamental matrix from two images of a table which are obtained from Peter Kovesi's website [7] . Using a Harris corner detector, 231 points in image one were found as shown in Fig. 6(a) and their corresponding points in image two, shown in Fig. 6(b) , were also found by normalized correlation matching.
The second experiment shown in Fig. 7 , involves estimation of fundamental matrix from two images of a person's head which is obtained from Zhang's website [14] . Fig. 7(a) shows the 146 point found by Harris corner detector and Fig. 7(b) shows their corresponding points in image two, found by normalized correlation matching. In both Fig. 6(b) and Fig. 7(b) , the dashed connecting lines represent outliers and solid lines show the inlier matches (yet to be identified by the robust estimators).
In each experiment, MSSE, pbM, HBM and FLkOS have been applied to estimate the epipolar geometry and the number of identified inlier matches, estimation error (standard deviation of the Sampson distances for the inliers), and the computation times have been recorded as listed in Table 2 . The results again show that FLkOS is substantially faster 
Conclusions
This paper presents a new approach to solving the ubiquitous problem of multi-structural data segmentation. The proposed approached is based on two key observations: order statistics functions are piecewise continuous functions and therefore their derivatives do provide usable information and more importantly, those derivatives can be directly exploited to constraint the search for the best parameter values of the segmentation problem. Use of derivative information has led to the development of an iterative search strategy in the parameter space that is confined to a small manifold of that space spanned by the available data. Consequently, the proposed search strategy converges substantially faster than other existing techniques. Interestingly, the overall scheme is also conceptually very straightforward and requires minimal computation at each step.
The proposed robust estimator was examined and compared to other recent high breakdown estimators in a number of experiments. The experimental results include the results of image segmentation involving both synthetic and real images and fundamental matrix estimation from a pair of images. The results of those experiments show that the proposed strategy is capable of segmenting multi-structural data substantially faster than any other state-of-art robust estimator with similar accuracy and high tolerance to large ratios of outliers. 
