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M. Rémy Malgouyres
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École Doctorale MSTII
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1 Stabilité de l’analyse en composantes principales . . . . . . . . . . 26
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1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2 δ-Voronoi covariance measure . . . . . . . . . . . . . . . . . . . . . 72
2.1 Généralités . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
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INTRODUCTION GÉNÉRALE
FIGURE 1 – Un nuage de points approchant une surface
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1 INFÉRENCE GÉOMÉTRIQUE
La problématique de l’inférence géométrique consiste à estimer l’information
géométrique d’une forme à partir de données discrètes partielles. En pratique,
étant donné un objet S comme une surface ou un volume, les méthodes d’acquisi-
tion aboutissent à la donnée d’un objetK approchant S. En inférence géométrique,
on cherche tout d’abord à définir des quantités géométriques sur les objets K et S
comme les courbures ou les mesures de courbure, puis on montre que ces quan-
tités sont proches sous des hypothèses les plus larges possible.
L’estimation de quantités différentielles, la reconstruction de surfaces, et la
détection d’arêtes vives sont motivées par un grand nombre d’applications en
traitement des images 3D (“geometry processing” et “computer graphics”). De
nombreux systèmes d’acquisition 3D donnent en sortie, un nuage de points ou
ensemble de voxels 1. Il est donc crucial de développer des algorithmes d’extrac-
tion d’informations géométriques directement sur des nuages de points. Ces al-
gorithmes seront en particulier applicables aux ensembles digitaux et aux trian-
gulations. Il apparâıt, depuis un certain temps, que l’inférence géométrique peut
être utile dans l’analyse de données telles que celles récoltées dans des forêts
[Par06] ou des milieux urbains [CGAY13] et provenant de diverses domaines
tels que l’imagerie médicale [LDF04]. Les informations géométriques sont utiles
dans divers algorithmes de traitement de ces données dont la visualisation, la
segmentation, la détection de symétries ou la reconstruction de surfaces sont les
exemples principaux. La reconstruction de surfaces cherche à reconstruire un ob-
jet 2-dimensionnel, le plus souvent une triangulation ou une surface implicite,
à partir d’un nuage de points (voir [BTS+14] pour un état de l’art récent des
méthodes de reconstruction). Plusieurs algorithmes définissent leur reconstruc-
tion comme une filtration de la triangulation de Delaunay [CG06]. La plupart de
ces méthodes n’ont pas de garanties de retrouver la bonne topologie ou les bonnes
normales. Certaines d’entre elles garantissent une bonne reconstruction dans le
cadre restreint où le nuage de départ est situé sur la surface sous-jacente [AB99]
ou avec un bruit Hausdorff assez faible [DG06]. Les hypothèses mises en jeu dans
les précédentes méthodes sont souvent assez fortes et la reconstruction de surfaces
à partir de données bruitées est encore peu garantie. Pour palier à ce problème,
certaines méthodes de reconstruction de surfaces utilisent en entrée un nuage de
points muni d’informations géométriques telles que les normales. La qualité de la
reconstruction est alors liée à la qualité des informations fournies. Par exemple,
les méthodes de reconstruction de Poisson [KBH06] sont très dépendantes de la
qualité des normales données en entrée.
La recherche de garanties en inférence géométrique sur des objets bruités est
donc un prérequis à l’obtention de garanties sur de nombreux traitements. Dans
notre approche, c’est la stabilité de la fonction distance à un compact qui permet
d’obtenir la stabilité d’une méthode d’inférence. La fonction distance à un compact
est stable pour la distance de Hausdorff et permet d’obtenir des garanties quand
les approximations sont proches au sens de Hausdorff. La distance à une mesure
est un outil qui permet d’obtenir une meilleur stabilité, par exemple aux points
aberrants (appelés outliers). Les travaux relatifs aux garanties obtenues avec la
1. contraction de “volumetric pixels”, ce terme désigne les cubes composant une image 3D
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fonction distance et la distance à une mesure seront présentés dans la section 3 de
l’introduction. Au préalable, je donne un tour d’horizon de diverses méthodes d’es-
timation n’ayant pas forcément de garanties, mais qui peuvent être intéressantes
pour leur précision et leur stabilité expérimentale.
2 TOUR D’HORIZON DES MÉTHODES D’ESTIMATION
Cette section constitue un survol des méthodes d’estimation géométrique.
a) b)
FIGURE 2 – Différents types de données. a) nuage de points digital. b) triangulation
ESTIMATION DES NORMALES ET COURBURES. Un grand nombre de résultats d’infé-
rence géométrique se basent sur des données structurées telles que les contours
digitaux [KL12] ou les triangulations [MT04]. Il existe un grand nombre d’algo-
rithmes d’estimation de courbures sur les triangulations [Ham93, KLM98, SW92,
Tau95]. On peut se référer à [MSR07] pour une comparaison des méthodes d’esti-
mation des courbures moyennes et Gaussiennes sur les triangulations. En pratique,
c’est souvent intéressant d’estimer des quantités directement sur des nuages de
points non structurés obtenus par exemple à l’aide d’un scanner. Je présente ici à
travers quelques exemples, trois familles de méthodes d’estimations géométriques
sur des nuages de points.
La méthode la plus répandue pour estimer les normales et courbures à par-
tir d’un nuage de points consiste à approcher localement la surface sous-jacente
par un polynôme. La méthode de l’analyse en composante principale a pour but
d’approcher localement la surface par le plan qui minimise l’erreur au sens des
moindres carrés. Cela correspond à un polynôme de degré 1. Dans [MNG04],
les auteurs montrent la convergence d’un estimateur de normale à une surface
basé sur l’analyse en composante principale. Dans [CP05], les auteurs utilisent la
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formule de Taylor pour définir des fonctions polynomiales proches du nuage de
points. Cette dernière méthode a l’inconvénient de ne pas être garantie théorique-
ment.
Une deuxième classe de méthodes permet l’estimation de la normale et des
courbures à partir d’un nuage de points en reconstruisant une surface lisse proche
du nuage à l’aide d’une fonction implicite. La surface implicite est alors définie
comme une ligne de niveau d’une fonction réelle. Les méthodes moving least square
[AK04, PY07] cherchent une fonction qui minimise localement les moindres carrés
avec un poids. La méthode étudiée dans [FCOS05] s’intéresse particulièrement à
la robustesse aux outliers tout en prenant en compte la présence d’arêtes vives.
Des garanties topologiques et géométriques d’une méthode moving least square
sont données dans [Kol08] mais la convergence des normales n’est pas garantie.
D’autres méthodes basées sur les surfaces implicites considèrent la surface comme
élastique et la déforment à chaque pas de temps pour se rapprocher d’un minimum
d’énergie [ZOF01, ZOMK98]. Si la surface donnée en initialisation de l’algorithme
est suffisamment proche de la surface sous-jacente, alors cette méthode est assez
robuste. Mais on ne peut pas garantir pour ces méthodes d’atteindre un minimum
global d’énergie.
Il existe aussi des méthodes statistiques pour estimer des quantités géométri-
ques. Dans [YLL+07], des méthodes statistiques sont utilisées pour améliorer la
méthode présentée dans [HDD+92] basée sur l’analyse en composante principale.
Plus récemment, Boulch et al. [BM12] a proposé un estimateur statistique des
normales basé sur le “Randomized Hough Transform” très robuste au bruit et aux
outliers. Néanmoins, cette méthode est plus un classifieur de normales qu’un es-
timateur de normales. En effet, le nuage de points est divisé en un nombre fini
de groupes de points sur un critère de proximité des normales. Cette méthode
nécessite le choix d’un paramètre de taille qui contrôle le cardinal des groupes.
DÉTECTION DES ARÊTES VIVES. Le problème de détection d’arêtes vives est très
proche du problème d’estimation des courbures et comme pour les courbures, la
plupart des algorithmes existants pour la détection des arêtes vives prennent une
triangulation en entrée. Dans [HPW05], les auteurs utilisent la courbure discrète
et dans [WHH10], les auteurs utilisent l’application de Gauss pour detecter les
arêtes. Les résultats sont visuellement bons, mais non robustes au bruit Hausdorff
et aux outliers. Quelques algorithmes utilisent en entrée un nuage de points. Dans
[PKG03], les auteurs présentent une méthode basée sur l’ACP qui est intéressante
par ses propriétés multi-échelles. Cependant, ces méthodes n’ont pas de garan-
ties puisqu’elles sont définies par une séries de processus souvent complexes. Plus
récemment, la méthode d’estimation des normales développée dans [BM12] et
présentée dans le précédent paragraphe permet la détection d’arêtes vives. Elle
utilise le fait que la distribution statistique des normales dans une zone proche
d’une arête est radicalement différente que sur une partie lisse.
INFÉRENCE GÉOMÉTRIQUE EN GÉOMÉTRIE DIGITALE. En géométrie digitale, la
façon classique de relier la quantité estimée dans l’espace discret à la quantité eu-
clidienne est la convergence multigrille : quand la forme est discrétisée avec un pas
de grille h tendant vers 0, la quantité estimée doit converger vers celle attendue.
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a) b)
FIGURE 3 – Différents types de bruits. a) Nuage de points avec un fort bruit Haus-
dorff. b) Nuage de points avec un fort bruit Hausdorff et des outliers
En dimension 2, quelques estimateurs convergents multigrille ont été introduits
pour approcher la normale, [dVL08, PG11] et la courbure [PG11, KL09, RL11].
En 3D, des méthodes empiriques pour l’estimation des normales et courbures ont
été introduites dans [FM08]. Plus récemment, un estimateur de courbures conver-
geant basé sur les invariants intégraux a été présenté dans [CLL14].
3 FONCTIONS DISTANCES
DISTANCE À UN COMPACT. Un des principaux problèmes qui se pose en inférence
géométrique est la question de l’échelle à laquelle on regarde l’objet. Il apparâıt
nécessaire de choisir un paramètre qui définit l’échelle à laquelle faire les calculs.
L’information à une échelle R ∈ R+ est contenue dans la ligne de niveau R de
la fonction distance. L’étude du R-voisinage tubulaire de K a ainsi permis de ga-
rantir des méthodes d’inférence en topologie et en géométrie. Cette idée a été
utilisée pour développer des méthodes d’estimation de la topologie [NSW08], du
cône normal [MOG11, CCSL09] et des mesures de courbure [MOG11, CCSLT09].
Dans [NSW08], les auteurs garantissent ainsi qu’il est possible, sous certaines
conditions d’échantillonnage, de retrouver l’homologie. La fonction distance et
l’offset sont aussi utilisés dans [CCSL09] pour obtenir des garanties sur l’estima-
tion du cône normal dans le cadre des surfaces à µ-reach positif. Une condition
d’échantillonnage est donnée pour que la reconstruction de l’offset soit isotope à
l’objet sous-jacent. Dans [CCSLT09], les auteurs utilisent la fonction distance et
la théorie du cycle normal pour prouver la stabilité des mesures de courbure des
offsets dans le cas des compacts à µ-reach strictement positif. Dans [MOG11], les
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auteurs utilisent un estimateur de normale et de courbures défini à l’aide d’une
matrice de covariance : le Voronoi Covariance Measure (VCM). Le VCM capte l’in-
formation géométrique contenue dans les cellules de Voronoi du nuage de points.
Les méthodes présentées ci-dessus s’appuient sur la stabilité de la fonction dis-
tance. L’une des propriété principale de la fonction distance est sa stabilité au
bruit Hausdorff qui peut s’exprimer ainsi : si K ′ est un compact proche de K, alors
les distance dK′ et dK sont proches. La fonction distance a deux autres propriétés
importantes de régularité :
• dK est 1-Lipschitzienne, i.e. ∀x, y ∈ Rd, ‖dK(x)− dK(y)‖ ≤ ‖x− y‖.
• d2K est 1-semi concave, i.e. ‖.‖2 − d2K est convexe.
Ces deux propriétés interviennent directement ou indirectement dans de nom-
breuses études de stabilité d’estimateurs.
DISTANCE À UNE MESURE. Les méthodes du paragraphe précédent s’appuient sur
la stabilité de la fonction distance qui est robuste au bruit Hausdorff. Or la présence
d’un seul outlier dans le nuage de points fait tomber l’hypothèse Hausdorff et les
théorèmes ne s’appliquent plus. Il a été montré dans [CCSM11] que la distance
à une mesure possédait, comme la distance à un compact, les deux propriétés de
régularité (Lipschitz et 1-semi concave). Les méthodes basées sur la distance à
une mesure peuvent en conséquence s’appuyer sur ces propriétés. La distance à
une mesure est un outil qui contient de l’information sur la géométrie et qui est
stable pour la distance de Wasserstein (en un sens qui sera précisé par la suite), ce
qui permet la présence d’outliers [CCSM11]. La stabilité de cet outil a récemment
été utilisé dans une méthode d’analyse topologique de données [BCOS13].
4 CONTRIBUTIONS / RÉSUMÉ DE LA THÈSE
Nous venons de voir qu’il existait un grand nombre de méthodes d’estima-
tion géométrique sur des approximations de surfaces. Seulement une petite partie
d’entre elles sont garanties robustes au bruit Hausdorff et encore moins aux out-
liers. L’objectif principal de cette thèse est d’obtenir des garanties théoriques sur la
stabilité de nos estimateurs au bruit Hausdorff (et éventuellement aux outliers).
Un autre objectif de ce travail est d’établir les liens entre les méthodes d’es-
timation de normales et de courbures en géométrie algorithmique et celles uti-
lisées en géométrie digitale. Comme on l’a vu dans la section 2 de l’introduction,
de nombreuses méthodes d’inférence en géométrie digitale utilisent la géométrie
spécifique des ensembles de pixels et voxels. On peut appliquer les algorithmes
définis sur des nuages de points quelconques à des ensembles de voxels. Ainsi,
les différentes méthodes présentées dans cette thèse font l’objet d’une application
en géométrie digitale à travers des expérimentations mais aussi des résultats de
convergence multigrille. La difficulté principale du passage d’un résultat de stabi-
lité Hausdorff sur des nuages de points à un résultat de convergence en géométrie
digitale est de déterminer les valeurs des paramètres pour lesquelles on peut
établir la convergence multigrille. Enfin, nous attachons une importance parti-
culière au fait que les méthodes développées dans cette thèse soient calculables
efficacement. Le travail de programmation lié à l’implémentation des méthodes
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étudiées dans cette thèse représente une grande partie du travail fourni pour cette
thèse.
Première Partie :
Inférence géométrique et fonction distance
Les chapitres 1, 2 et 3 constituent une première partie s’intéressant à des
méthodes d’inférence utilisant la fonction distance.
CH. I : FONCTION DISTANCE
Nous rappelons, dans ce premier chapitre, quelques propriétés de la fonction
distance à un compact. La première section rappelle des propriétés de la fonction
distance et des propriétés des compacts à reach positif. Dans la deuxième section,
nous rappelons la formule des tubes. La section 3 s’intéresse à la stabilité de la
projection à un compact. Dans le cas où K et K ′ sont deux compacts proches au
sens de Hausdorff, nous rappelons un résultat de stabilité L1 des projections sur K
etK ′ (Théorème 1.12). Nous démontrons enfin un résultat qui permet de contrôler
le comportement de la projection sur un compact K quand celui-ci approche une
hyper-surface lisse S de Rd (théorème 1.14).
CH. II : ESTIMATION DE NORMALES ET ACP
L’analyse en composante principale (ACP) est un outil classique d’analyse de
données. Nous montrons dans ce chapitre un résultat de stabilité d’estimateur de
normale à l’aide de l’ACP (théorème 2.3) qui donne une borne explicite de l’er-
reur. Ce résultat quantifie un résultat de convergence montré dans [MNG04] et
implique directement le corollaire suivant qui établie qu’en choisissant convena-
blement le paramètre d’échelle r et sous certaines conditions d’échantillonnage,
on a la convergence de l’estimateur de normale.
Corollaire 2.4 . Soit C une courbe de classe C2 de reach ρ > 0 et p un point de C.
Soit ε ∈ R+∗, a ∈ R+∗ et r = aε 12 . Si P ⊂ Bp(r) est un (ε,m)-échantillon de C∩Bp(r)
tel que m ≤ |P |
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, alors l’angle β entre la normale à C en p et la normale au nuage P
au sens des moindres carrés satisfait
β = O(m2ε
1
2 ),
où la constante intervenant dans le O ne dépend que de ρ et de a.
Appliqué à des ensembles digitaux, ce résultat permet d’obtenir une conver-
gence multigrille de l’estimateur (théorème 2.13). Des expérimentations sur des
nuages de points et des ensembles digitaux viennent confirmer la stabilité en
présence de bruit Hausdorff (section 3). Le dernier paragraphe propose une heu-
ristique en ajoutant des poids aux points pour obtenir plus de robustesse au bruit.
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CH. III : DIGITAL VORONOI COVARIANCE MEASURE
Alors que l’analyse en composante principale cherche à estimer un plan tangent
approchant la surface, le Voronoi covariance measure (VCM) tente d’approcher le
cône normal. Dans ce chapitre nous appliquons la méthode du VCM aux ensembles
de voxels dans R3 pour établir un résultat de stabilité d’un estimateur de normale à
l’aide du VCM (théorème 3.6) qui donne une borne explicite de l’erreur. Ce résultat
implique directement le corollaire suivant qui donne la convergence multigrille de
cet estimateur.
Corollaire 3.7 . Soit X un domaine compact de R3 dont le bord ∂X est une surface
de classe C2 de reach ρ > 0. Soient a, b ∈ R+, r = ah 14 et R = bh 14 . Alors pour h > 0,
on a
〈n̂r,R(p̂0),nS(p0)〉 = O
(
h
1
8
)
,
où nS(p0) est la normale à S en p0 et n̂r,R(p̂0) est son approximation à l’aide de l’ACP.
Les expérimentations permettent de confirmer la précision et la robustesse de
cette méthode. Le VCM contient, en outre, des informations sur les courbures.
Les tests numériques montrent que ces informations peuvent être utilisées pour
détecter les arêtes vives. D’autre part, nous automatisons le choix des paramètres
en choisissant ceux qui minimisent l’erreur garantie par notre résultat de stabilité
multigrille.
Deuxième Partie :
Distances robustes pour l’inférence géométrique
Les chapitres 4 et 5 forment une deuxième partie consacrée à l’inférence géométri-
que utilisant des fonctions distance robustes aux outliers, afin de garantir une es-
timation robuste aux outliers. Cette partie constitue la contribution principale de
cette thèse.
CH. IV : FONCTIONS DISTANCE-LIKE
La majorité des méthodes d’inférence géométrique se basent, directement ou
indirectement, sur la stabilité de la fonction distance. Celle-ci est stable au bruit
Hausdorff mais pas aux outliers. Ce chapitre a pour objet de rappeler les pro-
priétés des fonctions distance-like. On montre la stabilité des gradients des fonc-
tions distance-like (Proposition 4.4) qui est une conséquence directe de la stabilité
L1 des gradients des fonctions convexes. On propose enfin des exemples de fonc-
tions distance-like robustes et calculables efficacement.
CH. V : VORONOI COVARIANCE MEASURE GÉNÉRALISÉ
On développe ici un estimateur de quantités géométriques robuste aux outliers
à l’aide des fonctions distance-like. On généralise le Voronoi covariance measure
aux fonctions distance-like. Pour chaque fonction distance like δ, le δ-VCM associe
à toute fonction mesurable χ une matrice Vδ,R(χ). On montre le résultat suivant
qui établie la stabilité de notre estimateur.
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Théorème 5.5 . Soit K un compact et δ une fonction distance-like. Pour toute fonc-
tion bornée et Lipschitzienne χ : Rd −→ R+, on a
‖Vδ,R(χ)− VdK ,R(χ)‖op ≤ C1 ‖χ‖BL ‖δ − dK‖
1
2
∞ ,
où C1 est une constante qui dépend seulement de R, d et diam(K).
Ce résultat assure que si une fonction distance-like δ est proche de la fonction
distance à un compact dK , alors le δ-VCM Vδ,R est proche du VCM VdK ,R. Appliqué
à la distance à une mesure, ce résultat implique que le VCM généralisé permet
une estimation robuste aux outliers de la normale à une hyper-surface. Des tests
numériques sur des nuages de point et sur des ensembles de voxels confirment
en pratique la précision et la robustesse au bruit Hausdorff et aux outliers des
estimations de normales, courbures, directions de courbures (figure 4) et arêtes
vives.
FIGURE 4 – Estimation des directions principales sur “Bimba”. Gauche : Données
en entrée avec outliers (80% des points sont translatés d’une distance au plus 0.02,
10% sont translatés d’une distance entre 0.02 et 0.1, et 10% sont des outliers pris
uniformément dans une bôıte englobante). Droite : pour chaque point, on projette
l’estimation de la direction principale minimale du VCM généralisé sur la triangu-
lation initiale.
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Première partie
INFÉRENCE GÉOMÉTRIQUE ET
FONCTION DISTANCE
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Chapitre 1
FONCTION DISTANCE
FIGURE 1.1 – Lignes de niveau de la fonction distance à un nuage de point
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INTRODUCTION
Comme nous l’avons rappelé dans le chapitre précédent, la fonction distance
à un compact K contient des informations géométriques sur le compact K. Pour
établir un résultat de stabilité sur une méthode d’inférence géométrique basée sur
la fonction distance, il peut être utile de connâıtre les propriétés de la fonction
distance et en particulier sa stabilité et celle de son gradient. C’est en cela que ce
chapitre constitue une introduction aux deux chapitres suivants qui décrivent deux
résultats d’inférence géométrique basés sur la fonction distance. Les propriétés de
la fonction distance ont largement été étudiées [Fed59, Gro93]. On s’intéresse à
des résultats de stabilité de la fonction distance car ils permettent d’obtenir des
résultats de stabilité d’inférence géométrique [CCSLT09, MOG11, CCSL09].
La section 1 de ce chapitre rappelle les résultats de régularité de la fonction
distance à un compact et les propriétés des compacts à reach positif. Nous rappe-
lons ensuite dans la section 2 la formule des tubes dans le cadre des hyper-surfaces
à reach positifs. Cette formule sera utilisée dans le chapitre 3, pour la preuve de
la stabilité d’un estimateur de normale. La section 3 de ce chapitre étudie la sta-
bilité de la projection. Nous rappelons tout d’abord le résultat de stabilité L1 de
la projection [CCSM10]. Mon apport dans cette section est un résultat qui permet
de contrôler le comportement de la projection sur un compact K quand celui-ci
approche une hyper-surface lisse S (Théorème 1.14). Ces deux résultats seront
utiles dans le chapitre 3.
1 FONCTION DISTANCE ET ENSEMBLE À REACH POSITIF
La fonction distance à un compact K associe à tout point x ∈ Rd sa distance à
K :
dK(x) := min {‖x− y‖, y ∈ K}
où ‖.‖ est la norme euclidienne de Rd. La distance au compact K caractérise
entièrement le compact K puisque K = {x ∈ Rd, dK(x) = 0}. Elle contient donc
toute l’information sur la géométrie du compact K. L’objectif de cette section est
d’étudier les propriétés de la fonction distance, fortement liées à la notion de reach.
On rappelle la proposition suivante qui établit que la distance est Lipschitzienne
et qui est une conséquence directe de l’inégalité triangulaire.
Proposition 1.1. Pour tout compact K, la distance dK est 1-Lipschitzienne. i.e.
∀x, y ∈ Rd, |dK(x)− dK(y)| ≤ ‖x− y‖.
En particulier dK est continue.
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FIGURE 1.2 – Axe médian et offset.
AXE MÉDIAN. L’axe médian est introduit par Blum en 1967 [Blu67] et a été lar-
gement étudié car il contient des informations géométriques. Le survey [ABE09]
fait le point sur la stabilité et le calcul de l’axe médian. Ce dernier est défini comme
l’ensemble des points de Rd ayant plusieurs projections possibles sur K.
Définition 1.2. (axe médian)
L’axe médian d’un compact K ⊂ Rd est défini par
AM(K) = {x ∈ Rd, ∃y, z ∈ K, tq y 6= z et ‖x− y‖ = ‖x− z‖ = dK(x)}.
La figure 1.3 donne l’exemple d’un axe médian dans le cas d’une courbe fermée
de R2. On note pK la projection sur le compact K, c’est à dire l’application qui à
un point x ∈ Rd associe son plus proche voisin dans K. L’axe médian corres-
pond au lieu géométrique où la projection n’est pas définie, mais aussi à l’en-
semble sur lequel la fonction distance n’est pas différentiable [Fed59]. Nous rappe-
lons le résultat suivant qui donne l’expression du gradient de la fonction distance
(Théorème 4.8 de [Fed59]).
Proposition 1.3. Pour tout compact K, la distance dK est de classe C1 sur Rd\(K ∪
AM(K)) et son gradient vaut
∀x ∈ Rd\(K ∪ AM(K)), ∇dK(x) =
x− pK(x)
dK(x)
.
La fonction distance étant lipschitzienne, le théorème de Rademacher implique
qu’elle est de classe C1 presque partout au sens de Lebesgue. Cela implique en
particulier que l’axe médian est de mesure de Lebesgue nulle.
ENSEMBLE À REACH POSITIF. La notion de reach permet de définir un voisinage
dans lequel la projection est bien définie.
Définition 1.4 (reach).
Le reach d’un compact K est la distance entre K et son axe médian AM(K), c’est à
dire
inf{‖x− y‖, x ∈ K, y ∈ AM(K)}.
Le reach correspond à la distance critique à laquelle on peut s’éloigner de K
en étant sûr de n’avoir qu’un seul plus proche point dans K. Tout au long de
cette thèse nous considèrerons des objets lisses à reach strictement positif et nous
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nous intéresserons au voisinage tubulaire (voir figure 1.3) d’une taille plus petite
que le reach dans lequel la projection est bien défini. Formellement, on définit le
voisinage tubulaire de K de paramètre t (ou t-offset) par : Kt = {x ∈ Rd, dK(x) ≤
t}. La proposition suivante donne une propriété importante de la fonction distance
démontrée par Federer [Fed59], dont on se servira tout au long de cette thèse.
Proposition 1.5. Soient K un compact de reach ρ > 0 et r un réel tel que r < ρ.
Alors pK est
ρ
ρ−r -lipschitzienne sur K
r :
‖pK(x)− pK(y)‖ ≤
ρ
ρ− r‖x− y‖.
En particulier, si t est un réel tel que 0 < t < r, dK est de classe C1,1 sur Kr\Kt, i.e.
la différentielle de dK est lipschitzienne sur K
r\Kt.
HYPER-SURFACE. Soit S ⊂ Rd une variété plongée orientée de classe Ck et de
dimension d − 1. On peut alors trouver pour chaque point p ∈ S un voisinage
dans S qui est l’image d’une fonction ψp : O ⊂ Rd−1 → Rd de classe Ck dont la
différentielle est de rang maximal et telle que ψp(0) = p. On dit qu’une hyper-
surface est de classe Ck,1 si les ψp peuvent être choisis de classe Ck,1, c’est à dire
que la différentielle d’ordre k de dK est lipschitzienne. On note TpS le plan tan-
gent à S en p et nS(p) la normale unitaire orientée à S en p. L’application −DnS(p)
est un endomorphisme symétrique de l’espace tangent TpS, et est en conséquence
diagonalisable. Les courbures principales de S en p sont notées λ1, λ2, ..., λd−1,
et sont définies comme les d − 1 valeurs propres de −DnS(p). On appelle direc-
tions principales les vecteurs propres correspondant e1, e2, ..., ed−1. Alors que la
normale est une information d’ordre 1, les courbures principales sont liées à la
différentielle d’ordre 2. Federer donne dans [Fed59] la caractérisation suivante
des hypersurfaces à reach positif :
Proposition 1.6. Une hyper-surface de classe C1 est de classe C1,1 si et seulement si
elle est à reach strictement positif.
Le théorème de Rademacher implique qu’une hyper-surface de classe C1 à reach
positif est de classe C2 presque partout. Les courbures d’une hyper-surface à reach
ρ > 0 sont alors définies presque partout. Notons que, en les points où c’est défini,
les valeurs absolues des courbures principales sont majorées par 1
ρ
.
2 FORMULE DES TUBES
Nous rappelons ici la formule des tubes qui donne une expression du volume
d’un voisinage tubulaire d’un objet. On déduira ainsi la proposition 1.10 qui sera
utile dans le chapitre 3. Nous rappelons avant cela quelques définitions utiles pour
la suite.
2.1 MESURE DE HAUSDORFF
Nous définissons ici la mesure de Hausdorff qui est une généralisation des
notions d’aire et de volume. Pour tout ensemble A ⊂ Rd, on note diam(A) son
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diamètre, c’est à dire la quantité
diam(A) := sup {‖x− y‖, x, y ∈ A} .
Définition 1.7. (mesure de Hausdorff) SoitK ⊂ Rd et k ∈ R+, on définit la k-mesure
de Hausdorff de K par
Hk(K) := lim
ε→0
inf
{ ∞∑
i=1
α(k)r(Ai)
k, K ⊂
⋃
i∈N
Ai, diam(Ai) ≤ ε
}
(1.1)
où les Ai sont des parties de R
d, r(Ai) = diam(Ai)/2 et α(k) est le volume de la boule
unité de dimension k.
L’existence de la limite est assurée par le fait que inf {∑∞i=1 α(k)r(Ai)k, K ⊂⋃
iAi, diam(Ai) ≤ ε} est une fonction décroissante de ε [Mor08]. La terminologie
“mesure de Hausdorff” est justifiée car on peut montrer que c’est une mesure
de Borel. Pour comprendre intuitivement cette mesure, plaçons-nous dans le cas
d’une courbe C plongée dans R2. Sa “longueur”, qui correspond à sa 1-mesure de
Hausdorff, est définie à l’aide d’une suite de recouvrements de plus en plus fins
auquel correspond une quantité fini
∑
i α(1)r(Ai). Au contraire un objet “plein” de
R
2 tel que la boule unité, a une 1-mesure de Hausdorff infinie.
ENSEMBLES RECIFIABLES.
Définition 1.8. Un ensemble A ⊂ Rd est dit m rectifiable si Hm(A) < ∞ et s’il
existe une famille dénombrable de fonctions lipschitziennes fi : R
m → Rd telle que
A ⊂ ⋃i fi(Rm) Hm-presque partout.
On peut noter que les ensembles rectifiables admettent un espace tangent Hm-
presque partout ce qui permet en particulier d’intégrer sur ces ensemble [Mor08].
k-JACOBIEN. Soien V ⊂ Rd et W ⊂ Rd′ deux ensembles rectifiables. Pour toute
fonction lipschitzienne f : V → W , le k-Jacobien de f peut être défini comme la
limite
Jkf(p) = lim
r→0
Hk (f(Bp(r) ∩ V ))
Hk (Bp(r) ∩ V )
,
où Bp(r) est la boule de R
d de centre p et de rayon r. Si V et W sont deux variétés
de même dimension m, alors pour Hm-presque tout p de V , la k-Jacobienne n’est
rien d’autre que le déterminant de la différentielle de f en p qui est l’application
linéaire Df (p) : TpV → Tf(p)W .
2.2 VOLUME D’UN OFFSET
Nous nous intéressons ici au volume des offsets des hyper-surfaces de Rd de
classe C1 à reach positif. La formule des tubes établit que ce volume est un po-
lynôme en le paramètre d’offset. Elle a été donnée dans le cas des ensembles
convexes par Steiner [Ste43], et dans le cas lisse dans [Wey39]. Federer a généralisé
ces deux formules dans le cadre des ensembles à reach positif [Fed59]. On rappelle
ici la formule des tubes dans le cas des hyper-surfaces à reach positif.
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Lemme 1.9 (Formule des tubes). Soit S ⊂ Rd une hyper-surface de classe C1,1 de
reach ρ > 0. Soient R > 0 et B un borélien de Rd, on a :
Hd(SR ∩ p−1S (B ∩ S)) =
∫
B∩S
∫ R
−R
Πd−1i=1 (1− tλi(x))dtdx,
où les λi(x) sont les courbures principales de S.
Démonstration. La démonstration utilise la formule générale de l’aire-coaire. Soit
f la fonction définie par
f : S×]−R,R[ −→ SR
(x, t) 7−→ x+ t.nS(x)
Comme S est une hyper-surface de classe C1,1, la fonction f est Lipschitzienne.
On peut donc appliquer la formule générale de l’aire-coaire (formule 3.13 de
[Mor08]) qui nous donne :
∫
SR
dHd(x) =
∫
S×]−R,R[
Jd(f)dHd(x).
D’après le théorème de Rademacher, nS est différentiable presque partout, et on a
pour presque tout x, Jd(f)(x) = Π
d−1
i=1 (1− tλi(x)), ce qui permet de conclure.
On en déduit la proposition suivante qui sera utile au chapitre 3.
Proposition 1.10. Soit S ⊂ Rd une d − 1-variété de classe C1,1 et de reach ρ > 0.
Soit R > 0 et ε > 0 tels que R + ε < ρ
2
. Alors pour tout borélien B tel que ∂(B ∩ S)
est une variété de dimension d− 2, on a :
1) Hd
(
SR ∩ p−1S (B ∩ S)
)
≤ 2
(
3
2
)d−1
R Hd−1(B ∩ S)
2) Hd
(
(SR+ε\SR−ε) ∩ p−1S (B ∩ S)
)
≤ 2
ρ
(
3
2
)d−1Hd(B ∩ S)ε
3) Hd−1
(
∂[SR ∩ p−1S (B ∩ S)]
)
≤ Hd−2(C)R
(
3
2
)d−2
+ 2
(
3
2
)d−1Hd−1(B ∩ S)
En particulier, si B est une boule de rayon r, on a :
a) Hd
(
SR ∩ p−1S (B ∩ S)
)
= O(Rrd−1).
b) Hd
(
(SR+ε\SR−ε) ∩ p−1S (B ∩ S)
)
= O(εrd−1).
c) Hd−1
(
∂[SR ∩ p−1S (B ∩ S)]
)
= O(Rrd−2 + rd−1),
où la notation O fait intervenir une constante qui ne dépend que du reach ρ.
Démonstration. Le lemme 1 donne :
Hd(SR ∩ p−1S (B ∩ S)) =
∫
B∩S
∫ R
−R
Πd−1i=1 (1− tλi(x))dtdx.
On peut majorer tous les |λi(x)| par 1ρ , on a donc
Hd(SR ∩ p−1S (B∩S)) ≤
∫
B∩S
dx×
∫ R
−R
(
1 +
t
ρ
)d−1
dt ≤ Hd−1(B∩S)× 2R
(
3
2
)d−1
.
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FIGURE 1.3 – Volume d’un offset.
La preuve du deuxième point est similaire. Le volume de (SR+ε\SR−ε)∩p−1S (B∩S)
est plus petit que
∫
B∩S
dx×
[∫ R+ε
R−ε
(
1 +
t
ρ
)d−1
dt+
∫ −R+ε
−R−ε
(
1− t
ρ
)d−1
dt
]
.
Il suffit alors d’utiliser l’égalité suivante :
∫ R+ε
R−ε
(
1 +
t
ρ
)d−1
dt =
1
d
(
1 +
R + ε
ρ
)d
− 1
d
(
1 +
R− ε
ρ
)d
.
En factorisant par 1
d
[(
1 + R+ε
ρ
)
−
(
1 + R−ε
ρ
)]
, on conclut à l’aide de la majoration
suivante
1
d
[(
1 +
R + ε
ρ
)
−
(
1 +
R− ε
ρ
)]
×
d−1∑
k=0
(
1 +
R + ε
ρ
)k (
1 +
R− ε
ρ
)d−1−k
≤ 2ε
ρ
(
3
2
)d
.
Pour le point 3), on a
∂[SR ∩ p−1S (B ∩ S)] = A1 ∪ A2,
où
A1 = {x ∈ R3, ‖x− pS(x)‖ = R et pS(x) ∈ B ∩ S}
A2 = S
R ∩ p−1S (∂(B ∩ S))
Et similairement au premier point, on a
Hd−1(A1) =
∫
B∩S Π
d−1
i=1 (1− λi(x)R)dx
≤ 2Hd−1(B ∩ S)
(
1 + R
ρ
)d−1
≤ 2
(
3
2
)d−1Hd−1(B ∩ S).
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On note C = ∂[B ∩ S]. Comme pour le lemme 1.9, l’ensemble A2 a pour pa-
ramétrisation la fonction
f : C × (−R,R) −→ A2
(x, t) 7−→ x+ t.nS(x)
Par hypothèse, C admet en tout point un plan tangent pour lequel on peut définir
une base orthonormée. Le 2-jacobien de f en (x, t) est donnée par Πd−2i=1 (1 −
tλi,C(x)), où les λi,C(x) sont les courbures de S en x dans les directions de la
base orthonormée de l’espace tangent à C en x. On a
Hd−1(A2) =
∫
C
∫ R
−R
|Πd−2i=1 (1− tλi,C(x))|dtdx ≤ Hd−2(C)
∫ R
−R
(
1 +
1
2
)d−2
dt
≤ Hd−2(C)R
(
3
2
)d−2
.
La preuve des points a, b et c suivent en remarquant que si B est une boule de
rayon r, alors Hd−1(B ∩ S) = O(rd−1) et Hd−2(C) = O(rd−2).
3 STABILITÉ DE LA PROJECTION
Sur les nuages de point ou sur les triangulations, il n’existe pas de définition
standard de normales et courbures comme sur les surfaces lisses, mais une grande
diversité d’estimateurs. Nous nous intéresserons, dans les chapitres suivants, aux
garanties théoriques sur la qualité des estimateurs ainsi qu’à leur résistance aux
perturbations. Ces garanties sont tout naturellement liées à la stabilité de la fonc-
tion distance et de son gradient.
Nous rappelons d’abord un résultat de stabilité en norme L1 de la projection
sur un nuage de points proche d’une hyper-surface à reach positif (section 3.1). Ce
résultat sera utilisé dans le chapitre 3 et généralisé dans le chapitre 4. La contri-
bution de cette section est le Théorème 1.14 qui permet de contrôler le compor-
tement de la projection sur un compact approchant une hyper-surface. Ce dernier
résultat sera utilisé dans le chapitre 3.
3.1 STABILITÉ L1
Définition 1.11. Soient K et K ′ deux compacts, on appelle distance de Hausdorff
entre K et K ′ le réel positif :
dH(K,K
′) = inf{ε ∈ R+, K ⊂ K ′ε et K ′ ⊂ Kε}.
Soit D un domaine de Rd et E ⊂ D un ensemble rectifiable. Pour toute fonc-
tion φ définie sur D et à valeur dans Rd, on note ‖φ‖1,E la norme L1 restreinte à
E, c’est-à-dire le réel ‖φ‖1,E =
∫
E
‖φ(x)‖dx. De même, ‖φ‖∞,E est la norme uni-
forme restreinte à E : ‖φ‖∞,E = supx∈E ‖φ(x)‖. On rappelle le résultat suivant qui
garantit la stabilité de la projection [CCSM10].
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Théorème 1.12. Soient E un ouvert de Rd de bord rectifiable, K et K ′ deux compacts
de Rd. Soit R = max(‖dK‖∞,E, dK′‖∞,E). On a :
‖pK − pK′‖1,E ≤ Cst× [Hd(E) + diam(K)Hd−1(∂E)]×
√
RdH(K,K ′)
où la constante ne dépend que de la dimension.
La démonstration s’appuie sur un théorème plus général donnant la stabilité du
gradient de fonctions convexes qui est un résultat clé de [CCSM10] et [MOG11] :
Théorème 1.13. Soient E un sous-ensemble de Rd de bord rectifiable, et f, g : E →
R
d deux fonctions localement convexes sur E tels que diam(∇f(E) ∪ ∇g(E)) ≤ C1,
alors,
‖∇f −∇g‖L1(E) ≤ C2 × [Hd(E) + (C1 + ‖f − g‖1/2∞,E)Hd−1(∂E)]× ‖f − g‖
1/2
∞,E
où la constante C2 ne dépend que de la dimension.
3.2 PSEUDO-CONTINUITÉ DE LA PROJECTION
Le théorème suivant établit que la projection pK sur l’ensemble K qui est
proche d’une hyper-surface lisse S se comporte “presque comme” la projection
pS. Ce résultat n’implique pas la continuité de la projection sur le compact K,
mais il indique que si K est suffisament proche de S et x de x′, alors pK(x) sera
proche de pK(x
′). Ce résultat est lié aux propriétés classiques de la projection sur
un ensemble à reach positif.
FIGURE 1.4 – Démonstration du lemme 1.15
Théorème 1.14. Soit S une hypersurface plongée dans Rd de classe C2 et de reach
ρ > 0. Soit K un compact tel que dH(S,K) = ε < 2ρ et R < ρ un nombre positif. Si x
et x′ sont des points de SR tels que ‖x− x′‖ ≤ η, alors :
‖pK(x)− pK(x′)‖ ≤ 2
√
8ερ+ 2ε+
1
1− R
ρ
η.
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Ce résultat sera utilisé dans le chapitre 3. La preuve du théorème est une
conséquence des lemmes 1.15 et 1.16. On note Bp(r) la boule de centre p et de
rayon r.
Lemme 1.15. Soit S une hyper-surface plongée dans Rd de classe C2 et de reach
ρ > 0. Soit r < ρ et x ∈ Rd tel que d(x, S) = δ < r. Si q ∈ S satisfait ‖q − pS(x)‖ > r
alors ‖x− q‖2 > δ
ρ
r2 + δ2.
Démonstration. La démonstration est illustrée sur la figure 1.4. Comme S a un
reach ρ strictement positif, il existe une boule Bc(ρ) de centre c et de rayon ρ
tangente à S au point pS(x). L’intérieur de cette boule n’intersecte pas S et les
points c, x, et pS(x) sont alignés. Soit q un point de S tel que ‖q − pS(x)‖ = r̄ ≥ r.
On note P le plan passant par c, x, pS(x) et p. Soit y ∈ ∂Bc(ρ)∩∂BpS(x)(r̄)∩P. On a
clairement que pS(x) est à égale distance de q et y. De plus, comme q /∈ Bc(ρ), c est
plus proche de y que de q, Par suite, le segment [c, pS(x)] est plus proche de y que
de q, ce qui implique que ‖x− q‖ ≥ ‖x− y‖. Comme ‖x− y‖ est la longueur de la
diagonale d’une trapèze régulier, on a ‖x− y‖2 ≥ δ
ρ
r̄2 + δ2, ce qui nous permet de
conclure.
FIGURE 1.5 – Démonstration du lemme 1.16.
Lemme 1.16. Soit S une hyper-surface plongée dans Rd de reach ρ > 0. Soit K un
compact tel que dH(S,K) = ε avec ε ≤ 2ρ. Soit R un nombre tel que R < ρ. Pour
tout x ∈ SR, on a
pK(x) ∈ B(pS(x),
√
8ερ+ ε)
Démonstration. La démonstration est illustrée sur la figure 1.5. Soit x ∈ SR. On
note δ = ‖x− pS(x)‖. Il existe p0 ∈ K tel que ‖pS(x) − p0‖ < ε. On a donc
‖x− p0‖ ≤ ‖x− pS(x)‖+ ‖pS(x)− p0‖ ≤ δ+ ε, ce qui implique que ‖x− pK(x)‖ ≤
δ + ε. Soit p ∈ K tel que p /∈ B(pS(x),
√
8ρε + ε). Il nous faut maintenant prouver
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que p 6= pK(x). Commençons par supposer que δ < ε. L’inégalité ε ≤ 2ρ implique
que 3ε <
√
8ρε+ ε et donc ‖p− pS(x)‖ ≥ 3ε. On a
‖x− p‖ > ‖p− pS(x)‖ − ‖pS(x)− x‖ > 3ε− δ > 2ε ≥ ‖x− pK(x)‖,
ce qui assure que p 6= pK(x).
On suppose maintenant que δ ≥ ε. Il existe q ∈ S tel que ‖q − p‖ ≤ ε et donc
‖q− pS(x)‖ ≥
√
8ρε. Le lemme 1.15 implique de plus que ‖x− q‖2 > δ
ρ
× 8ρε+ δ2.
Le fait que δ ≥ ε implique que ‖x− q‖ > δ + 2ε. On a finalement
‖x− p‖ ≥ ‖x− q‖ − ε > δ + ε ≥ ‖x− pK(x)‖.
Ce qui assure que p 6= pK(x).
Démonstration du Théorème 1.14.
L’inégalité triangulaire nous donne
‖pK(x)− pK(x′)‖ ≤ ‖pK(x)− pS(x)‖+ ‖pS(x)− pS(x′)‖+ ‖pS(x′)− pK(x′)‖ .
La proposition 1.5 de la section précédente assure que pS est
1
1−R
ρ
-Lipschitzienne
sur SR. On a donc ‖pS(x)− pS(x′)‖ ≤ 11−R
ρ
η. Les deux autres termes sont bornés
avec le lemme 1.16.
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1.1 Généralités . . . . . . . . . . . . . . . . . . . . . . . . . . 26
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3.3 Analyse en composantes principales pondérée . . . . . . . 43
INTRODUCTION
L’analyse en composantes principales est une méthode très utilisée en statis-
tiques pour trouver des directions privilégiées dans des jeux de données [Jol86,
ZHT06], mais aussi dans des domaines proches de la géométrie comme la vision
par ordinateur [BMVS04, KRV06]. Hoppe et. al. [HDD+92] ont proposé un algo-
rithme pour estimer la normale à un nuage de points approximant une courbe de
R
2 ou une surface de R3 utilisant l’analyse en composantes principales (ACP). La
normale à un point p peut alors être définie comme la normale au plan minimisant
la somme des distances au carré aux points situés dans une boule centrée en p. Mi-
tra et. al. [MNG04] ont montré un résultat de convergence des normales calculées
avec l’ACP.
CONTRIBUTION. Dans ce chapitre, nous nous intéressons à des résultats effectifs
en quantifiant l’erreur faite sur l’estimation de la normale. Nous montrons une
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version plus géométrique du résultat de convergence de [MNG04] dans le cadre
des courbes de reach positif de R2 (section 1). Dans le théorème de stabilité de
[MNG04], les auteurs utilisent une notion d’uniformité de l’échantillonnage se ba-
sant sur un modèle statistique. Les points ne sont pas tirés uniformément autour
de la courbe sous-jacente, mais ils sont l’image par une fonction de points tirés uni-
formément sur l’espace tangent. Nous avons choisi de contrôler l’échantillonnage
à l’aide d’une notion plus géométrique, la notion de (ε,m)-échantillon. Nous appli-
quons ensuite ce théorème dans le contexte des contours digitaux pour obtenir la
convergence multigrille d’un estimateur de normale (section 2). Nous présentons
dans la section 3 des expérimentations sur deux types de données : des nuages
de points et des contours digitaux. Les expérimentations permettent de confirmer
la précision de la méthode. Nous présentons en complément une heuristique sur
les surfaces en 3 dimensions. Nous proposons également dans la section 3.3 une
heuristique basée sur l’analyse en composantes principales pondérée.
1 STABILITÉ DE L’ANALYSE EN COMPOSANTES PRINCI-
PALES
Dans cette section, nous établissons un résultat de stabilité Hausdorff d’un esti-
mateur de normale basé sur l’analyse en composantes principales, sur des nuages
de points approchant des courbes planes de classe C2. Mitra et. al. [MNG04] ont
montré un résultat de convergence avec une hypothèse d’uniformité de l’échantil-
lonnage se basant sur un modèle statistique. Nous remplaçons cette condition
par une condition géométrique d’(ε,m)-échantillon. Nous donnons également une
borne explicite de l’erreur faite sur l’estimation des normales.
1.1 GÉNÉRALITÉS
On rappelle tout d’abord le principe et les outils de l’analyse en composantes
principales en dimension quelconque d. On se place dans un repère orthonormé
(p, i1, ..., id) de R
d. Soit P = (pi)1≤i≤n un nuage de n points de R
d. Pour tout
entier i ∈ {1, ..., n}, on note (xi,j)1≤j≤d les coordonnées de pi. Soit p le barycentre
des points (pi)1≤i≤n dont la j-ème coordonnée vérifie xj =
1
n
∑n
i=1 xi,j. On note
Mn,d(R) l’ensemble des matrices n × d à coefficients réels. Soit N ∈ Mn,d(R)
la matrice réelle n × d des coordonnées de P définie par Ni,j = (xi,j − xj). La
matrice M = 1
n
NTN est appelée matrice de covariance du nuage de point P . Un
vecteur propre correspondant à la plus petite valeur propre de la matrice M est
une normale au plan le plus proche du nuage P au sens des moindres carrés. Un
tel vecteur est appelé normale au nuage P au sens des moindres carrés ou bien,
en référence à la méthode statistique d’analyse en composantes principales, une
normale ACP.
Remarque 2.1. La normale au sens des moindres carrés ne dépend pas du choix du
repère orthonormé, mais seulement du nuage de points P . En effet, soit (p′, i′
1
, ..., i′
d
)
un autre repère orthonormé. On remarque tout d’abord que le vecteur N reste inva-
riant par changement d’origine. Soit Q la matrice de passage de changement de base.
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Alors dans la nouvelle base, la matrice des coordonnées centrées s’́ecrit N ′ = QTNQ.
La matrice de covariance dans cette nouvelle base vérifie :
M ′ =
1
n
(QTNQ)TQTNQ =
1
n
QTNTQQTNQ =
1
n
QTNTNQ = QTMQ.
La matrice M ′ est semblable à M et a donc les mêmes valeurs propres et les mêmes
vecteurs propres.
En plus d’une hypothèse de proximité Hausdorff du nuage de points à la courbe
lisse, nous avons besoin d’une hypothèse sur l’uniformité de l’échantillonnage des
points pour établir le théorème de stabilité de l’estimateur de normale. Nous uti-
lisons une notion classique de (ε,m)-échantillon inspirée de celle de [Dey06] qui
garantit à la fois la proximité et l’uniformité de l’échantillonnage. Pour tout en-
semble fini E, on note |E| son cardinal.
Définition 2.2. Soient S une hyper-surface de Rd de reach ρ > 0, P un nuage de
points du plan, ε ∈ R+ et m ∈ N∗. On dit que P est un (ε,m)-échantillon de S si
• dH(S, P ) < ερ
• ∀p ∈ P , |{q ∈ P, ‖p− q‖ < 2ερ}| < m
FIGURE 2.1 – Normale au sens des moindres carrés. Le vecteur nC(p) est la normale
à C en p et nACP (p) est la normale ACP du nuage de point P .
1.2 STABILITÉ DANS R2
Le résultat suivant contrôle l’erreur faite dans l’estimation de la normale à
l’aide de l’analyse en composantes principales. Le théorème affirme que si P est
un (ε,m)-échantillon d’une partie de la courbe C de reach ρ localisée autour d’un
point p ∈ C, alors la normale estimé au point p à l’aide de l’analyse en composantes
principales appliqué au nuage de points P∩Bp(r) est bonne si on prend ε et r assez
petits devant m et ρ.
Théorème 2.3. Soit C une courbe de classe C2, de reach ρ > 0 et p un point de C.
Soient r ∈ R tel que 0 < r < ρ
4
, ε ∈ R tel que 0 < ε < 1. Soit P ⊂ Bp(r) un
(ε,m)-échantillon de C ∩ Bp(r) tel que m ≤ |P |18 . Si
γ := 32m2
(
2r
ρ
+
2ρε
r
+
r2
ρ2
+ 2ε+
ρ2ε2
r2
)
<
1
2
,
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alors l’angle β entre la normale à C en p et une normale au nuage P au sens des
moindres carrés satisfait :
β ≤ γ(1 + γ)
(1− γ)2 .
Le corollaire suivant nous donne le comportement asymptotique quand les pa-
ramètres r et ε sont liés par la relation r = aε
1
2 (avec a > 0).
Corollaire 2.4. Soit C une courbe de classe C2 de reach ρ > 0 et p un point de C.
Soit ε ∈ R+∗, a ∈ R+∗ et r = aε 12 . Si P ⊂ Bp(r) est un (ε,m)-échantillon de C∩Bp(r)
tel que m ≤ |P |
18
, alors l’angle β entre la normale à C en p et une normale au nuage
P au sens des moindres carrés satisfait
β = O(m2ε
1
2 ),
où la constante intervenant dans le O ne dépend que de ρ et de a.
Ce résultat indique une assez forte dépendance à l’uniformité de l’échantil-
lonnage puisque la borne dépend de manière quadratique en m. Néanmoins, si
l’échantillon étudié en pratique est relativement uniforme, alors le terme en m2
sera peu important.
1.3 DÉMONSTRATION DU THÉORÈME DE STABILITÉ.
La démonstration donnée ici suit les étapes de la démonstration du résultat
de [MNG04], mais en explicitant la borne en fonction de r, ε et ρ. Sans perdre
en généralité, on se place dans le repère orthonormé (p, i, j) où i est un vecteur
tangent à C en p. L’angle β est l’angle entre la normale au sens des moindres carrés
et l’axe (Oy). La matrice de covariance M est une matrice symétrique pouvant
s’écrire
M =
(
m11 m12
m12 m22
)
oùm11 etm22 sont positifs. Nous rappelons tout d’abord le théorème de Gershgorin
[Bel65].
Théorème 2.5 (Gerschgorin). Soit A = (Aij) ∈ Md,d(R). Si les d disques de Ger-
schgorin Di := {z ∈ R, |z − Aii| ≤
∑
j 6=i |Aij|} sont 2 à 2 disjoints, alors A ad-
met d valeurs propres réelles distinctes λ1, ..., λd. Plus précisément, pour tout entier
i ∈ {1, ..., d}, on a λi ∈ Di.
La démonstration du théorème 2.3 résulte directement des lemmes 2.6 et 2.10.
Les lemmes 2.7, 2.8 et 2.9 sont des résultats techniques intermédiaires. On intro-
duit α = |m12|+m22
m11
.
Lemme 2.6. Sous les hypothèses du Théorème 2.3, si α < 1
2
, alors
β <
α(1 + α)
(1− α)2 .
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Démonstration. L’hypothèse α < 1
2
, entrâıne m22 ≤ 12m11 − |m12|. Comme m22
est positif, on a m11 − |m12| > m22 + |m12|, ce qui entrâıne que les disques de
Gerchgorin sont disjoints. Si on note λ1 et λ2 les deux valeurs propres, on a donc
d’après le théorème de Gerchgorin : λ1 ≥ m11 − |m12| > m22 + |m12| ≥ λ2. Soit[
v
1
]
le vecteur propre correspondant à la plus petite valeur propre λ2. Alors
(
m11 m12
m12 m22
)[
v
1
]
= λ2
[
v
1
]
⇒ v
[
m11 − λ2
m12
]
= −
[
m12
m22 − λ2
]
⇒ v = −(m11 − λ2)m12 +m12(m22 − λ2)
(m11 − λ2)2 +m212
⇒ |v| ≤ |m12|(m11 − λ2 + |m12|)
(m11 − λ2)2
⇒ |v| ≤ α(1 + α)
(1− α)2
⇒ β = arctan(|v|) ≤ arctan(α(1 + α)
(1− α)2 )
⇒ β ≤ α(1 + α)
(1− α)2
Nous avons besoin du résultat classique suivant, qui est une conséquence di-
recte de la proposition 1.5 du chapitre précédent.
Lemme 2.7. Soit C ′′ une courbe du plan de longueur finie, de reach ρ > 0 et
d’extrémités q′′1 et q
′′
2 . Si le segment [q
′′
1q
′′
2 ] est situé dans le ρ-voisinage tubulaire de
C ′′, alors la longueur l(C ′′) de C ′′ vérifie
l(C ′′) ≤ ‖q
′′
2 − q′′1‖
1− η
ρ
,
où η = max{‖q − pC′′(q)‖, q ∈ [q′′1q′′2 ]}.
Démonstration. Comme le reach de C ′′ est plus grand que ρ, la projection pC′′ sur
C ′′ est bien définie en tout point du segment [q′′1q
′′
2 ]. Par la proposition 1.5, on sait
que sa restriction à [q′′1q
′′
2 ] est
1
1− η
ρ
-Lipschitzienne, ce qui donne
l(C ′′) = l (pC′′([q
′′
1q
′′
2 ])) ≤
‖q′′2 − q′′1‖
1− η
ρ
.
Lemme 2.8. Soit C une courbe du plan de reach ρ > 0 et p un point de C. Si r < ρ
et q un point quelconque de C ∩Bp(r), alors la pente αq de la courbe en q par rapport
à la tangente à C en p vérifie
αq ≤
r√
ρ2 − r2
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FIGURE 2.2 – Démonstration du lemme 2.8
Démonstration. On peut se ramener au cas où q ∈ ∂Bp(r) ∩ C. En effet, si ce n’est
pas le cas, alors q ∈ ∂Bp(r̃) ∩ C avec r̃ < r. Le fait que la borne r̃√
ρ2−r̃2
soit plus
petite que r√
ρ2−r2
suffit pour se restreindre à q ∈ ∂Bp(r)∩C. Le lemme 7 de [AB99]
implique que Bp(r) ∩ C n’a qu’une seule composante connexe. Le fait que C soit
à reach positif ρ implique que la courbe C est contenue dans le complémentaire
de l’union de deux disques D1 et D2 (cf. figure 2.2). Soit q1 un plus proche voisin
de q dans l’ensemble (∂D1 ∪ ∂D2) ∩ ∂Bp(r). Supposons que q1 appartienne à ∂D1
de centre c1. Le cercle ∂D1 a une pente égale à
r√
ρ2−r2
en q1. Notons D le disque
de centre c et de rayon ρ tangent à C en q. Notons t et t1 des vecteurs tangents
respectivement à ∂D en q et à ∂D1 en q1 tels que ces vecteurs forment un angle
aigu avec le vecteur (p− q1). On a alors
π
2
= |〈t1, p− q1〉|+ |〈p− q1, c1 − q1〉| = |〈t, p− q〉|+ |〈p− q, c− q〉|
Par l’absurde, si la pente de C en q est plus grande que celle de ∂D1 en q1, alors
l’angle 〈t1, p−q1〉 est plus petit que l’angle 〈t, p−q〉 en valeur absolue. Cela entrâıne
que l’angle 〈p− q, c− q〉 est plus petit que l’angle 〈p− q1, c1− q1〉 en valeur absolue.
On a donc ‖c− p‖ < ‖c1 − p‖ = ρ, ce qui est impossible.
Lemme 2.9. Soit C ′ une courbe du plan d’extrémités q′1 et q
′
2, de reach ρ > 0. Soient
ε ∈ R+ tel que ε < 1, et m ∈ N∗. Soit P un (ε,m)-échantillon de C ′. Alors
a) |P | ≥
⌊‖q′2 − q′1‖
2ερ
⌋
.
De plus, pour toute courbe connexe C ′′ ⊂ C ′, le nombre de points du nuage P situés
dans le voisinage tubulaire C ′′ερ est majoré :
b) |P ∩ C ′′ερ| ≤ (
⌊
l(C ′′)
2ερ
⌋
+ 3)m.
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a) b)
FIGURE 2.3 – Démonstration du lemme 2.9 a) Définition de l’ensemble R′ b)
Définition de l’ensemble R′′. L’ensemble R′′ est un recouvrement de P .
Démonstration. On note c′0 = q
′
1. On définit l’ensemble de points {c′i} de C ′ en
parcourant la courbe C ′ entre q′1 et q
′
2 de la manière suivante : c
′
i est le point de
Bc′i−1(2ερ) ∩ C ′ qui vient après c′i−1 dans le parcours de C ′. Le dernier point est
noté c′M (figure 2.3.a. L’ensemble R′ = {D′i = Bc′i(ερ), 0 ≤ i ≤ M} est constitué
de M disques ouverts d’intersection deux à deux vides. La longueur L′ de la ligne
polygonale reliant les points c′0, c
′
1,... c
′
M , puis q
′
2 vérifie
L′ =
(
M−1∑
i=0
‖c′i+1 − c′i‖
)
+ ‖q′2 − c′M‖ =M × 2ερ+ ‖q′2 − c′M‖ ≤ (M + 1)× 2ερ
En utilisant le fait que L′ ≥ ‖q′2 − q′1‖, on a alors (M + 1)× 2ερ > ‖q′2 − q′1‖. Or le
fait que P soit un (ε,m)-échantillon implique que |D′i| ≥ 1. Comme les disques D′i
sont disjoints, on a |P | ≥M + 1, ce qui donne la première inégalité.
Pour la seconde inégalité, on note q′′1 et q
′′
2 les extrémités de C
′′. On définit de
manière itérative les points c′′i en parcourant la courbe C
′′ de q′′1 à q
′′
2 de la manière
suivante : c′′0 = q
′′
1 et c
′′
i est le point de Bc′′i−1(2ερ) ∩ C ′′ qui suit c′′i−1 dans le sens de
parcours (figure 2.3.b ). Le dernier point avant q′′2 est alors noté c
′′
N−1 avec N > 0
et on note c′′N = q
′′
2 . L’ensemble R′′ = {D′′i = Bc′′i (2ερ), 0 ≤ i ≤ N} forme un
recouvrement de C ′′ερ. La longueur L′′ de la ligne polygonale reliant les points c′′0,
c′′1,... c
′′
N vérifie
L′′ =
(
N−2∑
i=0
‖c′′i+1 − c′′i ‖
)
+ ‖q′′2 − c′′N−1‖ ≥ 2(N − 1)ερ.
Le fait que L′′ ≤ l(C ′′) donne l’inégalité |R′′| = N + 1 ≤
⌈
l(C′′)
2ερ
⌉
+ 2 =
⌊
l(C′′)
2ερ
⌋
+ 3.
Or l’hypothèse P est un (ε,m)-échantillon de C ′ implique que pour tout entier i,
|D′′i ∩ P | ≤ m, ce qui donne la deuxième inégalité.
Lemme 2.10. Sous les hypothèses du théorème 2.3
α ≤ 32m2
(
2r
ρ
+
2ρε
r
+
r2
ρ2
+ 2ε+
ρ2ε2
r2
)
.
Démonstration. Le fait que C soit de reach ρ implique que C est contenu dans le
complémentaire de l’union de deux disques tangents de rayon ρ, ce qui donne que
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pour tout point p′ ∈ C ∩ Bp(r) de coordonnées (x′, y′) dans le repère (p, i, j), on a
|x′| ≤ r et
|y′| ≤ ρ−
√
ρ2 − x′2 ≤ x
′2
ρ+
√
ρ2 − x′2
≤ r
2
ρ
.
Pour tout point q ∈ P ⊂ Bp(r) de coordonnées (x, y), on a |x| ≤ r. Comme la
distance de Hausdorff entre P et C est inférieur à ερ, on a |y| ≤ r2
ρ
+ ερ. On note
n le cardinal du nuage de point P . On peut donc majorer les deux termes :
|m12| =
∣∣∣∣∣
1
n
n∑
i=1
xiyi −
1
n2
n∑
i=1
xi
n∑
i=1
yi
∣∣∣∣∣ ≤
2r3
ρ
+ 2ερr
m22 ≤
1
n
n∑
i=1
y2i ≤
r4
ρ2
+ 2r2ε+ ε2ρ2.
Enfin, dans le but de minorer m11 =
1
n
n∑
i=1
(xi − x)2, on considère le sous-
ensemble du plan T = {(x, y) ∈ R2, |x − x| < r
4m
} ∩ Bp(r) (figure 2.4) et on
minore N =
∣∣{(x, y) ∈ P, |x− x| ≥ r
4m
}
∣∣ = n − |T ∩ P |. On majore pour cela
|T ∩ P |. L’hypothèse r ≤ ρ
4
permet d’appliquer le lemme 7 de [AB99] qui im-
plique que C ′′ := C ∩ T n’a qu’une composante connexe. On note q′′1 et q′′2 les deux
extrémités de C ′′. Comme |P ∩ T | ≤ |P ∩ C ′′ερ|, le lemme 2.9.b appliqué à C ′′
entrâıne |T ∩ P | <
(⌊
l(C′′)
2ǫρ
⌋
+ 3
)
m.
FIGURE 2.4 – Représentation de l’ensemble T .
On applique le lemme 2.7 à C ′′ = C ∩ T . Ceci nous donne l(C ′′) ≤ ‖q′′2−q′′1 ‖
1− η
ρ
,
où η = max{‖q − pC′′(q)‖, q ∈ [q′′1q′′2 ]}. Le fait que la courbe C soit de reach ρ > 0
implique qu’elle est contenue dans le complémentaire de l’union de deux disques
D1 et D2 tangents de rayon ρ (voir figure 2.4). De plus, la pente de la courbe
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est majorée en valeur absolue par le lemme 2.8 par r√
ρ2−r2
≤ 1√
15
. On a alors
‖q′′2 − q′′1‖ ≤
√
1 +
(
1√
15
)2
r
2m
≤ 2r√
15m
. De même, on a η = max{‖q − pC′′(q)‖, q ∈
[q′′1q
′′
2 ]} ≤ r2√15m ≤
ρ
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. Cela implique l(C ∩ T ) ≤ 60r
29
√
15m
= 4
√
15r
29m
. D’après le lemme
2.9.b, on a :
|T ∩ P | ≤
⌊
4
√
15r
29mερ
⌋
m+ 3m ≤
⌊
4
√
15rm
29mερ
⌋
+ 3m =
⌊
4
√
15r
29ερ
⌋
+ 3m.
Majorons maintenant chacun des deux termes en fonction de n. L’hypothèse
m ≤ n
18
donne immédiatement que 3m ≤ n
6
. Pour le premier terme, on applique le
lemme 2.9.a à C ′ = C ∩Bp(r) d’extrémité q′1 et q′2. Cela nous donne
⌊
‖q′1−q′2‖
ǫρ
⌋
≤ n.
Pour minorer ‖q′1 − q′2‖, on remarque que tout point q de coordonnées (xq, yq)
appartenant à une des deux composantes connexes de
(
R
d\(D1 ∪D2)
)
∩ ∂Bp(r)
vérifie |yq| ≤ r
2
ρ
. Cela implique que |xq| ≥
√
r2 − r4
ρ2
≥ r
√
1− 1
16
= r
√
15
4
. Or le fait
que C ′ = C∩Bp(r) soit contenu dans le complémentaire deD1∪D2 implique que q′1
et q′2 appartiennent à deux composantes connexes différentes de
(
R
d\(D1 ∪D2)
)
∩
∂Bp(r) (voir figure 2.4). Ceci implique ‖q′1−q′2‖ ≥ r
√
15
2
. Cela nous donne
⌊
r
√
15
2ǫρ
⌋
≤
n. Cela entrâıne
⌊
4
√
15r
29ǫρ
⌋
≤ 1
3
n. On peut donc minorer N = n − |T ∩ P | par N ≥
n− n
3
− n
6
= n
2
. Enfin, cela nous donne la minoration de m11 :
m11 =
1
n
n∑
i=1
(x− x)2 ≥ 1
n
× n
2
×
( r
4m
)2
=
r2
32m2
.
Ce qui donne α < 32m2
(
2r
ρ
+ 2ρε
r
+ r
2
ρ2
+ 2ε+ ρ
2ε2
r2
)
.
2 APPLICATION EN GÉOMÉTRIE DIGITALE
Le but de cette partie est d’appliquer la méthode précédente d’estimation de
normale à l’aide de l’ACP dans le cas particulier des ensembles digitaux. On rap-
pelle tout d’abord les outils nécessaires en géométrie digitale. On établit ensuite
un résultat de convergence multigrille de notre estimateur.
2.1 PRÉREQUIS EN GÉOMÉTRIE DIGITALE
CONTOURS DIGITAUX. Comme nous nous intéressons au comportement d’un esti-
mateur de quantité différentielle sur des objets digitaux, nous devons tout d’abord
établir les liens entre l’objet euclidien sous-jacent et l’objet digital. On définit pour
tout point x ∈ Rd avec x = (x1, ..., xd), son voxel associé vox(x) = [x1 − 12h, x1 +
1
2
h]× ...× [xd − 12h, xd + 12h]. Considérons un domaine X ⊂ Rd. On note Digh(X)
la discrétisation de Gauss de X dans une grille d-dimensionnelle de pas h :
Digh(X) := vox(X ∩ (hZ)d).
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FIGURE 2.5 – Définition et représentation de Zh
On note ∂X le bord de X et ∂hX la h-frontière, c’est à dire le bord de Digh(X). On
définit Zh comme l’ensemble de points : Zh = ∂hX ∩ h(Z+ 12)d. L’ensemble Zh est
un nuage de points qui a la propriété d’être proche de ∂X au sens de Hausdorff :
Lemme 2.11. Soit X un domaine de Rd dont le bord ∂X est de reach ρ > 0, pour
tout réel h tel que 0 < h < 2ρ√
d
, on a
dH(∂X,Zh) <
(√
d+
√
d− 1
2
)
h
Démonstration. On a l’inégalité dH(∂X,Zh) ≤ dH(∂X, ∂hX) + dH(∂hX,Zh). Le
théorème 1 de [LT14] établie que, dH(∂X, ∂hX) ≤
√
d
2
h. D’autre part, on a immédiate-
ment par construction que dH(∂hX,Zh) ≤
√
d−1
2
h, ce qui permet de conclure.
CONVERGENCE MULTIGRILLE. La convergence multigrille est une approche na-
turelle pour garantir la stabilité d’estimateurs appliqués à des discrétisation d’un
objet lisse sous-jacent. Étant donné un estimateur défini sur Digh(X), l’idée de la
convergence multigrille est de garantir que l’estimateur tend bien vers la quantité
à estimer sur X quand h tend vers 0. On peut se référer à [CLR12] pour l’étude de
la convergence multigrille de quantité géométrique élémentaires telles que la lon-
gueur d’une courbe ou l’aire d’une surface. La figure 2.6 représente les discrétisés
successifs de plus en plus fins d’un domaine de R2. Cette figure illustre la conver-
gence multigrille de l’estimateur d’aire puisque l’on visualise intuitivement que
l’aire du domaine discrétisé tend vers l’aire du domaine X quand la grille devient
fine. La plupart du temps, on ne peut avoir une convergence multigrille que sur
une famille restreinte d’objet X. La définition suivante donne la définition plus
formelle de la convergence multigrille sur une famille d’objet X .
Définition 2.12. Soit ÊX,h un estimateur d’une quantité géométrique E défini sur
∂X. On dit que ÊX,h est convergent multigrille sur la famille X si pour tout X ∈ X ,
∃h0 > 0, ∀h < h0, ∀p ∈ ∂X ‖ÊX,h(p)− E(p)‖ ≤ σ(h)
où σ(h) tend vers 0 quand h tend vers 0.
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FIGURE 2.6 – Suite de discrétisations de plus en plus fines.
Cette définition de convergence multigrille d’un estimateur est une version
relaxée de la convergence usuelle [CLR12]. En effet, nous supposons que nous
connaissons le point p ∈ ∂X, ce qui est faux en général. Il serait plus naturel de
définir ÊX,h sur l’ensemble ∂hX ou sur Zh.
2.2 CONVERGENCE MULTIGRILLE DE L’ESTIMATEUR DE NORMALE
ACP
L’estimateur de normale ACP étudié dans la section 1 est défini sur tout nuage
de points. En particulier, on l’applique dans cette section à l’ensemble Zh. On
s’intéresse donc à la convergence multigrille de l’estimateur n̂X,h = n̂
ACP
Zh,r
qui est
pour tout point p la normale ACP associé au nuage de point Zh∩Bp(r). Le théorème
de la section 1 permet d’établir la convergence multigrille de cet estimateur en 2D :
Théorème 2.13. Soit X la famille des domaines X ⊂ R2 dont le bord ∂X est de
reach positif. Si a un réel strictement positif et r = ah
1
2 , alors l’estimateur n̂ACPZh,r est
convergent multigrille sur X et vérifie pour tout X ∈ X :
∀p ∈ ∂X, ‖n̂ACPZh,r (p)− n∂X(p)‖ = O(h
1
2 )
où la constante intervenant dans le O(.) ne dépend que du reach de ∂X.
La démonstration découle directement du corollaire 2.4 et du lemme 2.15. On
peut supposer sans perdre en généralité que le reach ρ vaut 1. Le lemme suivant
est un résultat intermédiaire :
Lemme 2.14. Soit X un domaine du plan dont le bord ∂X est de reach ρ = 1 et p
un point de ∂X. Soient ε > 0 et r =
√
ε. Soient q1 et q2 les deux extrémités d’une
composante connexe de Bp(r + ε)\Bp(r) ∩ ∂X. Si ε est assez petit, alors
‖q1 − q2‖ ≤ 2ε.
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Démonstration. On se place dans le repère orthonormé (p, t∂X(p),n∂X(p)) où t∂X(p)
et n∂X(p) sont respectivement le vecteur unitaire tangent et normal à ∂X en
p. Le fait que ∂X soit de reach 1 implique que la courbe est contenu dans le
complémentaire de l’union de deux boules tangentes en p de rayon 1. Supposons
que q1 ∈ ∂X ∩ ∂Bp(r) et q2 ∈ ∂X ∩ ∂Bp(r + ε) ont pour coordonnées (xq1 , yq1) et
(xq2 , yq2). Si αmax est la pente maximale de ∂X ∩ Bp(r), on a alors
‖q1 − q2‖ ≤
√
1 + α2max|xq2 − xq1|.
Or on a par définition |xq2 | ≤ r + ε. Pour minorer |xq1 |, majorons |yq1 |. Le fait que
q1 est situé entre les deux cercles ∂D1 et ∂D2 implique que
|yq1 | ≤ 1−
√
1− r2 = 1
2
r2 + o(r2).
Quand r est assez petit, on a |yq1 | ≤ r2 Comme q1 ∈ Bp(r), on a alors
|xq1 | ≥
√
r2 − r4 = r − 1
2
r2 + o(r2).
Pour r assez petit, on a alors |xq1 | ≥ r − r2 et en conséquence |xq2 − xq1 | ≤ r2. Le
lemme 2.8 implique que la pente αmax est majorée en valeur absolue par
αmax ≤
r + ε√
1− (r + ε)2
= (r + ε)
(
1 +
1
2
(r + ε)2 + o
(
(r + ε)2
))
.
Si on prend r et ε assez petit, on a alors αmax ≤ 32(r + ε). On a enfin
‖q1 − q2‖ ≤
√
1 + α2max|xq2 − xq1| ≤
√
1 +
(
3
2
)2
(r + ε)2r2
= r2
(
1 +
4
9
(r + ε)2 + o((r + ε)2)
)
Comme r =
√
ε, si ε est assez petit, ‖q1 − q2‖ ≤ 2ε
a) Zh ⊂ (∂X ∩ Bp(r))3ε b) ∂X ⊂ (Zh ∩ Bp(r))3ε
FIGURE 2.7 – Démonstration du lemme 2.15.
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Lemme 2.15. Soit X un domaine dont le bord ∂X est de reach ρ = 1. Si h ∈ R+⋆ est
assez petit et r = 2√
3
h
1
2 , alors Zh ∩ Bp(r) est un (4h, 289)-échantillon de ∂X ∩ Bp(r)
et 289 ≤ |Zh∩Bp(r)|
16
.
Démonstration. Par définition du (ε,m)-échantillon (Définition 2.2), il faut mon-
trer que :
– dH(∂X ∩ Br(p), Zh ∩ Br(p)) ≤ 4h
– ∀p ∈ ∂X, |{q ∈ Zh, ‖p− q‖ ≤ 8h}| ≤ 289
Le second point est immédiat car on remarque que toute boule de rayon 8h contient
moins de 172 = 289 points de hZ2. Pour le second point, on utilise le lemme 2.11
qui nous donne dH(C,Zh) ≤
√
3+
√
2
2
h ≤ 4
3
h. Notons ε = 4
3
h. On ne peut pas conclure
que dH(C ∩ Br(p), Zh ∩ Br(p)) ≤ ε car un problème de bord peut apparâıtre.
Soit q1 ∈ Zh ∩ Bp(r), montrons qu’il existe un élément de ∂X à une distance
de q1 plus petite que 3ε (voir figure 2.7.a) . Si p∂X(q1) ∈ Bp(r), alors p∂X(q1)
convient. Sinon, p∂X(q1) ∈ (Bp(r + ε)\Bp(r)) ∩ ∂X. Pour h assez petit, il existe un
point q2 ∈ ∂Bp(r) ∩ ∂X tel que ‖q2 − p∂X(q1)‖ ≤ 2ε par le lemme précédent.
Réciproquement, pour p1 ∈ ∂X ∩ Bp(r), montrons qu’il existe un élément de
Zh à une distance de p1 plus petite que 3ε (voir figure 2.7.b). Soit p2 ∈ Zh un
plus proche voisin de p1 dans Zh. Si p2 ∈ Bp(r) alors il convient. Sinon, on a
p1 ∈ (Bp(r)\Bp(r−ε))∩∂X. Pour h assez petit, il existe un point p3 ∈ ∂Bp(r−ε)∩∂X
tel que ‖p3 − p1‖ ≤ 2ε par le lemme précédent. Comme tous les plus proches voi-
sins de p3 dans Zh sont dans Bp(r) et à une distance plus petite que ε de p3, on a
le résultat.
Les deux derniers points impliquent que dH(∂X ∩Br(p), Zh∩Br(p)) ≤ 4h. Pour
montrer que 289 ≤ |Zh∩Bp(r)|
16
, le lemme 2.9.a appliqué à Bp(r) ∩ Zh implique que
|Zh ∩ Bp(r)| est minoré à une constante près par 1√h .
FIGURE 2.8 – Modèle de bruit Hausdorff.
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3 EXPÉRIMENTATIONS
3.1 EXPÉRIMENTATIONS SUR LES NUAGES DE POINTS
Dans cette sous-section, nous présentons des résultats expérimentaux de l’es-
timateur de normale ACP sur des nuages de points. Nous présentons, dans un
premier temps, des résultats validant le résultat de stabilité de la section 1 sur les
courbes en 2D. L’essentiel de cette thèse s’intéresse à l’estimation des normales
et courbures sur des approximations de surfaces en 3D ; nous présentons dans un
second temps une heuristique dans ce contexte.
MODÈLE DE BRUIT HAUSDORFF. Dans le but de tester la résistance au bruit Haus-
dorff des différentes méthodes développées dans cette thèse, je définis le modèle
de bruit Hausdorff. Ce modèle de bruit a essentiellement pour but de confirmer
expérimentalement les résultats théoriques faisant intervenir une hypothèse Haus-
dorff. Il est défini par l’algorithme suivant : pour un paramètre de bruit t chaque
point du nuage initial non bruité est translaté d’une distance aléatoire uniforme
entre 0 et t dans une direction aléatoire de l’espace ambiant. La figure 2.8 montre
l’exemple d’une courbe bruitée avec un tel modèle.
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FIGURE 2.9 – a) Visualisation du modèle “fleur” d’équation paramétrique polaire
‖p‖ = 3
4
+ 1
4
cos(5t) (diamètre = 2) échantillonné avec 160 points avec un bruit
Hausdorff 0.1. b) Déviation moyenne (en degrés) des normales ACP en fonction
du paramètre de bruit Hausdorff sur la forme précédente.
3.1.1 VALIDATION EN 2D
RÉSISTANCE AU BRUIT. Le Corollaire 2.4 affirme que si P est un nuage de points
assez proche d’une courbe C, alors l’estimateur de normale au sens des moindres
carrés est proche de la vrai normale. Cette propriété implique une stabilité à
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un bruit Hausdorff. Les tests numériques présentés dans la figure 2.9 utilisent le
modèle de bruit Hausdorff et permettent en conséquence de confirmer expérimen-
talement cette stabilité au bruit. La comparaison avec d’autres méthodes est faite
dans la dernière section du chapitre 5.
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FIGURE 2.10 – a) Visualisation du modèle “fleur” d’équation paramétrique polaire
‖p‖ = 3
4
+ 1
4
cos(5t) (diamètre = 2) échantillonné avec 160 points non bruité. b)
Déviation moyenne (en degrés) des normales ACP en fonction du paramètre r sur
la forme précédente.
SENSIBILITÉ AUX PARAMÈTRES. La méthode d’estimation des normales à l’aide
de l’analyse en composantes principales nécessite le choix d’un paramètre réel r
qui correspond à la taille du voisinage (rayon de la boule) dans lequel la matrice
de covariance est calculée. La figure 2.10 présente l’erreur d’estimation moyenne
de la normale en fonction du choix du paramètre r. Comme le théorème 2.3 le
prévoyait, on observe une certaine dépendance en r. Un paramètre r trop petit
entrâıne une mauvaise estimation car l’analyse en composantes principales est
faite sur un trop petit nombre de points. À ε constant, si r tend vers 0, le calcul
de la matrice de covariance est même impossible puisque le nombre de voisins
contenu dans la boule de rayon r est alors 0. À l’opposé, un choix de paramètre r
trop élevé a tout naturellement tendance à “lisser” les normales et en conséquence
à perdre en précision.
3.1.2 HEURISTIQUE SUR LES SURFACES EN 3D
L’essentiel des résultats théoriques obtenus et des expérimentations faites dans
cette thèse ont pour cadre général l’approximation de surfaces plongées dans l’es-
pace 3D. Je présente ici des résultats expérimentaux observant la stabilité de l’es-
timateur de normale ACP dans ce cadre.
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FIGURE 2.11 – a) Visualisation du modèle bimba avec un bruit Hausdorff 0.01.
b) Visualisation des normales ACP sur le modèle bimba (diamètre = 1) avec un
bruit Hausdorff 0.01 (utilisation de l’ombrage de Phong). c) Déviation moyenne
(en degrés) des normales en fonction du paramètre de bruit Hausdorff.
RÉSISTANCE AU BRUIT. La figure 2.11 illustre la résistance au bruit Hausdorff de
la normale ACP. Les figures 2.11 a) et b) montrent le résultats de la visualisation du
modèle “bimba” avec le même bruit et éclairés respectivement selon les normales
à chaque triangle, et selon les normales des moindres carrés. J’utilise un ombrage
de Phong sur les normales pour que la visualisation soit plus parlante. La bonne
orientation des normales permet ainsi de gommer les imperfections géométriques
qui apparaissent alors invisibles à l’œil, excepté sur les contours. Nous remar-
quons que, malgré la géométrie très bruitée, les normales ACP calculées sont assez
bonnes.
SENSIBILITÉ AUX PARAMÈTRES. Les calculs en trois dimensions viennent confir-
mer la sensibilité de la méthode au choix du paramètre observé dans le cas des
courbes du plan. La figure 2.12 illustre cette sensibilité et en particulier le lissage
des normales obtenu si le paramètre r est trop grand.
3.2 EXPÉRIMENTATIONS EN GÉOMÉTRIE DISCRÈTE
Dans cette partie, nous validons la convergence multigrille de l’estimateur des
normales à travers des expérimentations. Une première série de tests vient confir-
mer la convergence multigrille de l’estimateur dans le cas d’une courbe en 2 di-
mension. Une seconde série présente une heuristique montrant la convergence de
l’estimateur de normale à une surface dans le cas 3D.
MODÈLE DE BRUIT KANUNGO. Dans le but de confirmer expérimentalement les
résultats théoriques faisant intervenir une hypothèse Hausdorff, on définit le mod-
èle de bruit Kanungo sur les contours digitaux. Pour une taille de bruit t ∈ N la pro-
babilité qu’un voxel situé à une distance λ de ∂X appartienne au contour bruité est
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FIGURE 2.12 – Visualisation des normales ACP sur le modèle “bimba” non bruité
avec r = 0.01 (a) et r = 0.03 (b). c) Déviation (en degrés) de la normale en
fonction du paramètre r sur le modèle bimba non bruité.
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FIGURE 2.13 – Convergence multigrille en 2D. Déviation de la normale ACP (en
degrés) en fonction du pas h en échelle logarithmique sur le modèle “Flower” non
bruité (gauche) et avec un bruit Kanungo de paramètre 0.3 (droite).
tλ. Ce n’est pas exactement un bruit Hausdorff, mais la plupart des perturbations se
situe dans une bande d’épaisseur 2h/(1− t). Remarquons que le modèle Kanungo
dépend du pas de discrétisation h. Plus précisément, plus le pas de discrétisation
est petit, et plus le bruit est faible. Ce modèle est intéressant dans la mesure où il
garantit la convergence des contours bruités vers la forme sous-jacente et permet
ainsi de faire une étude de convergence multigrille.
OBSERVATIONS DE LA CONVERGENCE MULTIGRILLE. Une première série de don-
nées est exposée dans la figure 2.15. Elle confirme expérimentalement la conver-
gence du théorème 2.13. On observe, dans le cas du modèle “Flower” en dimen-
sion 2, une convergence plus rapide que O(h). La figure 2.13 b) montre que cette
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FIGURE 2.14 – Visualisation des données en 3D. Visualisation du modèle ”Roun-
ded cube” d’équation “100 − x4 − y4 − z4” avec les normale théoriques. Avec le
paramètres h = 0.5 et un bruit Kanungo de taille t = 0 (gauche), et h = 0.1,
t = 0.3 (droite).
FIGURE 2.15 – Convergence multigrille en 3D. Déviation de la normale ACP (en
degrés) en fonction du pas h en échelle logarithmique sur le modèle “Rounded
Cube” non bruité (gauche) et avec un bruit Kanungo de paramètre 0.3 (droite).
convergence est stable en pratique à une perturbation de type Kanungo de pa-
ramètre 0.3. Nous remarquons qu’en présence de bruit, le choix d’un paramètre de
rayon r trop faible entrâıne une moins bonne précision.
Dans le cadre d’une surface de R3, nous proposons les résultats des estimateurs
de normales au sens des moindres carrés pour le modèle “Rounded Cube”. Comme
en dimension 2, la présence de bruit ne vient que peu perturber la convergence
multigrille.
Cette méthode sera comparée dans le chapitre 5 à la méthode du jet fitting
[CP05], et à un algorithme statistique très résistant au bruit et aux outliers [BM12].
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3.3 ANALYSE EN COMPOSANTES PRINCIPALES PONDÉRÉE
Dans cette partie, je présente une heuristique pour améliorer l’estimateur de
normale ACP. En ajoutant des poids au nuage de points, le but est de rendre in-
signifiant les points éloignés du reste du nuage afin de gagner en robustesse au
bruit, notamment aux outliers.
DESCRIPTION DE LA MÉTHODE. On se place dans un repère orthonormé de Rd.
Soit P = (pi)1≤i≤n un nuage de n points de R
d tels que pour tout entier i ∈
{1, ..., n}, pi a pour coordonnées (xi,j)1≤j≤d. soit (wi)i∈{1,...,n} ∈ Rn le vecteur des
poids des points de P vérifiant
∑n
i=1wi = 1. Soit p le barycentre des points
pondérés (pi, wi)1≤i≤n. Le point p de coordonnée (xj)1≤j≤d vérifie donc : xj =∑n
i=1wixi,j.
Définition 2.16. On appelle normale au sens des moindres carrés pondérés le vecteur
nACPP minimiseur de :
min
‖n‖=1
∑
i
wi ((pi − p).n)2
L’estimateur de normale avec analyse en composantes principales classique est
facile à calculer puisqu’il correspond à un vecteur propre d’une matrice de cova-
riance. La formulation de la proposition suivante permet l’implémentation de la
version pondérée de l’estimateur avec une matrice de covariance pondérée.
Proposition 2.17. La normale nACPP est le vecteur propre correspondant à la plus
petite valeur propre de la matrice M ∈Mn,n(R) définie par
M = CCT
où C ∈Mn,d(R) est définie par Ci,j =
√
wi(xi,j − x).
Démonstration. Remarquons que Ci est le vecteur ligne des coordonnées de :√
wi × (pi − p). On a donc
n∑
i=1
wi ((pi − p).n)2 =
n∑
i=1
(
√
wi(pi − p).n)2 =
n∑
i=1
(
n∑
j=1
Ci,jnj)
2 = (Cn)T (Cn).
Cette fonction quadratique atteint son minimum quand n est le vecteur propre de
norme 1 correspondant à la plus petite valeur propre.
En pratique, j’ai choisi de pondérer les points du nuage à l’aide de la k-distance.
La k-distance d’un point x au nuage de points P est la racine carrée de la moyenne
des carrés des distance de x aux k plus proches voisins dans P . C’est une notion
centrale de la deuxième partie de cette thèse.
Définition 2.18. Soit P un nuage de n points de Rd et k ∈ N tel que k ≤ n. On
définit la k-distance d’un point x ∈ Rd au nuage P par
d2P,k(x) =
1
k
∑
y∈NP,k(x)
d2(x, y)
où NP,k(x) est l’ensemble des k plus proches voisins de x dans P .
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La k-distance est un outil intéressant pour calculer l’éloignement au nuage de
points. Cette notion d’éloignement nous est utile dans l’analyse en composantes
principales pondérée. Intuitivement, un point qui se trouve loin du reste du nuage
doit avoir un poids faible pour qu’il soit moins pris en compte dans le calcul des
directions principale. Pour tout point pi ∈ P , on choisit en conséquence le poids :
w̄i =
wi∑
i wi
où wi =
1
dP,k(pi)
.
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FIGURE 2.16 – Visualisation des normales estimées avec l’ACP pondérée, et
moyenne des déviation en degrés de cette normale en fonction du bruit sur le
modèle : “bimba”.
EXPÉRIMENTATIONS. Cette sous-section a pour but de présenter les résultats expé-
rimentaux de l’estimateur de normale au sens des moindres carrés pondérés. Nous
présentons des expériences sur des nuages de points approximant des surfaces
plongées dans R3. Cette méthode a été pensée pour résister davantage au bruit,
c’est pourquoi les tests présentés ici se concentrent sur cette stabilité. Nous com-
parerons cet estimateur avec les autres estimateurs développés dans cette thèse à
la fin du chapitre 5. J’ai effectué un grand nombre de tests pour comprendre quel
type de poids induisaient de bons résultats. Je ne présente ici que les résultats
avec les poids présentés dans le paragraphe précédent définis comme l’inverse de
la k-distance car c’est avec ce modèle de poids que les résultats sont les meilleurs.
L’estimateur de normale au sens des moindres carrés pondéré est calculé en
suivant le même algorithme que l’estimateur ACP classique, excepté que le nuage
de points considéré est pondéré. La première étape est donc de calculer les poids wi
associés aux points pi à l’aide de la k-distance. Ensuite, on se donne un paramètre
de voisinage r et on calcule le vecteur propre associé à la plus petite valeur propre
de la matrice définie dans la proposition 2.17.
Les résultats présentés dans la figure 2.16 montrent une amélioration de la
déviation des normales et de la visualisation d’autant plus grande que le bruit est
grand. Les paramètres choisis pour ces expériences sont constants et valent k = 10
et r = 0.015.
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CONCLUSION
Nous avons étudié la précision et la stabilité de l’estimateur de normale au sens
des moindres carrés en dimension 2 et sur deux types de données : les nuages
de points et les ensembles digitaux. L’étude théorique a permis d’expliciter la
constante dans un résultat de stabilité de l’estimateur ; ce qui nous a permis d’ob-
tenir la convergence multigrille de notre estimateur sur des ensembles de pixels.
Les expérimentations sur les deux types de données, en 2 dimensions et en 3 di-
mensions ont permis de confirmer la précision et la stabilité au bruit Hausdorff.
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Chapitre 3
DIGITAL VORONOI COVARIANCE
MEASURE
FIGURE 3.1 – Visualisation de la normale estimée avec le VCM sur un tore voxélisé.
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INTRODUCTION
On propose dans ce chapitre un estimateur de quantités géométriques telles
que les normales, les courbures et les arêtes vives pour les surfaces digitales en 3D.
Cet estimateur ne dépend que du pas de discrétisation et est une version digitale
du Voronoi Covariance Measure (VCM) [MOG11].
ESTIMATION GÉOMÉTRIQUE BASÉE VORONOI. Les méthodes d’analyse en com-
posantes principales classiques essaient d’approcher la normale en cherchant lo-
calement à approcher la surface par un plan ou un polynôme de degré plus élevé
(voir par exemple [MT04]). Les méthodes basées sur le diagramme de Voronoi ap-
prochent le cône normal d’une forme sous-jacente, soit géométriquement [AB99]
soit en utilisant la covariance des cellules de Voronoi [ACSTD07, MOG11]. Les
auteurs de [MOG11] ont défini le Voronoi Covariance Measure (VCM) d’un com-
pact de Rd. Ils montrent que le VCM d’une surface lisse contient de l’information
géométrique en particulier sur les normales. Ils établissent un résultat de stabilité
Hausdorff. Ce résultat de stabilité permet en conséquence d’utiliser le VCM pour
estimer les quantités différentielles d’une surface à partir d’une approximation
Hausdorff telle qu’un nuage de points ou une triangulation.
CONTRIBUTIONS. Les contributions de ce chapitre sont les suivantes. On définit,
dans le cadre de données digitales, un estimateur du VCM qui à chaque surfel du
bord d’un objet digital, associe une matrice de covariance. On montre un résultat
de convergence multigrille (Section 2, théorème 3.2) de cet estimateur. On en
déduit un estimateur de normale (défini comme le vecteur propre associé à la plus
grande valeur propre de l’estimateur du VCM) pour lequel on montre la conver-
gence multigrille avec une vitesse de convergence en O(h
1
8 ) (Section 3, Corollaire
1). Enfin, on présente des résultats expérimentaux montrant que la vitesse de
convergence est proche de O(h) en pratique (Section 4). Les expérimentations in-
diquent que l’estimateur VCM peut être aussi utilisé pour estimer la courbure et
détecter les arêtes vives dans le cas de données digitales perturbées par un bruit
Hausdorff.
1 VORONOI COVARIANCE MEASURE
On rappelle dans cette section la définition et les propriétés du Voronoi cova-
riance measure (VCM). Le VCM a été introduit dans [MOG11] pour l’estimation
des normales et des courbures. Soient K un compact de Rd, dK la fonction distance
à K et pK : R
d → K la projection sur K. On sait par la proposition 1.3 du chapitre
1 que la projection est définie Hd-presque partout. On rappelle que pour tout réel
positif R, l’ensemble KR est le R-offset de K. Le VCM associe à toute fonction
intégrable χ : Rd → R+, la matrice
VK,R(χ) :=
∫
KR
(x− pK(x)).(x− pK(x))t.χ(pK(x))dx.
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1.1 NUAGES DE POINTS
Dans le cas où le compact K est un nuage de points P , le VCM fait naturelle-
ment intervenir le diagramme de Voronoi de P . La cellule de Voronoi d’un point p
de P est l’ensemble VorP (p) := {x ∈ R, ∀q ∈ P ‖x − p‖ ≤ ‖x − q‖}, et pK envoie
(Hd-presque) tout point x sur le centre de sa cellule de Voronoi. En conséquence,
VK,R(χ) =
∑
p∈P
χ(p)
∫
VorP (p)∩PR
(x− p).(x− p)tdx.
FIGURE 3.2 – Domaine d’intégration du VCM
1.2 SURFACE LISSE
Le VCM d’une surface lisse S de R3 contient de l’information sur sa normale
nS [MOG11]. En appliquant le VCM à une fonction indicatrice de la boule Bp(r)
centrée en un point p situé sur la surface donne quand r → 0,
VS,R(χ) ≈
2π
3
R3r2
[
nS(p).nS(p)
t
]
. (3.1)
1.3 STABILITÉ
Le résultat de stabilité suivant [MOG11] implique que le VCM est stable aux
perturbations Hausdorff. L’équation (3.1) implique alors que les normales peuvent
être estimées à l’aide du VCM d’un nuage de point approchant une surface. Une
heuristique est utilisé pour estimer d’autres quantités géométriques telles que les
courbures, les directions principales ou pour détecter des arêtes [MOG11]. On
note ‖.‖op la norme matricielle induite par la norme euclidienne. Soit une fonction
f : Rd → R, on note ‖f‖∞ = supx∈Rd |f(x)| et Lipf = supx 6=y |f(x)− f(y)|/ ‖x− y‖
sa constante de Lipschitz, qui peut être infinie. On définit la norme bounded-
Lipschitz par ‖f‖BL = ‖f‖∞ + Lip(f).
Théorème 3.1. [MOG11] Soit χ une fonction bornée et Lipschitzienne, K un com-
pact de Rd et R > 0. Alors pour tout compact K ′, on a
‖VK,R(χ)− VK′,R(χ)‖op ≤ C0 ‖χ‖BL dH(K,K ′)
1
2 ,
où la constante C ne dépend que de K, R et de la dimension.
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FIGURE 3.3 – La discrétisation d’un offset et sa localisation.
Dans le chapitre 5, nous généraliserons ce résultat à une plus grande classe
d’estimateurs faisant intervenir des fonctions distances robustes. En particulier,
nous quantifierons la constante C intervenant dans le résultat précédent et mon-
trerons qu’elle ne dépend que de R et du diamètre de K.
2 VCM SUR DES ENSEMBLES DIGITAUX
Dans cette section, on définit un estimateur du VCM dans le cas de données
digitales 3D. Le théorème 3.2 explicite les conditions sous lesquelles cet estimateur
est convergent multigrille.
2.1 DÉFINITION
Soit X un domaine compact de R3 dont le bord est une surface de classe C2.
Comme dans le chapitre 2, on note ∂X le bord de X, Digh(X) = vox(X ∩ (hZ)3)
la discrétisation de Gauss de X, et ∂hX ⊂ R3 l’ensemble des surfels du bord de
Digh(X). On définit le nuage de points Zh = ∂hX ∩ h(Z + 12)3. On sait d’après
le lemme 2.11 que Zh est proche au sens de Hausdorff de ∂X. On définit enfin
l’estimateur digital du VCM par l’application qui à toute fonction mesurable χ :
R
3 → R associe la matrice
V̂Zh,R(χ) :=
∑
x∈ΩR
h
h3(x− pZh(x))(x− pZh(x))tχ(pZh(x)),
où ΩRh = {x ∈ ZRh ∩ h(Z+ 12)3, vox(x) ⊂ ZRh } est l’ensemble des centres des voxels
entièrement contenus dans ZRh , le R-offset de Zh (voir Fig. 3.3).
2.2 CONVERGENCE MULTIGRILLE DE L’ESTIMATEUR VCM
Le principal résultat théorique de ce chapitre est le théorème suivant. Intuiti-
vement, il quantifie l’erreur dans l’approximation du VCM d’une surface lisse par
le VCM digital de sa discrétisation de Gauss.
Théorème 3.2. Soit X un domaine compact de R3 dont le bord ∂X est une surface
de classe C2 et de reach ρ > 0. Soit R < ρ
2
et χ : R3 → R+ une fonction intégrable
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dont le support est contenu dans une boule de rayon r. Pour tout h > 0 tel que
h ≤ min
(
1√
3
R, 1
2
√
3
r, 1
32
√
3ρ
r2
)
, on a
∥∥∥V∂X,R(χ)− V̂Zh,R(χ)
∥∥∥
op
= O
(
Lip(χ)× [(r3R 52 + r2R3 + rR 92 )h 12 ]
+ ‖χ‖∞ × [(r3R
3
2 + r2R2 + rR
7
2 )h
1
2 + r2Rh]
)
.
Dans le théorème et dans la suite du chapitre, les constantes intervenant dans
la notation O(.) ne dépendent que du reach de ∂X et de la dimension (qui est
égale à 3 ici). Pour la preuve du théorème 3.2, on utilise le VCM d’un nuage de
points Zh, c’est à dire VZh,R(χ). Par l’inégalité triangulaire, on a
∥∥∥V∂X,R(χ)− V̂Zh,R(χ)
∥∥∥
op
≤ ‖V∂X,R(χ)− VZh,R(χ)‖op +
∥∥∥VZh,R(χ)− V̂Zh,R(χ)
∥∥∥
op
.
La preuve du théorème découle alors directement des propositions 3.3 et 3.4 qui
bornent respectivement le second et le premier terme du membre de droite. On
pose ε =
√
3h qui est une borne de la distance de Hausdorff entre Zh et ∂X (lemme
2.11).
2.3 ESTIMATION DU VCM D’UN NUAGE DE POINTS.
On rappelle les hypothèses du théorème. L’ensemble X est un domaine com-
pact de R3 dont le bord ∂X est une surface de classe C2 de reach ρ > 0. On a R < ρ
2
et χ : R3 → R+ est une fonction intégrable dont le support est contenu dans une
boule By(r) de centre y et de rayon r.
Proposition 3.3.
Sous les hypothèses du théorème 3.2, on a
∥∥∥VZh,R(χ)− V̂Zh,R(χ)
∥∥∥
op
= O
[
r2R2(Lip(χ)R + ‖χ‖∞) h
1
2 + r2R‖χ‖∞h
]
.
Démonstration.
Étape 1 : Le but de cette étape est de prouver que
VZh,R(χ) =
∫
vox(ΩR
h
)
(x− pZh(x))(x− pZh(x))tχ(pZh(x))dx+R2‖χ‖∞O(hr2).
Comme vox(ΩRh ) ⊂ ZRh , on a
VZh,R(χ) =
∫
vox(ΩR
h
)
(x− pZh(x))(x− pZh(x))tχ(pZh(x))dx
+
∫
ZR
h
\vox(ΩR
h
)
(x− pZh(x))(x− pZh(x))tχ(pZh(x))dx
En utilisant le fait que ‖x − pZh(x)‖ ≤ R, que χ est borné par ‖χ‖∞, et que le
support de χ est contenu dans la boule By(r) (voir figure 3.3), le second terme de
l’équation est borné par
R2 × ‖χ‖∞ ×H3
([
ZRh \vox(ΩRh )
]
∩ p−1Zh(By(r))
)
.
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Montrons maintenant que ZRh ∩ p−1Zh(By(r)) ⊂ p
−1
∂X(By(2r)). En effet, soit x ∈
ZRh ∩ p−1Zh(By(r)). Le fait que la distance de Hausdorff entre Zh et ∂X soit bornée
par ε implique que x ∈ ∂XR+ε. Comme ε =
√
3h ≤ R, le lemme 1.16 (page 22)
implique que ‖p∂X(x)− pZh(x)‖ ≤
√
8ερ+ ε, ce qui donne
‖p∂X(x)− y‖ ≤ ‖p∂X(x)− pZh(x)‖+ ‖pZh(x)− y‖ ≤
√
8ερ+ ε+ r ≤ 2r.
Établissons maintenant que ZRh \vox(ΩRh ) ⊂ ∂XR+ε\∂XR−(
√
3+1)ε. En effet, comme
nous l’avons dit précédemment, on a ZRh ⊂ ∂XR+ε. De plus, si x ∈ ∂XR−(
√
3+1)ε,
alors le fait que la distance de Hausdorff entre Zh et ∂X est inférieur à ε implique
que x ∈ ZR−
√
3ε
h . Soit c ∈ h(Z + 12)3 le centre du voxel contenant x. Le fait que
diam(vox(c)) =
√
3h = ε implique que vox(c) ⊂ ZRh , et donc x ∈ vox(ΩRh ). On
obtient donc ZRh \vox(ΩRh ) ⊂ ∂XR+ε\∂XR−(
√
3+1)ε. On déduit finalement que
[
ZRh \vox(ΩRh )
]
∩ p−1Z (By(r)) ⊂
[
∂XR+3ε\∂XR−3ε
]
∩ p−1∂X(By(2r)), (3.2)
dont le volume est borné par O(εr2) = O(hr2) par la proposition 1.10.b, ce qui
permet de conclure l’étape 1.
Étape 2 : Nous devons maintenant borner le terme restant :
∆ =
∫
vox(ΩR
h
)
(x− pZh(x))(x− pZh(x))tχ(pZh(x))dx− V̂Zh,R(χ).
En décomposant ∆ sur l’ensemble des voxels de vox(ΩRh ), on a
∆ =
∑
c∈ΩR
h
∫
vox(c)
[
(x− pZh(x))(x− pZh(x))tχ(pZh(x))
−(c− pZh(c))(c− pZh(c))tχ(pZh(c))
]
dx
Comme dans l’étape 1, on peut localiser le calcul autour du support de χ. On
introduit l’ensemble des centres D = ΩRh ∩p−1∂X(By(2r)). On a l’égalité ∆ = ∆1+∆2,
avec
∆1 =
∑
c∈D
∫
vox(c)
(x− pZh(x))(x− pZh(x))t[χ(pZh(x))− χ(pZh(c))]dx
∆2 =
∑
c∈D
∫
vox(c)
[(x− pZh(x))(x− pZh(x))t − (c− pZh(c))(c− pZh(c))t]χ(pZh(c))
Nous allons maintenant borner ∆1 et ∆2. On a
‖∆1‖op ≤
∑
c∈D
∫
vox(c)
‖x− pZh(x)‖
∥∥x− pZh(x)t
∥∥ ‖χ(pZh(x))− χ(pZh(c))‖ dx.
Pour tout c ∈ D et x ∈ vox(c), on a ‖x−c‖ ≤
√
3
2
h. De plus, par définition de ΩRh , on
a que x et c appartiennent à ZRh ⊂ ∂XR+ε. Donc, comme h ≤ R ≤ ρ2 , le théorème
1.14 (page 21) implique ‖pZh(x)− pZh(c)‖ = O(ε
1
2 + ε + h) = O(h
1
2 ) et donc
‖χ(pZh(x))− χ(pZh(c))‖ = Lip(χ)O(h
1
2 ). En utilisant le fait que ‖x− pZh(x)‖ ≤ R,
on a
‖∆1‖op = H3(vox(D))×R2 × Lip(χ)×O(h
1
2 ).
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Comme vox(D) ⊂ ZRh ∩ p−1∂X(By(2r)) ⊂ ∂XR+ε ∩ p−1∂X(By(2r)) et ε ≤ R, la propo-
sition 1.10.a implique que H3(vox(D)) = O(r2R). Cela donne ‖∆1‖op = Lip(χ) ×
O(r2R3h
1
2 ).
Bornons de manière similaire ‖∆2‖op. On pose u = (x − c), v = c − pZh(c) et
w = pZh(c)− pZh(x). On peut écrire x− pZh(x) = u+ v + w, et on obtient
∆2 =
∑
c∈D
[∫
vox(c)
[(u+ v + w)(u+ v + w)t − vvt]χ(pZh(c))
]
.
Grâce aux inégalités ‖u‖ ≤ h, ‖v‖ ≤ R et ‖w‖ = O(h 12 ), on borne le terme dans
l’intégrale par O(‖χ‖∞(R h
1
2 +h)). Et en utilisantH3(vox(D)) = O(r2R), on obtient
‖∆2‖op = O(‖χ‖∞ (R2r2h
1
2 + r2Rh)).
2.4 STABILITÉ DU VCM.
Il a été montré dans [MOG11] que le VCM d’un nuage de points est Hausdorff
stable. Plus précisément, le théorème 5.1 de [MOG11] établit que
‖V∂X,R(χ)− VZh,R(χ)‖op = O(h
1
2 ).
Cependant, la constante intervenant dans O(h
1
2 ) dépend de la surface ∂X. Nous
voulons ici une constante plus précise faisant intervenir des quantités locales, r
et R. La preuve est similaire à celle de [MOG11], excepté que nous localisons les
calculs.
Proposition 3.4. Sous les hypothèses du théorème 3.2, on a
‖V∂X,R(χ)− VZh,R(χ)‖op
= O
(
Lip(χ)× [(r3R 52 + r2R 72 + rR 92 )h 12 ] + ‖χ‖∞ × [(r3R
3
2 + r2R
5
2 + rR
7
2 )h
1
2 ]
)
.
Démonstration. Comme dans la preuve de la proposition précédente le fait que h ≤
min
(
1√
3
R, 1
2
√
3
r, r
2
32
√
3ρ
)
implique que p−1Zh(supp(χ)) ⊂ p
−1
∂X(By(2r)). On introduit
donc l’ensemble E = ∂XR−ε ∩ p−1∂X(By(2r)), sur lequel nous allons intégrer. on a
V∂X,R(χ) =
∫
∂XR
(x− p∂X(x))(x− p∂X(x))tχ(p∂X(x))
=
∫
∂XR∩p−1
∂X
(By(2r))
(x− p∂X(x))(x− p∂X(x))tχ(p∂X(x))
=
∫
E
(x− p∂X(x))(x− p∂X(x))tχ(p∂X(x)) + Err1,
où l’erreur Err1 satisfait
‖Err1‖op ≤ R2 × ‖χ‖∞ ×H3(∂XR ∩ p−1∂X(By(2r)) \ E).
De plus, on a ∂XR∩p−1∂X(By(2r))\E =
[
∂XR\∂XR−ε
]
∩p−1∂X(By(2r)), dont le volume
est borné par la proposition 1.10.b par O(r2ε) = O(r2h). On a donc
‖Err1‖op = ‖χ‖∞ ×O(R2r2h).
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Similairement, on a
VZh,R(χ) =
∫
ZR
h
(x− pZh(x))(x− pZh(x))tχ(pZh(x))
=
∫
ZR
h
∩p−1
∂X
(By(2r))
(x− pZh(x))(x− pZh(x))tχ(pZh(x))
=
∫
E
(x− pZh(x))(x− pZh(x))tχ(pZh(x)) + Err2,
où l’erreur Err2 satisfait
‖Err2‖op ≤ (R + ε)2 × ‖χ‖∞ ×H3(ZRh ∩ p−1∂X(By(2r)) \ E).
Comme l’ensemble ZRh ∩ p−1∂X(By(2r)) \ E ⊂
[
∂XR+ε\∂XR−ε
]
∩ p−1∂X(By(2r)), son
volume est borné par O(r2ε) = O(r2h), on a
‖Err2‖op = (R + ε)2 × ‖χ‖∞ ×O(r2h).
Il nous faut maintenant comparer les deux intégrales sur l’ensemble commun E
∆ =
∫
E
[
(x− p∂X(x))(x− p∂X(x))tχ(p∂X(x))− (x− pZh(x))(x− pZh(x))tχ(pZh(x))
]
.
En suivant la preuve du théorème 5.1 de [MOG11], on a
‖∆‖op ≤ (R2Lip(χ)+2R‖χ‖∞)× [H3(E)+(diam(E)+R+
√
Rε)×H2(∂E)]×
√
Rε.
Les propriétés b. et c. de la proposition 1.10 donnent respectivement que H3(E)
est borné par O(r2R) et que H2(∂E) est borné par O(rR + r2). Comme h = 1√
3
ε,
on a
‖∆‖op = O
(
Lip(χ)× [(r3R 52 +r2R 72 +rR 92 )h 12 ]+‖χ‖∞× [(r3R
3
2 +r2R
5
2 +rR
7
2 )h
1
2 ]
)
.
Comme ‖Err1‖op et ‖Err2‖op sont négligeable devant ‖∆‖op, on obtient la borne :
‖V∂X,R(χ)− VZh,R(χ)‖op
= O
(
Lip(χ)× [(r3R 52 + r2R 72 + rR 92 )h 12 ] + ‖χ‖∞ × [(r3R
3
2 + r2R
5
2 + rR
7
2 )h
1
2 ]
)
.
3 CONVERGENCE MULTIGRILLE DE L’ESTIMATEUR DE NOR-
MALE
Soit X un domaine compact de R3 dont le bord ∂X est une surface de classe C2
de reach ρ. On souhaite ici estimer la normale à ∂X à partir de sa discrétisation de
Gauss. Si h ≤ 1√
3
ρ, le lemme 2.11 (page 33) implique que la distance de Hausdorff
dH(Zh, ∂X) est majoré strictement par le reach ρ. La projection p∂X est donc défini
sur Zh. Soit p̂0 un point de Zh et p0 la projection de p̂0 sur ∂X. On définit l’es-
timateur de normale en appliquant le VCM digital à une fonction Lipschitzienne
qui approche la fonction indicatrice de la boule Bp̂0(r). Pour tout point p, soit χr,p
une fonction Lipschitzienne qui vaut 1 sur Bp(r), vaut 1 − (‖x − p‖ − r)/r
3
2 sur
Bp(r + r
3
2 ) \ Bp(r), et vaut 0 sur le domaine restant.
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Définition 3.5. L’ estimateur de normale n̂r,R(p̂0) est le vecteur propre associé à la
plus grande valeur propre de V̂Zh,R(χr,p̂0).
Remarquons que l’estimateur de normale est défini au signe près. Le théorème
suivant donne une erreur d’estimation entre ±n̂r,R(p̂0) et nS(p0).
Théorème 3.6. Soit X un domaine compact de R3 dont le bord ∂X est une surface
de classe C2 et de reach ρ > 0. Soit R < ρ
2
. Donc pour tout h > 0 tel que h ≤
min
(
1√
3
R, 1
2
√
3
r, r
2
32
√
3ρ
)
, l’angle entre les lignes portées par n̂r,R(p̂0) et nS(p0) satisfait
〈n̂r,R(p̂0),nS(p0)〉 =
O
(
(rR−
3
2 +R−1 + r−
1
2R−
1
2 + r−
3
2 + r−
5
2R
3
2 )h
1
2 +R−2h+ r
3
2R−1 +R2 + r
1
2
)
.
Le corollaire suivant est une conséquence directe du théorème.
Corollaire 3.7. Soit X un domaine compact de R3 dont le bord ∂X est une surface
de classe C2 de reach ρ > 0. Soient a, b ∈ R+, r = ah 14 et R = bh 14 . Alors pour tout
h > 0 assez petit, on a
〈n̂r,R(p̂0),nS(p0)〉 = O
(
h
1
8
)
.
DÉMONSTRATION DU THÉORÈME 3.6. On introduit le VCM normalisé N̂r,R(p̂0) =
3
2πr2R3
V̂Zh,R(χr,p̂0). D’après le théorème sin(θ) de Davis-Kahan [Dav63], au signe
près de ±n̂r,R(p0), on a
‖n̂r,R(p̂0)− nS(p0)‖ ≤ 2‖N̂r,R(p̂0)− nS(p0)nS(p0)t‖op.
Majorons le membre de droite. L’inégalité triangulaire donne
‖N̂r,R(p̂0)− nS(p0)nS(p0)t‖op ≤
3
2πR3r2
‖V̂Zh,R(χr,p̂0)− V∂X,R(χr,p̂0)‖op
+
3
2πR3r2
‖V∂X,R(χr,p̂0)− V∂X,R(χr,p0)‖op
+
3
2πR3r2
‖V∂X,R(χr,p0)− V∂X,R(1Bp0(r))‖op
+ ‖ 3
2πR3r2
V∂X,R(1Bp0(r))− nS(p0)nS(p0)
t‖op.
La preuve du théorème est alors une conséquence du théorème 3.2, qui contrôle
le premier terme, et des trois lemmes suivants qui contrôlent les autres termes.
Lemme 3.8. Sous les hypothèses du théorème 3.6, on a
3
2πR3r2
‖V∂X,R(χr,p̂0)− V∂X,R(χr,p0)‖op ≤ O(R−1(h+ r
3
2 ))
Démonstration. On décompose le domaine d’intégration
supp(χr,p̂0) = (Bp̂0(r) ∩ Bp0(r))
⋃
Bp̂0(r + r
3
2 )\ (Bp̂0(r) ∩ Bp0(r)) .
On pose ε =
√
3h qui majore la distance de Hausdorff de Zh et ∂X. Par hypothèse,
on a ε ≤ r
2
. On a donc que les points p̂0 et p0 appartiennent à Bp̂0(r) ∩ Bp0(r).
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De plus les fonctions χr,p̂0 et χr,p0 sont égales à 1 sur l’intersection Bp̂0(r) ∩ Bp0(r)
et comme ‖p̂0 − p0‖ ≤ dH(∂X,Zh) ≤ ε, l’ensemble Bp̂0(r + r
3
2 )\ (Bp̂0(r) ∩ Bp0(r))
est contenu dans l’offset [∂(Bp̂0(r) ∩ Bp0(r))]ε+r
3
2
dont le volume est borné par la
proposition 1.10.a par O(r2(ε + r
3
2 )). On décompose de manière symétrique le
support de χr,p0 , ce qui donne
‖V∂X,R(χr,p̂0)− V∂X,R(χr,p0)‖op = O(R2r2(ε+ r
3
2 )).
Comme ε =
√
3h on a le résultat.
Lemme 3.9. Sous les hypothèses du théorème 3.6, on a
3
2πr2R3
‖V∂X,R(χr,p0)− V∂X,R(1Bp0 (r))‖op = O(r
1
2 ).
Démonstration. Comme χr,p0 = 1Bp0 (r) sur la boule Bp0(r), en utilisant les mêmes
arguments que dans les démonstrations de la partie précédente, on a
‖V∂X,R(χr,p0)−V∂X,R(1Bp0 (r))‖op ≤ H
3
(
∂XR ∩
[
p
−1
∂X(By(r + r
3
2 ))
∖
p
−1
∂X(By(r))
])
×R2.
La proposition 1.10 implique que le volumeH3
(
∂XR ∩
[
p
−1
∂X(By(r + r
3
2 ))
∖
p
−1
∂X(By(r))
])
est plus petit que 4R × H2
(
∂X ∩ By(r + r
3
2 )
∖
By(r)
)
. Le fait que cette aire est
bornée par O(r
5
2 ) nous permet de conclure.
Lemme 3.10. Sous les hypothèses du théorème 3.6, on a
‖ 3
2πR3r2
V∂X,R(1Bp0 (r))− n(p0)n(p0)
t‖op = O(r +R2)
Démonstration. On a la relation suivante (voir théorème 1 de [Mér09])
V∂X,R(1Bp0 (r)) =
2
3
R3
[
1 +O(R2)
] ∫
p∈Bp0 (r)∩S
n(p)n(p)t dp. (3.3)
Par le théorème des valeurs intermédiaires appliqué à la normale à ∂X, on a
‖n(p)− n(p0)‖ ≤ sup
q∈S
‖Dn(q)‖op lp,p0 ,
où lp,p0 est la longueur de la géodésique joignant p et p0. Comme la corde (pp0) est
contenue dans l’offset ∂XR, où R < ρ, on a lp,p0 = O(‖p − p0‖) (voir [MT04] par
exemple). D’où ‖n(p)− n(p0)‖ = O(r) et donc n(p)n(p)t − n(p0)n(p0)t = O(r). Par
conséquent
∫
p∈Bp0 (r)∩S
n(p)n(p)t dp = H2(Bp0(r) ∩ S)n(p0)n(p0)t +H2(Bp0(r) ∩ S) O(r).
En combinant avec l’équation. (3.3), on a
3
2R3H2(Bp0(r) ∩ S)
V∂X,R(1Bp0 (r)) =
[
1 +O(R2)
]
×
(
n(p0)n(p0)
t +O(r)
)
.
On conclut en utilisant le fait que H2(Bp0(r) ∩ S) est equivalent à πr2.
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4 EXPÉRIMENTATIONS
On évalue expérimentalement la convergence multigrille, la précision et la ro-
bustesse au bruit Hausdorff de notre estimateur de normale, mais aussi sa stabilité
pour détecter les arêtes vives.
La première série d’expérimentations analyse la convergence de l’estimation de
normale avec le VCM par rapport à la normale du bord de la forme ∂X (figures 3.4
et 3.5). Les calculs sont effectués sur un tore de grand rayon 6 et de petit rayon
2, et sur un ellipsöıde de demi axes
√
90,
√
45 et
√
45. On mesure l’erreur d’angle
ǫ(p) = cos−1(n̂(p) · n(p)) pour tout point p ∈ Zh de la forme discrétisée avec deux
différentes normes :
l1(ǫ)
def
=
1
Card(Zh)
∑
p∈Zh
ǫ(p), l∞(ǫ)
def
= sup
p∈Zh
ǫ(p). (3.4)
Dans les expérimentations, nous avons essayé différents noyaux χr,p0 et nous don-
nons les résultats pour deux d’entre eux : le noyau χ0r,p0 défini par χ
0
r,p0
(x) = 1
si ‖x − p0‖ ≤ r, 0 sinon ; le noyau χ1r,p0 défini par χ1r,p0(x) = 1 − ‖x − p0‖/r si
‖x−p0‖ ≤ r, 0 sinon. La figure 3.4 affiche les normes des erreurs d’angles estimées
en degré, pour des pas de discrétisation de plus en plus fins. Le corollaire 3.7 prédit
la convergence multigrille en O(h
1
8 ) de l’estimateur quand r = ah
1
4 et R = bh
1
4 .
On observe en pratique que la vitesse de convergence est proche de O(h) pour les
deux normes et pour les différents choix de paramètres R = r = 3h
1
4 , R = r = 3h
1
3
ou R = r = 3h
1
2 . D’autres expérimentations montrent que les résultats les plus
précis sont obtenus pour α ∈ [1
3
, 1
2
] si R = r = ahα. Nous notons que le choix du
noyau n’a pas un grand impact sur la qualité de l’estimation, tant que celui-ci a un
support comparable au noyau χ0r,p0.
On perturbe le modèle du tore avec un bruit Kanungo de paramètre t = 0.25
(voir section 3.2 du chapitre 3 pour la définition). Ce n’est pas exactement une
perturbation Hausdorff mais la plupart des points se situent dans une bande de
taille 2h/(1 − t). La figure 3.5 montre que la normale est toujours convergente
pour les deux normes. Ici encore, la convergence est proche d’une vitesse O(h
2
3 ),
ce qui est mieux que la convergence théorique en O(h
1
8 ).
On s’intéresse à la qualité visuelle de notre estimateur sur différentes formes,
en affichant les surfels éclairés selon la normale estimée. Tout d’abord, la figure 3.6
affiche l’estimation des normales sur le modèle du tore perturbé avec un fort bruit
Kanungo de paramètre p = 0.5. La figure 3.7 affiche les améliorations visuelles
en utilisant les normales calculées avec l’estimateur VCM par rapport à celles cal-
culées avec un autre estimateur trivial. En particulier, la comparaison de la figure
3.7.b avec la figure 3.7 c et d montre que l’estimateur du VCM est plus précis que
la convolution sur la géométrie des surfels. De plus, on a testé notre estimateur
sur de nombreuses formes standards (voir figure 3.8).
Notre estimateur VCM est une matrice qui contient aussi des informations
sur la courbure selon les autres directions. Mérigot et al. [MOG11] ont proposé
de détecter les arêtes vives en utilisant les trois valeurs propres l1, l2, l3 du VCM
comme suit : si l1 ≥ l2 ≥ l3, on calcule l2/(l1 + l2 + l3) et on marque les points si la
valeur dépasse un seuil T . La figure 3.9 montre cette détection sur le modèle “bun-
ny” à différentes échelles , avec T = 0.1 pour toutes les données (cela correspond
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FIGURE 3.4 – Convergence multigrille de l’erreur d’angle de l’estimateur de nor-
male (en degré). Les tests sont faits sur un tore avec les paramètres (R = r = 3hα
avec α ∈ {1
4
, 1
3
, 1
2
}), pour deux normes (l1, l∞), avec le noyau χ0r,p0 (gauche), et le
noyau χ1r,p0 (droite).
à un angle de ≈ 25◦). Cela montre que l’information du VCM est géométriquement
stable. Pour conclure, on liste ci-dessous des informations sur les temps de calcul.
Cet estimateur a été implémenté et est disponible dans la librairie DGtal [DGtrg].
Image taille #surfels (R, r) calcul χr-VCM. Orient. normales
“Al” 1503 48017 (30, 3) 0.73 s 0.88 s
“rcruiser” 2503 66543 (30, 3) 1.26 s 0.99 s
“bunny” 5163 933886 (30, 5) 30.1 s 15.9 s
“Dig. Snow” 5123 3035307 (30, 5) 82.1 s 53.6 s
CONCLUSION
On a présenté des estimateurs géométriques stables pour les ensembles digi-
taux, le premier approchant le Voronoi covariance measure et le second approchant
le champ de normales. On a montré que sous certaines conditions, ils sont conver-
gents multigrille. Ces conditions nous permettent de déterminer les paramètres R
and r en fonction du pas de discrétisation h. Les expérimentations ont confirmé à
la fois la précision et la stabilité de nos estimateurs. Nous confrontons la précision
de notre estimateur avec d’autres techniques dans le dernier paragraphe du cha-
pitre 5.
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FIGURE 3.5 – Convegence multigrille de l’erreur d’angle de l’estimateur de normale
(en degré) sur un modèle bruité. Les tests sont faits sur un tore (première ligne)
et sur un ellipsoide (deuxième ligne) perturbé avec un bruit Kanungo 0.25 avec les
paramètres (R = r = 3hα avec α ∈ {1
4
, 1
3
, 1
2
}), pour deux normes (l1, l∞) : et avec
le noyau χ0r,p0 (gauche), et noyau χ
1
r,p0
(droite).
FIGURE 3.6 – Résultat visuel de l’estimation de normale sur le modèle du tore
perturbé avec un fort bruit Kanungo (t = 0.5) pour différents pas de discrétisation,
de gauche à droite h = 0.5, 0.25, 0.125, 0.0625.
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(a) (b) (c) (d)
FIGURE 3.7 – Aspect visuel de l’estimation de normale sur le modèle “bunny66”
pour r = 3 : (a) normales triviales, (b) normales par convolution χ1r des normales
triviales avec un flat shading, (c) normales estimées avec le χ1r-VCM avec un flat
shading, (d) normales estimées avec le χ1r-VCM avec un Gouraud shading.
FIGURE 3.8 – Aspect visuel de l’estimation de normale sur les modèles classiques :
“Al” 1503, “Republic cruiser” 2503, “Digital snow” 5123.
FIGURE 3.9 – Détection d’arêtes vives sur le modèle “bunny” pour différentes
résolutions (R = 30h
1
2 ,r = 3h
1
2 , T = 0.1) : la couleur est bleu métallique quand la
valeur appartient à [0, 2
3
T ], puis devient cyan et jaune dans ]2
3
T, T [, jusqu’à rouge
dans [T,+∞[.
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Deuxième partie
DISTANCES ROBUSTES POUR
L’INFÉRENCE GÉOMETRIQUE
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Chapitre 4
FONCTIONS DISTANCE-LIKE
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INTRODUCTION
Dans ce chapitre, nous nous intéressons à la question suivante : avec quelles
fonctions distances peut-on faire de l’inférence géométrique robuste à un bruit fort
et aux points aberrants (outliers) ? Il ne s’agit pas ici de développer une méthode
d’inférence géométrique particulière, mais de rappeler les propriétés d’une famille
de fonctions distances : les fonctions distance-like. A ce titre, ce chapitre constitue
une introduction au chapitre suivant qui développe une méthode d’inférence à
l’aide de ces fonctions.
FONCTIONS DISTANCES ROBUSTES. De nombreuses méthodes d’estimation géo-
métrique sur des compacts sont liées, directement ou indirectement, à la fonc-
tion distance à un compact. La propriété principale de la fonction distance pour ce
type d’application est sa stabilité au bruit Hausdorff. Autrement dit, si K et K ′ sont
proches au sens de la distance de Hausdorff, alors ‖dK − dK′‖∞ est petit. Malheu-
reusement, les données géométriques sont souvent corrompues par des outliers,
ce qui implique que l’hypothèse de bruit Hausdorff n’est pas réaliste. En effet, la
présence d’un seul outlier dans un nuage de points peut perturber drastiquement
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la fonction distance à ce nuage de points. Pour résoudre cette difficulté, une va-
riante robuste de la fonction distance, qui se comporte bien en présence d’outliers,
a été introduite dans [CCSM11] : la fonction distance à une mesure (voir Section
2). La classe des fonctions distance-like englobe à la fois la fonction distance à un
compact et la fonction distance à une mesure.
CONTRIBUTION. On rappelle, dans ce chapitre, la définition et les propriétés de la
distance à une mesure et de l’une de ses approximation : la witnessed k-distance. On
montre un résultat de stabilité des gradients des fonctions distance-like en norme
L1 (proposition 4.4) qui est une conséquence du théorème 1.13 ([CCSM10]). Ce
résultat généralise le théorème 1.12, qui dans le cadre de la fonction distance à
un compact, établit la stabilité de la projection. On propose aussi deux fonctions
distance-like utilisant le concept de médiane. En pratique, ces fonctions distances
sont davantage résistantes aux outliers.
1 GÉNÉRALITÉS
1.1 DÉFINITION
Définition 4.1 (Fonctions distance-like). Une fonction δ : Rd → R+ est dite distance-
like si
– δ est propre, i.e. lim‖x‖→∞ δ(x) =∞.
– δ2 est 1-semi-concave, i.e. ‖.‖2 − δ2(.) est convexe.
La proposition 3.1 de [CCSM11] implique qu’une fonction distance-like est 1-
lipschitzienne. Le fait qu’une fonction distance-like δ est 1-lipschitzienne implique
que δ est différentiable Hd-presque partout (théorème de Rademacher). D’autre
part, la 1-semi-concavité implique que la fonction ‖.‖2 − δ2(.) est différentiable
Hd-presque partout. La proposition suivante établie que la distance usuelle dK à
un compact K est une fonction distance-like.
Proposition 4.2. Si K est un ensemble compact, alors la distance dK est distance-
like.
Démonstration. Pour la première propriété, il suffit d’utiliser qu’un compact est
borné dans Rd. Soit x ∈ Rd. On pose :
ψdK (x) := sup
y∈K
||x||2 − ||x− y||2 = sup
y∈K
2x.y − ||y||2.
La quantité ψdK s’écrit comme un suprémum de fonctions affines et est donc
convexe.
Exemple 4.3. L’exemple typique de fonction distance-like que nous considérons est
la distance de puissance. Étant donné un nuage de points P et une famille de poids
(ωp)p∈P positifs ou nuls, on appelle distance de puissance à P la fonction distance-like
δP définie par
δP (x) :=
(
min
p∈P
(
‖x− p‖2 + ωp
))1/2
. (4.1)
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La fonction distance-like δP est en conséquence entièrement définie par le dia-
gramme de puissance associé à l’ensemble P . Les cellules de puissance sont définies
par
PowωP (b) = {x ∈ Rn; ∀a ∈ P, ‖x− b‖2 − ωb ≤ ‖x− a‖2 − ωa}. (4.2)
On remarque que, quand les poids sont nuls, la distance de puissance n’est rien
d’autre que la distance au nuage de points P .
1.2 STABILITÉ DES GRADIENTS DES FONCTIONS DISTANCE-LIKE
Comme nous l’avons vu dans les premiers chapitres, la stabilité des estimateurs
géométriques est souvent liée à la stabilité du gradient de la fonction distance.
Nous généralisons ici le théorème 1.12 [CCSM10] qui établit la stabilité du gra-
dient de la fonction distance à un compact, aux fonctions distance-like. La propo-
sition 4.4 est une conséquence du théorème 1.13 rappelé au chapitre 1 établissant
la stabilité des gradients des fonctions convexes. Pour toute fonction distance-like
δ, on définit le champ de vecteurs nδ(x) =
1
2
∇δ2(x), qui est défini pourHd-presque
tout point x de Rd par le théorème de Rademacher. On choisit cette notation car si
δ est une fonction distance dS à une surface lisse S, alors ndS(x) est le vecteur de
norme dS(x) et de direction normale à S en x. On rappelle les notations suivantes.
Pour toute fonction f : Rd → Rk et tout ensemble E de Rd, on note
‖f‖1,E =
∫
E
‖f(x)‖dx et ‖f‖∞,E = sup
x∈E
‖f(x)‖.
Proposition 4.4. Soient E un ensemble de Rd à bord rectifiable et ε > 0. Pour toutes
fonctions distance-like δ et δ′ telles que ‖δ − δ′‖∞,E ≤ ε, on a :
‖nδ′ − nδ‖1,E ≤ C × [Hd(E) + (2diam(E) + 4R +
√
2Rε)×Hd−1(∂E)]×
√
2Rε,
où R = max(‖δ‖∞,E, ‖δ′‖∞,E) et C est une constante ne dépendant que de d.
On introduit ψδ(x) := ‖x‖2 − δ2(x) et ψδ′(x) := ‖x‖2 − δ′2(x). Pour Hd-presque
tout x, on a
nδ′(x)− nδ(x) =
1
2
(∇δ′2(x)−∇δ2(x)) = 1
2
(∇ψδ(x)−∇ψδ′(x)).
En utilisant la convexité de ψδ et ψδ′ et le théorème 1.13, la proposition 4.4 est
une conséquence du lemme suivant.
Lemme 4.5. Sous les hypothèses de la proposition 4.4, on a
(i) ∀x ∈ E, |ψδ(x)− ψδ′(x)| ≤ 2Rε
(ii) diam(∇ψδ(E) ∪∇ψδ′(E)) ≤ 2diam(E) + 4R.
Démonstration. Pour tout point x de E, on a
|ψδ(x)− ψδ′(x)| = |δ2(x)− δ′2(x)|
= |δ(x)− δ′(x)| × |δ(x) + δ′(x)|
≤ 2Rε.
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Soit X et X ′ deux points de ∇ψδ(E) et ∇ψδ′(E) respectivement. Il existe x, x′ de
E tels que X = 2x− 2δ(x)∇δ(x) and X ′ = 2x′ − 2δ′(x′)∇δ′(x′). Alors
‖X −X ′|| ≤ ‖2x− 2x′‖+ ‖2δ′(x′).∇δ′(x′)− 2δ(x).∇δ(x)‖
≤ 2 diam(E) + 2R× ‖∇δ‖∞,E + 2R× ‖∇δ′‖∞,E
≤ 2 diam(E) + 4R.
Dans la dernière inégalité, on utilise le fait qu’une fonction distance-like est 1-
Lipschitzienne. Le résultat reste vrai siX,X ′ appartiennent tous les deux à∇ψδ(E)
ou à ∇ψδ′(E).
2 DISTANCE À UNE MESURE
2.1 DÉFINITION
La distance à une mesure est un exemple de fonction distance-like qui a été
introduit dans [CCSM11] et est définie pour toute mesure de probabilité sur Rd.
Définition 4.6. Soit µ une mesure de probabilité sur Rd et m0 un paramètre de
régularisation dans ]0, 1[. La fonction distance à la mesure µ est définie pour tout
point x de Rd par
dµ,m0(x) :=
(
1
m0
∫ m0
0
δ2µ,m(x)dm
)1/2
, (4.3)
où δµ,m(x) = inf{r ≥ 0, µ(Bx(r)) ≥ m}.
La formule définissant la fonction δµ,m s’inspire d’une formule similaire pour la
fonction distance à un ensemble K : dK(x) = inf{r ≥ 0, K ∩ Bx(r) 6= ∅}, comme
on le voit sur la figure 4.1. La fonction δµ,m n’étant pas distance-like [CCSM11], on
la régularise à l’aide de l’eq. (4.3) afin de la rendre distance-like. Le corollaire IV.6.
de [Mér09] assure que la distance à une mesure est distance-like.
FIGURE 4.1 – Distance à une mesure. On suppose ici que la mesure µ est supportée
par un compact K. La quantité δµ,m(x) est le rayon minimum r tel que Bx(r) ∩K
a une masse m.
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LE CAS DU NUAGE DE POINTS Soit P ⊂ Rd un ensemble fini de n points, k ∈]0, n[
un réel et m0 = k/n. Comme dans [GMM13], on appelle k-distance à P et on note
dP,k la distance à la mesure pour une mesure uniforme sur P avec le paramètre
m0. Dans le cas particulier où k est un entier, un calcul simple [CCSM11] montre
que cette définition cöıncide bien avec la définition 2.18 de la k-distance donnée
dans le chapitre 2,
∀x ∈ Rd, d2P,k(x) =
1
k
∑
pi∈NP,k(x)
‖x− pi‖2 ,
où NP,k(x) sont les k plus proches voisins de x dans P . De plus, la k-distance dP,k
est une distance de puissance [GMM13, proposition 3.1]. Plus précisément, si on
note BaryP,k l’ensemble des isobarycentres de k points distincts de P , on a
∀x ∈ Rd d2P,k(x) = min
b∈BaryP,k
(
‖x− b‖2 + ωb
)
, (4.4)
où le poids ωb =
1
k
∑
pi∈NP,k(b) ‖b− pi‖2.
2.2 STABILITÉ DE LA DISTANCE À UNE MESURE
Il a été montré dans le théorème 3.5 de [CCSM11] que la distance à une mesure
est robuste aux outliers. Plus précisément, on a
‖dµ,m0 − dµ′,m0‖∞ ≤
1√
m0
W2(µ, µ
′),
où W2 est la 2-distance de Wasserstein entre les mesures. Pour plus de détails
sur les distances de Wasserstein, qui sont aussi connues sous le nom de distances
de Earthmover en informatique, on peut se référer à [Vil08]. Pour donner une
intuition, quand µK et µK′ sont des mesures de probabilité uniformes sur deux
nuages de points K et K ′ avec le même nombre de points, la distance W2(µK , µK′)
est la racine carrée du coût d’un assignement entre K et K ′.
La figure 4.2 illustre la stabilité de la k-distance à un nuage de points en
présence d’outliers. Remarquons que les lignes de niveau de la k-distance (seconde
image), sont plus lisses et significatives que les lignes de niveau de la fonction dis-
tance classique (première image).
2.3 DISTANCE À UNE MESURE ET DISTANCE À UN COMPACT
On rappelle ici un résultat de stabilité qui indique que l’on peut approcher
la distance à un compact par la distance à une mesure. La borne de ce résultat
indique qu’en choisissant convenablement le paramètre m0, la distance à une me-
sure sera proche de la distance au compact, si la 2-distance de Wasserstein entre les
deux mesures associées est petite. Ce résultat implique en particulier une certaine
résistance aux outliers. Nous avons besoin d’introduire la définition suivante :
Définition 4.7. On dit qu’une mesure µ sur Rd a une dimension au plus l avec une
constante αµ si la quantité de masse contenue dans la boule Bp(r) est au moins αµr
l,
pour tout point p dans le support de µ et tout rayon r plus petit que le diamètre du
support. Si µ a une dimension au plus l, alors il existe une telle constante αµ.
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a) b)
FIGURE 4.2 – Lignes de niveau de la fonction distance à un compact (a) et de la
fonction distance à une mesure (b)
Remarquons que si S est une variété n-dimensionnelle, alors la mesure uni-
forme µS sur S a une dimension au plus n.
Proposition 4.8 (théorème 4.2 de [GMM13]). Soient µ une mesure probabilité de
dimension au plus l, supportée par un compact K et ν une autre mesure, alors pour
tout paramètre de masse m0 ∈]0, 1[,
||dν,m0 − dK ||∞ ≤ m
− 1
2
0 W2(ν, µ) + α
− 1
l
µ m
1
l
0
3 EXEMPLES DE FONCTIONS DISTANCE-LIKE CALCULABLES
La k-distance est calculable efficacement en un point, mais il est très coûteux de
calculer le diagramme de puissance correspondant. La witnessed-k-distance est une
relaxation de la k-distance introduite dans [GMM13] dont la robustesse est aussi
garantie, et dont le diagramme de puissance est calculable en pratique. Dans cette
section, je rappelle tout d’abord la définition et les propriétés de la witnessed-k-
distance, puis je décris quatre autres exemples de fonctions distances-like inspirées
de cette dernière.
3.1 WITNESSED-k-DISTANCE
Soit P ⊂ Rd un nuage de points, k un entier. On a vu dans la section précédente
(eq. (4.4)) que la k-distance est un diagramme de puissance sur l’ensemble BaryP,k
des barycentres de k points de P . Malheureusement, ce diagramme n’est pas cal-
culable en pratique. L’ensemble BaryP,k a en effet un cardinal très grand puisqu’il
est de l’ordre de
(
n
k
)
, si n est le cardinal de P . Pour palier à ce problème, on utilise
la witnessed-k-distance qui a été introduite dans [GMM13].
On appelle k witness un point de Rd si c’est le barycentre de k points p1, . . . , pk
de P tels que p2, . . . , pk sont les (k − 1) plus proches voisins de p1 dans P \ {p1}
et on appelle witnessed-k-uplet un tel k-uplet. On note BarywP,k cet ensemble de
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a) b) c)
FIGURE 4.3 – Lignes de niveau de la witnessed-k-distance (a), de la median-k-
distance (b), et de l’approximation de la k-distance supportée par le nuage P de
la section 3.4 (c).
points. La witnessed-k-distance est alors définie comme la distance de puissance
suivante :
dwP,k(x) :=
(
min
b∈BarywP,k
‖x− b‖2 + ωb
)1/2
,
où ωb =
1
k
∑
pi∈NP,k(b) ‖b−pi‖2. Notons que le nombre de cellules dans le diagramme
de puissance est borné par le nombre de points de P , et peut en conséquence être
calculé efficacement avec CGAL [cga].
La proposition suivante [GMM13] assure que la witnessed-k-distance est une
bonne approximation de la distance au compact sous certaines conditions d’échan-
tillonnage et de choix du paramètre m0. La borne de ce résultat est la même borne
que dans la proposition 4.8 à une constante multiplicative près.
Proposition 4.9. [GMM13] Soit µ une mesure de probabilité de dimension au plus
l, supportée par un compact K. On considère la mesure uniforme 1P d’un nuage de
points P , alors pour tout paramètre de masse m0 ∈]0, 1[, on a :
||dw
1P ,m0
− dK ||∞ ≤ 3m−
1
2
0 W2(1P , µ) + 12α
− 1
l
µ m
1
l
0
Intuitivement, ce résultat indique que la distance à une mesure peut remplacer
la distance à un compact puisqu’elle en est une bonne estimation. Nous utiliserons
cette proposition dans le chapitre suivant.
3.2 MEDIAN-k-DISTANCE
On introduit ici la median-k-distance qui est une fonction distance-like dérivée
de la witnessed-k-distance. Nous n’avons pas de résultat de stabilité pour cette
fonction, mais elle est très robuste en pratique (voir figure 4.3). Soient P un nuage
de points et k > 1 un entier. Un point est appelé k-median de P si c’est la médiane
géométrique de k points p1, . . . , pk de P tels que p2, . . . , pk soient les (k − 1) plus
proches voisins de p1 dans P \ {p1}. Autrement dit, un k-median est la médiane
géométrique d’un witness-k-uplet de P . On note MedP,k l’ensemble des k-median
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de P . La définition de la median-k-distance s’inspire de celle de la witnessed-k-
distance en remplaçant les k-witness par les k-median.
Définition 4.10. La median-k-distance est la distance de puissance définie par
dmP,k(x) :=
(
min
b∈MedP,k
‖x− b‖2 + ωb
)1/2
,
où ωb =
1
k
∑
pi∈NP,k(b) ‖b− pi‖2.
Le fait d’avoir remplacé les k-witness par les k-median revient à remplacer la
norme L2 par la norme L1. En effet, le barycentre de p1, . . . , pk est le point b qui
minimise
∑d
i=1 ‖b− pi‖2. Similairement, la médiane géométrique est le point b qui
minimise
∑d
i=1 ‖b − pi‖. Notons que la médiane géométrique est unique quand
les k points ne sont pas colinéaires. La median-k-distance est distance-like comme
toutes fonctions distance de puissance (cf. exemple 4.3).
3.3 CENTER-k-DISTANCE
On peut tester beaucoup d’exemples de fonctions distance-like. Je donne ici un
deuxième exemple défini selon le même principe que pour la fonction distance-
like précédente, en remplaçant le k-witness par le centre géométrique. Un point c
est appelé le centre géométrique d’un nuage P , si pour tout j ∈ {1, ..., k} la j-ème
coordonnée de c est la médiane 1-dimensionnel de toutes les j-èmes de chacun
des points du nuage P . La center-k-distance est alors définie comme la distance de
puissance :
dcP,k(x) =
(
min
bc
‖x− bc‖2 + ωbc
)1/2
,
où les points pondérés bc sont les centres géométriques des witness k-uplets.
3.4 UNE APPROXIMATION DE LA k-DISTANCE SUPPORTÉE PAR P
Dans le contexte plus général des espaces métriques, les auteurs de [BCOS13]
définissent une approximation de la k-distance à un nuage de points. Dans un es-
pace métrique, il n’est pas possible en général de définir le barycentre de k points
et en conséquence on ne peut utiliser la witnessed-k-distance. Ils définissent une
approximation de la k-distance à l’aide d’une distance de puissance supportée par
le nuage de points initial P pondéré par la k-distance. Cette approximation est
calculable efficacement puisqu’elle nécessite le calcul de |P | cellules de puissance
au maximum. Le théorème 18 de [BCOS13] assure la stabilité de cette approxi-
mation. Néanmoins, la figure 4.3.c montre que la régularité des lignes de niveau
est moins bonne que les méthodes précédentes. Cela peut s’expliquer par le fait
que cette fonction distance-like est définie comme une distance de puissance sur
le nuage de point lui-même alors que les autres fonctions distance-like présentées
dans cette section sont des distances de puissance définies sur un nuage de points
choisi pour sa représentativité.
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Chapitre 5
VORONOI COVARIANCE MEASURE
GÉNÉRALISÉ
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1 INTRODUCTION
Alors que les méthodes classiques d’analyse en composante principale tentent
d’approcher l’espace tangent, les méthodes basées sur le diagramme de Voronoi es-
saient d’estimer la normale en approchant le cône normal. On a vu dans le chapitre
3 que ces dernières méthodes permettaient une estimation précise de quantités
géométriques telles que la normale ou les courbures. Je propose dans ce chapitre
un estimateur de normales, courbures, et d’arêtes vives généralisant le Voronoi Co-
variance Measure (VCM) aux fonctions distance-like. Appliqué à la distance à une
mesure, cet estimateur se révèle être résistant au bruit Hausdorff et aux outliers.
71
CONTRIBUTIONS
• On étend la définition du Voronoi covariance measure d’un compact. Plus
précisément, on associe à toute fonction distance-like δ, une famille de ten-
seurs appelés le δ-Voronoi covariance measure (δ-VCM).
• On montre la stabilité du δ-VCM. Notre principal théorème (théorème 5.5)
établit que si une fonction distance-like δ approche convenablement la fonc-
tion distance à un compact K, alors le δ-VCM est proche du VCM de K.
Quand on l’applique à un nuage de points P approchant une surface S de
R
3, ceci implique que l’on retrouve les normales de S très précisément (pro-
position 5.8). Cette estimation est Hausdorff stable et robuste aux outliers.
• La distance à une mesure à un nuage de points n’étant pas calculable en
pratique, on la remplace par la witnessed k-distance [GMM13]. On montre
que le VCM associé approche toujours bien le VCM d’une surface sous-jacente
(proposition 5.9), ce qui nous permet l’implémentation du δ-VCM.
• On montre à travers divers exemples que le δ-VCM induit un estimateur ro-
buste de normales résistant au bruit Hausdorff et aux outliers. On l’utilise
aussi pour estimer les courbures et détecter les arêtes vives. Nos estimateurs
améliorent les résultats du VCM[MOG11] ou du Jet Fitting [CP05], même
en l’absence d’outliers. Nos estimations sont aussi comparées favorablement
à l’estimateur de normales de Boulch et al. [BM12].
• Dans le cadre de données digitales, on compare des résultats d’estimation des
normales de notre méthode avec les résultats obtenus avec l’ACP, le VCM et
la méthode integral invariant [CLL14]. Ces tests suggèrent expérimentalement
la convergence multigrille de l’estimateur de normale basé sur le δ-VCM.
2 δ-VORONOI COVARIANCE MEASURE
La notion de Voronoi covariance measure a été introduite dans [MOG11] dans
le cadre de l’inférence géométrique. Comme nous l’avons rappelé dans la section
1 du chapitre 3, le VCM d’une surface lisse contient de l’information sur les nor-
males. Dans cette section, on étend cette notion selon le principe suivant. Pour
toute fonction distance-like δ (voir chapitre 4 pour la définition), on construit le δ-
Voronoi covariance measure (δ-VCM). Appliqué à la fonction distance classique, on
retrouve le VCM original défini dans [MOG11]. Le principal résultat théorique de
ce chapitre est le théorème 5.5. Ce théorème établit de manière quantitative que si
une fonction distance-like δ est uniformément proche de la fonction distance à un
compact, alors le δ-VCM est proche du VCM de ce compact. Grossièrement, cela
montre que l’on peut retrouver l’information géométrique sur le compact en utili-
sant seulement une approximation de sa distance par une fonction distance-like.
2.1 GÉNÉRALITÉS
Afin de définir le δ-Voronoi covariance measure d’une fonction distance-like δ
nous aurons besoin de deux constructions géométriques :
• Le champ de vecteurs nδ(x) = 12∇δ2(x), qui est défini pour Hd-presque tout
point x de Rd.
• L’ensemble δR := δ−1 (]−∞, R]) , où R > 0.
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On identifie le produit tensoriel v ⊗ w de deux vecteurs v et w à la d × d matrice
v.wt dont les composantes sont définies par ((v ⊗ w)i,j = viwj)
Définition 5.1 (δ-VCM). Le δ-Voronoi covariance measure est le tenseur qui à toute
fonction intégrable χ : Rd → R, associe la matrice suivante :
Vδ,R(χ) :=
∫
δR
nδ(x)⊗ nδ(x).χ (x− nδ(x)) dx, (5.1)
Exemple 5.2 (δ-VCM d’une fonction distance). Si on considère la fonction distance
à un compact K, l’ensemble dRK cöıncide avec l’offset de K de rayon R, ce qui explique
notre choix de notation. D’autre part, le champ de vecteurs ndK a une expression
explicite faisant intervenir la projection pK sur K :
ndK (x) = x− pK(x). (5.2)
En comparant l’eq. (5.1) avec l’eq. (4.2) de [MOG11] et en utilisant cette remarque,
on en déduit que le dK-VCM défini ici cöıncide avec la définition originale du VCM de
K.
Considérons une surface lisse orientée S de R3, de normale unitaire nS. Si on
choisit R assez petit, on rappelle l’expression suivante quand r → 0 [MOG11] :
∥∥∥∥VdS ,R(1Bp(r))−
2π
3
R3r2 [nS(p)⊗ nS(p)]
∥∥∥∥
op
= O(r3), (5.3)
où ‖.‖op est la norme opérateur classique. Cette équation montre que l’on peut retrou-
ver l’information locale sur les quantités différentielles.
Exemple 5.3 (δ-VCM d’une distance de puissance). Nous donnons une expression
du VCM d’une distance de puissance, que nous utiliserons en pratique. Chaque dis-
tance de puissance définit une décomposition de l’espace en une famille de polyèdres
convexes (voir eq. 4.2), appelés cellules de puissance, et sur lesquelles la fonction δ2P
est quadratique. Quand les poids sont nuls, on retrouve la notion de cellule de Voro-
noi. Le lemme suivant généralise l’eq. (2.1) de [MOG11], et montre que calculer le
VCM d’une distance de puissance revient à calculer la matrice de covariance de l’in-
tersection de chaque cellule de puissance avec une boule (voir aussi l’algorithme 1).
Lemme 5.4. Soit (P, ω) un nuage de points pondérés. Soit χ une fonction intégrable
de Rd dans R, alors
VδP ,R(χ) =
∑
p∈P
χ(p)Mp, (5.4)
où Mp est la matrice de covariance de Cp := PowP (p) ∩ Bp((R2 − ωp)1/2),
Mp :=
∫
Cp
(x− p)⊗ (x− p)dx. (5.5)
Démonstration. Pour tout point x dans l’intérieur d’une cellule de puissance PowP (p),
on a l’égalité nδP (x) = x− p, par conséquent, la fonction χ(x− nδP (x)) = χ(p) est
constante sur chaque cellule et on peut décomposer l’intégrale sur les cellules de
puissance :
VδP ,R(χ) =
∑
p∈P
χ(p)
∫
PowP (p)∩δRP
(x− p)⊗ (x− p)dx.
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FIGURE 5.1 – Domaine d’intégration du δP -VCM. Le nuage de points pondérés
P est représenté par une union de disques dont les rayons sont les poids. On
suppose que χ est la fonction indicatrice d’une boule By(r) de centre y et de rayon
r. Le nombre de cellules de puissance est inférieur au cardinal du nuage de points
puisque certaines cellules peuvent être vides.
De plus, un calcul donne PowP (p) ∩ δRP = PowP (p) ∩ B
(
p, (R2 − ωp)1/2
)
, si on
considère qu’une boule de rayon négatif est vide.
2.2 STABILITÉ DU δ-VCM
Nous pouvons maintenant établir le théorème principal de ce chapitre. Notre
théorème assure que si la fonction distance à un compact K est bien approchée
par une fonction distance-like δ, alors le VCM de K est aussi bien approché par le
δ-VCM.
La norme uniforme d’une fonction f de Rd est notée ‖f‖∞ = supRd |f |. Étant
donnée une fonction Lipschitzienne f de constante de Lipschitz Lip(f), on intro-
duit sa norme bounded-Lipschitz ‖f‖BL = ‖f‖∞ + Lip(f).
Théorème 5.5. Soit K un compact et δ une fonction distance-like. Pour toute fonc-
tion bornée et Lipschitzienne χ : Rd −→ R+, on a
‖Vδ,R(χ)− VdK ,R(χ)‖op ≤ C1 ‖χ‖BL ‖δ − dK‖
1
2
∞ ,
où C1 est une constante qui dépend seulement de R, d et diam(K).
En pratique, en choisissant une fonction mesurable χ dont le support est contenu
dans une petite boule, on peut retrouver l’information locale à l’aide du δ-VCM.
Remarque 5.6. Une caractéristique importante de ce théorème est que la constante
de la borne ne dépend que du diamètre de K et non de sa géométrie locale ou de sa
régularité.
Remarque 5.7. Si le compact K est une surface lisse S et χrp est la fonction indica-
trice d’une boule centrée en un point p de S, l’́equation (5.3) indique que le vecteur
propre associé à la plus grande valeur propre de VdK ,R(χrp) donne une estimation de
la normale à S en p. Similairement à la démonstration du théorème 3.6, on peut
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montrer que le théorème 5.5 implique que les vecteurs propres du VCM et du δ-VCM
sont deux à deux proches. Par conséquent, la diagonalisation de Vδ,R(χrp) définit un
estimateur de la direction normale à S en p.
2.3 DÉMONSTRATION DU THÉORÈME 5.5
Cette preuve s’inspire de la démonstration du théorème de stabilité de [MOG11].
L’idée est de comparer les deux intégrales sur l’ensemble E = KR−ε avec ε =
‖δ − dK‖∞,E et de montrer que la partie restante est négligeable. Par la proposi-
tion 4.2 de [CCSM10], l’ensemble ∂E est (d − 1)-rectifiable. Pour tout R ∈ R+,
on note N (∂K,R) le nombre de recouvrement de ∂K avec un paramètre de rayon
R, i.e. le nombre minimal de boules de rayon R nécessaire pour recouvrir ∂K.
Supposons tout d’abord que ε < R
2
. On a
VdK ,R(χ) =
∫
E
ndK (x)⊗ ndK (x)χ(x− ndK (x))dx
+
∫
KR\E
ndK (x)⊗ ndK (x)χ(x− ndK (x))dx.
Pour tout x ∈ KR, on a ‖ndK (x)‖ = ‖x − pK(x)‖ ≤ R. Le fait que ‖χ‖∞ ≤ ‖χ‖BL
implique
∥∥∥∥VdK ,R(χ)−
∫
E
ndK (x)⊗ ndK (x)χ(x− ndK (x))dx
∥∥∥∥
op
≤ R2 · ‖χ‖BL · Hd(KR\KR−ε).
(5.6)
On procède similairement pour le δ-VCM. Par définition, on a
‖nδ(x)‖ = ‖δ(x)∇δ(x)‖ ≤ |δ(x)| ≤ R.
De plus, on a KR−ε ⊂ δR ⊂ KR+ε. Par conséquent, le volume de δR \ KR−ε est
inférieur au volume de KR+ε\KR−ε et
∥∥∥∥Vδ,R(χ)−
∫
E
nδ(x)⊗ nδ(x)χ(x− nδ(x))dx
∥∥∥∥
op
≤ R2 · ‖χ‖BL · Hd(KR+ε\KR−ε).
(5.7)
Bornons maintenant le volume de KR+ε\KR−ε. La formule générale de l’aire-
coaire (§ 3.13 de [Mor08]) nous donne
Hd(KR+ε\KR−ε) =
∫ R+ε
R−ε
Hd−1(∂Kt) dt
On utilise la proposition 4.2 de [CCSM10] qui établit que pour tout réel t > 0,
on a Hd−1(∂Kt) ≤ N (∂K, t) · ωd−1(2t) où ωn(t) est le volume de la boule unité
n-dimensionnelle de rayon t.
Hd(KR+ε\KR−ε) ≤
∫ R+ε
R−ε
N (∂K, t) · ωd−1(2t) dt
≤ N (∂K,R− ε) · ωd−1(2(R + ε)) · 2ε
≤ 2 N (∂K, R
2
) · ωd−1(3R) ε. (5.8)
75
Nous devons maintenant borner la norme opérateur de l’intégrale
∫
E
[AdK (x)−
Aδ(x)]dx, où
AdK (x) := ndK (x)⊗ ndK (x)χ(x− ndK (x)),
et Aδ est défini de manière similaire. La différence entre ces deux termes se
décompose selon l’égalité suivante :
AdK (x)− Aδ(x) = χ(x− ndK (x))(ndK (x)⊗ ndK (x)− nδ(x)⊗ nδ(x))
+ [χ(x− ndK (x))− χ(x− nδ(x))]nδ(x)⊗ nδ(x)
En utilisant les inégalités suivantes :
‖ndK (x)⊗ ndK (x)− nδ(x)⊗ nδ(x)‖
≤ ‖ndK (x)⊗ (ndK (x)− nδ(x))‖+ ‖(nδ(x)− ndK (x))⊗ nδ(x)‖
≤ 2R ‖ndK (x)− nδ(x)‖,
et le fait que
‖[χ(ndK (x)− x)− χ(x− nδ(x))]nδ(x)⊗ nδ(x)‖ ≤ Lip(χ) ‖ndK (x)− nδ(x)‖ R2
donne l’inégalité
‖AdK (x)− Aδ(x)‖op ≤ ‖χ‖BL (R2 + 2R)‖ndK (x)− nδ(x)‖.
Ce qui donne en intégrant
∥∥∥∥
∫
E
[AdK (x)− Aδ(x)]dx
∥∥∥∥
op
≤ ‖χ‖BL (R2 + 2R)‖ndK − nδ‖1,E.
La proposition 4.4 implique que la norme ‖ndK − nδ‖1,E est bornée par
C × [Hd(E) + (2diam(E) + 4R +
√
2Rε)×Hd−1(∂E)]×
√
2Rε.
Comme diam(E) ≤ diam(K) + 2R et ε ≤ R
2
, les deux dernières équations im-
pliquent
∥∥∥∥
∫
E
[AdK (x)− Aδ(x)]dx
∥∥∥∥
op
(5.9)
≤ C ‖χ‖BL (R2 + 2R)[Hd(KR) + (2diam(K) + 9R)Hd−1(∂KR−ε)]
√
2R
√
ε.
À nouveau par la proposition 4.2 de [CCSM10], on borneHd−1(∂KR−ε) par le réel
N (∂K, R
2
) ·ωd−1(3R). De plus, comme le diamètre de KR est inférieur à diam(K)+
2R, son volume Hd(KR) est borné par une constante faisant intervenir diam(K),
R et d. Remarquons que N (∂K, R
2
) est aussi borné par une constante dépendant
des mêmes quantités. Par conséquent, la constante intervenant dans les équations
(5.9) et (5.8) dépendent seulement de diam(K), R et d. On conclut la preuve du
théorème 5.5 en combinant (5.9) avec (5.6) et (5.7).
Le cas où ε ≥ R
2
est trivial (et pas intéressant en pratique) puisque les deux
quantités Vδ,R(χ) et VdK ,R(χ) peuvent être bornées supérieurement par un réel ne
dépendant que de diam(K), R et d.
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3 EXEMPLES DE δ-VCM
3.1 VCM UTILISANT LA DISTANCE À UNE MESURE
On a vu dans la section 2 que la distance à une mesure est une fonction distance-
like résistante aux outliers. C’est donc naturel de considérer le δ-VCM dans le cas
particulier où δ est une distance à une mesure. On étudie ici la stabilité du δ-VCM
dans ce contexte.
Soit S une surface de R3 et µS sa mesure uniforme de probabilité. On sait
d’après le théorème de Günther-Bishop (page 749 de [CCSM11]) qu’il existe une
constante αS > 0 telle que
∀p ∈ S, ∀r ≤ diam(S), µS(Bp(r)) ≥ αSr2. (5.10)
Proposition 5.8. Soient P un nuage de points de cardinal n, S une surface de R3,
µP et µS les mesures de probabilité uniforme sur P et S respectivement. Si on prend
k = W2(µS, µP )
√
αSn, alors on a
‖VdP,k,R(χ)− VdS ,R(χ)‖op ≤ C2 α
−1/8
S ‖χ‖BL W2(µS, µP )
1
4 ,
où la constante C2 dépend de diam(S) et R.
Démonstration. Soit k ∈]0, n[ et m0 = k/n. Par la proposition 4.8, on a
‖dP,k − dK‖∞ ≤ m−
1
2
0 W2(µS, µP ) + α
− 1
2
S m
1
2
0 .
le membre de droite est minimal quand m0 satisfait m
− 1
2
0 W2(µS, µP ) = α
− 1
2
µ m
1
2
0 , ce
qui donne m0 = W2(µS, µP )
√
αS. Si k = W2(µS, µP )
√
αµn, la borne dans l’équation
précédente devient W2(µS, µP )
1
2α
−1/4
S . On conclut à l’aide du théorème 5.5.
Ce résultat peut être étendu à toute dimension d et dans le cas où S est un com-
pact de dimension au plus l, puisque pour une telle surface, il existe une constante
αS telle que µS(Bp(r)) ≥ αSrl).
3.2 VCM UTILISANT LA WITNESSED k-DISTANCE
On a vu dans le paragraphe précédent que le dP,k-VCM est résistant aux outliers.
Malheureusement, il n’est pas calculable en pratique puisque la k-distance ne l’est
pas. On remplace donc la k-distance par sa version relaxée et calculable dont la
définition et les propriétés sont données dans la section 3.1 du chapitre 4.
La démonstration de la proposition suivante est similaire à celle de la proposi-
tion 5.8, et utilise la proposition 4.9.
Proposition 5.9. Soient µS la mesure uniforme sur une surface S ⊂ R3 et µP la me-
sure de probabilité uniforme sur un nuage de points P . Soit k = W2(µP , µS)
√
αSn/4,
où n est le nombre de points de P . Alors pour toute fonction χ : Rd → R+, on a
‖Vdw
P,k
,R(χ)− VS,R(χ)‖op ≤ C3 α−1/8S ‖χ‖BL W2(µP , µS)
1
4 ,
où la constante C3 dépend de diam(S) et R.
Remarquons que l’on peut calculer le dmP,k-VCM en utilisant le lemme 5.4.
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3.3 AUTRES VARIANTES DU δ-VCM
On peut définir un δ-VCM pour chacune des quatre autres distances de puis-
sance définies dans la section 3 du chapitre 4. L’intérêt de la median-k-distance et
de la center-k-distance est l’intervention du concept de médiane. Comme pour la
witnessed-k-distance, on peut calculer les VCM correspondant à ces deux distance-
like en utilisant le lemme 5.4. Au vu des résultats expérimentaux, il semblerait
que le VCM associé à la median-k-distance soit le plus robuste aux outliers. Nous
verrons dans la section suivante que la median-k-distance améliore les résultats
d’estimations de normales et courbures. Il semble que la médiane de k points soit
en conséquence plus représentative de la géométrie du compact sous-jacent (avec
nos modèles de bruit au moins).
4 IMPLÉMENTATION ET EXPÉRIMENTATIONS
4.1 CALCUL DU VCM POUR UNE DISTANCE DE PUISSANCE
On décrit ici notre algorithme pour calculer une approximation du VCM d’une
distance de puissance. Soit (P, ω) un nuage de points pondérés qui définit une
fonction distance-like δP . Afin d’estimer la normale et la courbure, nous devons
calculer pour chaque point q de P la matrice de covariance VδP ,R(χrq), où χrq est la
fonction indicatrice de la boule Bq(r). En utilisant le lemme 5.4, on a
VδP ,R(χrq) =
∑
p∈P∩Bq(r)
Mp,
où la matrice Mp est définie par
Cp := PowP (p) ∩ B
(
p, (R2 − ωp)1/2
)
Mp :=
∫
Cp
(x− p)⊗ (x− p)dx
La difficulté principale est de calculer ces matrices de covariance. En pratique,
on les approche en remplaçant la boule dans la définition de Cp par un polyèdre
convexe. En entrée de notre algorithme (résumé dans l’algorithme 1) on prend un
nuage de points pondérés, un rayon R et une approximation de la boule unité par
un polyèdre convexe B. Dans tous les exemples, le polyèdre B est un dodécaèdre
circonscrit à la boule unité. Pour calculer la matrice de covariance approchée
(MBp )p∈P , on construit tout d’abord le diagramme de puissance du nuage de points
pondérés. On procède ensuite en deux étapes pour chaque point :
4.1.1 INTERSECTION
On calcule une approximation de la cellule Cp
CBp := PowP (p) ∩ (p+ (R2 − ωp)1/2B) (5.11)
Pour effectuer ce calcul efficacement, on rassemble les demi-espaces définissant
les deux polyèdres et on calcule leur intersection. Dans [PM79], l’auteur donne
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une méthode pour calculer efficacement l’intersection de demi espace. À chaque
demi-espace d’équation ax + by + cz + d ≤ 0 on associe le point de coordonnées
(−a
d
, −b
d
, −c
d
). Les auteurs montrent que calculer l’intersection des demi-espaces est
équivalent à calculer l’enveloppe convexe du nuage de points associé.
4.1.2 INTÉGRATION
Le bord du polyèdre CBp est décomposé en une union de triangles, et on considère
les tétraèdres ∆1p, . . . ,∆
kp
p joignant ces triangles au centroid de Cp. On calcule
MBp =
∫
CBp
(x− p)⊗ (x− p)dx (5.12)
en sommant la contribution signée de chaque tétraèdre, qui peut être évaluée
exactement en utilisant la même formule que dans [ACSTD07]. Nous avons implé-
menté cet algorithme avec CGAL [cga] pour le calcul du diagramme de puis-
sance et l’étape d’intersection. Nous avons reporté dans la Table 5.1 des temps
d’exécution pour la witnessed-k-distance et la median-k-distance.
Algorithm 1 Calcul de VδP ,R.
Require: P ⊆ Rd nuage de points, R > 0, B = approximation de B0(1)
Calcul du diagramme de puissance (PowP (p))p∈P
for all p ∈ P do
CBp ← PowP (p) ∩ (p+ (R2 − ωp)1/2B) {§4.1.1}
∆1p, . . . ,∆
kp
p ← décomposition de CBp en tétraèdres {§4.1.2}
MBp ←
∑kp
i=1
∫
∆ip
(x− p)⊗ (x− p)dx {§4.1.2}
end for
return (MBp )p∈P .
formes nombre de points dwP,k-VCM d
m
P,k-VCM
ellipsoid 10K 3.31 s 3.44 s
hand 36K 12.31s 13.86s
bimba 74K 25.98 s 29.08 s
ceasar 387K 175.16 s 201.20 s
TABLE 5.1 – Temps de calcul de (MBp )p∈P pour le d
w
P,k-VCM et le d
m
P,k-VCM (avec un
4× 2.5Ghz CPU).
4.2 ÉVALUATION DU dwP,k-VCM
On montre dans cette section que le dwP,k-VCM induit en pratique une estimation
robuste des normales, courbures et arêtes vives, qui est résistante à la fois au bruit
Hausdorff et aux outliers. Notons que dans nos expériences, le nuage de points P
est l’ensemble des sommets d’une triangulation. La triangulation en elle-même est
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seulement utilisée pour la visualisation, notre algorithme étant basé sur le nuage
de points P . Le diamètre du nuage de points dans tous les exemples est 2. On
considère qu’un nuage de points est non bruité quand l’échantillonnage est fait
sur la surface-sous-jacente. On dit que ce nuage de points est bruité avec un bruit
Hausdorff de taille ou de paramètre ε si tout point p est translaté d’une distance au
plus ε dans une direction quelconque uniforme (voir paragraphe 3.1 du chapitre 2
pour plus d’informations). Nous parlerons d’outliers si un certain pourcentage de
points est translaté davantage.
4.2.1 ESTIMATION DES NORMALES
Comme nous l’avons suggéré dans la remarque 5.7, on définit une normale en
chaque point p d’un nuage de points P comme un vecteur propre associé à la plus
grande valeur propre de VδP ,R(χrp).
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FIGURE 5.2 – Estimation de normale sur l’ellipsöıde. Gauche : le rendu illustre la
qualité de l’estimation des normales (paramètres : k = 30, R = 0.2, r = 0.2, bruit
Hausdorff = 0.4). Droite : Comparaison de la déviation moyenne des normales
(en degrés) estimées avec le Jet Fitting, VCM, dwP,k-VCM et le Randomized Hough
Transform [BM12] pour différentes valeurs de bruit Hausdorff.
COMPARAISON AVEC D’AUTRES MÉTHODES On compare la précision de notre
méthode au VCM [MOG11], au Jet Fitting [CP05] et au Randomized Hough Trans-
form [BM12]. La figure 5.2 présente la déviation angulaire moyenne entre la nor-
male estimée et la vrai normale dans le cas d’un ellipsöıde bruité avec des outliers.
Notre méthode donne de meilleurs résultats.
SENSIBILITÉ AUX PARAMÈTRES Pour mesurer la dépendance de notre méthode
aux différents paramètres, on calcule la déviation moyenne des normales sur un
ellipsöıde bruité pour différents choix de paramètres k et R. Comme on peut le
voir sur les figures 5.3 et 5.4, les résultats sont assez stables. La figure 5.3 montre
qu’il faut choisir k plus grand quand le bruit est large. On observe que la valeur
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FIGURE 5.3 – Dépendance au paramètre k : on peut voir l’influence du paramètre k
(en abscisse) sur la déviation moyenne (en degrés) des normales estimées utilisant
le dwP,k-VCM. L’expérimentation est faite pour différentes valeurs de r et R et pour
deux différents ellipsöıdes bruités. Gauche : bruit Hausdorff = 0.2. Droite : bruit
Hausdorff = 0.4.
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FIGURE 5.4 – Dépendance au paramètre R : on peut voir l’influence du paramètre
R (en abscisse) sur la déviation moyenne (en degrés) des normales estimées utili-
sant le dwP,k-VCM. L’expérimentation est faite pour différentes valeurs de r et pour
deux différents ellipsöıdes bruités. Gauche : bruit Hausdorff = 0.2. Droite : bruit
Hausdorff = 0.4.
k = 30 donne de bons résultats dans le cas non bruité ainsi qu’en présence de
bruit. Par conséquent toutes nos expérimentations (excepté bien sûr celles de la
figure 5.3) sont faites avec la valeur k = 30. Notons que le VCM classique cöıncide
exactement avec le dwP,k-VCM quand k = 1.
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FIGURE 5.5 – Visualisation des données “caesar” utilisant la normale aux triangles
(ligne du haut) et la normale estimée avec le dwP,k-VCM (ligne du bas) avec un
ombrage de Phong (paramètres R = 0.04, r = 0.04, k = 30). De gauche à droite,
le bruit Hausdorff est 0.02, 0.04 et 0.06.
FIGURE 5.6 – Comparaison du rendu sur les données “hand” : (gauche) utilisant
notre normale estimée avec le dwP,k-VCM et les paramètres R = 0.04, r = 0.02,
k = 30, et (droite) la méthode du Randomized Hough Transform [BM12] avec des
paramètres standards : nombre de voisins = 500 et les autres égaux aux valeurs par
défaut. Les triangles sont affichés avec un ombrage de Phong “hand” est perturbé
avec un bruit Hausdorff égal à 0.04.
VISUALISATION DES NORMALES ESTIMÉES On teste la qualité de notre estima-
teur de normale sur des formes standards, en affichant la triangulation éclairée
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selon les normales estimées. Dans la figure 5.5, on note que le rendu fait avec les
normales calculées avec notre méthode est meilleur que le rendu des normales
induites par la géométrie de la triangulation sous-jacente. De plus, le rendu a une
bonne résistance au bruit et garde intacte les caractéristiques principales de la
forme. Dans la figure 5.6, on compare ce rendu avec le rendu obtenu avec les nor-
males calculées avec la méthode du Randomized Hough Transform [BM12], qui est
une méthode statistique résistante au bruit et aux outliers. Notre méthode présente
un rendu plus lisse.
4.2.2 ESTIMATION DE LA COURBURE ET DÉTECTION DES ARÊTES VIVES
La matrice de covariance contient aussi des informations sur la courbure le
long des autres directions propres [MOG11]. Si on note λ0 ≥ λ1 ≥ λ2 les trois
valeurs propres de VδP ,R(χrp) en un point p. À une constante multiplicative près, λ1
et λ2 correspondent à la valeur absolue de la courbure respectivement minimale
et maximale [MOG11]. Les vecteurs propres correspondants sont appelés respec-
tivement les directions principales de courbures minimale et maximale.
On compare notre méthode avec la méthode du Jet Fitting [CP05] dans la
figure 5.7. Les expérimentations ont été faites pour un large choix de paramètres
et notre méthode est plus stable. En présence de beaucoup d’outliers, on affiche
dans la figure 5.8 la direction principale minimale de courbure estimée avec le
dwP,k-VCM et projetée sur la triangulation initiale.
FIGURE 5.7 – Estimation des directions principales sur “Bimba” (sans bruit). On
affiche un segment aligné en chaque point avec la direction principale minimale.
Gauche : méthode du Jet-fitting (avec un degré de polynôme 4 × 4 et k = 100
voisins pour chaque point). Droite : dwP,k-VCM (paramètres R = 0.04, r = 0.08,
k = 30).
Pour illustrer la performance de l’estimation de courbure avec le dwP,k-VCM, la
moyenne des valeurs absolue des courbures principales λ1 + λ2 est affichée pour
les données “caesar” et “hand”. Dans la figure 5.9, on affiche aussi le rendu des
triangulations avant tout traitement pour illustrer l’amplitude du bruit.
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FIGURE 5.8 – Estimation des directions principales sur “Bimba”. Gauche : Données
en entrée avec outliers (80% des points sont translatés d’une distance au plus 0.02,
10% sont translatés d’une distance entre 0.02 et 0.1, et 10% sont des outliers pris
uniformément dans une bôıte englobante). Droite : pour chaque point, on projette
l’estimation de la direction principale minimale du dwP,k-VCM sur la triangulation
initiale.
a) b)
FIGURE 5.9 – moyenne des valeurs absolues des courbures sur les données “cea-
sar” estimées avec le dwP,k-VCM (le jaune représente une courbure faible et le rouge
une courbure forte). Paramètres R = 0.04, r = 0.04, k = 30. De gauche à droite :
donnée en entrée avec un bruit Hausdorff = 0.02 ; estimation des courbures cor-
respondantes ; donnée en entrée avec un bruit Hausdorff = 0.06 ; estimation des
courbures correspondantes.
Notre méthode permet aussi de détecter les arêtes vives, en utilisant le même
critère que dans [MOG11] : on dit qu’un point p appartient à une arête vive si
λ1/(λ0 + λ1 + λ2) ≥ T , pour un paramètre de seuil T . La figure 5.11 montre des
résultats sur les données ‘fandisk’ pour différents niveaux de bruit (Hausdorff et
outliers). On remarque que les deux δ-VCM sont moins sensibles aux outliers que
le VCM classique. Plus précisément, nos méthodes ne détectent que les outliers
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FIGURE 5.10 – moyenne des valeurs absolues des courbures sur les données “cea-
sar” estimées avec dwP,k-VCM (le jaune représente une courbure faible et le rouge
une courbure forte). Paramètres : R = 0.04, r = 0.02, k = 30. De gauche à droite,
le bruit Hausdorff est 0.04, 0.08 and 0.16.
proches des arêtes.
4.3 COMPARAISON AVEC LE dmP,k-VCM
J’ai testé la qualité des estimations du δ-VCM pour de nombreuses fonctions
distance-like, par exemple pour les fonctions distance-like présentées dans la derni-
ère section du chapitre 4. Les résultats ont été particulièrement intéressants en
utilisant la median-k-distance. Les figures 5.12 et 5.13 indiquent que la dmP,k-VCM
donne une meilleur estimation de la moyenne des valeurs absolues des courbures
que le dmP,k-VCM en présence d’outliers. La figure 5.11 montre que la witnessed-
k-distance et la median-k-distance donnent des résultats très proches pour la
détection d’arêtes. On peut néanmoins remarquer que sur seulement quelques
points, la median-k-distance donne de meilleurs résultats.
4.4 dwP,k-VCM DIGITAL
Dans ce paragraphe, je décris les résultats expérimentaux de la version digi-
tale de l’estimateur de normale basée sur le dwP,k-VCM. Comme dans le chapitre 3,
on définit le dwP,k-VCM digital d’un contour digital en faisant la somme des contri-
butions à l’intégrale des voxels contenus dans les cellules de puissances. Nous
n’avons pas de convergence multigrille théorique de cet estimateur mais avons ef-
fectué des tests numériques confirmant cette convergence en pratique. La figure
5.14 compare la déviation moyenne des normales estimées avec les méthodes sui-
vantes : ACP (chapitre 2), VCM (chapitre 3) et integral invariants [CLL14]. Les
tests numériques sont effectués avec un bruit Kanungo (voir section 3.2) de pa-
ramètre 0.4. Les résultats sur le modèle “Leopold” d’équation 100−(x2.y2.z2+4x2+
4y2+3z2) montrent que l’estimateur du dwP,k-VCM donne des résultats meilleurs que
les autres méthodes, même si la vitesse de convergence semble être la même pour
toutes les méthodes (O(h0.9)). Les tests effectués sur le modèle “Blobby” d’équation
1 − 0.1x4 − 0.1y4 − 0.1z4 + 4x2 + 4y2 + 4z2 contenant moins de partie courbées
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Input 1 Input 2 Input 3
dwP,k-VCM d
w
P,k-VCM d
w
P,k-VCM
dmP,k-VCM d
m
P,k-VCM d
m
P,k-VCM
VCM VCM VCM
FIGURE 5.11 – Détection d’arêtes sur le modèle ‘fandisk’ bruité : 98% des points
sont translatés d’au plus 0.02 (Input 1), 0.035 (Input 2) ou 0.05 (Input 3), 2%
sont translatés d’une distance au plus 0.1 (Input 1), 0.175 (Input 2) ou 0.25 (Input
3). Tous ces résultats sont calculés avec les paramètres R = 0.06 et r = 0.02. Le
dwP,k-VCM et le d
m
P,k-VCM sont calculés avec k = 30.
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dwP,k-VCM d
m
P,k-VCM d
w
P,k-VCM d
m
P,k-VCM
FIGURE 5.12 – Comparaison entre le dwP,k-VCM et le d
m
P,k-VCM (pour les mêmes
paramètres R = 0.04, r = 0.02, k = 30). Les données en entrée contiennent des
outliers (99.9% des points sont translatés d’une distance au plus 0.1, et 0.1% sont
translatés d’une distance entre 0.1 et 1). Le rendu illustre la qualité de l’estimation
de normale sur l’ellipsöıde. La moyenne des valeurs absolues des courbures est
affichée sur le modèle “hand”.
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FIGURE 5.13 – Comparaison entre le dwP,k-VCM et le d
m
P,k-VCM (pour les mêmes
paramètres R = 0.1, r = 0.1, k = 30). le bruit Hausdorff est 0.2. Le pourcentage
d’outliers correspond au pourcentage de points qui sont translatés d’une distance
entre 0.05 et 0.1. Gauche : données en entrée avec 50% d’outliers. Droite : évolution
de la déviation moyenne (en degrés) des normales estimées quand la proportion
d’outliers grandie.
révèlent que la méthode integral invariant obtient de meilleurs résultats mais est
plus sensible aux choix des paramètres.
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FIGURE 5.14 – À gauche : visualisation des normales estimées avec le dwP,k-VCM sur
le modèle “Leopold” (en haut) d’équation 100− (x2.y2.z2 + 4x2 + 4y2 + 3z2) et sur
le modèle “Blobby” (en bas) d’équation 1− 0.1x4 − 0.1y4 − 0.1z4 + 4x2 + 4y2 + 4z2
bruité avec un bruit Kanungo de paramètre 0.4 et avec un pas de discrétisation
h = 0.3. À droite : Comparaison des déviations moyennes (en degrés) des nor-
males estimées avec les méthodes VCM, dwP,k-VCM, ACP et Integral Invariant sur le
modèle “Leopold” (en haut) et sur le modèle “Blobby” (en bas), bruités avec un
bruit Kanungo de paramètre 0.4 pour un pas de discrétisation de plus en plus fin.
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CONCLUSION GÉNÉRALE
SYNTHÈSE Dans cette thèse, nous avons présenté des contributions en inférence
géométrique. Notre but était de développer des méthodes d’estimation de quan-
tités géométriques et de garantir ces estimations. La stabilité Hausdorff de la fonc-
tion distance à un compact nous a permis d’obtenir la stabilité Hausdorff de l’es-
timateur de normale ACP ainsi que la convergence multigrille des estimateurs
digitaux de normale utilisant l’ACP et le VCM.
Nous nous sommes aussi intéressés au développement de méthodes d’inférence
géométrique robustes aux outliers. La fonction distance n’étant pas robuste aux
outliers, elle n’était pas l’outil naturel pour aborder ce problème. Les fonctions
distance-like se sont révélées être un outil très intéressant pour cet objectif. Il
n’y avait encore que peu d’exemples de fonctions distance-like étudiés dans la
littérature. On a proposé différentes fonctions distance-like définies à partir d’un
nuage de points et on a testé leur stabilité. On a généralisé le Voronoi covariance
measure aux fonctions distance-like. La stabilité théorique de la distance à une me-
sure et de la witnessed-k-distance ont permis de montrer la stabilité aux outliers
du δ-VCM appliqué à ces fonctions. Les expérimentations ont montré que notre
approche permet une estimation très robuste des normales, des courbures, des
directions de courbure et des arêtes vives.
Le tableau 5.2 présente un récapitulatif des principales caractéristiques des
méthodes étudiées dans cette thèse ainsi que trois méthodes auxquelles nous nous
sommes comparés. Ces informations montrent globalement que nos méthodes per-
mettent l’estimation de nombreuses grandeurs avec des garanties théoriques.
PERSPECTIVES Parmi les perspectives à court terme, il serait intéressant de géné-
raliser en dimension quelconque la convergence multigrille de l’estimateur digital
du VCM (théorème 3.2) et la convergence de l’estimateur de normale associé (co-
rollaire 3.7). On a vu que l’application en géométrie digitale n’est pas immédiate,
la difficulté principale étant de trouver pour quelles valeurs des paramètres la
convergence multigrille est avérée. Néanmoins, ces résultats de convergence in-
diquent qu’il est possible d’utiliser les résultats de stabilité d’estimateurs sur des
nuages de points pour les appliquer en géométrie digitale. Il serait ainsi intéressant
de montrer la convergence multigrille de la version digitale du δ-VCM. Il faudrait
pour cela adapter la preuve du théorème 3.2 du chapitre 3 aux fonctions distance-
like.
Dans la continuité du chapitre 4, un travail théorique reste encore à faire
pour montrer la stabilité de certaines fonctions distance-like. Il faut adapter la
démonstration de la stabilité de la witnessed-k-distance [GMM13] pour obtenir,
par exemple, la stabilité de la median-k-distance.
Un problème de la méthode du VCM et de sa version généralisée, est sa rela-
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Méthodes Quantités Détection Résultat de Convergence Temps de
estimées d’arêtes stabilité multigrille calcul
théorique 20K points
ACP n non Hausdorff (2d) oui (2d) 0.86
(Conv. [MNG04])
VCM n, λ1, λ2 oui Hausdorff(pour n) oui 2.96s
e1, e2 [MOG11] (pour n)
dwP,k-VCM n, λ1, λ2 oui Robuste aux non 4.19s
e1, e2 outliers (pour n)
Jet fitting n, λ1, λ2 non non non 1.05s
Hough n oui non non 1.83s
Transform
Integral n, λ1, λ2 non oui oui (λ1,λ2) 1.38s
Invariant e1, e2 [PWHY09] [CLL14]
TABLE 5.2 – Résumé des caractéristiques des méthodes d’estimation géométrique
sur des nuages de points. Les quatre contributions théoriques principales de cette
thèse sont indiquées en vert.
tive lenteur. La witnessed-k-distance a été définie comme une version relaxée de
la k-distance présentant un nombre réduit de cellules de puissance. Le calcul des
cellules de puissance de la witnessed-k-distance est en conséquence nettement plus
rapide que pour la k-distance. On pourrait aller plus loin en définissant une fonc-
tion distance-like robuste aux outliers qui s’appuient sur un support comportant un
nombre considérablement plus réduit de points.
À plus long terme, on peut imaginer généraliser d’autre méthodes d’inférence
aux fonctions distances-like. En se basant sur l’idée conductrice du chapitre 5,
d’autres théorèmes de stabilité Hausdorff d’estimateurs pourraient être généralisés
pour obtenir une stabilité aux outliers. L’utilisation, par exemple, de la distance à
une mesure dans des méthodes de reconstruction de surfaces basées sur des fonc-
tions implicites pourrait améliorer la qualité de la surface reconstruite.
Le VCM généralisé permet des estimations de quantités géométriques très ro-
bustes. Il serait très intéressant d’utiliser cette estimation robuste des normales
dans des méthodes de reconstruction de surfaces utilisant en entrée un nuage de
points munis de normales. On pourrait alors obtenir de bonnes reconstructions en
présence d’outliers avec les méthodes de reconstruction de Poisson ou certaines
méthodes moving least square.
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NOTATIONS
K un compact quelconque . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
dK fonction distance à K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
‖v‖ norme euclidienne du vecteur v . . . . . . . . . . . . . . . . . . . . . . . . 14
AM(K) axe médian de K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
pK projection sur K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
KR voisinage tubulaire de paramètre R (R-offset) de K. . . . . . . . . 16
TpS espace tangent à la surface S au point p . . . . . . . . . . . . . . . . . 16
nS normale unitaire à S . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
diam(K) diamètre de K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
Hk(K) k-mesure de Hausdorff de K . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Jkf k-jacobien de la fonction f . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Df Différentielle de la fonction f . . . . . . . . . . . . . . . . . . . . . . . . . . 17
dH(K,K
′) distance de Hausdorff entre K et K ′ . . . . . . . . . . . . . . . . . . . . 20
Bx(r) boule ouverte de centre x et de rayon r . . . . . . . . . . . . . . . . . . 22
Mk,k′(R) ensemble des matrices réelles k × k′ . . . . . . . . . . . . . . . . . . . . . 26
|E| cardinal de l’ensemble E . . . . . . . . . . . . . . . . . . . . . . . . 27
dP,k k-distance au nuage de points P . . . . . . . . . . . . . . . . . . . . . . . . 43
VorP (p) Cellule de Voronoi du point p dans le nuage de point P . . . . . . 49
‖.‖op norme matricielle induite par la norme euclidienne . . . . . . . . . 49
‖f‖∞ norme uniforme de Rd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Lipf Constante de Lipschitz de f . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
‖f‖BL norme bounded-Lipschitz de f . . . . . . . . . . . . . . . . . . . . . . . . . 49
‖f‖1,E norme 1 de f restreint à l’ensemble E . . . . . . . . . . . . . . . . . . . . 65
‖f‖∞,E norme infinie de f restreint à l’ensemble E . . . . . . . . . . . . . . . . 65
dµ,m0 distance à la mesure µ de paramètre m0 . . . . . . . . . . . . . . . . . . 66
W2(µ, µ
′) 2-distance de Wasserstein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
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Discrete Geometric Inference
LOUIS CUEL
Résumé
Ces travaux s’inscrivent dans la thématique de l’inférence géométrique dont
le but est de répondre au problème suivant : étant donné un objet géométrique
dont on ne connâıt qu’une approximation, peut-on estimer de manière robuste ses
propriétés ? On se place dans cette thèse dans le cas où l’approximation est un
nuage de points ou un ensemble digital dans un espace euclidien de dimension
finie. On montre tout d’abord un résultat de stabilité d’un estimateur de normale
basé sur l’analyse en composante principale, ainsi qu’un résultat de convergence
multigrille d’un estimateur du Voronoi Covariance Measure qui utilise des matrices
de covariance de cellules de Voronoi.
Ces deux résultats, comme la plupart des résultats en inférence géométrique,
utilisent la stabilité de la fonction distance à un compact. Cependant, la présence
d’un seul point aberrant suffit pour que les hypothèses des résultats de stabi-
lité ne soient pas satisfaites. La distance à une mesure est une fonction distance
généralisée introduite récemment qui est robuste aux points aberrants. Dans ce
travail, on généralise le Voronoi Covariance Measure à des fonctions distances
généralisées et on montre que cet estimateur appliqué à la distance à une me-
sure est robuste aux points aberrants. On en déduit en particulier un estimateur
de normale très robuste. On présente également des résultats expérimentaux qui
montrent une forte robustesse des estimations de normales, courbures, directions
de courbure et arêtes vives. Ces résultats sont comparés favorablement à l’état de
l’art.
Abstract
The purpose of geometric inference is to answer the following problem : Given
a geometric object that is only known through an approximation, can we get a
robust estimation of its properties ? We consider in this thesis the case where the
approximation is a point cloud or a digital set in a finite dimensional Euclidean
space. We first show a stability result for a normal estimator based on the principal
component analysis, as well as a result of multigrid convergence of an estimator of
the Voronoi covariance measure, which uses covariance matrices of Voronoi cells.
As most of geometric inference results, these two last results use the robust-
ness of the distance function to a compact set. However, the presence of a single
outlier is sufficient to make the assumptions of these results not satisfied. The dis-
tance to a measure is a generalized distance function introduced recently, that is
robust to outliers. In this work, we generalize the Voronoi Covariance Measure
to generalized distance functions and we show that this estimator applied to the
distance to a measure is robust to outliers. We deduce a very robust normal estima-
tor. We present experiments showing the robustness of our approach for normals,
curvatures, curvature directions and sharp features estimation. These results are
favorably compared to the state of the art.
