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Abstract
LetK denote a field, and let V denote a vector space overK of finite positive dimension. An ordered triple
A, A*, A of linear operators on V is said to be a Leonard triple whenever for each B ∈ {A,A∗, A}, there
exists a basis of V with respect to which the matrix representing B is diagonal and the matrices representing
the other two operators are irreducible tridiagonal. A Leonard triple A, A*, A is said to be modular whenever
for each B ∈ {A,A∗, A}, there exists an antiautomorphism of End(V) which fixes B and swaps the other
two operators. We classify the modular Leonard triples up to isomorphism.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We introduce the notion of a modular Leonard triple. Our starting point is the notion of a
Leonard pair. To describe this we use the following terms. Throughout this paperK shall denote
a field. A square matrix overK is said to be tridiagonal whenever every nonzero entry appears on
the diagonal, the superdiagonal, or the subdiagonal. A tridiagonal matrix is irreducible whenever
the entries on the sub- and superdiagonals are all nonzero. Let V denote a vector space overK of
finite positive dimension. By a linear operator on V we mean a K-linear map from V to V . Let
End(V ) denote the K-algebra consisting of all linear operators on V .
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Definition 1.1. Let V denote a vector space overK of finite positive dimension. Let A, A∗ denote
an ordered pair of elements taken from End(V ). We call this pair a Leonard pair on V whenever
for each B ∈ {A,A∗}, there exists a basis of V with respect to which the matrix representing B
is diagonal and the matrix representing the other member of the pair is irreducible tridiagonal.
Leonard pairs have been explored as linear algebraic objects, in connection with orthogonal
polynomials, and as representations of certain algebras [4,7–14]. We now define a Leonard triple.
Definition 1.2. Let V denote a vector space over K of finite positive dimension. Let A, A∗, A
denote an ordered triple of elements taken from End(V ). We call this triple a Leonard triple on
V whenever for each B ∈ {A,A∗, A}, there exists a basis of V with respect to which the matrix
representing B is diagonal and the matrices representing the other two members of the triple are
irreducible tridiagonal.
Definition 1.3. Given a Leonard pair or triple on V , we refer to dim V − 1 as its diameter.
We are interested in the following type of Leonard triple. To describe it we need a definition.
By an antiautomorphism of End(V ), we mean a K-linear bijection τ : End(V ) → End(V ) such
that τ(XY) = τ(Y )τ(X) for all X, Y ∈ End(V ).
Definition 1.4. Let A, A∗, A denote a Leonard triple on V . Then this Leonard triple is said to be
modular whenever for each B ∈ {A,A∗, A} there exists an antiautomorphism of End(V ) which
fixes B and swaps the other two members of the triple.
Definition 1.4 is motivated by our study of distance-regular graphs which support a spin model
[2]. We shall elaborate upon the connection between modular Leonard triples and spin models
in another paper [1]. In this paper we classify the modular Leonard triples up to isomorphism.
In order to state our results, we adopt the following notation and conventions. Let d denote a
nonnegative integer, and let Matd+1(K) denote theK-algebra of all d + 1 by d + 1 matrices with
entries inK. The rows and columns of matrices in Matd+1(K) shall be indexed by 0, 1, . . . , d. For
X ∈ Matd+1(K), let Xt denote the transpose of X. Observe that transposition is an antiautomor-
phism of Matd+1(K). We identify Matd+1(K) with End(Kd+1) by viewing X ∈ Matd+1(K) as a
linear operator onKd+1 acting by v → Xv. With the above conventions, the matrices representing
a modular Leonard triple with respect to any basis form a modular Leonard triple isomorphic to
the original.
Definition 1.5. By a canonical modular Leonard triple of diameter d, we mean an ordered triple
of matrices A, A∗, A from Matd+1(K) which form a modular Leonard triple onKd+1 and satisfy
(i) A∗ is diagonal; (ii) each of A, A is irreducible tridiagonal; (iii) each row sum of A is equal to
the first diagonal entry of A∗.
We classify the modular Leonard triples as follows. (i) We show that each modular Leonard
triple is isomorphic to at least one canonical modular Leonard triple; (ii) we give an explicit
description of all canonical modular Leonard triples; (iii) we explicitly describe which pairs of
canonical modular Leonard triples are isomorphic. To carry out step (i), we require some notation.
Let A, A∗, A denote a modular Leonard triple of diameter d. By an eigenvalue sequence of A,
A∗, A we mean an ordering of the eigenvalues θ0, θ1, …, θd of A∗ such that with respect to the
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corresponding basis the matrix representing A is irreducible tridiagonal, the matrix representing
A∗ is diag(θ0, θ1, . . . , θd), and the matrix representing A is irreducible tridiagonal.
Theorem 1.6. Let A,A∗, A denote a modular Leonard triple, and let θ0, θ1, . . . , θd be an eigen-
value sequence of A,A∗, A. Then A,A∗, A is isomorphic to a unique canonical modular
Leonard triple B,B∗, B such that B∗ = diag(θ0, θ1, . . . , θd).
We now begin step (ii) in our classification of modular Leonard triples. We first address the
diameter zero case. One readily checks that the map θ0 → [θ0], [θ0], [θ0] gives a bijection between
the elements of K and the canonical modular Leonard triples of diameter 0. Before completing
step (ii), we state a result which establishes some notation.
Lemma 1.7. Let A,A∗, A denote a canonical modular Leonard triple of diameter d. Then
A = tridiag
⎛
⎝b0 b1 · · · bd−1 ∗a0 a1 · · · ad−1 ad
∗ c1 · · · cd−1 cd
⎞
⎠ , (1)
A∗ = diag(θ0, θ1, . . . , θd), (2)
A = tridiag
⎛
⎝b0ν1 b1ν2 · · · bd−1νd ∗a0 a1 · · · ad−1 ad
∗ c1/ν1 · · · cd−1/νd−1 cd/νd
⎞
⎠ (3)
for some nonzero bi−1, ci ∈ K (1  i  d), nonzero νi ∈ K (1  i  d), and ai, θi ∈ K (0 
i  d). Moreover, θ0, θ1, . . . , θd are distinct and ci + ai + bi = θ0 (0  i  d) with c0 = 0,
bd = 0.
We now describe the canonical modular Leonard triples of diameter one.
Lemma 1.8. Two-by-two matrices A,A∗, A of the form (1)–(3) with d = 1 form a canoni-
cal modular Leonard triple if and only if b0 = (1 − ν + ν2)(θ0 − θ1)/(ν − 1)2, c1 = ν(θ1 −
θ0)/(ν − 1)2, a0 = θ0 − b0, a1 = θ0 − c1, and ν1 = ν for some ν, θ0, θ1 ∈ K which satisfy ν /=
0, ν /= 1, ν2 − ν + 1 /= 0, and θ0 /= θ1. We denote this canonical modular Leonard triple by
MLT(O; ν, θ0, θ1).
We now display six families of canonical modular Leonard triples. It will turn out that every
canonical modular Leonard triples with diameter at least two is included among them.
Lemma 1.9. Let d  2 denote an integer. For any q, ν, h, θ0 ∈ K which satisfy hνq /= 0, qi /= 1
(1  i  d), ν3qd+i−1 /= −1 (0  i  d − 1), and ν2qi /= 1 (0  i  2d − 2), let
νi = νqi−1 (1  i  d), (4)
θi = θ0 + h(1 − qi)(1 − ν2qi−1)q−i (0  i  d), (5)
b0 = −h(1 − q
d)(1 + ν3qd−1)
qd(1 − ν) , (6)
bi = −h(1 − q
d−i )(1 − ν2qi−1)(1 + ν3qd+i−1)
qd−i (1 − νqi)(1 − ν2q2i−1) (1  i  d − 1), (7)
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ci = hν(1 − q
i)(1 + νqd−i )(1 − ν2qd+i−1)
qd−i+1(1 − νqi−1)(1 − ν2q2i−1) (1  i  d − 1), (8)
cd = hν(1 − q
d)(1 + ν)
q(1 − νqd−1) , (9)
ai = θ0 − bi − ci (0  i  d) (c0 = 0, bd = 0). (10)
Then A,A∗, A from (1)–(3) is a canonical modular Leonard triple of diameter d. We denote this
canonical modular Leonard triple by MLT(I; d, q, ν, h, θ0).
Lemma 1.10. Let d  2 denote an integer. Assume charK is 0 or an odd prime greater than
d. For any s, h, θ0 ∈ K which satisfy h /= 0, s /= −i (2  i  2d), and 3s /= −2i (d + 2  i 
2d + 1), let
νi = −1 (1  i  d), (11)
θi = θ0 + hi(i + s + 1) (0  i  d), (12)
b0 = −hd(3s + 2d + 4)4 , (13)
bi = h(i + s + 1)(i − d)(2i + 3s + 2d + 4)4(2i + s + 1) (1  i  d − 1), (14)
ci = hi(i + s + d + 1)(2i − s − 2d − 2)4(2i + s + 1) (1  i  d − 1), (15)
cd = −hd(s + 2)4 , (16)
ai = θ0 − bi − ci (0  i  d) (c0 = 0, bd = 0). (17)
Then A,A∗, A from (1)–(3) is a canonical modular Leonard triple of diameter d. We denote
this canonical modular Leonard triple by MLT(II; d, s, h, θ0).
Lemma 1.11. Let d  2 denote an integer. Assume charK is 0 or a prime greater than d. For
any ν, h, θ0 ∈ K which satisfy hν /= 0, ν /= 1, and 1 − ν + ν2 /= 0, let
νi = ν (1  i  d), (18)
θi = θ0 + hi (0  i  d), (19)
bi = h(i − d)(1 − ν + ν
2)
(1 − ν)2 (0  i  d − 1), (20)
ci = hiν
(1 − ν)2 (1  i  d), (21)
ai = θ0 − bi − ci (0  i  d) (c0 = 0, bd = 0). (22)
Then A,A∗, A from (1)–(3) is a canonical modular Leonard triple of diameter d. We denote this
canonical modular Leonard triple by MLT(III; d, ν, h, θ0).
Lemma 1.12. Let d  2 denote an odd integer. Assume charK is 0 or an odd prime greater
than d/2. For any s, h, θ0 ∈ K which satisfy h /= 0, s /= 2i (1  i  d), for i odd s /= i, s/2 /=
d − i + 1 (1  i  d), and for i even s /= i + d, 3/2s /= i + d + 2 (0  i  d − 1), let
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νi = (−1)i (1  i  d), (23)
θi = θ0 + h(s − 1 + (s − 1 − 2i)(−1)i−1) (0  i  d), (24)
bi =
{
h(i − 3/2s + d + 2) if i is even,
h(i−d)(i−s+1)
i−s/2+1 if i is odd (0  i  d − 1),
(25)
ci =
{
−hi(i−s+d+1)
i−s/2 if i is even,
−h(i + s/2 − d − 1) if i is odd (1  i  d), (26)
ai = θ0 − bi − ci (0  i  d) (c0 = 0, bd = 0). (27)
Then A,A∗, A from (1)–(3) is a canonical modular Leonard triple of diameter d. We denote this
canonical modular Leonard triple by MLT(IV; d, s, h, θ0).
Lemma 1.13. Let d  2 denote an even integer. Assume charK is 0 or an odd prime greater than
d/2.For any s, h, θ0 ∈ Kwhich satisfyh /= 0, s /= 2i (1  i  d), for i odd s /= i, s /= d + i + 1,
3/2s /= i + d + 1 (1  i  d), and for i even s/2 /= −i + d + 2 (0  i  d − 1), let
νi = (−1)i (1  i  d), (28)
θi = θ0 + h(s − 1 + (s − 1 − 2i)(−1)i−1) (0  i  d), (29)
bi =
{
h(i − d) if i is even,
h(i−3/2s+d+2)(i−s+1)
i−s/2+1 if i is odd (0  i  d − 1),
(30)
ci =
{
−hi(i+s/2−d−1)
i−s/2 if i is even,
−h(i − s + d + 1) if i is odd (1  i  d), (31)
ai = θ0 − bi − ci (0  i  d) (c0 = 0, bd = 0). (32)
Then A,A∗, A from (1)–(3) is a canonical modular Leonard triple of diameter d. We denote this
canonical modular Leonard triple by MLT(V; d, s, h, θ0).
Lemma 1.14. Let d  2 denote an even integer. Assume charK is 0 or an odd prime greater than
d/2. For any s, h, θ0 ∈ Kwhich satisfyh /= 0, s /= 2i (1  i  d), for i odd s /= i, s /= d + i + 1,
s/2 /= −i + d + 1 (1  i  d), and for i even 3/2s /= i + d + 2 (0  i  d − 1), let
νi = (−1)i+1 (1  i  d), (33)
θi = θ0 + h(s − 1 + (s − 1 − 2i)(−1)i−1) (0  i  d), (34)
bi =
{
h(i−d)(i−3/2s+d+2)
i−s/2+1 if i is even,
h(i − s + 1) if i is odd (0  i  d − 1), (35)
ci =
{−hi if i is even,
−h(i−s+d+1)(i+s/2−d−1)
i−s/2 if i is odd (1  i  d),
(36)
ai = θ0 − bi − ci (0  i  d) (c0 = 0, bd = 0). (37)
Then A,A∗, A from (1)–(3) is a canonical modular Leonard triple of diameter d. We denote this
canonical modular Leonard triple by MLT(VI; d, s, h, θ0).
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Theorem 1.15. Every canonical modular Leonard triple of diameter at least two appears exactly
once among those appearing in Lemmas 1.9–1.14.
We now turn to step (iii) of our classification—a description of which pairs of canonical modular
Leonard triples are isomorphic. Suppose A, A∗, A is a canonical modular Leonard triple of diam-
eter d. Write A∗ = diag(θ0, θ1, . . . , θd). Observe that θ0, θ1, . . . , θd is an eigenvalue sequence for
A, A∗, A. Now θd , θd−1, . . . , θ0 is also an eigenvalue sequence for A, A∗, A. Let B, B∗, B de-
note the corresponding canonical modular Leonard triple from Theorem 1.6. We callB,B∗,B the
relative ofA,A∗,A. Our results concerning step (iii) are contained in the following two theorems.
Theorem 1.16. Two distinct canonical modular Leonard triples are isomorphic if and only if they
are relatives.
Theorem 1.17
(i) The relative of MLT(O; ν, θ0, θ1) is MLT(O; 1/ν, θ1, θ0).
(ii) The relative of MLT(I; d, q, ν, h, θ0) is MLT(I; d, q, 1/(qd−1ν), hν2qd−1, θ0 + h(1 − qd)
(1 − ν2qd−1)q−d).
(iii) The relative of MLT(II; d, s, h, θ0) is MLT(II; d,−(s + 2d + 2), h, θ0 + hd(d + 1 + s)).
(iv) The relative of MLT(III; d, ν, h, θ0) is MLT(III; d, 1/ν,−h, θ0 + hd).
(v) The relative of MLT(IV; d, s, h, θ0) is MLT(IV; d, 2 + 2d − s, h, θ0 − 2h(1 + d − s)).
(vi) The relative of MLT(V; d, s, h, θ0) is MLT(VI; d, 2d + 2 − s,−h, θ0 + 2dh).
This completes our classification of the modular Leonard triples up to isomorphism. The paper
is organized as follows. We prove Lemmas 1.8–1.14 in Section 2. Sections 3–7 recall background
material concerning Leonard pairs. Sections 8–10 contain some basic results for Leonard triples
and modular Leonard triples and conclude with the proofs of Theorem 1.6, Lemma 1.7, and
Theorem 1.16. The proofs of Theorems 1.15 and 1.17 are developed in Sections 11–18.
2. The antiautomorphisms
In this section we prove Lemmas 1.8–1.14 by displaying the antiautomorphisms of Definition
1.4. We use the following notation.
Definition 2.1. Let A, A∗, A be as in Lemma 1.7. Define diagonal matrices K , N and a matrix
R ∈ Matd+1(K) as follows. The entries of K , N , and R are
Ki,i =
i∏
j=1
bj−1
cj
, Ni,i =
i∏
j=1
νj (0  i  d),
Ri,j =
i∑
n=0
∏n−1
k=0(θi − θk)(θj − θk)∏n
k=1 ϕk
(0  i, j  d),
where for 1  k  d
ϕk = bk−1
k−1∏
h=0
(θk − θh)
/
k−2∏
h=0
(θk−1 − θh).
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Theorem 2.2. With the notation of Definition 2.1, define maps μ, μ∗, and μ from Matd+1(K)
to Matd+1(K) by
μ(X) = (NR−1N)−1Xt(NR−1N),
μ∗(X) = (KN)−1Xt(KN),
μ(X) = (KRK)−1Xt(KRK)
(X ∈ Matd+1(K)).
Then μ, μ∗, and μ are the unique antiautomorphisms of Matd+1(K) such that
(i) μ fixes A and swaps A∗ and A;
(ii) μ∗ fixes A∗ and swaps A and A; and
(iii) μ fixes A and swaps A and A∗.
We shall verify Theorem 2.2 for each of the examples in Lemmas 1.8–1.14 in the process
of proving these lemmas. The general theorem will follow from Theorem 1.15, so we postpone
its proof until Section 18. We now give a simplified form of N and R for each of the canon-
ical modular Leonard triples listed in the previous section. These expressions can be obtained
directly.
We shall use the notational conventions of [3] concerning (basic) hypergeometric series.
Lemma 2.3. With the notation of Definition 2.1 and Lemma 1.8,
N =
[
1 0
0 ν
]
, R =
[
1 1
1 ν/(1 − ν + ν2)
]
.
Lemma 2.4. With the notation of Definition 2.1 and Lemma 1.9,
Ni,i = νiqi(i−1)/2 (0  i  d),
Ri,j = 4ϕ3
(
q−i ,ν2qi−1,q−j ,ν2qj−1
−ν,−ν3qd−1,q−d q, q
)
(0  i, j  d).
Lemma 2.5. With the notation of Definition 2.1 and Lemma 1.10,
Ni,i = (−1)i (0  i  d),
Ri,j = 4F3
(−i,i+1+s,−j,j+1+s
s/2+1,3s/2+d+2,−d 1
)
(0  i, j  d).
Lemma 2.6. With the notation of Definition 2.1 and Lemma 1.11,
Ni,i = νi (0  i  d),
Ri,j = 2F1
(−i,−j
−d (1 − ν)2/(1 − ν + ν2)
)
(0  i, j  d).
Lemma 2.7. With the notation of Definition 2.1 and Lemma 1.12,
Ni,i = (−1)i/2 (0  i  d),
ϕk =
{−4h2k(k − d − 1) if k is even,
−4h2(k − 3/2s + d + 1)(k − s/2) if k is odd (1  k  d).
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Lemma 2.8. With the notation of Definition 2.1 and Lemma 1.13,
Ni,i = (−1)i/2 (0  i  d),
ϕk =
{−4h2k(k − 3/2s + d + 1) if k is even,
−4h2(k − d − 1)(k − s/2) if k is odd (1  k  d).
Lemma 2.9. With the notation of Definition 2.1 and Lemma 1.14,
Ni,i = (−1)	i/2
 (0  i  d),
ϕk =
{−4h2k(k − s/2) if k is even,
−4h2(k − d − 1)(k − 3s/2 + d + 1) if k is odd (1  k  d).
Proof of Lemma 1.8 (if) and Lemmas 1.9–1.14. We shall prove the result by showing that the
antiautomorphisms of Theorem 2.2 behave as claimed. We focus on Lemma 1.9—the other cases
are treated similarly.
(ii): Each of KN and A∗ is diagonal so they commute. Thus μ∗ fixes A∗ since A∗ = A∗t . To
verify that μ∗ swaps A and A, one must verify that AtKN = KNA and AtKN = KNA. Note
that these two equations are transposes of one another since KN is symmetric. Thus it suffices to
verify that AtKN = KNA. Expand each side of this equation using matrix multiplication and
the formulas for the entries of K , N , A, A. A comparison of corresponding entries shows that
AtKN = KNA.
(iii): To verify that μ fixes A, one must verify that AtKRK = KRKA. An entry-wise
expansion of the matrix products reduces this to showing that
ciνiRi−1,j + aiRi,j + bi/νi+1Ri+1,j = cj νjRi,j−1 + ajRi,j + bj /νj+1Ri,j+1
(0  i, j  d).
The above relation can be verified using the entries of R from Lemma 2.4 and the formulas for
the ai , bi , ci , and νi from Lemma 1.9.
To verify that μ swaps A and A∗, one must verify that AtKRK = KRKA∗ and A∗tKRK =
KRKA. Note that these two relations are transposes of one another since R is symmetric and
K is diagonal. Thus it suffices to verify that AtKRK = KRKA∗. Expanding each side of this
equation using matrix multiplication and the definitions of K , A, and A∗ reduces this verification
to showing that the entries of R satisfy the three-term recurrence
biRi+1,j + aiRi,j + ciRi−1,j = Ri,j θj (0  i, j  d).
The above relation can be verified using the entries of R from Lemma 2.4 and the formulas for
the ai , bi , ci , and θi from Lemma 1.9.
(i): First observe that μ = μ∗μμ∗. Combining this with parts (ii) and (iii), we find that μ
fixes A and swaps A∗ and A. To see that A, A∗, A is a Leonard triple, observe that μμ∗
is an automorphism of Matd+1(K) which maps A, A∗, A to A, A, A∗. Now μμ∗(X) =
(N−1RK)−1X(N−1RK) for all X ∈ Matd+1(K). Take as a basis for V the columns of N−1RK ,
so the matrices representing A, A∗, A with respect to this basis are the matrices A∗, A, and A
from Lemma 1.9. Similarly, μ∗μ is an automorphism of Matd+1(K) which maps A, A∗, A to
A∗, A, A. Note that μ∗μ(X) = (K−1R−1N)−1X(K−1R−1N) for all X ∈ Matd+1(K). Take
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as a basis for V the columns of K−1R−1N , so the matrices representing A, A∗, A with respect
to this basis are the matrices A, A, and A∗ from Lemma 1.9. Thus A, A∗, A is a Leonard triple,
and by (i)–(iii) it is modular. 
The (basic) hypergeometric series giving the entries of the matrix R in Lemmas 2.4–2.9
are among the orthogonal polynomials in the terminating branch of the Askey scheme [5]. A
correspondence between such orthogonal polynomials and Leonard pairs has been described in
[15]. Observe that any two elements of a modular Leonard triple form a Leonard pair. We shall
show in Section 9 that the isomorphism class of such a Leonard pair is independent of the two
elements chosen. We refer to this isomorphism class as the Leonard pair corresponding to the
given modular Leonard triple. In [14], a dozen parametric families of Leonard pairs are given
(named by to the related orthogonal polynomials). Moreover it is shown that every Leonard pair
belongs to at least one of these families.
In the notation of [14, Example 5.3], the Leonard pair corresponding to Lemma 1.9 is of
q-Racah type with parameters h∗ = h, s = s∗ = ν2q−2, r1 = −νq−1, and r2 = −ν3qd−2.
In the notation of [14, Example 5.10], the Leonard pair corresponding to Lemma 1.10 is of
Racah type with parameters h∗ = h, s∗ = s, r1 = s/2, and r2 = 3s/2 + d + 1. In the notation
of [14, Example 5.13], the Leonard pair corresponding to Lemma 1.11 is of Krawtchouk type
with parameters s = s∗ = h, and r = h2(1 − ν + ν2)/(1 − ν)2. In the notation of [14, Example
5.14], the Leonard pair corresponding to Lemma 1.12 is of Bannai–Ito type with parameters
h∗ = h, s∗ = s, r1 = −3/2s + d + 1, and r2 = −s/2. In the notation of [14, Example 5.14], the
Leonard pair corresponding to Lemma 1.13 is of Bannai–Ito type with parameters h∗ = h, s∗ = s,
r1 = −3/2s + d + 1, and r2 = −s/2. In the notation of [14, Example 5.14], the Leonard pair
corresponding to Lemma 1.14 is of Bannai–Ito type with parameters h∗ = h, s∗ = s, r1 = −s/2,
and r2 = −3/2s + d + 1.
3. Isomorphisms, automorphisms, and antiautomorphisms
Observe that any ordered pair of distinct elements of a Leonard triple form a Leonard pair.
This allows us to take advantage of the literature concerning Leonard pairs [9,11,12,14–16] in our
study of modular Leonard triples. We begin by recalling a convenient setting in which to study
Leonard pairs. Recall that K is a fixed field.
Definition 3.1. Let d denote a nonnegative integer. By a matrix algebra overK with diameter d,
we mean a K-algebra which is isomorphic to Matd+1(K). Let A denote a matrix algebra over
K. By a K-algebra automorphism ofA we mean a K-algebra isomorphism fromA toA.
Lemma 3.2 ([6, Cor. 9.122] (Skolem–Noether)). LetA denote a matrix algebra over K. A map
σ :A→A is a K-algebra automorphism if and only if there exists an invertible S ∈A such
that σ(X) = SXS−1 for all X ∈A. In this case we say that S represents σ.
Lemma 3.3. LetA denote any matrix algebra over K, and let σ denote a K-algebra automor-
phism ofA. Assume that S ∈A represents σ. Then for S′ ∈A the following are equivalent:
(i) S′ represents σ.
(ii) There exists a nonzero scalar a ∈ K such that S′ = aS.
B. Curtin / Linear Algebra and its Applications 424 (2007) 510–539 519
Let A denote a matrix algebra over K with diameter d, and let V denote the irreducible
left A-module. Then V is a (d + 1)-dimensional vector space over K, and A and End(V ) are
isomorphic as K-algebras. We recall the K-algebra isomorphisms from A to Matd+1(K). We
use the following notation. Let v0, v1, . . . , vd denote a basis of V . For Y ∈ Matd+1(K) and for
X ∈A, we say Y represents X with respect to v0, v1, . . . , vd whenever Xvj =∑di=0 Yi,j vi for
0  j  d. ForX ∈A, letσ(X) denote the matrix in Matd+1(K)which representsX with respect
to v0, v1, . . . , vd . Then the map X → σ(X) is aK-algebra isomorphism fromA to Matd+1(K).
By Lemma 3.2, everyK-algebra isomorphism fromA to Matd+1(K) is obtained in this fashion.
Definition 3.4. Let A denote a matrix algebra over K. Let V denote the irreducible left
A-module. By a Leonard pair with ambient algebraA, we mean an ordered pair A, A∗, where
A and A∗ are elements ofA which act on V as in Definition 1.1. In this case, we say that A, A∗
is over K.
Observe that if A, A∗ is a Leonard pair over K, then so is A∗, A.
Definition 3.5. LetA,A∗ andB,B∗ denote Leonard pairs overKwith respective ambient algebras
A and B. By an isomorphism of Leonard pairs from A, A∗ to B, B∗, we mean a K-algebra
isomorphism σ :A→ B such that σ(A) = B and σ(A∗) = B∗. We say that A, A∗ and B, B∗
are isomorphic whenever such an isomorphism exists.
Lemma 3.6 [9, Cor. 3.2]. Let A,A∗ denote a Leonard pair with ambient algebraA. Then A and
A∗ together generateA.
Corollary 3.7. There is at most one isomorphism from one Leonard pair to another. In particular,
if A, A∗ is a Leonard pair with ambient algebra A, then the only K-algebra automorphism of
A which fixes both A and A∗ is the identity automorphism.
Definition 3.8. LetA denote a matrix algebra overK. By an antiautomorphism ofA, we mean
a K-linear bijection τ :A→A such that τ(XY) = τ(Y )τ(X) for all X, Y ∈A.
Lemma 3.9. Let A,A∗ denote a Leonard pair with ambient algebra A. There exists an an-
tiautomorphism of A which fixes both A and A∗. This antiautomorphism is unique and an
involution.
4. Leonard systems
In this section we recall the notion of a Leonard system. We begin with some supporting
notions.
Definition 4.1. Let d denote a nonnegative integer, and let A denote a matrix algebra over K
with diameter d. For A ∈A, A is said to be multiplicity-free whenever A has d + 1 distinct
eigenvalues.
Lemma 4.2 [11, Lemma 1.3]. Let A,A∗ denote a Leonard pair overK. Then both A and A∗ are
multiplicity-free.
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LetA denote a matrix algebra over K with diameter d, and let V denote the irreducible left
A-module. Let B ∈A denote a multiplicity-free and diagonalizable element of A (so B has
d + 1 distinct eigenvalues in K). Let ι0, ι1, . . . , ιd denote an ordering of the eigenvalues of B.
For 0  i  d, let vi ∈ V denote an eigenvector for B associated with ιi . Then v0, v1, . . . , vd
is a basis for V . For 0  i  d , let Fi : V → V denote the linear transformation which satisfies
Fivj = δij vj (0  j  d). We call Fi the primitive idempotent of B associated with ιi . It is clear
that
FiFj = δijFi (0  i, j  d), (38)
I =
d∑
i=0
Fi, B =
d∑
i=0
ιiFi . (39)
By Lagrange interpolation,
Fi =
∏
0jd
j /=i
B − ιj I
ιi − ιj (0  i  d). (40)
Definition 4.3. Let d denote a nonnegative integer, and let A denote a matrix algebra over K
with diameter d. By a Leonard system with ambient algebraA, we mean a sequence
 = (A; {Ei}di=0;A∗; {E∗i }di=0)
that satisfies the following (i)–(v).
(i) A, A∗ are both multiplicity-free elements ofA which are diagonalizable over K.
(ii) E0, E1, . . . , Ed is an ordering of the primitive idempotents of A.
(iii) E∗0 , E∗1 , . . . , E∗d is an ordering of the primitive idempotents of A∗.
(iv) EiA∗Ej is zero if |i − j | > 1 and nonzero if |i − j | = 1 (0  i, j  d).
(v) E∗i AE∗j is zero if |i − j | > 1 and nonzero if |i − j | = 1 (0  i, j  d).
In this case we say that  is over K.
Lemma 4.4. Suppose  = (A; {Ei}di=0;A∗; {E∗i }di=0) is a Leonard system with ambient algebra
A. Then the ordered pair A,A∗ is a Leonard pair with ambient algebra A. We say that the
Leonard pair A, A∗ and the Leonard system  are associated.
Lemma 4.5. Let  = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system over K.
(i) The only Leonard systems associated with A, A∗ are
 = (A; {Ei}di=0;A∗; {E∗i }di=0),
↓ = (A; {Ei}di=0;A∗; {E∗d−i}di=0),
⇓ = (A; {Ed−i}di=0;A∗; {E∗i }di=0),
↓⇓ = (A; {Ed−i}di=0;A∗; {E∗d−i}di=0).
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(ii) The only Leonard systems associated with A∗, A are
∗ = (A∗; {E∗i }di=0;A; {Ei}di=0),
∗↓ = (A∗; {E∗i }di=0;A; {Ed−i}di=0),
∗⇓ = (A∗; {E∗d−i}di=0;A; {Ei}di=0),
∗↓⇓ = (A∗; {E∗d−i}di=0;A; {Ed−i}di=0).
Definition 4.6. Let  = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system. For 0  i  d, let
θi and θ∗i denote the eigenvalues of A and A∗ corresponding to Ei and E∗i , respectively. We
refer to θ0, θ1, . . . , θd as the eigenvalue sequence of  and θ∗0 , θ∗1 , . . . , θ∗d as the dual eigenvalue
sequence of . We emphasize that θ0, θ1, . . . , θd are distinct and contained in K. Similarly, θ∗0 ,
θ∗1 , . . . , θ∗d are distinct and contained in K.
5. Tridiagonal–diagonal bases
In this section we recall the tridiagonal–diagonal (TD-D) bases of a Leonard system.
Theorem 5.1. Let = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system with ambient algebra
A. Let θ0, θ1, . . . , θd denote the eigenvalue sequence of, and let θ∗0 , θ∗1 , . . . , θ∗d denote the dual
eigenvalue sequence of . Let V denote the irreducible leftA-module. Then there exists a basis
for V with respect to which
(i) the matrix representing A has constant row sum θ0, and
(ii) the matrix representing A∗ is diag(θ∗0 , θ∗1 , . . . , θ∗d ).
Moreover, when (i) and (ii) hold, the matrix representing A is irreducible tridiagonal.
Definition 5.2. With reference to Theorem 5.1, a basis v0, v1, . . . , vd of V such that (i) and (ii)
hold is called a TD-D basis for .
Lemma 5.3. With reference to Theorem 5.1 and Definition 5.2, let v0, v1, . . . , vd denote a TD-D
bases for . Then for v′0, v′1, . . . , v′d ∈ V the following are equivalent:
(i) v′0, v′1, . . . , v′d is a TD-D basis for .
(ii) v′i = svi (0  i  d) for some nonzero scalar s ∈ K.
Definition 5.4. Given a Leonard system  with ambient algebra A and B ∈A, write B to
denote the matrix in Matd+1(K) which represents B with respect to a TD-D basis for . Observe
thatB is independent of which TD-D basis for is used. Observe that the mapB → B (B ∈A)
is a K-algebra isomorphism fromA to Matd+1(K).
Definition 5.5. With the notation of Theorem 5.1, let ci (1  i  d), ai (0  i  d), and bi
(0  i  d − 1) denote respectively the subdiagonal, diagonal, and superdiagonal entries of the
tridiagonal matrix A:
522 B. Curtin / Linear Algebra and its Applications 424 (2007) 510–539
A = tridiag
⎛
⎝b0 b1 · · · bd−1 ∗a0 a1 · · · ad−1 ad
∗ c1 · · · cd−1 cd
⎞
⎠ .
For convenience, set c0 = 0 and bd = 0. By construction bi−1ci /= 0 for 1  i  d and
ci + ai + bi = θ0 (0  i  d). (41)
Corollary 5.6. Suppose A, A∗ is a Leonard pair overK, and let = (A; {Ei}di=0;A∗; {E∗i }di=0)
be a Leonard system associated with A, A∗. Then the pair
A = tridiag
⎛
⎝b0 b1 · · · bd−1 ∗a0 a1 · · · ad−1 ad
∗ c1 · · · cd−1 cd
⎞
⎠ , A∗ = diag(θ∗0 , θ∗1 , . . . , θ∗d )
is a Leonard pair onKd+1 which is isomorphic to A, A∗. Furthermore, for 0  i  d E∗i is the
matrix in Matd+1(K) with (i, i)-entry equal to 1 and all other entries equal to zero.
Definition 5.7. With the notation of Theorem 5.1, let c∗i (1  i  d), a∗i (0  i  d), and b∗i
(0  i  d − 1) denote respectively the subdiagonal, diagonal, and superdiagonal entries of the
tridiagonal matrix A∗ :
A∗∗ = tridiag
⎛
⎝b∗0 b∗1 · · · b∗d−1 ∗a∗0 a∗1 · · · a∗d−1 a∗d∗ c∗1 · · · c∗d−1 c∗d
⎞
⎠ .
Lemma 5.8. With the notation of Theorem 5.1,
biθ
∗
i+1 + aiθ∗i + ciθ∗i−1 = θ1θ∗i + a∗0(θ∗0 − θ∗1 ) (0  i  d), (42)
where θ−1 and θd+1 denote indeterminates.
6. The Askey–Wilson relations
It was shown in [16] that Leonard pairs satisfy Zhedanov’s Askey–Wilson relations [17]. In
this section we recall some facts concerning this result.
Theorem 6.1 [16]. Let A,A∗ be a Leonard pair overK. Then there exists a sequence β, γ, γ ∗, ρ,
ρ∗, ω, η, η∗ of scalars taken from K such that
A2A∗ − βAA∗A + A∗A2 − γ (AA∗ + A∗A) − ρA∗ = γ ∗A2 + ωA + ηI, (43)
A∗2A − βA∗AA∗ + AA∗2 − γ ∗(A∗A + AA∗) − ρ∗A = γA∗2 + ωA∗ + η∗I. (44)
This sequence is unique if the diameter d  3. However, if d  2, then β may be taken to be any
scalar in K.
The relations (43) and (44) are called the Askey–Wilson relations. We call the sequence β, γ ,
γ ∗, ρ, ρ∗, ω, η, η∗ an Askey–Wilson parameter sequence for A, A∗.
Theorem 6.2 [11,16]. Let  = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system over K.
Let θ0, θ1, . . . , θd denote the eigenvalue sequence of , and let θ∗0 , θ∗1 , . . . , θ∗d denote the dual
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eigenvalue sequence of. Recall that A,A∗ is a Leonard pair; let β, γ, γ ∗, ρ, ρ∗, ω, η, η∗ denote
an Askey–Wilson parameter sequence for A,A∗. Then
β = θi−2 − θi+1
θi−1 − θi − 1 (2  i  d − 1), (45)
β = θ
∗
i−2 − θ∗i+1
θ∗i−1 − θ∗i
− 1 (2  i  d − 1),
γ = θi−1 − βθi + θi+1 (1  i  d − 1), (46)
γ ∗ = θ∗i−1 − βθ∗i + θ∗i+1 (1  i  d − 1),
ρ = (1 + β)θ2i − θiθi−1 − θiθi+1 − θi−1θi+1 (1  i  d − 1), (47)
ρ∗ = (1 + β)θ∗i 2 − θ∗i θ∗i−1 − θ∗i θ∗i+1 − θ∗i−1θ∗i+1 (1  i  d − 1).
Theorem 6.3 [16, Thm. 5.3]. With the notation of Theorem 6.2, assume d  1. Define θ−1 :=
γ + βθ0 − θ1 and θd+1 := γ + βθd − θd−1. Then
ω = a∗i (θi − θi+1) + a∗i−1(θi−1 − θi−2) − γ ∗(θi + θi−1) (1  i  d), (48)
η = a∗i (θi − θi−1)(θi − θi+1) − γ ∗θi2 − ωθi (0  i  d). (49)
Theorem 6.4 [16, Thm. 5.3]. With the notation of Theorem 6.2, assume d  1. Define θ∗−1 :=
γ ∗ + βθ∗0 − θ∗1 and θ∗d+1 := γ ∗ + βθ∗d − θ∗d−1. Then
ω = ai(θ∗i − θ∗i+1) + ai−1(θ∗i−1 − θ∗i−2) − γ (θ∗i + θ∗i−1) (1  i  d),
η∗ = ai(θ∗i − θ∗i−1)(θ∗i − θ∗i+1) − γ θ∗i 2 − ωθ∗i (0  i  d).
7. Self-dual Leonard pairs
Let A, A∗ denote a Leonard pair over K, and recall that A∗, A is also a Leonard pair over K.
In this section we consider the case in which A∗, A is isomorphic to A, A∗.
Definition 7.1. A Leonard pair A, A∗ with ambient algebraA is said to be self-dual whenever
A, A∗ is isomorphic to A∗, A. In this case, there exists a unique K-algebra automorphism of
A which swaps A and A∗. This automorphism is an involution by Corollary 3.7. We call this
automorphism the duality map for A, A∗.
Lemma 7.2. Let A,A∗ denote a self-dual Leonard pair overK with duality map δ, and suppose
that = (A; {Ei}di=0;A∗; {E∗i }di=0) is an associated Leonard system. Then (i) or (ii) below holds:
(i) δ() = ∗ and θi = θ∗i (0  i  d);
(ii) δ() = ∗↓⇓ and θi = θ∗d−i (0  i  d).
Proof. By (40), and since A and A∗ have the same eigenvalues, δ maps the primitive idempotents
of A to those of A∗ and vice versa. From (iv) and (v) of Definition 4.3, the only indices i for
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which there is only one j with EiA∗Ej /= 0 are i = 0 and d. Similarly for E∗i AE∗j . Thus δ(E0),
δ(Ed) is a permutation of E∗0 , E∗d . Now δ(E1) must follow δ(E0) in the sequence as only i = 1
satisfies i /= 0 and EiAE0 /= 0. Inductively, either δ(Ei) = E∗i (0  i  d) or δ(Ei) = E∗d−i
(0  i  d). The result follows since δ is an involution. 
Definition 7.3. We say that a Leonard system  = (A; {Ei}di=0;A∗; {E∗i }di=0) is self-dual when-
ever (i) A, A∗ is a self-dual Leonard pair, and (ii) the duality map δ for A, A∗ satisfies δ(Ei) = E∗i
(0  i  d). This corresponds to Case (i) of Lemma 7.2.
Corollary 7.4. Let A, A∗ denote a self-dual Leonard pair over K. Then there exists a self-dual
Leonard system associated with A,A∗. Denote such a Leonard system by. Then↓⇓ is self-dual
and associated with A, A∗. There is no other Leonard system which is self-dual and associated
with A, A∗.
Proof. Let be any Leonard system associated with A, A∗. If Case (i) holds in Lemma 7.2, then
and↓⇓ are both self-dual. If Case (ii) holds in Lemma 7.2, then↓ and⇓ are both self-dual. 
Corollary 7.5. Let  = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a self-dual Leonard system over K.
Then A = A∗∗ and A∗ = A∗ . In particular, bi = b∗i (0  i  d − 1), ai = a∗i (0  i  d),
and ci = c∗i (1  i  d).
Proof. The duality map for A, A∗ swaps  and ∗ in light of (40) and the self-duality of . In
particular, A∗ = A∗ . Now A = A∗∗ by the uniqueness of the matrices representing A and A∗
with respect to the appropriate TD-D bases. 
Definition 7.6. Suppose A, A∗ is a Leonard pair, and let β, γ , γ ∗, ρ, ρ∗, ω, η, η∗ denote an
Askey–Wilson parameter sequence for A, A∗. We say that this parameter sequence is self-dual
whenever γ = γ ∗, ρ = ρ∗, and η = η∗.
Lemma 7.7. Suppose A,A∗ is a self-dual Leonard pair of diameter d. Then A,A∗ has a self-dual
Askey–Wilson parameter sequence. Moreover, if d  2, then the β from this sequence may be
taken to be any scalar in K.
Proof. Apply the duality map of A, A∗ to (43), to get (44) with γ ∗ = γ , ρ∗ = ρ, and η∗ = η.

8. Leonard triples and modular Leonard triples
We have completed our presentation concerning general Leonard pairs. We now turn our
attention to Leonard triples and modular Leonard triples. As was the case for Leonard pairs, we
shall consider Leonard triples in the setting of matrix algebras.
Definition 8.1. Let A denote a matrix algebra over K. Let V denote the irreducible left
A-module. By a Leonard triple with ambient algebra A, we mean an ordered triple A, A∗,
A, where A, A∗, and A are elements ofA which act on V as in Definition 1.2. In this case, we
say that A, A∗, A is over K.
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Definition 8.2. Let A, A∗, A and B, B∗, B denote Leonard triples over K with respective
ambient algebras A and B. By an isomorphism of Leonard triples from A, A∗, A to B, B∗,
B, we mean a K-algebra isomorphism σ :A→ B such that σ(A) = B, σ(A∗) = B∗, and
σ(A) = B. We say thatA,A∗,A andB,B∗,B are isomorphic whenever such an isomorphism
exists.
Definition 8.3. Let A, A∗, A denote a Leonard triple over K with ambient algebra A. Then
this Leonard triple is said to be modular whenever for each B ∈ {A,A∗, A} there exists an
antiautomorphism ofA which fixes B and swaps the other two operators in the triple.
Lemma 8.4. Let A,A∗, A denote a modular Leonard triple overK. For each B ∈ {A,A∗, A}
the antiautomorphism of A which fixes B and swaps the other two members of {A,A∗, A} is
unique and an involution.
Proof. Since {A,A∗, A}\{B} form a Leonard pair, they generate End(V ) by Lemma 3.6. Thus
any antiautomorphism is uniquely determined by its behavior on these elements. 
9. Leonard pairs associated with a modular Leonard triple
Recall that any two elements of a modular Leonard triple form a Leonard pair. To take full
advantage of the results concerning Leonard pairs which we have developed so far, we need to
understand how the Leonard pairs which arise in connection with a modular Leonard triple are
related. In this section we show that these Leonard pairs are mutually isomorphic. We show that
the isomorphisms involved are compositions of some of the antiautomorphisms associated with
a modular Leonard triple.
Notation 9.1. Let A, A∗, A denote a modular Leonard triple with ambient algebraA. Let μ, μ∗,
and μ denote the antiautomorphisms ofA which respectively fix A, A∗, and A and swap the
other two members of the triple (Definition 1.4). Let α, α∗, and α denote the antiautomorphisms
ofA which respectively fix the pairs A∗, A; A, A; and A, A∗ (Lemma 3.9).
Lemma 9.2. With Notation 9.1, the following hold:
(i) μα = αμ. Write δ to denote this automorphism. Then
δ(A) = α(A), δ(A∗) = A, δ(A) = A∗.
In particular, the Leonard pair A∗, A is self-dual with duality map δ.
(ii) μ∗α∗ = α∗μ∗. Write δ∗ to denote this automorphism. Then
δ∗(A) = A, δ∗(A∗) = α∗(A∗), δ∗(A) = A.
In particular, the Leonard pair A, A is self-dual with duality map δ∗.
(iii) μα = αμ. Write δ to denote this automorphism. Then
δ(A) = A∗, δ(A∗) = A, δ(A) = α(A).
In particular, the Leonard pair A,A∗ is self-dual with duality map δ.
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Proof. By Lemma 3.6, it suffices to show that the stated maps agree on two of A, A∗, and A. It
is routine to show that this is the case. 
Lemma 9.3. With Notation 9.1, μμ∗ = μ∗μ = μμ. Write ψ to denote this automorphism.
Then
ψ(A) = A∗, ψ(A∗) = A, ψ(A) = A.
Proof. Similar to that of Lemma 9.2. 
Corollary 9.4. Let A, A∗, A denote a modular Leonard triple over K. Recall that any ordered
pair of distinct elements of A,A∗, A form a Leonard pair. All such Leonard pairs are isomorphic.
Proof. The automorphisms δ, δ∗, δ, ψ and their compositions witness the claim. 
10. Some automorphisms
Let A, A∗, A denote a modular Leonard triple with ambient algebra A. In this section we
introduce three automorphisms υ, υ∗, and υ ofA which behave nicely relative to A, A∗, A.
We then consider representations (in the sense of Lemma 3.2) of υ and υ∗. It turns out that these
representations give rise to some useful parameters associated with a modular Leonard triple. In
the next two sections we derive a number of equations involving these parameters and the entries
of the matrices in Corollary 5.6. Our proof of Theorem 1.17 amounts to solving these equations.
Lemma 10.1. With Notation 9.1, the following hold:
(i) α∗μ = μα. Write υ to denote this automorphism. Then
υ(A) = A, υ(A∗) = A, υ(A) = α∗(A∗).
(ii) αμ∗ = μ∗α. Write υ∗ to denote this automorphism. Then
υ∗(A) = α(A), υ∗(A∗) = A∗, υ∗(A) = A.
(iii) αμ = μα∗. Write υ to denote this automorphism. Then
υ(A) = A∗, υ(A∗) = α(A), υ(A) = A.
Proof. Similar to that of Lemma 9.2. 
Lemma 10.2. Let A,A∗, A denote a modular Leonard triple with ambient algebraA. Let the
automorphisms υ and υ∗ be as in Lemma 10.1. Suppose U ∈A represents υ and U∗ ∈A
represents υ∗. Then
UAU−1 = A, (50)
UA∗U−1 = A, (51)
U∗−1A∗U∗ = A∗, (52)
U∗−1AU∗ = A. (53)
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Proof. Clear from Lemma 10.1. 
We interpret (50) and (52) using Lemma 4.2 and the following fact.
Lemma 10.3. Let A denote a matrix algebra. Let A denote a multiplicity-free element of A,
and let B denote the subalgebra ofA generated by A. Then for C ∈A, AC = CA if and only
if C ∈ B.
Lemma 10.4. With the notation of Lemma 10.2, let δ be as in Lemma 9.2. Then there exists a
nonzero w ∈ K such that
δ(U) = wU∗, δ(U∗) = w−1U.
Proof. By (50) and Lemma 10.3, U is contained in the subalgebra ofA generated by A. Similarly,
U∗ is contained in the subalgebra of A generated by A∗. The map α fixes both A and A∗ by
construction, so α fixes both U and U∗. Applying α to (52) and (53) gives U∗A∗U∗−1 = A∗,
U∗α(A)U∗−1 = A. By Lemma 9.2, applying δ to (50) and (51) gives δ(U)A∗δ(U)−1 = A∗,
δ(U)α(A)δ(U)−1 = A. Thus conjugation by U∗ and δ(U) agree on generators A, A∗ of
A (Lemma 3.6), so U∗ and δ(U) represent the same automorphism. Thus by Lemma 3.3 there
exists a nonzero scalar w ∈ K such that δ(U) = wU∗. Now δ(U∗) = w−1U since δ is an
involution. 
Lemma 10.5. Let A,A∗, A denote a modular Leonard triple overK, and let  = (A; {Ei}di=0;
A∗; {E∗i }di=0) denote a self-dual Leonard system associated with A,A∗. Let U and U∗ be as in
Lemma 10.2, and let w be as in Lemma 10.4. Then there exist nonzero scalars t0, t1, . . . , td inK
such that
U =
d∑
i=0
tiEi, U
∗ = w−1
d∑
i=0
tiE
∗
i . (54)
Moreover,
U−1 =
d∑
i=0
t−1i Ei, U
∗−1 = w
d∑
i=0
t−1i E
∗
i . (55)
Proof. Note that E0, E1, …, Ed form a basis for the subalgebra ofA generated by A. Also note
that U is in this subalgebra by (50) and Lemma 10.3. Thus there exist scalars t0, t1, . . . , td in K
such that U =∑di=0 tiEi . Applying the duality δ of A, A∗ to this expression and simplifying
with Lemma 10.4 and Definition 7.3 gives wU∗ =∑di=0 tiE∗i . The ti are nonzero since U is
invertible. The expressions for U−1 and U∗−1 follow from (38) and (54). 
Definition 10.6. Let A, A∗, A denote a modular Leonard triple over K of diameter d, and let
 = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a self-dual Leonard system associated with A, A∗. Let
θ0, θ1, . . . , θd denote the associated eigenvalue sequence, let ci , ai , and bi (0  i  d) be as
in Definition 5.5, and let t0, t1, . . . , td be as in Lemma 10.5. Set νi = ti t−1i−1 for 1  i  d and
abbreviate ν = ν1. Let β, γ , γ ∗, ρ, ρ∗, ω, η, η∗ denote a self-dual Askey–Wilson parameter
sequence associated with A, A∗, A.
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Lemma 10.7. Let A,A∗, A denote a modular Leonard triple overK, and let  = (A; {Ei}di=0;
A∗; {E∗i }di=0) denote a self-dual Leonard system associated with A,A∗. Then A, A∗, A is a
canonical modular Leonard triple.
Proof. The matrices A and A∗ are given in Definition 5.5. Combining Definition 5.4 and (53)
givesA = U∗−1AU∗. Combining the equation on the right in (54) with the last line of Corollary
5.6 gives U∗ = w−1 × diag(t0, t1, . . . , td ), where w is from Lemma 10.4. Evaluating A using
these comments and νi = ti/ti−1 gives the result. Note that all entries in the matrices A and A
lie in K. Thus bi and biνi+1 ∈ K for 0  i  d − 1, so νi ∈ K (1  i  d). 
We are ready to prove Theorem 1.6, Lemma 1.7, and Theorem 1.16.
Proof of Theorem 1.6. With reference to Lemma 10.7, observe that A, A∗, A is isomorphic to
the canonical modular Leonard triple A, A∗, A, and that the diagonal entries of A∗ form an
eigenvalue sequence forA,A∗,A. In particular, the induced ordering on the primitive idempotents
ofA∗ are in a standard order so there is a one-to-one correspondence between eigenvalue sequences
of A, A∗, A and canonical modular Leonard triples isomorphic to A, A∗, A. 
Proof of Lemma 1.7. Suppose A, A∗, A is a canonical modular Leonard triple.Comparing the
definition of a canonical modular Leonard triple (Definition 1.5) and the form of the matrices in
Theorem 5.1, we see in light of self-duality (Corollary 9.4) and Lemma 7.2 that A, A∗ are as in
Lemma 1.7. By Corollary 9.4,A,A∗ andA,A∗ are isomorphic Leonard pairs in Matd+1(K). Thus
there by Lemma 3.2 exists an invertible matrix X such that AX = XA and A∗X = XA∗. Since
A∗ is a diagonal matrix with distinct entries on the diagonal, the later implies that X is diagonal.
We may scale X so that X = diag(1, ν1, ν2, . . . , νd) for some nonzero ν1, ν2, . . . , νd ∈ K. It
follows that A = X−1AX is as in Lemma 1.7. 
Proof of Theorem 1.16. Suppose A, A∗, A and B, B∗, B are distinct isomorphic canonical
modular Leonard triples. Say A∗ = diag(θ0, θ1, . . . , θd) and B∗ = diag(θ ′0, θ ′1, . . . , θ ′d). Now A,
A∗ and B, B∗ are isomorphic self-dual Leonard pairs by Lemma 9.2, so θ0, θ1, . . . , θd and θ ′0,
θ ′1, . . . , θ ′d are distinct self-dual eigenvalue sequences for A, A∗. Hence θ ′i = θd−i (0  i  d)
by Lemmas 4.5 and 7.2, so A, A∗, A and B, B∗, B are relatives. Conversely, if A, A∗, A and
B, B∗, B are relatives, then they are isomorphic since B, B∗, B is a representation of A, A∗,
A with respect to a self-dual Leonard system. 
11. Some formulas for canonical modular Leonard triples
In this section we use Lemmas 10.2 and 10.5 to derive some relations among the parameters
of a canonical modular Leonard triple identified in Definition 10.6. We shall derive some more
relations in the following section. We begin with a lemma.
Lemma 11.1. With reference to Definition 10.6,(
d∑
i=0
tiEi
)
A∗
(
d∑
i=0
t−1i Ei
)
=
(
d∑
i=0
t−1i E
∗
i
)
A
(
d∑
i=0
tiE
∗
i
)
, (56)
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(
d∑
i=0
t−1i Ei
)
A∗
(
d∑
i=0
tiEi
)
=
(
d∑
i=0
tiE
∗
i
)
A
(
d∑
i=0
t−1i E
∗
i
)
. (57)
Proof. To see (56), equate the left-hand sides of (51) and (53) and expand U , U∗, U−1, and U∗−1
using (54) and (55). To see (57), apply the duality map (Lemma 9.2) of A, A∗ to (56). 
Theorem 11.2. With reference to Definition 10.6,
ciνi + ai + biν−1i+1 = a0(1 − ν−1) + θiν−1 (0  i  d), (58)
ciν
−1
i + ai + biνi+1 = a0(1 − ν) + θiν (0  i  d), (59)
where ν0 and νd+1 denote indeterminates.
Proof. Let V denote the irreducible left A-module. Fix a nonzero vector u ∈ E0V . Observe
that the sequence E∗i u (0  i  d) is a TD-D basis of V for . Applying Definition 5.5 gives
AE∗j u = cj+1E∗j+1u + ajE∗j u + bj−1E∗j−1u (0  j  d). By (38), the result of multiplying the
right side of (57) on the left by E∗i and on the right by u is ti/ti−1ciE∗i u + aiE∗i u + ti/ti+1biE∗i u.
Observe that A∗u = (A∗ − a∗0I )u + a∗0u, and that (A∗ − a∗0I )u ∈ E1V . Thus by (38), the
result of multiplying the left side of (57) on the right by u is∑di=0 t0t−1i E∗i EjA∗u = t0/t1(A∗ −
a∗0I )u + a∗0u. Now multiplying by E∗i on the right gives t0/t1(θ∗i − a∗0)E∗i u + a∗0E∗i u. Now a∗0 =
a0 by Corollary 7.5. Hence (59) holds. A similar argument using (56) gives (58). 
Lemma 11.3. With reference to Definition 10.6, the expressions
νi − ν−1i
θi−1 − θi (60)
are independent of i for 1  i  d.
Proof. There is nothing to show if d  1, so assume d  2. Eliminating ai from (42) using
(41) and replacing a∗0 with a0 and all θ∗j with θj by self-duality (Corollary 7.5 and Lemma 9.2)
gives bi(θi − θi+1) = ci(θi−1 − θi) − (θi + a0)(θ0 − θ1) (1  i  d − 1). Subtracting (59) from
(58) gives bi(νi+1 − ν−1i+1) = ci(νi − ν−1i ) − (θi + a0)(ν1 − ν−11 ) (1  i  d − 1). The result
follows by a routine induction. 
We finish this section with a comment.
Lemma 11.4. With reference to Definition 10.6, the following are equivalent:
(i) The expression (60) equals zero.
(ii) The scalar νi ∈ {1,−1} for 1  i  d.
(iii) There exists i (1  i  d) such that νi ∈ {1,−1}.
(iv) The automorphism υ is an involution.
(v) The automorphism υ∗ is an involution.
(vi) The automorphism υ is an involution.
(vii) The antiautomorphisms α, α∗, α coincide.
(viii) All permutations of A,A∗, A are isomorphic modular Leonard triples.
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Proof. The equivalence of (i)–(iii) is straightforward from Lemma 11.3. We now show the equiv-
alence of (iv) and (ii). Let U be as in Lemma 10.2. First note that υ is an involution if and only if
U2 is a scalar multiple of the identity by Lemma 3.3. Next observe that U2 =∑di=0 t2i Ei by (38)
and (54), so U2 is a scalar multiple of the identity if and only if t2i is independent of i for 0  i  d
by (39). Observe that t2i is independent of i for 0  i  d if and only if νi ∈ {1,−1} for 1  i  d
by the definition of the νi . Hence (ii) and (iv) are equivalent. We now show the equivalence of
(iv)–(vi). Let ψ be as in Lemma 9.3. Then ψ−1υψ and υ agree on A and A by Lemmas 9.3 and
10.1, so ψ−1υψ = υ by Lemma 3.6. Similarly, ψυψ−1 = υ∗. Thus (iv)–(vi) are equivalent.
We now show that (vii) is equivalent to (iv)–(vi). Observe that υ2 = α∗μμα = α∗α by Lemma
10.1. Since α∗ is an involution, we have υ2 = I if and only if α∗ = α. Similar arguments give
that (υ∗)2 = I if and only if α = α. Thus (vii) holds if and only if the equivalent conditions
(iv)–(vi) hold. Suppose that α, α∗, and α coincide. By Lemma 9.3, cyclic permutations of
A, A∗, A are isomorphic to A, A∗, A. To see that the other permutations of A, A∗, A are
isomorphic to A, A∗, A, observe that by assumption the antiautomorphism α fixes A, A∗, and
A. Thus αμ, αμ∗ and αμ are isomorphisms which swap two of A, A∗, A and fix the third
element.Hence (vii) implies (viii). Now suppose (viii) holds. Then say χ is an isomorphism
mapping A, A∗, A to A∗, A, A. Note that χ is an involution. Also observe that αχ = μ since
these anti-automorphisms agree on A, A∗, A. Thus χ = χ−1 = μα = δ. Now by Lemma
9.2, α(A) = δ(A) = χ(A) = A. Thus α fixes all elements of A, A∗, A, so it coincides
with α and α∗. Thus (viii) implies (vii). 
12. More formulas for canonical modular Leonard triples
In this section we derive several more relations among the parameters of a modular Leonard
triple. We use the following fact.
Lemma 12.1. With reference to Definition 10.6, the matrices A and A satisfy the relations
(43) and (44), using the Askey–Wilson parameter sequence from that definition.
Proof. By Corollary 5.6, A, A is a self-dual Leonard pair isomorphic to A, A. Now (43) and
(44) hold for A, A with the given Askey–Wilson parameter sequence in view of Corollaries
5.6 and 9.4. 
Lemma 12.2. With reference to Definition 10.6,
νi−1 − βνi + νi+1 = 0 (2  i  d − 1), (61)
ν−1i−1 − βν−1i + ν−1i+1 = 0 (2  i  d − 1). (62)
Proof. By Lemma 12.1 the matrices A, A satisfy (43). In the resulting equation, evaluate the
entries (i − 2, i + 1) and (i + 1, i − 2) using Definition 5.5 and Lemma 1.7. 
Lemma 12.3. With reference to Definition 10.6,
γ (1 + νi+1 + νi+2) = ai(νi+2 + 1) + ai+1(νi+1 + νi+2) + ai+2(νi+1 + 1)
−β(aiνi+1 + ai+1 + ai+2νi+2) (0  i  d − 2), (63)
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γ (1 + ν−1i+1 + ν−1i+2) = ai(ν−1i+2 + 1) + ai+1(ν−1i+1 + ν−1i+2) + ai+2(ν−1i+1 + 1)
−β(aiν−1i+1 + ai+1 + ai+2ν−1i+2) (0  i  d − 2). (64)
Proof. Proceed as in the proof of Lemma 12.2, this time using the entries (i + 2, i) and
(i, i + 2). 
Lemma 12.4. With reference to Definition 10.6, for 0  i  d
bici+1ν−1i+1(γ (ν
2
i+1 + νi+1 + 1) + ai((β − 1)(ν2i+1 + 1) − 2νi+1)
− ai+1(ν2i+1 − βνi+1 + 1)) + bi−1ciν−1i (γ (ν2i + νi + 1) + ai((β − 1)(ν2i + 1) − 2νi)
− ai−1(ν2i − βνi + 1)) = −(η + (ω + ρ)ai + 3γ a2i + (β − 2)a3i ), (65)
where ν0 and νd+1 are indeterminates.
Proof. Proceed as in the proof of Lemma 12.2, this time using the entries (i, i). 
Definition 12.5. With reference to Definition 10.6, for d  2, define q = ν2/ν. For d  1, let q
denote any nonzero element ofK other than 1 and −1. By Lemma 1.7 and construction, we find
q ∈ K.
Lemma 12.6. With reference to Definitions 10.6 and 12.5,
νi = qi−1ν (1  i  d). (66)
Proof. Assume d  3, since otherwise the result holds by construction. First suppose β /∈ {2, 0,
−2}. Let p denote a nonzero scalar in the algebraic closure of K such that β = p + p−1. Then
the recurrence (61) implies that there exist scalars a and b in the algebraic closure ofK such that
νi = api−1 + bp1−i (1  i  d). Similarly, the recurrence (62) implies that there exist scalars
a′ and b′ in the algebraic closure of K such that ν−1i = a′p1−i + b′pi−1 (1  i  d). Now 1 =
νi/νi = (api−1 + bp1−i )(b′pi−1 + a′p1−i ) for 1  i  d. Thus (ax + b/x)(b′x + a′/x) − 1 =
0 for x = pi (0  i  d − 1). Simplifying this equation, we find ab′x4 + (aa′ − 1 + b′b)x2 +
ba′ = 0 for x = pi (0  i  d − 1), so ab′y2 + (aa′ − 1 + b′b)y + ba′ = 0 for y = p2i (0 
i  d − 1). Recall that d  3, and observe that 1, p2, p4 are mutually distinct, so the above
quadratic in y is identically zero. Thus either each of a, a′, bb′ − 1 is zero or each of b, b′, aa′ − 1
is zero. Replacing p by p−1 if necessary, we may assume that each of b, b′, aa′ − 1 is zero. Now
νi = api−1 for 1  i  d , and it follows that νi = pi−1ν for 1  i  d. Setting i = 2, we find
p = ν2ν−1. By Definition 12.5 q = ν2ν−1, so p = q. Now νi = qi−1ν for 1  i  d, as desired.
Next suppose β = 2 and charK /= 2. Then the recurrence (61) implies that there exist scalars a
and b inK such that νi = ai + b (1  i  d). Similarly, the recurrence (62) implies that there exist
scalars a′ and b′ in K such that ν−1i = a′i + b′ (1  i  d). Thus (ax + b)(a′x + b′) − 1 = 0
at x = i (1  i  d). The scalars 1, 2, 3 are distinct since charK /= 2, so the above quadratic
in x is identically zero. Thus a = a′ = 0 and b′ = b−1. Now νi = b for 1  i  d. Recall that
q = ν2ν−1 by Definition 12.5 and ν2 = ν so q = 1. Now νi = qi−1ν (1  i  d).
Next suppose β = −2 and charK /= 2. Then the recurrence (61) implies that there exist sca-
lars a and b in K such that νi = (−1)i−1(ai + b) (1  i  d). Similarly, the recurrence (62)
implies that there exist scalars a′ and b′ in K such that ν−1i = (−1)i−1(a′i + b′) (1  i  d).
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Thus (ax + b)(a′x + b′) − 1 = 0 at x = i (1  i  d). The scalars 1, 2, 3 are distinct since
charK /= 2, so the above quadratic in x is identically zero. Thus a = a′ = 0 and b′ = b−1. Now
νi = (−1)i−1b for 1  i  d . Recall that q = ν2ν−1 by Definition 12.5 and ν2 = −ν so q = −1.
Now νi = qi−1ν (1  i  d).
For the rest of this proof assume that β = 0. Observe that d = 3, since otherwise θ4 = θ0 by
(45) at i = 2 and i = 3. Also note that ν3 = −ν by (61). Thus to show (66) we need only show
that q2 = −1. By Definition 12.5, it suffices to show that ν22 = −ν2.
We begin by noting some simple equations which hold in this case. By self-duality A and A∗
have the same trace, so
θ0 + θ1 + θ2 + θ3 = a0 + a1 + a2 + a3 (67)
since the diameter is 3. Note by (46) that γ is equal to both
θ0 + θ2 = θ1 + θ3 (68)
since β = 0.
Set f (x) = 1 − x − x2 − x3 and consider the vector C = (f (ν), ν3f (ν−1), f (−ν), ν3
f (−ν−1)). In the rest of this proof, we shall refer to a several equations which appeared earlier
in the paper. We will assume that these equations have been normalized as follows. To get the
normalized version from the original version, subtract the right-hand side from both sides of the
equations.
Now −ν(νν2 + 1)C · (ν, ν2, 0, 0) times (41) at i = 1 plus (νν2 − 1)C · (ν2(ν − 1), 0,−ν2 −
(ν + 1)ν2, νν2) times (41) at i = 2 plus C · (ν6 + ν3ν2 − ν22 , νν2,−ν2ν22 , ν6 − ν2 − ν22 ) times
(41) at i = 3 plus νν2C · (ν, ν2, 0, 0) times (58) at i = 1 minus C · (ν2,−ν2ν2,−ν3 − ν2, 0)
times (58) at i = 2 plus νC · (ν4 + νν2, 0,−ν22 , ν4) times (58) at i = 3 plus ν2C · (ν, ν2, 0, 0)
times (59) at i = 1 minus ν2C · (ν2,−ν2, ν2 − ν2, (ν + 1)ν2) times (59) at i = 2 plus νC ·
(−ν22 , νν2, 0,−ν2 − ν22 ) times (59) at i = 3 plus (ν2 + ν2)C · (1 − ν, 0, 1 + ν, 0) times (63) at
i = 0 (with γ = θ0 + θ2) plus (1 + ν)C · (ν3 − ν2 + ν2ν2 + (ν − 1)ν22 , νν2,−ν3 − (ν + 1)ν22 ,
νν22 ) times (67) plus (ν + ν2)C · (ν2ν2 − ν, ν2 + ν2, νν2,−ν3) times (68) equals (ν − 1)2(ν +
1)(ν2 + 1)(ν2 + ν22 )(θ0 − θ2). Clearly the factor (θ0 − θ2) is nonzero. The factor (ν2 + 1) is
nonzero since otherwise (58) minus ν times (59) at i = 3 with c3 eliminated using (41) gives
θ3 = θ0.
To show that the factors (ν − 1)2(ν + 1) are nonzero, we show that the equivalent conditions
of Lemma 11.4 do not hold. Suppose that they do. Then by (61), the triple (ν1, ν2, ν3) is one of
(a) (1, 1,−1), (b) (1,−1,−1), (c) (−1, 1, 1), or (d) (−1,−1, 1). In Case (a), (58) at i = 1 minus
(41) at i = 1 becomes θ1 − θ0 = 0. In Case (b), −(θ0 + θ2) times (41) at i = 1 plus θ1 − θ0 times
(41) at i = 2 plus θ1 − θ0 times (41) at i = 3 plus 2 times (42) at i = 1 plus θ2 − θ0 times (58) at
i = 1 plus θ1 − θ0 times (58) at i = 2 plus θ1 − θ0 times (58) at i = 3 plus 2(θ1 − θ0) times (67)
becomes (θ0 − θ1)(θ0 − θ3) = 0. In Case (c), −1 times (41) at i = 2 plus (41) at i = 3 plus (58)
at i = 2 minus (58) at i = 3 becomes θ2 − θ3 = 0. In Case (d), (41) at i = 1 plus (41) at i = 3
plus (58) at i = 1 minus (58) at i = 3 plus (63) at i = 1 plus (68) becomes 2(θ2 − θ3) = 0 since
γ = θ0 + θ2. In each case we arrive at a contradiction. Thus the equivalent conditions of Lemma
11.4 do not hold, so (ν − 1)2(ν + 1) is nonzero. Thus ν2 + ν22 = 0, as required. 
Lemma 12.7. The Askey–Wilson parameter sequence in Definition 10.6 can be chosen so that
β = q + q−1, where q is as in Definition 12.5.
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Proof. If d  2, then the result follows from Lemma 7.7 since q ∈ K by Lemma 12.6. If d  3,
then β = q + q−1 by (61) and (66). 
13. The case q /∈ {1,−1}
In this section we prove that any canonical modular Leonard system with q /= 1 and q /= −1
is given by Lemma 1.9.
Lemma 13.1. With reference to Definitions 10.6 and 12.5, assume q /∈ {1,−1}. Then Eq. (4)
holds.
Proof. Immediate from Lemma 12.6. 
Lemma 13.2. With reference to Definitions 10.6 and 12.5, assume q /∈ {1,−1}. Then there exists
a nonzero scalar h ∈ K such that Eq. (5) holds. Moreover, qi /= 1, ν2qi−1 /= 1 (1  i  d),
νqi = 1 (0  i  d − 1), and ν2q2i−1 /= 1 (1  i  d − 1).
Proof. Eq. (5) holds at i = 0 since both sides are just θ0, and it holds at i = 1 with some appropriate
h. If d  2, then Lemma 11.3, (66), and induction give the result for the remaining θi . The
restrictions on h, q, and ν are required to make the eigenvalues distinct. Indeed, if h = 0, qi = 1,
or ν2qi−1 = 1 for some i (1  i  d), then θi = θ0. If νqi = 1 for some i (0  i  d − 1), then
θi = θi+1. If ν2q2i−1 = 1 for some i (1  i  d − 1), then θi+1 = θi−1. 
Lemma 13.3. With reference to Definitions 10.6 and 12.5, assume q /∈ {1,−1}. Let h be as in
Lemma 13.2. Then Eqs. (6)–(10) hold. Moreover, ν3qd+i−1 /= −1 (0  i  d − 1), and ν2qi /=
1 (0  i  2d − 2).
Proof. Use (41), (58), and (59) at i = d to solve for a0, ad , and cd , and then use (5) and (66)
to express them in terms of h and θ0. Now eliminate ai in (58) and (59) using (41), substitute
the value just found for a0, and solve for bi and ci . This gives (6)–(9) after simplifying with
(5) and (66). Eq. (10) is just (41). Note that the denominators are nonzero by Lemma 13.2. The
numerators in the expressions for ci and bi must be nonzero by the irreducibility of A. Thus the
stated restrictions on q and ν hold. 
14. The case q = 1 and ν = −1
In this section we prove that any canonical modular Leonard system with q = 1 and ν = −1
is given by Lemma 1.10.
Lemma 14.1. With reference to Definitions 10.6 and 12.5, assume q = 1 and ν = −1. Then Eq.
(11) holds.
Proof. Immediate from Lemma 12.6. 
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Lemma 14.2. With reference to Definitions 10.6 and 12.5, assume q = 1 and ν = −1. Then there
exists a nonzero scalar h ∈ K and a scalar s ∈ K such that Eq. (12) holds. Moreover, s /= −i
(2  i  d + 1) and s /= 2i + 1 (1  i  d − 1).
Proof. Eq. (63) becomes γ = −2ai + 4ai+1 − 2ai+2 (0  i  d − 2). It follows by induction
that ai = −i(i − 1)γ /4 − (i − 1)a0 + ia1 (0  i  d). Adding (59) to (41) gives θi = θ0 −
2(ai − a0). Thus (12) holds with h = γ /2 and s = −2(a1 − a0 + h)/h. The restrictions on
the characteristic and on h and s are necessary to ensure that the eigenvalues are distinct. If
2i + 1 + s = 0 for some i (1  i  d − 1), then θi−1 = θi+1. If s = −i (2  i  d + 1), then
θi−1 = θ0. 
Lemma 14.3. With reference to Definitions 10.6 and 12.5, assume q = 1 and ν = −1. Let h and
s be as in Lemma 14.2. Then Eqs. (13)–(17) hold. Moreover, s /= −i (2  i  2d), and 3s /= −2i
(d + 2  i  2d + 1).
Proof. Continuing with the proof of Lemma 14.2, we have γ = 2h and a1 = −h(s + 2)/2 + a0.
Thus ai = a0 − hi(i + 1 + s)/2. Using this and (12), we get from (47), (48), and (49) that ρ =
h(2hs + hs2 − 4θ0), ω = h(hs(2 + s) − 8(a0 + θ0))/2, and η = −h(hs(2 + s) − 4θ0)(2a0 +
θ0)/2. Now (65) becomes for all i (0  i  d)
4bi−1(2i + s − 1)(hi(s + i + 1) + 2(θ0 − a0)) − 4bi(2i + s + 3)(h(i + 1)(s + i + 2)
+ 2(θ0 − a0)) − 8bi−1bi(2i + s − 1) + 8bibi+1(2i + s + 3)
= −(3hi(i + s + 1) + 2(θ0 − a0))(h(2i2 + 2i(s + 1)
− s(s + 2)) − 4(θ0 − a0)). (69)
At i = 0, we have b−1 = 0, b0 = θ0 − a0, so that we may solve for b1 in terms of h, s, a0, and
θ0. Proceeding by induction through i = d − 2, this process gives
bi = (s + i + 1)(hi(2i + 4 + 3s) + 4(θ0 − a0))4(s + 2i + 1) (0  i  d − 1).
With these values of bi (and bd = 0), s + 2d − 1 times (69) at i = d − 1 plus d + s times (69)
at i = d becomes h(d + 1)(s − 2)(d + s)(s + d + 1)(dh(4 + 2d + 3s) + 4(a0 − θ0). Note that
s /= −d and s /= −d − 1 by Lemma 14.2. If s = 2 but (dh(4 + 2d + 3s) + 4(a0 − θ0) /= 0, then
(69) at i = d gives a0 = (d2 + 3d − 1)/2 + θ0 which in turn gives bd−1 = 0. This is impossible.
Thus a0 = dh(4 + 2d + 3s)/4 + θ0. Backsubstituting gives the bi as in (13) and (14), and the
formulas for the ci follow from (41). Note that the denominators are nonzero by Lemma 14.2.
The numerators in the expressions for ci and bi must be nonzero by the irreducibility of A. Thus
the stated restrictions on s hold. 
15. The case q = 1 and ν /= −1
In this section we prove that any canonical modular Leonard system with q = 1 and ν /= −1
is given by Lemma 1.11.
Lemma 15.1. With reference to Definitions 10.6 and 12.5, assume q = 1 and ν /= −1. Then Eq.
(18) holds.
B. Curtin / Linear Algebra and its Applications 424 (2007) 510–539 535
Proof. Immediate from Lemma 12.6. 
Lemma 15.2. With reference to Definitions 10.6 and 12.5, assume q = 1. Then ν /= 1.
Proof. Lemma 1.7 and Lemma 12.6 imply that A = A when ν = 1. The only time that A can
be simultaneously diagonal and irreducible tridiagonal is when d = 0, contradicting d  2. 
Lemma 15.3. With reference to Definitions 10.6 and 12.5, assume q = 1 and ν /= −1. Then there
exists a nonzero scalar h ∈ K such that Eq. (19) holds. Moreover, charK > d.
Proof. Eq. (19) holds at i = 0 since both sides are just θ0, and it holds at i = 1 with h = θ1 − θ0.
If d  2 we complete the argument as follows. Since q = 1, Eq. (66) gives νi = ν for all i. Now
since ν /= ±1, Lemma 11.3 gives θi − θi−1 = θ1 − θ0 = h, and (19) follows by induction. The
restrictions on the characteristic and h are necessary to ensure that the eigenvalues are distinct.

Lemma 15.4. With reference to Definitions 10.6 and 12.5, assume q = 1 and ν /= −1. Let h be
as in Lemma 15.3. Then Eqs. (20)–(22) hold. Moreover, 1 − ν + ν2 /= 0.
Proof. Use (41), (58), and (59) at i = d to solve for a0, ad , and cd , and then use (19) and (66) to
express them in terms of ν, h and θ0. Now eliminate ai in (58) and (59) using (41), substitute the
value just found for a0, and solve for bi and ci . This gives (20)–(22) after simplifying with (19)
and (66). Observe that 1 − ν + ν2 /= 0 by the irreducibility of A. 
16. The case q = −1
In this section we prove that any canonical modular Leonard system with q = −1 is given by
Lemma 1.12, 1.13, or 1.14.
Lemma 16.1. With reference to Definitions 10.6 and 12.5, assume q = −1. Then ν ∈ {1,−1}
when d is even, and ν = −1 when d is odd.
Proof. If d  1, then q /= −1 by Definition 12.5. Suppose d  2, ν /∈ {1,−1}, and q = −1.
Then Eq. (66) gives νi = (−1)i−1ν for all i. In Lemma 11.3 at i = 1, 2, this gives θ1 − θ2 =
(−1)(θ0 − θ1), which implies θ0 = θ2, a contradiction. Observe that if d is odd, and ν = 1, then
eliminating cd in (58) using (41) gives θd = θ0, which is impossible. Thus ν /= 1 when d is
odd. 
Lemma 16.2. With reference to Definitions 10.6 and 12.5, assume q = −1. Then charK /= 2.
Proof. Suppose charK = 2. Then νi = 1 for all i by Lemma 16.1. Now (41) and (58) at i = d
give θ0 = θd , a contradiction. 
Lemma 16.3. With reference to Definitions 10.6 and 12.5, assume q = −1. Then Eqs. (23) and
(28) hold.
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Proof. Immediate from Lemma 12.6. 
Lemma 16.4. With reference to Definitions 10.6 and 12.5, assume q = −1. Then there exist
scalars h, s ∈ K such that
θi = θ0 + h(s − 1 + (s − 1 − 2i)(−1)i−1) (0  i  d).
Moreover, charK > d/2, h /= 0, and s /= 2j (1  j  d).
Proof. This equation holds at i = 0 since both sides are just θ0, and it holds at i = 1 and i = 2
for some appropriate s, h. Now the result follows by induction from (45) since β = −2. Observe
that if charK  d/2, then the eigenvalues are not distinct. Furthermore, if s = 2j for some j
(1  j  d), then θj−1 = θj , which is impossible. 
Lemma 16.5. With reference to Definitions 10.6 and 12.5, assume q = −1. Let h, s be as in
Lemma 16.4. The one of the following hold:
(i) d is odd, Eqs. (23)–(27) hold, and s satisfies the restrictions of Lemma 1.12.
(ii) d is even, Eqs. (28)–(32) hold, and s satisfies the restrictions of Lemma 1.13.
(iii) d is even, Eqs. (33)–(37) hold, and s satisfies the restrictions of Lemma 1.14.
Proof. Eliminate cd in (59) and (42) at i = d using (41) and solve for a0 and ad . This gives
a0 = θ0 + hd(3s − 2d − 4)/(s − 2) and ad = θ0 + dh if ν = 1 and d is even, a0 = θ0 + dh and
ad = θ0 + dh(s − 2)/(2d − s) if ν = −1 and d is even, and a0 = θ0 + h(3s/2 − d − 2) and
ad = θ0 + h(s − 2)/2 if ν = −1 and d is odd.
Now for 1  i  d − 1, eliminate ai in (59) and (42) at i using (41) and solve for bi and
ci . The computations are routine although the details differ according to the parity of i and d
and according to the sign of ν.The results are as stated in Lemmas 1.12, 1.13, and 1.14. In each
case, the denominators are nonzero by Lemma 16.4. The restrictions on s are required so that
bici+1 /= 0 (0  i  d) for the irreducibility of A. 
17. The case d = 1
In this section we prove that any canonical modular Leonard system with diameter one is given
by Lemma 1.8. This is the “only if” direction of that lemma.
Proof of Lemma 1.8 (only if). Assume A, A∗, A is a canonical modular Leonard triple of diam-
eter 1, so they are two-by-two matrices of the form given in Lemma 1.7. Express the entries b0,
c1, and a1 in terms of a0, θ0, and θ1 using the fact that each row of A sums to θ0 by (41) and the
fact that A and A∗ have the same trace in light of Corollary 9.4.
Let M denote an invertible two-by-two matrix which μ represents M , ie, MA = A∗tM ,
MA∗ = AtM , MA = AtM . We may assume that M0,0 = 1. We first note that ν /= 1 since
otherwise the (0, 0)-equation of MA = A∗tM and the (0, 1)- and (1, 1)-equations of MA =
AtM lead to a noninvertible M . Now ν times the (0, 0)-equation of MA = AtM minus the
(1, 1)-equation of MA = AtM gives (θ0 − θ1)(M0,1 − M1,0) = 0, so M1,0 = M0,1. Adding
the (1, 0)- and (1, 1)-equations of MA = A∗tM gives (θ0 − θ1)(M0,1 + M1,1) = 0, so M1,1 =
−M0,1. Adding a0(2ν − 1) + θ1 − ν(θ0 + θ1) times the (0, 0)-equation of MA = A∗tM and
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ν(a0 − θi) times the (0, 1)-equation ofMA = AtM gives (a0 − θ0)(a0(ν − 1)2 − θ1(1 + ν2) +
ν(θ0 + θ1) = 0. Since b0 /= 0, we have a0 /= θ0, so a0 = (θ1(ν2 − ν + 1) − νθ0)/(ν − 1)2. Now
(41) gives b0 and c1 to be as claimed. Now ν2 − ν + 1 /= 0 since b0 /= 0. 
Observe that the parameter q of Definition 12.5 is not defined directly for canonical modular
Leonard triples of diameterd  1; in light of Lemma 12.7 it can be chosen arbitrarily. This freedom
leads to many descriptions of the small canonical modular Leonard triples. The canonical modular
Leonard triple [θ0], [θ0], [θ0] of diameter zero equals MLT(I; 0, q, ν, h, θ0), MLT(II; 0, s, h, θ0),
MLT(III; 0, ν, h, θ0), MLT(V; 0, s, h, θ0), and MLT(VI; 0, s, h, θ0) for all appropriate q, s, ν,
h ∈ K.
Similarly, for ν /= ±1, MLT(O; ν, θ0, θ1) equals MLT(I; 1, q, ν, h, θ0) for any q, h such that
θ1 = θ0 + h(1 − q)(1 − ν2)/q, and it equals MLT(III; 1, ν, θ1 − θ0, θ0). Also MLT(O;−1, θ0,
θ1) equals MLT(II; 1, s, h, θ0) for any s, h such that θ1 = θ0 + h(s + 2), and it equals MLT(IV; 1,
s, h, θ0) for any s, h such that θ1 = θ0 + 2h(s + 2).
18. The proofs of the main results
In this section we prove Theorems 1.15 and 1.17, and we complete the proof of Theorem 2.2.
Proof of Theorem 1.15. Let A, A∗, A denote a canonical modular Leonard triple of diameter
d  2. Then A, A∗, A are of the form given in Lemma 1.7. Take ν = A0,1/A0,1 = b0ν/b0,
q = A1,2/(A1,2ν) = ν2/ν, and θi = A∗i,i (0  i  d). If q /∈ {1,−1}, then by Lemmas 13.1–13.3
the triple A, A∗, A is MLT(I; d, q, ν, h, θ0) with h = (θ1 − θ0)q/((1 − q)(1 − ν2)). Similarly,
if q = 1 and ν = −1, then by Lemmas 14.1–14.3 the triple A, A∗, A is MLT(II; d, s, h, θ0) with
h and s uniquely determined by θ0, θ1, and θ2. If q = 1 and ν /= −1, then by Lemmas 15.3–
15.4 the triple A, A∗, A is MLT(II; d, s, h, θ0) with h = θ0 − θ1. If q = −1 , then by Lemmas
16.1–16.5 the triple A, A∗, A is MLT(X; d, s, h, θ0) with h and s uniquely determined by θ0,
θ1, and θ2, where X = IV if d is odd, X = V if d is even and ν = −1, and X = VI if d is even
and ν = 1. Now exactly one of the above cases holds for every canonical modular Leonard triple.
Thus every canonical modular Leonard triple of diameter at least 2 is given by exactly one of
those in Lemmas 1.9–1.14. 
Proof of Theorem 2.2. This result was verified for each of the examples in Lemmas 1.9–1.14 in
their proofs (see Section 2). But by Theorem 1.17 this is the complete list of canonical modular
Leonard triples, so the theorem is proved. 
Proof of Theorem 1.17. Since each modular Leonard triple with diameter at least one has exactly
two eigenvalue sequences, it suffices to show that the two elements listed in each class are in
fact isomorphic.To do so, we demonstrate a matrix Z ∈ Matd+1(K) such that applying the map
X → Z−1XZ to the elements of the first canonical modular Leonard triple give the elements
of the second. Elementary considerations give that such a Z must be antidiagonal and that it is
uniquely determined up to a nonzero scalar multiple. We now give an appropriate matrix Z for
each case. Verification that it has the desired property is straightforward.
(i): Take
Z =
(
0 1
ν/(1 − ν + ν2) 0
)
.
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(ii): Take
Zi,j =
{
ν2iqi(d−1) (−1/(νq
d−1);q)i
(−ν3qd−1;q)i if i + j = d,
0 otherwise
(0  i, j  d).
(iii): Take
Zi,j =
{
(1−s/2−d)i−1
(3/2s+d+3)i−1 if i + j = d,
0 otherwise
(0  i, j  d).
(iv): Take
Zi,j =
{
(ν − 1 + 1/ν)−i if i + j = d,
0 otherwise (0  i, j  d).
(v): Take
Zi,j =
{
(s/4−d/2)n
(1+d/2−3s/4)n if i + j = d,
0 otherwise
(0  i, j  d),
where n = i/2.
(vi): Take
Zi,j =
{
(−1)i (1/2−s/4)n
(−d−1/2+3s/4)n if i + j = d,
0 otherwise
(0  i, j  d),
where n = i/2. Then Z−1MLT(I; d, 2d + 2 − s,−h, θ0 + 2dh)Z = MLT(I; d, s,
h, θ0). 
We conclude with a sort of converse to Corollary 9.4.
Theorem 18.1. SupposeA,A∗, A andA,A∗, B are distinct canonical modular Leonard triples
onK. Then the unordered pair A,A∗, A and A,A∗, B is one of the following unordered pairs:
(i) MLT(O; ν, θ0, θ1) and MLT(O; 1/ν, θ0, θ1) with ν /∈ {1,−1};
(ii) MLT(I; d, q, ν, h, θ0) and MLT(I; d, 1/q, 1/ν, hν2q, θ0);
(iii) MLT(III; d, ν, h, θ0) and MLT(III; d, 1/ν, h, θ0) with ν /∈ {1,−1}; or
(iv) MLT(V; d, d + 1, h, θ0) and MLT(VI; d, d + 1, h, θ0).
Proof. If d = 0, then B = A by modularity, so suppose d  1. Referring to Definition 10.6,
write νi , ν′i , and ν′′i (1  i  d), respectively, for the corresponding parameters of A, A∗, A,
of B, B∗, B, and of A, A∗, α(A), respectively. A straightforward induction using (58) gives
that for 1  i  d each νi (resp. ν′i , ν′′i ) is uniquely determined from the entries of A and A∗ and
ν = ν1 (resp. ν′ = ν′1, ν′′ = ν′′1 ). Eliminating νd in (58) and (59) at i = d gives that ν, ν′, and
ν
′′
are the roots of a quadratic equation with coefficients determined by the entries of A and A∗.
Thus either A = α(A) (when ν′′ = ν) or B = α(A) (when ν′′ = ν′).
First suppose that A = α(A). Then the equivalent conditions of Lemma 11.4 hold, so
νi, ν
′
i ∈ {1,−1} (1  i  d). If ν = ν′, then A = B, and there is nothing to show. In particular,
d  2 since ν = 1 is not allowed in MLT(O; ν, θ0, θ1). Now q = ν2/ν ∈ {1,−1} is uniquely
determined. Family I does not admit q ∈ {1,−1}, and families II, III, and IV do not admit ν = 1,
so these cases cannot occur.This leaves families V and VI with q = −1, and d even. Note that
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s, h, θ0 are determined by the eigenvalue sequence (the diagonal of A∗), so the candidates are
MLT(V; d, s, hθ0) and MLT(VI; d, s, hθ0) for some s, h, θ0 ∈ K. It is easy to verify that the case
s = d + 1 satisfies the hypotheses of the theorem, and by the above this is the only possibility.
This is part (iv) of the theorem.
Now suppose B = α(A). The equivalent conditions of Lemma 11.4 do not hold, since
otherwiseB = A. Thus families II, IV, V, VI do not give rise to this situation. It is straightforward
to verify that the pairs listed in (i)–(iii) which treat the remaining cases satisfy the hypotheses of
the theorem. 
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