Abstract-We study the global convergence of the stochastic gradient constant modulus algorithm (CMA) in the absence of channel noise as well as in the presence of channel noise. The case of fractionally spaced equalizer and/or multiple antenna at the receiver is considered. For the noiseless case, we show that with proper initialization, and with small step size, the algorithm converges to a zero-forcing filter with probability close to one. In the presence of channel noise such as additive Gaussian noise, we prove that the algorithm diverges almost surely on the infinite-time horizon. However, under suitable conditions, the algorithm visits a small neighborhood of the Wiener filters a large number of times before ultimately diverging.
I. INTRODUCTION

I
N modern high data rate communication systems, such as digital subscriber lines, digital cable television, and wireless local-area networks, the receiver employs an equalizer to cancel the intersymbol interference introduced by the channel. While traditionally a training sequence or a pilot signal is employed to adapt the equalizer settings, in the past decade there has been a growing interest in blind equalization schemes, which do not require a training sequence. The constant modulus algorithm (CMA), first introduced in [1] , is one of the most popular algorithms used for blind channel equalization. Let be the input to a communication channel, and let be the data process observed at the receiver. We assume to be real valued, and to be an -dimensional, real, column vector. We consider a linear equalizer with tap weights, which are components of the column vector . The constant modulus (CM) receivers are the global minima of the cost function , where , and is the transpose of . The CM receivers minimize the dispersion of the square magnitude of the equalizer output around the constant . Though the motivation for this approach lies in the fact that many communication systems employ symbol constel-lations with CM, the CM cost is meaningful even for constellations with nonconstant modulus. In practice, an estimate of the CM receivers is updated using the following stochastic gradient algorithm: (1) where the step size and the initialization can be random. This is the CMA. This algorithm is blind because it does not require the knowledge of the channel input , but only requires the input statistic . A review of the CM criterion and the CMA can be found in [2] , [3] . Some variants of the CMA have also been studied in [1] and [4] .
The nonlinear nature of the update equation (1) makes the analysis of the CMA challenging, and very few analytical results are known. So far, most of the analysis has focused on the properties of the CM cost function (see [1] , [5] - [10] , and references therein). Among the papers which deal with the convergence of the CMA, we mention [11] - [15] . In [11] , assuming that the algorithm is already in a small neighborhood of the CM receivers, and neglecting channel noise, the mean of the equalizer taps is analyzed. Under similar assumptions, [13] derives an approximate expression for the signal estimation error for large , which is further improved in [12] . In [14] , under the assumption of independent and identically distributed (i.i.d.) Gaussian data , an approximate expression for the escape time of the algorithm from a neighborhood of the CM receiver is given. In [15] , for a certain stop-and-go version of the CMA, the absolute value of the equalizer output is shown to satisfy some bounds infinitely often. Thus, most of the previous work provides a local analysis (excluding [15] ) under the assumption of global stability and absence of noise. The following questions, important for system design, remain unanswered. 1) Does the algorithm converge (as ), in some statistical sense, to a neighborhood of the desired solution? What are the conditions on the initialization and the step size that guarantee such convergence?
2) How does the asymptotic performance (as ) depend on the system parameters and ?
3) What is the performance of the algorithm on a finite-time horizon ?
In this paper, we shed critical light on the answers to these questions. We describe the nature of our assumptions and results in the remainder of this section; but first, we clarify some terminology. In the literature on the CM criterion, it is common to use the term "global convergence" to mean that does not have 0018-9448/03$17.00 © 2003 IEEE any local minima other than the global minima (for example, see [5] and [16] ). However, this terminology has nothing to do with the convergence of the CMA. In this paper, by global convergence analysis, we mean the convergence analysis of the stochastic gradient CMA given by (1) for any . In the same spirit, local analysis refers to results established by restricting to a small neighborhood of the desired solution.
We assume that are i.i.d. so that are independent of . In the adaptive filtering literature, this is referred to as the independence assumption (see [17, p. 392] ), and it has been used to analyze the CMA in [11] , [14] , and [18] . Though this assumption is not true in general, analysis under this assumption is of interest for two reasons. 1) Analytical results for this case indicate the nature of results that may be expected for dependent data. For example, analysis under the independence assumption may indicate the order of the asymptotic error as a function of , even though the constant for dependent data may be different.
2) In [19] and [20] , it is shown that for adaptive algorithms such as the least mean square (LMS) and the recursive least squares (RLS), under certain assumptions on the dependence structure of , some of the asymptotic results ( and ) are the same as for i.i.d. . (However, in general, this is not true [21] .) Under the assumption that are i.i.d., is a Markov process. This enables us to study the global behavior based on one-step behavior.
In Sections II and IV, we assume a standard model for the communication system, which allows the case of fractionally spaced equalizers, and/or multiple antenna at the receiver (see [2] ). In these sections, we assume the channel input to be i.i.d. binary phase-shift keying (BPSK). In practice, the symbol constellation is frequently complex valued. Even for BPSK input, the global analysis is very complicated, and complex-valued constellations require substantial additional work. Therefore, in Sections II and IV, we only consider BPSK input. We note that even for BPSK input, no global convergence results were known previously. Further, we believe our results for BPSK data are indicative of the results that may be expected for complex data; see the detailed discussion after Theorem 1. In Section III, we allow more generality by only assuming to have a probability density; we do not put any specific restriction on the channel and the input. Since the results of Section III are negative, they are expected to hold for complex data as well; see the discussion after Theorem 2.
In Section II, for the noiseless case, we establish the following global convergence result: if the initial condition is outside a specified negligible set, then the iterates can be made to converge (as ) to the CM receivers with arbitrarily high probability by choosing the step size appropriately small. To prove our result, we establish new relations between the CM cost, its gradient, and a related expression. The Markov property for , an ordinary differential equation (ODE) method in [22] , and a local convergence result in [23] , also play an important role in the proof. Further, we analyze the one-dimensional case exactly, which is useful for motivating our subsequent results.
In Section III, we study the instability of the CMA in the presence of channel noise. Under mild conditions on the probability density of the received data , we first show that for any step size , if the initialization is sufficiently large, then the CMA diverges with probability close to one. The important consequence of this is that in the presence of Gaussian noise, if the initialization is not the origin, then the algorithm diverges almost surely. Thus, the CMA diverges almost surely even for this most common communication scenario. However, our presentation is more general: even nonlinear channels and non-Gaussian noise are permitted. We explain our result and discuss its consequences in detail in Section III. Our proof is based on a detailed analysis of the update equation (1) and the stability theory of Markov processes [24] .
The instability result for the CMA is surprising, and in view of the simulations reported by many authors, at first sight it appears contradictory. This apparent disagreement with simulations is explained in Section IV, where we show that if the noise and step size are small, then with proper initialization, the CMA exhibits desirable properties for a long (but finite) duration, even though it diverges on the infinite time horizon. The results are of the following nature.
• The probability that the algorithm enters a small neighborhood of the Wiener filter in finite time is close to one.
• The expected time to leave a small neighborhood of the Wiener filter is large.
• The expected number of visits of the algorithm to a small neighborhood of the Wiener filter is large.
The rest of the paper is organized as follows. The conclusion is given in Section V. In Section VI, we prove our main results using a number of lemmas. The lemmas are proved in Section VII. In Appendix I, we state a proposition about an associated ODE. In Appendix II, we analyze the CMA for the one-dimensional case. Some preliminary lemmas are proved in Appendix III. Finally, in Appendix IV, for the convenience of the reader, we state two stability theorems from [23] and [25] .
II. CONVERGENCE ANALYSIS IN THE ABSENCE OF CHANNEL NOISE
This section is organized as follows. In Section II-A, we describe the communication system model. In Section II-B, we recall the overall impulse response and the associated geometry. In Section II-C, we introduce an associated ODE. Theorem 1, which establishes global convergence in the absence of noise, is given in Section II-D. We also analyze the one-dimensional case exactly in Proposition 1, which is used to motivate the instability results in Section III.
A. Assumptions
In many communication systems, multiple antennas are used at the receiver, or the received data is sampled at a rate faster than the baud rate. In the latter case, the equalizer is said to be fractionally spaced. Such communication systems are commonly modeled as single-input, multiple-output (SIMO) linear systems with additive noise. Under the assumption that the transfer functions in the SIMO model are finite-impulse response (FIR) filters, and under the assumption that the input data is i.i.d. binary, the data vector used for equalization has the representation [2] :
, where is as in Condition 1 that follows, is the channel matrix, and is the channel noise. In this section, we make the following assumptions. In the absence of channel noise, the goal is to find a receiver filter such that is a scalar multiple of for some . Such filters are called zero-forcing filters. The assumption that has full row rank is commonly used to guarantee that all the minima of the CM cost function are zero-forcing filters (see, for example, [5] ). Typically, if the input to the communication system is , then . Therefore, the assumption that are i.i.d. is not valid. However, if nonoverlapping blocks of data are used, that is, if is used in place of in (1), then Condition 1 will be satisfied. Furthermore, for reasons enumerated in Section I, analysis under this simplifying assumption is important.
B. The Overall Impulse Response
Notation: For a matrix , denotes the null space and denotes the range space. In the study of the CMA, it is common to consider the overall impulse response of the channel and the equalizer [8] , [10] . If the equalizer setting is , then the overall impulse response is of length , and it is given by the -dimensional vector . Using Condition 1 and , we obtain (2) where is an , positive-definite matrix. The relationship between the overall impulse response domain ( -domain) and the equalizer domain ( -domain) is shown in Fig. 1 . The pseudoinverse of is . In the noiseless case, we desire to converge to the set , where the -dimensional column vector has th component equal to , and all other components equal to . Based on the relationships illustrated in Fig. 1 , we see that converges to if and only if converges to the set , that is, is the set of zero-forcing filters. Since the data is in the range of , the component of along the null space of (which is orthogonal to ) remains unaffected by the update equation (1) , and the sequence lives in the hyperplane shown in Fig. 1 . It is convenient to keep this picture in mind, as it illustrates many of the points we discuss later.
C. An Associated ODE
One of the most popular techniques for finite-time horizon analysis of adaptive algorithms is the ODE technique (see [22] , [23] ). Under Condition 1, , where . The behavior of on a finite-time horizon is closely related to the following ODE:
Note that is the CM cost as a function of the overall impulse response when the channel noise is zero. A number of properties of , some old and some new, are summarized in Lemma 9 in Appendix III. In particular, from Part b) of Lemma 9, we know that the set of stationary points of the ODE (3) (that is, the set of points where the right-hand side of (3) is zero) is equal to , where is a local maximum for , is the set of global minima of , and is the set of saddle points. If the overall response is in , then no equalization is achieved, and ideally these stationary points should be avoided. To state our convergence result for the noiseless case, we need the set of initializations for which the solution of (3) converges to the saddle points: the domain of attraction of Here, the distance between the sets and is defined as where is the usual Euclidean norm, and a solution of ODE (3) with initial condition is denoted by . In Proposition 2 in Appendix I, we establish the basic properties of the ODE (3). The main point of Proposition 2 is that is a negligible set; more precisely, is topologically small under Condition 1, and under additional mild conditions, it also has zero volume.
D. Analysis of the Algorithm
Notation: The level sets of are denoted by
For two sets , , the set , where is the complement of . The set For an event ,
, and for a random variable ,
. While dealing with the process , we use to mean and to mean . Since it will be clear from the context whether we are conditioning on or , this notation should not lead to any confusion. The identity matrix is denoted by .
In the absence of channel noise, we have the following global convergence result. The above theorem is proved in Section VI-A. Theorem 1 states that if the initialization is in , and if it is outside the set , then by choosing the step size sufficiently small, the iterates can be made to converge to some zeroforcing filter with probability close to one. The zero-forcing filter to which the convergence occurs depends on the initialization , and it is specified in Part b). From Proposition 2 in Appendix I, we know that the set is negligible, and from this it follows that is a negligible set. Thus, the exclusion of is a mild condition. However, this condition on the initialization cannot be relaxed; in [26] , we give an example to show that if this condition is not true, then the algorithm converges to a saddle point, that is, equalization is not achieved.
While Theorem 1 assumes the data to be BPSK, we believe our method of proof is of interest for complex constellations as well. The proof has three main ingredients: properties of the CM cost function, a finite-time stability result from [22] , and a local convergence result of [23] (stated in Appendix IV). Excluding properties c)-f) of the CM cost function stated later in Lemma 9, all the above ingredients are known to be true for the complex case also. Therefore, by extending c)-f) of Lemma 9 to complex constellations, it may be feasible to generalize our result to complex data. Such extensions, however, require significantly more work.
Since the input is bounded, if for a realization converges to a zero-forcing filter as , then the signal estimation error also converges to zero, for some and some . Thus, under the conditions of Theorem 1, we get that for some This result is consistent with that in [12] and [13] , where it is shown that when the input data is binary, the mean square signal estimation error is asymptotically zero. However, the results in [12] and [13] assume global stability, while we establish global convergence of the tap weights to the zero-forcing filters.
Our convergence result also implies that the equalizer output visits a circle of radius slightly greater than one infinitely often (except on an event of probability ). We note that a similar result has been established in [15] (with probability one) for a stop-and-go version of the CMA under the assumption that the equalizer output is uniformly bounded (which, as we show in Proposition 1 that follows, is not true in general even in the noiseless case).
Though we do not have an exact expression for the constant , its functional form is specified in the proof in Section VI-A. If for fixed and we let , then If for fixed we let , then . The following proposition for the one-dimensional case, where exact analysis is possible, sheds more light on the choice of the step size and the behavior of the CMA. iii) There exists such that has countably infinite number of points, and if , then converges to .
The proof is given in Appendix II. Proposition 1 shows that in the one-dimensional case, even though the origin is a local maximum of , there exists a set with infinite number of points such that if the initialization is in this set, then the filter tap converges to the origin. Also, for any fixed , if the algorithm is initialized outside the interval then it diverges to infinity. Thus, even for this simple case of dimension one, no choice of guarantees convergence for all initializations. This is in contrast with the LMS algorithm, where the choice of the step size only depends on the statistics of the data, and not on the initialization [21] . The dependence of the step size on the initialization is of concern because any real system has some channel noise, and the noise may drive the algorithm into the instability region. In the next section, we study the instability of the CMA.
III. INSTABILITY OF THE CMA IN THE PRESENCE OF NOISE
A. Assumptions
In this section, we study the instability of the CMA in the presence of channel noise. Unlike Section II, we do not put any specific restriction on the channel, the channel input, and the channel noise. Thus, the channel need not be FIR or even linear, the input need not be BPSK, and the noise need not be additive. The only restriction is that the received data has a probability density , , satisfying the following mild conditions, which are explained later.
Condition 2: i)
, where is a positive finite constant, and . ii) There exists a finite positive constant and a nonzero function such that iii) almost everywhere. iv)
is lower semicontinuous, that is, for , is an open set.
We note the following aspects of these conditions.
• The decay assumption i) is very mild and for , the upper bound is not even integrable. It rules out densities with "spiky" tails.
• Unless we put proper conditions on the data, convergence to the origin is possible (see Proposition 1). Condition ii) ensures that takes values in all the directions and it is required to show that the algorithm does not converge to the origin.
• Condition iii) is satisfied for typical noise models such as Gaussian channel noise.
• Condition iv) is satisfied by any density that is continuous. For example, consider the case when , where , are as in Section II, and, the channel noise is Gaussian and independent of . For this common communication system model, is a Gaussian mixture density, and assumptions i)-iv) of Condition 2 are satisfied.
B. Main Result
We next study the probability of the event that the CMA diverges -. The proof, which is based on the stability theory of Markov processes [24] , is given in Section VI-B.
The main conclusion of Part a) of Theorem 2 is that for any , the CMA has an instability region such that if it is initialized in this region, then it diverges to infinity with high probability. The consequence of this is that under Condition 2i)-iv), if the initialization is not the origin, then the CMA diverges almost surely as stated in Part b) of Theorem 2. In particular, these assumptions are satisfied when the communication system is modeled as an FIR, SIMO linear system with i.i.d. binary input and additive Gaussian noise (see Section III-A). Thus, even for this common situation, the algorithm diverges almost surely. We note that if stability were to hold for general complex-valued data, then in particular it would necessarily hold for real-valued data, which would contradict Theorem 1. It follows that the CMA would be unstable even for general complex data.
To further explain the result, we compare the behavior of the CMA to that of the LMS algorithm. From [27, Sec. IV.3], when the data is i.i.d. and has a density that is positive almost everywhere, the LMS algorithm visits every set of positive volume infinitely often with probability one. (A related result for dependent data is given in [27, Sec. IV].) Thus, even the LMS algorithm wanders far away from the desired solution, but it always returns back. The reason for this is that the step size required to ensure stability depends only on the statistics of the data, and not on the initialization of the algorithm [21] . In contrast, for the CMA, even in the one-dimensional, noiseless case of Proposition 1, no choice of ensures stability for all initial conditions. Thus, when the CMA wanders far away so that becomes large, it does not return back.
In the literature on the performance analysis of adaptive algorithms, in order to obtain analytically tractable expressions, it is common to study asymptotic (as ) statistics. Perhaps the most important consequence of Theorem 2 is that this approach is not possible for the CMA, even for the most common communication system models. By Part b) of Theorem 2, asymptotically is infinite for any , and, hence, these asymptotic statistics cannot be used to evaluate the performance of the CMA. Therefore, any performance analysis of the CMA can take into account only a finite number of iterations, and in general, it may not lead to simple expressions.
In [29] , a tap-leakage method is suggested to prevent the adaptive equalizer tap coefficients from becoming large. In this method, or is subtracted from the right-hand side of the update equation of the adaptive algorithm. The instability of the CMA is due to the fact that the update equation (1) has a cubic nonlinearity, and hence the tap leakage suggested in [29] does not stabilize the CMA.
While the instability of the CMA can be easily observed in simulations by choosing sufficiently large initialization, many authors have also shown simulations in which the CMA (with "proper" initialization) appears to converge. Theorem 2 may at first sight appear to disagree with these simulation results. We resolve this apparent contradiction in the next section, where we show that even though the CMA diverges on the infinite time horizon, under suitable conditions, it has some nice properties for a long time before it eventually diverges.
It is also possible to stabilize the CMA by using normalization, or projection, or reinitialization. In particular, we note that in a context completely different from that in this section, [30] suggested the following normalized CMA:
For practical implementation, the correlation matrix of in the above recursion has to be replaced by an appropriate estimate. Even though such a normalized CMA may avoid instability, it is by no means clear that it is useful for channel equalization.
IV. GOOD PROPERTIES OF THE CMA ON THE FINITE-TIME HORIZON
In practice, the CMA is used only for a finite number of iterations mainly in cases where the signal-to-noise ratio is large, and usually is chosen small. Therefore, in this section, we study the finite-time horizon properties of the CMA when and the channel noise are small.
A. Assumptions and Notation
We now consider a channel model similar to that in Section II, except that we now have noise.
Condition 3:
, where is an invertible matrix, , and . and are i.i.d. and independent of each other. The components of , , are i.i.d., and . for any and .
We next recall some notation from Section II and introduce some more additional notation.
Notation: By we denote the open ball with center and radius . We need the following moments:
and The level sets of are denoted by
From Section II, we recall that is the solution of the ODE (3), and is the domain of attraction of the set .
B. Main Result
In the presence of channel noise, the desired tap settings are the set of Wiener filters where is the Wiener filter for estimating based on the data . In the following main result of this section, we study the first time that the CMA enters a small neighborhood of the Wiener filters and the total number of times the algorithm visits this small neighborhood. For a set , the first entrance time of is defined to be , where if the taps never enter . The total number of visits to the set is , where is the indicator function of . Detailed explanation and discussion are given after the result. , there are positive constants , (specified exactly in the proof), such that and both , are proportional to , and for sufficiently small , (bounds specified in the proof) constant for all . c) Given , for sufficiently small , (bounds specified in the proof) constant for .
The proof is given in Section VI-C. Part a) of Theorem 3 states that if and the channel noise were small, then the algorithm enters a neighborhood of radius of the Wiener filters in finite time with probability close to one. Note that the CMA has this positive property for large initialization (with sufficiently small noise and step size), even though on the infinite horizon it may be divergent. This result is a consequence of [22, Theorem 9, p. 232], and only the much weaker assumptions in [22] are needed. However, Condition 3 is needed for parts b) and c).
Part b) is a local stability result. It states that if is much smaller compared with , then starting inside a small neighborhood of the Wiener filters, the algorithm takes a long time to leave a slightly bigger neighborhood. By Theorem 2, in general, the time required to exit the bigger neighborhood is almost surely finite, even though on an average it is large for . In [14] , the "escape time" from a neighborhood of the Wiener filter is analyzed for Gaussian data . Unfortunately, the analysis in [14] does not give any information about the size of the neighborhood, and hence direct comparison with the result in [14] is not feasible.
Part c) is a consequence of parts a) and b). It states that if is much smaller compared with , then the algorithm visits a neighborhood of the Wiener filters a large number of times. The radius of the neighborhood is proportional to , and thus, the neighborhood is small when is small. We note that the initialization can be large in this result. In view of Theorem 2, in general, even though the expected number of visits is large, it is finite. We do not know if the lower bound in Theorem 3 is the best possible.
We are now in a position to give a more complete description of the behavior of the CMA in the presence of noise. As an example, consider the case when the channel noise in Condition 3 is Gaussian. By Theorem 3, if the second moment of is small, and if the step size is chosen small, then the equalizer taps enter a small neighborhood of the Wiener filters in a finite time with a high probability. Also, on an average, the equalizer taps remain in the small neighborhood of the Wiener filters for a long time. However, by Theorem 2, the Gaussian noise eventually throws the equalizer taps far away from the desired setting, and the algorithm diverges almost surely. In practice, the step size is chosen small, and the CMA is used when the noise is small. Therefore, the duration of stable behavior is large, and the unstable behavior is rarely observed, unless is chosen sufficiently large. To get a feel for the numbers involved, consider the following. In practice, the CMA is commonly used when the signal-to-noise ratio is around 30 dB (that is, ) and step size is of the order of or smaller. In part c) of Theorem 3, if is chosen appropriately (that is, the initialization is chosen appropriately) so that the constant is of the order of unity, then for the lower bound is of the order of , which is much larger than the number of iterations the CMA is used in practice.
V. CONCLUSION
In Section I, we posed three questions, which we explored in this paper. Using the independence assumption, we obtained the following insights into the answers. 1) In the noiseless case with BPSK input, for small step size, the equalizer taps converge to a zero-forcing filter with a high probability. We have given conditions on the initialization which guarantee such convergence. In the presence of channel noise, the CMA in general diverges almost surely.
2) For common communication system models such as a linear SIMO system with additive Gaussian noise, the CMA diverges on the infinite time horizon. Hence asymptotic performance analysis is not meaningful.
3) In spite of its divergence on the infinite-time horizon, on the finite-time horizon the CMA exhibits desirable behavior: if the step size is small, the signal-to-noise ratio is large, and the initialization is chosen properly, then with probability close to one, the equalizer taps enter a small neighborhood of the Wiener filters, and they remain in the small neighborhood for a long time.
We have used the somewhat restrictive assumption that are i.i.d. Under this assumption, is a Markov process, and global behavior can be studied based on one-step properties. The removal of this assumption is a challenging open problem. Also, the extension of Theorem 1 and Theorem 3 to complex constellations is another challenging task. In view of Theorem 2, two directions of work are of importance.
• The study of the channel equalization properties of a suitably normalized CMA.
• Given the popular usage of the unnormalized CMA in practice, it is also of interest to see if the lower bounds of Theorem 3 can be further improved.
VI. PROOFS OF MAIN RESULTS
A. Proof of Theorem 1
The range of and the null space are orthogonal, and, hence, to study the convergence of , we study the convergence of the components of in these spaces separately. Fig. 1 illustrates the geometry of the situation. Let denote the orthogonal projection on the range of , which is identical to the range of . Let be the orthogonal projection on . Since belongs to the range of , from (1)
Thus, the component of in , , remains constant. We therefore only need to establish the convergence of . Since , and are disjoint and their union in is Therefore, Hence, to prove Theorem 1, it suffices to prove that for , converges with the desired probability to . Since , it suffices to prove that for , converges to with the desired probability. We now prove the convergence of . The first step is to show that when the initial condition is close to a zeroforcing filter, converges to that zero-forcing filter with a high probability.
Lemma 1: Let Condition 1 hold and let
Given
, there exists such that for and , . On the event , converges to , and hence, for If we assume that for some , then .
The proof of Lemma 1 is given in Section VII-A. The proof is based on some properties of given in Lemma 9 of Appendix III, and a Lyapunov function technique [23] . In Lemma 1, the neighborhood of is chosen because it is the largest level set that belongs to the complement of (see part e) of Lemma 9). The ball is chosen because it contains all the saddle points of (see part b) of Lemma 9). Hence, the behavior of inside the set is not affected by the saddle points.
The next step is to show that starting from far away, the iterates enter with a high probability.
Lemma 2: Let Condition 1 hold and let be the first time enters
. Given , , and , there exist such that for
If, in addition, is constrained to lie in the domain of attraction of some , then the above conclusion holds true for the first entrance time of the set .
The proof of Lemma 2 is given in Section VII-B. The proof is based on Proposition 2 and an ODE technique [22] .
To prove Theorem 1, we combine Lemmas 1 and 2 by using the strong Markov property. Consider a Markov process . Let be the -algebra generated by , and for a stopping time , the -algebra is defined in the standard way (see, for example, [24] ). The strong Markov property states that for a positive function (5) where It is common to denote by , and we use this notation below.
In our case, the process is Markov, and the stopping time . Intuitively, the strong Markov property states that at a stopping time, the Markov process forgets the past. Thus, after enters , its behavior is governed only by the value of , and, by Lemma 1, we obtain convergence. Rigorously, we proceed as follows: (6) where follows from a shift by . Now suppose and . Using the strong Markov property (5) with , from (6) we get where follows from Lemma 1, and follows from Lemma 2. This proves part a) of Theorem 1. Part b) of Theorem 1 follows similarly.
B. Proof of Theorem 2 Notation:
The abbreviation "i.o." is used for "infinitely often." For a collection of events , the event i.o. The first step is to show that when is large, the probability that is large.
Lemma 3:
If are i.i.d., and has a density that satisfies Condition 2i), then for where is as given in Theorem 2.
The proof is given in Section VII-C. We now prove part a) of Theorem 2. Since are i.i.d., is a Markov process. Let be the transition kernel of the Markov process , and let Then for (7) Step in (7) follows from Lemma 3, follows from the fact that on the set , .
Step follows by repeating step for all the integrals. By repeatedly using the inequality (7), we get for where, in the last step above, we have used for Part a) of Theorem 2 now follows by taking the limit . To prove part b) of Theorem 2, we need a number of lemmas. We begin by verifying a drift criterion for the transience of the Markov process . 
Lemma 4 is a direct consequence of Lemma 3. It is proved in Section VII-D.
In order to use the results in [24] , we need the Markov process to be irreducible, that is, starting from any initial condition, the process should be able to visit any "large" set. However, if , then for all , that is, the origin does not communicate with any other state. Fortunately, under Condition 2iii), the origin is the only problem point and we obtain irreducibility on . In addition, we also link the dynamics of the Markov process to the topology on (T-chain property). The technical properties of the Markov process that we need are proved in Lemma 5 below. The definitions of the technical terms involved can be found in [24] . The proof is given in Section VII-E. The final lemma that we need to prove part b) of Theorem 2 shows that convergence to the origin is not possible unless the initialization is the origin. Note that, even though the origin is a local maximum of , convergence to the origin is possible unless appropriate assumptions are made on the data (see Proposition 1).
Lemma 6: Assume that are i.i.d., and has a density which satisfies Condition 2i)-ii). Then, for , .
The proof is given in Section VII-F. It is based on a standard drift criterion. , . This means that diverges to infinity, or it converges to , or it oscillates wildly with a subsequence converging to zero, and another subsequence diverging to infinity. Before giving the mathematical details, we explain in words the main argument. By Lemma 6, convergence to has zero probability. By part a) of Theorem 2, we know that if is large, then with a probability close to one, it never comes close to the origin again. Hence, it is expected that does not exhibit the oscillatory behavior. This implies that it diverges to infinity with probability one. We now complete the proof with a rigorous argument that follows this reasoning. . Now let be the -algebra generated by and let be defined in the standard way. Then, for any , we have where follows by using , follows from the strong Markov property (5) for the Markov process , and follows from part a) of Theorem 2. Taking supremum over , we get that . The divergence of the moments follows easily from the almost-sure divergence. This completes the proof.
C. Proof of Theorem 3
We write , where and Then , where is as in (2). We need the following lemma, which isolates the effect of the perturbation of by the amount . The lemma is proved in [26] . We first establish a result describing the finite horizon behavior of the CMA in terms of an associated ODE. Consider the ODE in the noiseless case and the ODE for the noisy case 
The second step is a direct application of [22, Theorem 9, p. 232] (the assumptions of [22] can be verified similarly to that in Section VII-B), which states that for a finite time, the iterates are close to with a high probability. Applying [22, Theorem 9, p. 232], there exists such that for (9) where is the Lipschitz constant of on . Combining (8) and (9), for and , we get Casting the result in terms of the equalizer tap weights , with and we obtain that for and (10) for . Now we prove part a) of Theorem 3. The main idea is that as , approaches , which is close to when the noise is small. Hence, from (10), we obtain that enters a neighborhood of in finite time with high probability. We omit the detailed argument due to space constraints; it can be found in [26] .
Next we prove part b). By Lemma 7, for , , , , where and . Under the above drift inequality, Theorem 5 in Appendix IV provides a bound on the probability that escapes the level sets of . In order to use this result, we choose such that for , , so that . Let , so that . For , using the expression for , this constraint on implies that constant . Now applying Theorem 5 from Appendix IV with , we get that
We denote first entrance time of to the set by . Since for
In the last step above, we have used For and as in part f) of Lemma 9
Thus, the set and it follows that . Therefore, for all . In terms of , the above inequality is the same as for all . Thus, part b) of Theorem 3 follows if we find and such that (11a) and (11b)
From part b) of Lemma 8, we choose and . Finally, we prove part c) of Theorem 3 by combining parts a) and b) using the strong Markov property. For simplicity of notation, let , . Let be the -algebra generated by and let be defined in the standard way (see, for example, [24] ). Then (12) where in the last step, we have used the strong Markov property (5) for the Markov process . Now, if , then are all in , and . Hence, for all . Since, by definition of , , from (12) we get Now, first applying part b), and then applying part a) of Theorem 3 with , we get part c) of Theorem 3.
VII. PROOFS OF LEMMAS
A. Proof of Lemma 1
From (2) (13) where in order for the last inequality to hold true we need . We choose , such that for . For , from (13) and Theorem 4 of Appendix IV, we get that if , then . Further, since is continuous, converges to the set , and hence, Now suppose that in addition is also in for some . For , such that , using and part f) of Lemma 9 it can be seen that there exists such that
Conditioned on the event , is almost-surely bounded by a fixed constant. Since the data is also bounded, we get that conditioned on , almost surely constant for sufficiently small. Thus, if , then conditioned on , stays in almost surely. It follows that converges to with probability greater than for for some .
B. Proof of Lemma 2
We only prove the first assertion in Lemma 2: the second assertion follows by replacing by in the following argument. 
Let where . For this choice of , using
But by Cauchy-Schwarz inequality Hence, using (17) for , where follows from (16) . The desired result follows with the choice .
D. Proof of Lemma 4
Using Lemma 3, for
Then for for where follows from (18) , and, follows from using for , and for . Since is positive for all , for , the first term in the above lower bound decays slower than the second, and the lower bound is eventually positive as . . This completes the proof.
E. Proof of Lemma 5
F. Proof of Lemma 6
Our first aim is to obtain bounds for the probability , where , and is close to the origin. We write , , 
Bounding : Let so that
The function is strictly increasing, continuous, and hence it is invertible. Therefore, we can make the change of variable in the integral for (23) Using a change of variables as in the proof of Lemma 3 and utilizing Condition 2ii), for constant (24) In the last step above, we have written the inner integral in the polar coordinates and the constant does not depend on the direction vector . The lower bound in (24) is zero iff almost everywhere in the region and , which is equivalent to almost everywhere for . Thus, the lower bound in (24) is zero for all iff almost everywhere for . Since, by Condition 2ii), is positive on a set of positive Lebesgue measure, it follows that for some , the lower bound in (24) The proposition is proved in the Ph.D. dissertation [26] . The stationary points of the ODE (3) have been studied in [9] and [13] . The main contribution of the above result is the conclusion that the domain of attraction (in ) of the saddle points is negligible:
is topologically small, and under additional conditions from [33] or [34] , it also has zero volume. In [26] , it is shown that most channels encountered in practice satisfy the additional assumptions and hence the domain of attraction of the saddle points has zero volume. The proof is given in [26] . Remark: In Lemma 9, in parts c)-e), we restrict attention to the set so as to avoid proximity to the saddle points, which are all inside the closed ball of radius . In principle, to avoid the saddle points, we could choose the radius to be , where . For the sake of simplicity, we choose the radius to be . With this choice, is the largest level set outside the ball (part e) of the above lemma), and it comes into play many times in the analysis. The choice of in part f) of the above lemma, guarantees that .
APPENDIX
Proof: Part a) follows from simple calculations. Part b) is shown in [1] and [9] .
We now prove part c). Clearly, .
where we have used
Hence
Using part a) we obtain 
