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Seznam programske kode 





Seznam uporabljenih simbolov, oznak, imen, kratic 
V diplomskem delu uporabljam naslednje oznake in imena. Imena strežnikov so 
anonimizirana zaradi zaupnosti podatkov podjetja SRC sistemske integracije, d. o. o 
(https://www.src.si/en/) 
nagios.server Strežnik z nameščenim sistemom NagiosXI za nadzor informacijsko-
komunikacijske infrastrukture. 
vma.server Strežnik, ki deluje kot vmesnik, kjer se izvajajo preverbe. VMwarova 
namenska navidezna naprava (vMA), ki vsebuje prednastavljen sklop 
programske opreme, komponento za beleženje in avtentikacijsko 
komponento, ki podpira neinteraktiven vpis. Omogoča poganjanje 
skript in agentov za upravljanje ESXi gostiteljev in vCenter 
strežnikov [1]. 
vcenter.server vCenter (VirtualCenter) strežnik. VMwarov produkt, ki omogoča 
centralno administracijo celotne infrastrukture vSphere. Z njega 




BPM Business Process Management upravljanje poslovnih procesov 
CPU Central Processing Unit centralna procesna enota 
CRM Customer Relationship Management upravljanje odnosov s strankami 
CSS Cascading Style Sheets prekrivni slogi 
DNS Domain Name System sistem domenskih imen 
GB GigaByte gigabajt 
GUI Graphical User Interface grafični uporabniški vmesnik 
HTML HyperText Markup Language označevalni jezik 
eHRM e-Human Resource Management e-Upravljanje človeških virov 
IP Internet Protocol internetni protokol 
pNIC Physical Network Interface Controller fizična omrežna kartica 
PHP Personal Home Page osebna domača stran 
RAM Random Access Memory bralno-pisalni pomnilnik 
SDK Software Development Kit paket za razvoj programske opreme 
SLA Service Level Agreement sporazum o ravni storitve 
SNMP Simple Network Managament Protocol protokol za upravljanje naprav v 
omrežju 
SSH Secure SHell varna lupina 




Nadzor informacijsko-komunikacijske infrastrukture je ena izmed ključnih aktivnosti za 
uspešno delovanje omrežja oz. storitev podjetja, saj lahko le na ta način učinkovito 
spremljamo, odpravljamo in preprečujemo morebitne napake v okolju in informacijsko-
komunikacijski infrastrukturi. Vendar pa je ročno vnašanje vseh preverb v sistem za nadzor 
časovno potratno, saj gre večinoma za ponavljajoča se opravila, zaradi česar pride hitreje tudi 
do človeških napak. 
V diplomskem delu je implementirana avtomatizacija nadzora virtualizacijskega okolja, ki 
ažurno, skalabilno in stabilno uvaža preverbe v sistem za nadzor, ki se potem učinkovito 
izvaja ter pošilja skupini za nadzor obvestila o nepravilnostih. Že v postopku avtomatizacije 
se ustvarjajo beležne datoteke za pregled poteka avtomatizacije, novosti v okolju (dodani ali 
odstranjeni objekti, spremenjene definicije preverb, objekti z imeni, ki niso primerna za 
avtomatizacijo) pa so poslane na definiran e-poštni naslov skupine za nadzor. 








Monitoring of information and communication infrastructure is one of the key activities for 
providing successful network and stable services of a company. In that way we can efficiently 
watch, eliminate and prevent possible errors in environment and information and 
communication infrastructure. Importing and configuring big amount of checks to a 
monitoring system manually is time-wasteful, considering it consists of repetitive tasks, 
which makes it more vulnarable to human-caused errors. 
In the diploma thesis automation of monitoring of virtualization environment is implemented. 
It imports checks to a monitoring system in a prompt, scalable and stable manner. The 
monitoring is then effectively executed and the alerts are sent to a monitoring group. Log files 
of automation execution are created. Novelties in the environment (added or removed objects, 
changed checks definitions, objects with invalid names for automation process) are being sent 
to monitoring groups' email. 





1.1 Tematika zaključnega dela 
V organizacijah, kjer imajo veliko število strežnikov, podatkovnih hramb, stikal in ostalih 
mrežnih naprav, je nadzor nad stanjem teh naprav oz. informacijsko-komunikacijske 
infrastrukture ključnega pomena. Le na ta način lahko namreč znotraj organizacije hitro in 
učinkovito odpravljajo napake in zagotavljajo visoko kakovost storitev svojim strankam. S 
tem prihranijo čas, ki ga lahko namenijo razvoju novih storitev namesto dolgotrajnega in 
neučinkovitega iskanja napak na obstoječih storitvah. Še več – s proaktivnim nadzorom ne le 
da lahko učinkovito odpravljamo napake, temveč lahko tudi uspešno preprečujemo težave, saj 
lahko posredujemo, še preden pride na napravi do dogodka, ki bi onemogočil izvajanje 
storitev organizacije, poslabšal uporabniško izkušnjo ali ogrozil varnost podatkov. Z rednim 
in neprekinjenim nadzorom nad infrastrukturo lahko zaznamo tudi različne globlje trende, ki 
jih brez nadzora ne bi imeli, kot so dostopnost naših naprav, čas delovanja naprav in druge 
statistike, kar nam omogoča postavljanje ciljev z namenom izboljšanja učinkovitosti 
poslovnih storitev. Vse dogodke na napravah ter statistike delovanja lahko beležimo in do njih 
kasneje dostopamo, kar nam zopet pomaga pri analizi trendov delovanja in določitvi področij, 
kjer so potrebne nadgradnje ali drugačne izboljšave kapacitet in zmožnosti naprav. Z 
učinkovitim nadzorom lahko zagotavljamo kakovost storitev in jamčimo za to, da se bomo v 
organizaciji držali določitev SLA dela pogodbe. Orodje nam omogoča izdelavo poročil 
podkrepljenih s trendi in grafi. 
Poznamo dva tipa nadzora, in sicer »agent-based«, ki temelji na t. i. agentu, in »agentless«, ki 
bi mu lahko rekli tudi brezagentni, saj za nadzor ne potrebuje agenta v aplikaciji/napravi, ki jo 
nadziramo. V pričujočem delu bom dal poudarek slednjemu, torej brezagentnemu nadzoru 
okolja. 
Zaradi neprestano naraščajoče količine podatkov ter dodajanja novih poslovnih storitev se 
tudi potreba po informacijsko-komunikacijski tehnologiji/infrastrukturi neprestano veča. Na 
fizičnih napravah oz. strežnikih ostane veliko procesorskih virov neporabljenih. Da bi 
povečali prostorsko učinkovitost, bolje koristili vire na napravah, zmanjšali stroške 
upravljanja in zmanjšali vpliv na okolje, uporabimo virtualizacijo. To pomeni, da na fizičnem 
strežniku namesto enega operacijskega sistema poganjamo več njih, vsakemu pa dodelimo 
določen del virov na napravi. 
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Avtomatizacija nadzora informacijsko-komunikacijske infrastrukture prinaša organizaciji 
številne koristi. Izboljša preglednost preverb v programu za nadzor, saj se poenoti 
poimenovanje preverb za posamezno vrsto objektov (podatkovnih shramb, virtualnih 
strežnikov, gostiteljev). Nadzor postane bolj standardiziran z določenimi pravili, ki se jih je 
treba držati, če želimo da avtomatizacija deluje. Tudi samo virtualizacijsko okolje postane 
bolj homogeno, saj postanejo v nasprotnem tudi skripte za avtomatizacijo daljše in jih je težje 
tako ustvariti kot tudi vzdrževati [2]. Preverbe se ustvarjajo dnevno (oz. v takšnem časovnem 
intervalu, kot ga določimo), saj s tem zagotavljamo ažurnost sistema. Njena največja prednost 
pa je ogromna časovna učinkovitost – ne potrebujemo osebe ali celo več njih, ki bi vsak dan 
preverjale, ali so bili dodani kakšni objekti in ali je treba dodati kakšno novo preverbo, saj ni 
več potrebe po ročnem uvažanju preverb v program za nadzor. 
1.2 Zahteve in cilji 
Raziskal bom, katere so možne rešitve (sistemi) za nadzor informacijsko-komunikacijske 
infrastrukture ter jih med seboj primerjal in izbral najprimernejšo. Poskušal bom 
avtomatizirati nadzor virtualizirane informacijsko-komunikacijske infrastrukture, kar pomeni, 
da več ne bo treba ročno dodajati ali odstranjevati preverb za nadzor, temveč se bo to ob 
spremembah (dodani ali odstranjeni objekti v nadziranem okolju) ali na novo definiranih 
preverbah zgodilo samodejno.  
Zahteve:  
– avtomatizacija: administrator le postavi začetni sistem, potem pa za nadzor skrbi 
avtomatizacija; 
– ažurnost: vsakodnevno preverjanje stanja v virtualizacijskem okolju in posodobitev 
preverb;  
– skalabilnost: avtomatizacija in nadzor informacijsko-komunikacijske infrastrukture 
bosta še vedno delovala, četudi se bo obseg virtualizirane infrastrukture povečal; 
– stabilnost oz. robustnost: avtomatizacija je konsistentna, sposobna je reševati oz. 
administratorju/skupini za nadzor sporočati morebitne težave, preprečuje pa tudi znane 
robne probleme. 
1.3 Uporabljene metode in tehnologije 
Za izdelavo diplomskega dela sem uporabil metode, kot so: raziskovanje po spletu in literaturi 
o obstoječih rešitvah za nadzor, programiranje skript za avtomatizacijo (s skriptiranjem lahko 




samodejno v množici več informacijsko-komunikacijskih elementov [2]), možno pa je tudi 
izvajanje poskusov z različnimi skriptami. 
Pri avtomatizaciji sem uporabil programski jezik Bash (Unix shell), za pomožno spletno stran 
pa PHP, JavaScript, HTML in CSS. Delal sem v operacijskem sistemu Linux, natančneje 
povedano gre za CentOS 6.9. 
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2 Primerjava sistemov za nadzor infrastrukture 
Sistem za nadzor infrastrukture nam omogoča ustvarjanje preverb, ki se izvajajo periodično in 
s katerimi skrbnik/administrator okolja pridobiva podatke o stanju informacijsko-
komunikacijskih naprav oz. infrastrukture. V primeru težav ali okvar skrbniku pošilja 
obvestila in opozorila po e-pošti, prek SMS-sporočil ali na kakšen drugačen način (potisna 
obvestila na mobilni napravi).  
Za nadzor infrastrukture obstajajo številne rešitve, ki se razlikujejo večinoma po številu 
različnih funkcionalnosti, ki jih ponujajo, po tehnologijah, ki jih uporabljajo za svoje 
delovanje, ter po svoji dostopnosti oz. licenciranju. Nekateri sistemi za nadzor infrastrukture 
namreč ponujajo le plačljive verzije, drugi delno plačljive, tretji pa so odprtokodni (ang. open 
source). V pričujočem delu se bom osredotočil na odprtokodne rešitve. Vizija odprtokodnosti 
je, da znanstveni napredki na področju razvoja programske opreme ostanejo dosegljivi širši 
javnosti, da jih ta lahko razume in izboljšuje [3]. Po funkcionalnosti ne zaostajajo (veliko) za 
plačljivimi sistemi, poleg tega pa imajo eno veliko prednost – programska koda je javno 
dostopna, sistem namestimo na lastnem strežniku in rešitev lahko v veliki meri prilagodimo 
svojim potrebam. Poleg tega odprtokodnost pomeni, da obstaja skupnost uporabnikov, izmed 
katerih mnogi svoje prilagoditve, razširitve in dodatne rešitve javno objavijo in so na voljo za 
uporabo tudi nam. Objavljajo izboljšave, posledici tega sta boljša varnost in zanesljivost 
(varnostne pomanjkljivosti so hitreje opažene in odpravljene). Odprtokodne rešitve imajo 
prednost pred komercialnimi tudi v tem, da so zlahka prenosljive. 
V nadaljevanju (tabela 1) bom povzel primerjavo odprtokodnih sistemov za nadzor 
infrastrukture ter opisal parametre, po katerih se razlikujejo [4]. Upošteval sem tiste 

















































































































































































































































































































































































































































































































































































































































Internet Protocol Service Level Agreement (IP SLA) je sporazum o ravni storitve, ki je del 
storitvene pogodbe, kjer je storitev formalno definirana [5]. Raven storitve mora biti merljiva, 
kar lahko zagotovimo z nadzorom omrežja in informacijsko-komunikacijske infrastrukture.  
Agentless oz. brezagentni način pomeni, da sistem na objektu, ki ga nadzoruje, ne potrebuje 
agenta (računalniškega programa, ki na zahtevo uporabniškega programa išče, zbira in 
obdeluje podatke v ozadju [5]). 
Simple Network Management Protocol (SNMP) Ali sistem omogoča poizvedovanje po 
protokolu SNMP in poročanje o statistikah. 
Syslog – Ali sistem omogoča prejemanje sistemskih sporočil (ang. syslog) ter poročanje o teh. 
Plugins – Ali sistem omogoča uporabo vtičnikov (računalniški program, ki razširja 
funkcionalnost osnovnega programa [5]). 
Triggers/Alerts – Ali sistem omogoča zaznavanje prekoračitve mejnih vrednosti ter o tem 
obvesti administratorja ali pa sproži neko reakcijo, ki je predhodno določena s strani 
administratorja. 
WebApp je spletna aplikacija. Popoln nadzor pomeni, da sistem omogoča ogled okolijskih 
podatkov prek grafičnega vmesnika, potrjevanje alarmov/drugih obvestil (ang. 
acknowledgement) in omogoča ustvarjanje oz. konfiguracijo posebnih poročil. 
Distributed monitoring – Ali sistem omogoča porazdeljen nadzor infrastrukture (prek več 
različnih strežnikov). 
Platform pove, na kateri platformi oz. v katerem programskem jeziku je bil sistem postavljen 
oz. napisan. 
Data Storage Method  je metoda shranjevanja okolijskih podatkov, ki jih sistem nadzira. 
Končni izbor sistema za nadzor omrežja je potekal med tremi sistemi za nadzor, ki jih 
opisujem v nadaljevanju. 
2.1 Cacti 
Cacti je čelna (ang. front-end) aplikacija, ki uporabnikom omogoča kontinuirano preverjanje 
omrežnih naprav. Zgrajen je na podlagi RRDtool, ki skrbi za konstantno velikost podatkovne 
baze skozi čas. Zaledni del (ang. back end) je lahko »cmd.php« (za manjša okolja) ali »Spine« 




nameščene pakete za spletni strežnik, podatkovni strežnik, PHP in še nekatere druge [7]. Za 
informacije, ki jih želim pridobiti z nadzorom virtualizirane informacijsko-komunikacijske 
infrastrukture, bi moral uporabljati SNMP. Slednje zahteva konfiguracijo na objektih, ki jih 
želimo nadzirati. Na ta način ne bi mogli doseči potrebne stopnje avtomatizacije, saj bi bilo 
potrebnega preveč ročnega dela na velikem številu nadziranih objektov. 
2.2 Zabbix 
Zabbix je sistem za nadzor okolja. Zbira metrike iz naprav in aplikacij ter o morebitnih 
nepravilnostih obvešča nadzornike okolja. Za namestitev spletne aplikacije na gostiteljski 
strežnik je treba imeti na njem nameščene pakete za spletni strežnik, podatkovni strežnik in 
PHP [8]. Kljub temu da nudi močno podporo za nadzor virtualne infrastrukture [9], se je ta 
sistem po moji raziskavi pokazal kot neprimeren za moje testno okolje zaradi naslednjih 
težav:  
– na CentOS 7 Linux distribuciji so zabeležene težave z uhajanjem/puščanjem 
pomnilnika (ang. memory leak), kar pomeni, da storitev Zabbix strežniku zapolni 
pomnilnik, saj se uporabljen pomnilnik po zaključku izvajanja storitve ne sprosti [5]; 
– če imamo virtualizacijsko okolje z različnimi gostitelji, ki uporabljajo isto podatkovno 
hrambo (kar je primer v našem okolju), se pojavljajo težave pri odkrivanju 
podatkovnih hramb [10]. 
2.3 Nagios XI – izbrani nadzorni sistem 
Za uporabo nadzornega sistema Nagios XI sem se odločil na podlagi zgornje primerjave 
(tabela 1) in ker: 1) gre za tradicionalen, preverjen nadzorni sistem, ki obstaja že od leta 1999 
(kot NetSaint) oz. leta 2002 (kot Nagios) [12]; 2) posledično obstaja izjemno veliko število 
uradnih vtičnikov (okoli 50) in več kot 3000 vtičnikov, razvitih s strani skupnosti Nagios [13], 
sam sem veliko uporabljal npr. box293_check_vmware, ki ga je razvil Troy Lea [14]; 3) ima 
prek rešitve, omenjene v razlogu 2), močno podporo, specifično za nadzor virtualizacijskega 
okolja VMWare [11]. 
Ko imamo Nagios XI nameščen in pripravljen za izvajanje nadzora ter vzpostavljene 
preverbe, lahko nadziramo virtualizacijsko okolje. Nadzor poteka aktivno ali pasivno. 
Aktivno pomeni, da Nagios XI s strežnika pošlje poizvedbo (preverbo) agentu na nekem 
elementu (npr. strežniku Windows) v okolju, kjer ga sprašuje o npr. stanju RAM-a. Agent mu 
odgovori, Nagios XI pa shrani rezultat za vizualizacijo (Nagios XI namreč izrisuje grafe o 
rezultatih preverb skozi daljše časovno obdobje) in morebitno obveščanje. Aktivni nadzor 
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lahko poteka tudi prek lastnega protokola (ang. native protocol, npr. SNMP oz. Simple 
Network Management Protocol). Pasivni nadzor pa pomeni, da element v okolju pošlje stanje 
o npr. RAM-u Nagiosu samodejno na nek časovni interval in Nagios XI pridobiva podatke o 
stanju na ta način. Pridobljeni rezultati poizvedb nadzora se ločijo v štiri skupine:  
– če je poizvedba konfigurirana nepravilno, se ta ne more izvesti in dobimo rezultat 
»Unknown«; 
– če je stanje v redu, dobimo rezultat »OK«;  
– če je potrebna pozornost, dobimo rezultat »Warning«; 
– če nadzirana storitev presega določeno kritično mejo, dobimo rezultat »Critical«.  
Meje (ang. threshold) za to, kakšna mora biti vrednost rezultata, da se ta obravnava kot OK, 
Warning ali Critical za posamezno storitev, določimo sami. Critical ali Warning rezultata 
poizvedbe sta sprožilca, ki sprožita obvestila prek e-pošte ali SMS-sporočila. Na ta način 
lahko oseba, zadolžena za nadzor, posreduje takoj, ko pride do kakšne napake.  
 
Slika 1: Procesi v Nagiosu (preverbe, vizualizacija, obvestila). Povzeto s spletne strani [15].  
Posamezne preverbe lahko nastavljamo prek spletne aplikacije (grafičnega uporabniškega 
vmesnika za Nagios XI – Configure > Core Config Manager > Services > Add New) (slika 2) 





Slika 2: Ustvarjanje preverbe v Nagios WebAppu 
 
Slika 3: Ustvarjanje (definiranje) preverbe v terminalu (konfiguracijska .cfg datoteka) 
Že z zgornjih slik vidimo ujemanje imen parametrov, na spodnjih slikah pa je pojasnjeno 
shranjevanje .cfg datotek znotraj direktorija /usr/local/nagios/etc/services, kjer so shranjene 




Slika 4: Postopek shranjevanja preverbe v .cfg datoteko. Povzeto s spletne strani [16]. 
Da bi ustvarjene .cfg datoteke z definicijami preverb uvozili v Nagios XI iz ukazne vrstice, jih 
moramo najprej premakniti v direktorij import, potem pa poženemo Nagiosovo 
predpripravljeno skripto reconfigure_nagios.sh, ki iz direktorija import uvozi .cfg datoteke v 





3 Virtualizacija infrastrukture s tehnologijo VMware 
VMware je podjetje, ki je pionir na področju virtualizacije. Virtualizacija pomeni, da 
strežniške vire dodelimo več virtualnim strežnikom znotraj enega fizičnega strežnika. 
Programsko opremo VMware ESXi namestimo na fizične strežnike, ki predstavljajo gostitelje 
(ang. host). VMware ESXi vsebuje hipernadzornik tipa 1 (ang. hypervisor type-1), kar 
pomeni, da se izvaja neposredno na gostiteljevi strojni opremi (na x86 arhitekturi), ne pa na 
njegovem operacijskem sistemu. Gre namreč za programsko opremo, ki vključuje svoj 
operacijski sistem in omogoča upravljanje z virtualnimi strežniki. Te lahko z namenskim 
virtualnim strežnikom VMware vCenter Server prosto nameščamo/upravljamo na poljubnem 
fizičnem strežniku, kjer virtualki dodelimo strežniške vire, kot so: centralna procesorska 
enota, količina pomnilnika, trdega diska in število mrežnih vmesnikov. 
 
Slika 5: Shema virtualizacijskega okolja VMware [17].
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4 Avtomatizacija nadzora 
V diplomskem delu sem poskrbel za avtomatsko uvažanje in odstranjevanje nadzornih 
preverb (ang. monitoring check) za nadzor okolja VMware v oz. iz aplikacije za nadzor 
Nagios XI. V nadaljevanju bom opisal okolje, kjer se avtomatizacija izvaja, skripte ter 
pripadajoče datoteke in uporabo skript. Implementiral in opisal bom tudi rešitev »karantene« 
za tiste virtualke, ki so trenutno ugasnjene in za katere preverbe niso potrebne. Gre za spletno 
stran, ki vsebuje dva seznama – enega s prižganimi in drugega z ugasnjenimi virtualkami. 
Seznama sta interaktivna, kar pomeni, da lahko virtualke premikamo med njima glede na to, 
katere virtualke so prižgane, katere pa ugasnjene. Ta del ni popolnoma avtomatiziran, saj 
naprave med seznamoma premikamo ročno, natančneje povedano – na novo prižgane 
virtualke se avtomatsko premaknejo na seznam prižganih, medtem ko moramo na novo 
ugasnjene virtualke ročno premikati na seznam ugasnjenih. Če bi bila oba dela 
avtomatizirana, avtomatizacija ne bi bila tako učinkovita, saj bi izvajali preverbe tudi za 
ugasnjene virtualke, ki jih je v našem primeru 372 (in njihovo število praktično vsak dan 
narašča). Za vsako od teh virtualk bi namreč morali poizvedovati, ali je prižgana ali 
ugasnjena, takšna poizvedba pa za posamezno virtualko traja predolgo (približno eno minuto).  
To pomeni, da bi izgubili ažurnost, saj se preverbe posledično ne bi ustvarjale dovolj pogosto 
(naš cilj je vsak dan znotraj podanega virtualizacijskega okolja/infrastrukture), poleg tega pa 
bi v omrežju ustvarili veliko odvečnega in nezaželenega prometa. Stopnja avtomatizacije je 
sicer dokaj zahteven problem, saj se poraja vprašanje, koliko upravljanja omrežja (kamor sodi 
tudi virtualizacijsko okolje) je lahko avtomatiziranega [2]. 
4.1 Stanje pred avtomatizacijo 
V podjetju SRC sistemske integracije, d. o. o., se ukvarjajo z digitalizacijo poslovnih 
procesov. Ponujajo številne storitve, kot so: CRM (upravljanje odnosov s strankami, ang. 
customer relationship management), eHRM (upravljanje človeških virov, ang. human 
resource management), BPM (upravljanje poslovnih procesov, ang. business process 
management), SRC Cloud (cloud storitve), Vrstomat, ClinicAll in eZdravnik (storitve v 
zdravstvu) ter mnoge druge. Tako za lastne storitve kot tudi za storitve, ki jih ponujajo 
strankam, je pomemben nadzor nad stanjem informacijsko-komunikacijske infrastrukture.  
Pred implementacijo avtomatizacije nadzora informacijsko-komunikacijske infrastrukture je 
ta potekal tako, da je moral zaposleni, zadolžen za nadzor okolja (skrbnik storitve Nagios), 




ustvarjanje zahtevanih preverb v Nagiosu. Prav tako je moral odstranjevati preverbe tistih 
objektov, ki v okolju več ne obstajajo. Posebej časovno zahtevna procesa sta posodabljanje 
neke preverbe, saj je treba to preverbo posodobiti za vsak objekt v okolju, ter dodajanje vseh 
preverb ob ustvarjanju nekega okolja. Za okolje s 1147 preverbami je prvo ustvarjanje vseh 
preverb za enega zaposlenega trajalo več kot en mesec. Vsako od teh opravil sem odpravil z 
avtomatizacijo, skrbnik storitve Nagios pa bo moral le v primeru kakšnih nepravilnosti 
preveriti beležne datoteke (ang. log files), ki se ob avtomatizaciji ustvarijo. Po e-pošti bo 
vsako jutro dobil novosti, kot so obvestila o dodanih ali odstranjenih objektih ali preverbah. 
Če bo kakšna virtualka ugasnjena, bo njo in vse njej pripadajoče preverbe odstranil tako, da jo 
bo na spletni strani premaknil na seznam ugasnjenih virtualk.  
4.2 Okolje in priprava 
Sistem za nadzor Nagios XI sem namestil na strežnik Linux, in sicer gre za CentOS 
distribucijo verzije 6.9. Njegov DNS je nagios.server. Sledil sem navodilom, objavljenim na 
[18]. Za nadzor (ustvarjanje preverb) sem uporabil box293_check_vmware vtičnik [14], ki ni 
narejen tako, da bi se izvajal neposredno na gostitelju Nagios (nagios.server), zato vtičnik 
preložim na strežnik vMA (vma.server). Gre za namenski strežnik (ang. appliance), ki 
vključuje distribucijo Linux, vmesnik vSphere za ukazno vrstico (ang. command-line 
interface) in paket vSphere za razvoj programske opreme (ang. software development kit; 
SDK). Na njem poganjam skripte in agente, ki komunicirajo s hipernadzornikom ESXi oz. 
gostiteljem in/ali s strežnikom vCenter Server, ne da bi se moral vsakokrat avtenticirati. To 
sem omogočil tako, da sem ustvaril certifikat, ki omogoča strežniku nagios.server 
vzpostavitev povezave SSH s strežnikom vma.server brez uporabe poverilnic (uporabniškega 
imena in gesla). Sledil sem navodilom v [14], nato sem nastavil še poverilnice vMA za 
povezavo s strežnikom vCenter.  
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V okolju so poleg delovnih postaj, tiskalnikov, IP-telefonov in omrežne opreme (stikala, 
požarne pregrade, usmerjevalniki) tudi namenski fizični strežniki, ki opravljajo različne vloge 
v okolju. Na tretjino je nameščen operacijski sistem Windows ali Linux. Ostali strežniki so 
namenjeni virtualizaciji. V okolju so vse tri glavne virtualizacijske platforme (Windows 
Hyper-V, Oracle VM, VMware ESX). Največje virtualizacijsko okolje je VMware, ki 
vključuje 405 virtualnih strežnikov, 7 gostiteljev in 24 podatkovnih hramb. Shema nadzora 
izgleda tako: 
 
Slika 6: Shema nadzora s sistemom Nagios [14]. 
Gostitelj Nagios (nagios.server) vzpostavi SSH (ang. secure shell) sejo z namenskim 
strežnikom vMA (vma.server) in izvede vtičnik. Namenski strežnik vMA komunicira s 
strežnikom vCenter Server (vcenter.server), kjer so objekti (virtualke, gostitelji, podatkovne 
hrambe), in izvede zahtevano preverbo. Rezultat preverbe je nato vrnjen gostitelju 
nagios.server prek namenskega strežnika vma.server, seja SSH pa je prekinjena [14]. 
Strežniki z nadzornim sistemom Nagios XI in VMware tehnologijo imajo naslednje 
specifikacije: 
– nagios.server – CentOS 6.9 Linux operacijski sistem, virtualizirani dvojedrni procesor, 
4 GB RAM-a, 50 GB diska; 
– vma.server – SUSE Enterprise Server 11 (namenski strežnik), virtualizirani 
osemjedrni procesor, 8 GB RAM-a, 3 GB diska; 







Slika 7: Shema implementiranega nadzora infrastrukture 
Glavna skripta automatization_vmWare.sh se poganja prek cronjoba na strežniku 
nagios.server. Skupaj s pripadajočimi pomožnimi datotekami se nahaja v direktoriju 
/home/nagios. S strežnika vma.server z ukazom scp (Secure Copy) kopira podatke o tem, 
kateri objekti (hosti, guesti, datastorei) so aktivni v virtualizacijskem okolju vcenter.server 
(oranžna, rumena in zelena puščica na shemi zgoraj).Na nagios.server se v direktoriju 
/var/www/portal/html nahajajo datoteke za spletno stran 
http://nagios.server:8080/website.html. Gre za portal, kjer se nahajata dva seznama – 
prižganih in ugasnjenih virtualk.  Te lahko ročno premikamo med seznamoma glede na status 
virtualnega strežnika. Spisek aktivnih je podlaga za izvajanje avtomatizacije – 
avtomatizacijska skripta izbriše vse preverbe za ugasnjene virtualne strežnike, nasprotno temu 
pa ustvari preddefinirane preverbe  za prižgane virtualne strežnike. V povezavi s tem imamo 
na vma.server strežniku ustvarjeno skripto getState.sh. Ta se sprehodi skozi seznam 
ugasnjenih virtualnih strežnikov in z ukazom vmware-cmd getstate preverja, ali so ti 
virtualni strežniki ugasnjeni. Če niso, jih premakne med prižgane. S tem ukazom bi lahko 
preverjali tudi stanje prižganih guestov, vendar tega ne počnemo zaradi obsega – preverjanje 
ene kombinacije host–datastore–guest traja približno eno minuto, prižganih guestov je okoli 
360 in posledično bi preverjanje trajalo več ur, kar je neučinkovito. Monitoring ESX okolja se 
dela primarno s skripto box293_check_vmWare.pl na dediciranem strežniku vma.server. 
Avtomatizacijska skripta je napisana tako, da se posamezne preverbe uvažajo po delih, vmes 
pa se skripta začasno ustavlja. S tem zagotovimo enakomerno obremenitev strežnika. Strežnik 
je sposoben obvladovati približno1300 preverb.  
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4.3.1 Ustvarjene preverbe 
Ob določanju in uvozu preverb moram biti pozoren, da ne presežem kapacitet infrastrukture. 
Nagios XI namreč omejuje število hkratnih preverb (določimo v glavni konfiguracijski skripti 
nagios.cfg), zato se v primeru prevelikega števila preverb v sistemu Nagios preverbe na 
strežniku vma.server ne izvajajo pravilno, temveč vračajo »unknown« rezultate. Ker imam na 
voljo le en strežnik vMA, ne morem porazdeliti obremenitve na več takšnih strežnikov. Zato 
želim ustvariti in uvoziti le preverbe, ki poročajo o ključnih stvareh za nadzorovano 
virtualizacijsko infrastrukturo.  
Začetni dve preverbi za podatkovne hrambe, nadalje še deset za gostitelje in sedem preverb za 
virtualke je povzročilo 2.953 ustvarjenih preverb, kar je preobremenilo strežnik vma.server in 
posledica so bili neznani rezultati preverb (ker se te niso uspele izvesti). Zato sem zmanjšal 
število preverb za virtualke (virtualk je v našem virtualizacijskem okolju največ) na tri. Tako 
sem zmanjšal število preverb na 1.333, v datoteki variables.txt pa so bile definirane naslednje 
preverbe za nadzor: 
a) preverbe za nadzor podatkovnih hramb: 
o zmogljivost (ang. performance), 
o uporaba (ang. usage); 
b) preverbe za nadzor gostiteljev: 
o uporaba procesorja (ang. CPU usage), 
o stanje licence (ang. license status), 
o uporaba spomina (ang. memory usage), 
o ime in verzija operacijskega sistema (ang. OS name and version), 
o stanje fizične omrežne kartice (ang. pNIC status), 
o uporaba fizične omrežne kartice (ang. pNIC usage), 
o storitev gostitelja (ang. host service), 
o stanje gostitelja (ang. host status), 
o informacije o hrambenem vmesniku (ang. storage adapter info) in 
o zmogljivost hrambenega vmesnika (ang. storage adapter performance); 
c) preverbe za nadzor virtualnih strežnikov: 
o stanje virtualnega strežnika (ang. guest status), 
o uporaba procesorja (ang. CPU usage), 




4.3.2 Pomožne datoteke 
V nadaljevanju bom opisal pomožne datoteke, potrebne za pravilno izvajanje avtomatizacije 
ter avtomatizacijsko skripto samo. Prav tako bom predstavil datoteke in skripte, potrebne za 
delovanje spletne strani, ki predstavlja karanteno in kjer lahko ročno prestavljamo virtualke 
med seznamom prižganih in ugasnjenih, kar se upošteva pri generiranju preverb v Nagios XI. 
vm_host.cfg; guest.cfg; datastore.cfg so datoteke, ki vsebujejo definirane vrednosti za 
posamezne preverbe, ki jih določimo gostiteljem/virtualkam/podatkovnim hrambam. Na 
začetku skripta automatization_vmWare.sh izbriše iz njih vso vsebino, nato pa jih populira z 
definicijami preverb. Skripta jih nato kopira v direktorij /usr/local/nagios/etc/import/, od 
koder so uvoženi v Nagios, ko pokličemo skripto reconfigure_nagios.sh. Po uvozu se 
datoteke v direktoriju  /usr/local/nagios/etc/import/ samodejno pobrišejo.  
Samodejno populirane datoteke (njihovo vsebino določimo v skripti 
automatization_vmWare.sh). Shranjene v spremenljivkah: host_path; guest_path; 
datastore_path. 
variables.txt (ročno populirana datoteka, shranjena v spremenljivko variables_path) – je 
datoteka, ki vsebuje definicije vseh preverb, ki jih želimo izvajati na posameznih entitetah. Na 
začetku se nahaja komentar datoteke, čemur sledijo vrstice, ki predstavljajo seznam 
parametrov, ki so potrebni za definicijo preverbe. Parametri so med seboj ločeni z znakom +. 
Prvi parameter nam pove, za katero entiteto se preverba izvaja. Drugi parameter predstavlja 
»Service Description« (opis preverbe), tretji »Use« argument, četrti »Check Command« (ukaz 
preverbe), peti pa »Check Interval« (kako pogosto/na koliko minut se preverba izvede). 
Nekateri parametri vsebujejo dopolnilna mesta (ang. placeholder), ki jih skripta potem 
primerno nadomesti s konkretnimi argumenti (npr. IP, guest_name, datastore_name), ki jih 
dobi iz inventarnih datotek. Zato moram paziti, da ko spreminjam variables.txt datoteko, ne 
spremenim dopolnilnih mest (oz. da jih potem spremenim na pripadajočih mestih tudi v 
avtomatizacijski skripti automatization_vmWare.sh). 
working_variables.txt (samodejno populirana datoteka, shranjena v spremenljivko 
variables_working_path.) – gre za enako kot pri variables.txt, le da so tu ob vsaki ponovitvi 
for/while zanke pri zapisovanju preverb v .cfg datoteke dejanski IP-ji, imena virtualk, 
gostiteljev ipd. namesto dopolnilnih mest. Skripta datoteke variables.txt nikoli ne spreminja 
neposredno, ampak spreminja datoteko working_variables.txt. 
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host_inventory.txt; vm_inventory.txt; datastore_inventory.txt so datoteke, ki vsebujejo 
sezname gostiteljev/virtualk/podatkovnih hramb. Pridobijo se s pomočjo vidiscovery.pl (za 
inventar virtualk in gostiteljev [19]) ter dsbrowse.pl (za inventar podatkovnih hramb [20]), 
predpripravljenih skript VMWare na strežniku vma.server. Ti skripti se na tem strežniku 
izvajata vsakodnevno ob 00.05 oz. 00.45 s pomočjo t. i. »cronjoba«, tako da imamo aktualno 
stanje priključenih naprav na strežnik vcenter.server. 
Samodejno populirane datoteke, shranjene v spremenljivke host_inventory_path; 
guest_inventory_path; datastore_inventory_path. 
host_backup.txt; guest_backup.txt; datastore_backup.txt; 
variables_backup_for_comparison.txt, old_turned_on_guests.txt, old_turned_off_guests.txt 
– sem je kopirana vsebina inventarnih datotek (host/guest/datastore_backup.txt), variables.txt 
datoteke, prižganih/ugasnjenih virtualk (old_turned_on/off_guests.txt), da lahko naslednji dan 
skripta primerja včerajšnji in današnji seznam objektov ter dobi podatke o dodanih in 
odstranjenih objektih, preverbah in stanju virtualk (prižganih ali ugasnjenih). 
Samodejno populirane datoteke, shranjene v spremenljivke old_host_file; old_guest_file; 
old_datastore_file; old_variables_file; old_turned_on_guests; old_turned_off_guests. 
Primerjamo jih s spremenljivkami new_host_file; new_guest_file; new_datastore_file; 
new_variables_file; new_turned_on_guests; new_turned_off_guests. 
hosts_added.txt; guests_added.txt; datastores_added.txt; variables_added.txt; 
turned_on_guests_added.txt; turned_off_guests_added.txt; hosts_removed.txt; 
guests_removed.txt; datastores_removed.txt; variables_removed.txt – te datoteke vsebujejo 
rezultat primerjave »starih« in »novih« inventarnih datotek in datotek z definiranimi 
preverbami za posamezne entitete oz. stanja virtualk. Vsebina teh datotek je (če niso prazne) 
poslana na e-poštni naslov, definiran s spremenljivko email. 
Da pridemo do pravilnega rezultata pri turned_on_guests_added.txt, imamo še vmesno 
datoteko mid_turned_on_guests.txt (shranjeno v spremenljivko mid_turned_on_guests). 
Samodejno populirane datoteke, shranjene v istoimenske spremenljivke brez končnic .txt. 
turned_off_guests.txt – gre za datoteko, ki vsebuje seznam ugasnjenih virtualk. Pridobimo jo 
na začetku skripte iz direktorija /var/www/portal/html. Nato jo primerjamo z vm_inventory.txt 
in tiste virtualke (vrstice), ki niso v obeh datotekah, odstranimo. Na ta način s seznama 




virtualke iz te datoteke preskočene – za njih ne kreiramo preverb. Na koncu skripte pa še 
izvedemo kopiranje v obratno smer, torej iz direktorija, kjer je bila izvedena avtomatizacija 
(/home/nagios), v direktorij, kjer imamo datoteke za spletno stran (/var/www/portal/html), da 
bo na spletni strani prikazan posodobljen seznam. 
Samodejno populirana datoteka, s kopiranjem iz direktorija /var/www/portal/html, shranjena v 
spremenljivko turned_off_guests. 
turned_on_guests.txt – je datoteka s seznamom prižganih virtualk, ki je samodejno 
populirana, tako da skripta vanjo vpiše tiste virtualke, ki so na seznamu vseh virtualk 
(vm_inventory.txt), ne pa na seznamu ugasnjenih virtualk (turned_off_guests.txt). Nato se ta 
datoteka kopira v direktorij spletne strani, da je tam prikazan posodobljen seznam prižganih 
virtualk. To datoteko potem primerjamo z včerajšnjim seznamom prižganih virtualk, da iz 
tega pridobimo na novo dodane prižgane virtualke. Za konec vsebino datoteke še prepišemo v 
spremenljivko old_turned_on_guests, da lahko jutri preverimo spremembe (razlike med 
včerajšnjim seznamom prižganih virtualk in današnjim seznamom prižganih virtualk). 
Shranjena je v spremenljivko turned_on_guests. 
templates_and_invalid_guests.txt; templates_and_invalid_hosts.txt; 
templates_and_invalid_datastores.txt – vsebujejo tiste virtualke/gostitelje/podatkovne 
hrambe iz vm_inventory.txt/datastore_inventory.txt, ki imajo v imenu neveljavne znake: (,), 
%; in tiste, ki imajo v imenu niz znakov template (ne glede na velikost črk, torej tudi če 
vsebujejo npr. TEMplAtE). Objektom, ki se nahajajo v teh datotekah, skripta ne definira 
preverb ter posledično niso uvoženi v Nagios. Ta datoteka je potem prek skripte 
mail_invalid_objects.sh in s pomočjo cronjoba vsak ponedeljek ob 9.00 poslana na e-poštni 
naslov, definiran s spremenljivko email v skripti mail_invalid_objects.sh. 
Samodejno populirane datoteke, shranjene v templates_and_invalid_guests; 
templates_and_invalid_hosts; templates_and_invalid_datastores. 
mail_invalid_objects.sh – je skripta, ki je v cronjobu vsak ponedeljek ob 9.00 in pošlje 
datoteke templates_and_invalid_guests.txt, templates_and_invalid_hosts.txt in 
templates_and_invalid_datastores.txt na e-naslov email. 
Ročno spisana skripta, pri kateri je treba biti pozoren, da se podatki v spremenljivkah, ki 
vsebujejo pot do datotek z objekti z neveljavnimi imeni 
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(template_and_invalid_guests/hosts/datastores.txt), in e-poštna naslova v obeh skriptah 
ujemajo (vsebina spremenljivk mora biti enaka). 
automatization_vmWare.log – je beležna datoteka, ki vsebuje izpise v terminalu ob izvajanju 
skripte (ang. stdout). 
V tej samodejno generirani beležni datoteki med ostalim najdemo datum in čas začetka in 
konca izvajanja skripte, ali so bili kakšni objekti ali preverbe dodani/odstranjeni in če je bila 
kakšna virtualka ugasnjena/prižgana, izpisi iz uvoza .cfg datotek v Nagios, katere virtualke so 
bile pri uvozu preskočene (npr. predloge oz. slike virtualk – ang. template), ali je bila kakšna 
preverba uspešno ali neuspešno odstranjena ... 
4.3.3 Avtomatizacijska skripta automatization_vmWare.sh 
Skripta za avtomatski uvoz preverb za monitoring VMware okolja se imenuje 
automatization_vmWare.sh. Gre za jedro avtomatizacije, tj. njeno osrednjo komponento. V 
skripti so definirane absolutne poti do datotek, kamor se shranjujejo konfiguracije za 
posamezne entitete okolja VMware (podatkovna hramba, virtualka, gostitelj) – .cfg datoteke, 
ki se nato uvozijo v Nagios; datoteka s parametri za definicije preverb; datoteka z virtualkami 
z neveljavnimi imeni (če vsebujejo v imenu naslednje znake: (, ), %) oz. če vsebujejo v imenu 
»template« in pot do datotek, ki vsebujejo seznam objektov entitet (inventarji). 
Uporabnik »nagios« na strežniku nagios.server prek scp-ja poveže na vma.server in shrani 
seznam objektov, ki jih želimo monitorirati iz okolja vcenter.server. Seznam pridobimo s 
poganjanjem skripte vidiscovery.pl (za inventar virtualk in gostiteljev) ter skripte dsbrowse.pl 
(za inventar podatkovnih hramb) na strežniku vma.server. 
Sledi primerjanje današnjega in včerajšnjega seznama objektov. Skripta 
automatization_vmWare.sh se prek cronjoba izvaja vsakodnevno ob 2.43 zjutraj. Razlike se 
shranijo v šestih pripadajočih datotekah (dodani gostitelji, dodane virtualke, dodane 
podatkovne hrambe; odstranjeni gostitelji, odstranjene virtualke, odstranjene podatkovne 
hrambe), ki se nato pošljejo na e-poštni/-e naslov(e), definiran(e) v skripti pod spremenljivko 
»email«. Tako ima (navadno) dežurni zjutraj ob prihodu na delovno mesto med e-sporočili že 
seznam dodanih/odstranjenih objektov. Primerjamo tudi današnjo in včerajšnjo datoteko s 
seznamom definicij preverb, nato pa še današnji in včerajšnji datoteki s seznamom 
prižganih/ugasnjenih virtualk. Skripta nadaljuje z izvajanjem le v primeru, da so bile narejene 
kakšne spremembe v okolju. V nasprotnem primeru pošlje po e-pošti obvestilo o tem, da ni 




Z t. i. »while« zankami se sprehodimo skozi datoteke, ki vsebujejo podatke o odstranjenih 
virtualkah, gostiteljih in podatkovnih hrambah in preverbe teh odstranimo iz Nagiosa. 
Sprehodimo se tudi skozi datoteke, ki vsebujejo podatke o odstranjenih posameznih preverbah 
ter skozi datoteko z dodanimi ugasnjenimi virtualkami in iz Nagiosa odstranimo tudi te. Nato 
Nagios ponovno zaženemo s skripto /usr/local/nagiosxi/scripts/reconfigure_nagios.sh.  
Datoteko, ki vsebuje seznam virtualk, razdelimo v več različnih datotek, zato da lahko 
preverbe uvažamo po delih, da ne pride do preobremenitve CPE (ang. CPU overload) na 
strežniku vma.server. Število virtualk v posamezni deljeni datoteki je določeno po formuli 
število preverb, ki jih želimo sočasno uvoziti / število preverb, ki jih imamo definirane. Št. 
preverb, ki jih želimo sočasno uvoziti, je fiksno določeno, in sicer znaša vrednost 270, število 
preverb, ki jih imamo definirane, pa skripta prešteje vsakič, ko se izvede. Preverbe so 
definirane v spremenljivki variables_path (pot do datoteke, kjer so preverbe definirane). 
Populiramo datoteko $templates_and_invalid_guests z virtualkami, ki imajo v imenih 
neveljavne znake ('(', ')', '%') ali niz 'template' (ne glede na velikost črk – npr. tEmPLaTE). 
Virtualke, ki se nahajajo v tej datoteki, so kasneje v kreiranju preverb in uvozu preskočene. 
Enak postopek ponovimo še za gostitelje (shranimo v datoteko 
$templates_and_invalid_hosts) in podatkovne hrambe (v datoteko 
$templates_and_invalid_datastores). 
Sledi kreiranje posameznih preverb za gostitelje, virtualke in podatkovne hrambe. Pri tem so 
nekatere spremenljivke stalne, nekatere pa pridobimo dinamično iz datoteke $variables_path 
(v praksi v bistvu iz datoteke $variables_working_path, ki pa je le delovna kopija datoteke 
$variables_path). 
Nagios se ponovno zažene vsakokrat po definiranju .cfg datotek gostiteljev in podatkovnih 
hramb, po definiranju guest.cfg datoteke (konfiguracijska datoteka za virtualke) pa le takrat, 
kadar je bila kakšna virtualka dejansko dodana.  
Pred ponovnim zagonom pa kreirane .cfg datoteke (datastore.cfg, guest.cfg, vm_host.cfg) 
kopiramo iz delovnega direktorija (/home/nagios) v direktorij /usr/local/nagios/etc/import/, 
saj skripta reconfigure_nagios.sh, ki dejansko uvozi .cfg datoteke, te poišče v tem direktoriju. 
Skripta reconfigure_nagios.sh poleg uvoza datotek še verificira konfiguracijo in če je ta 
uspešna, ponovno zažene Nagios. 
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Skripta automatization_vmWare.sh na koncu še preveri, ali je bila morda dodana kakšna 
preverba v $variables_path, in če je, izvede reconfigure_nagios.sh skripto. 
4.3.4 Spletna stran – »karantena« 
Podpora avtomatizaciji je spletna stran na naslovu http://nagios.server:8000/website.html, ki 
ima vlogo »karantene« – omogoča nam, da ugasnjene virtualke premaknemo na seznam 
ugasnjenih, in sicer z namenom, da se zanje ne ustvarjajo preverbe oz. se obstoječe izbrišejo, 
saj po nepotrebnem povzročajo veliko število »critical« rezultatov na Nagiosu. Na vratih 8000 
se spletna stran nahaja zato, ker je na privzetih vratih 80 že aplikacija NagiosXI GUI, na istih 
vratih pa ne moreta biti dve različni aplikaciji. 
Datoteke za spletno stran se nahajajo na strežniku nagios.server v direktoriju 
/var/www/portal/html. Uporabljene so tehnologije in programerski jeziki html, css, javascript 
in php. V nadaljevanju so naštete in opisane ključne datoteke za delovanje spletne strani. 
turned_off_guests.txt – datoteka, na podlagi katere je na spletni strani populiran seznam (ang. 
selectbox) z ugasnjenimi virtualkami. Na začetku skripte automatization_vmWare.sh je 
seznam kopiran v direktorij /home/nagios. Tam se naredi primerjava z aktualnim popisom 
virtualk – tiste virtualke, ki so v obeh datotekah, so dejansko ugasnjene virtualke. Na koncu 
skripte pa je datoteka kopirana nazaj v /var/www/portal/html, tako da se na spletni strani 
prikazuje pravilen seznam ugasnjenih virtualk (brez tistih, ki so morda odstranjene med 
avtomatizacijo).  
Samodejno populirana datoteka. 
turned_on_guests.txt – je datoteka, ki populira seznam s prižganimi virtualkami. Kopirana je 
iz /home/nagios direktorija pri izvajanju avtomatizacijske skripte 
(automatization_vmWare.sh). 
Samodejno populirana datoteka. 
website.html – je domača spletna stran ugasnjenih virtualnih strežnikov. Po uvozu slogovnih 
datotek in Jquery knjižnice sledi JavaScript koda s funkcijami za prestavljanje virtualk med 
seznamoma, za pridobivanje virtualk s seznama ugasnjenih oz. prižganih virtualk in za 
poimensko iskanje po seznamu virtualk. V html delu datoteke imamo še PHP-kode za 
dinamično populiranje seznamov glede na turned_on_guests.txt in turned_off_guests.txt 
datoteko. Ob kliku na gumba za prestavljanje med seznamoma se virtualke dejansko 




seznamu s pomočjo funkcije getTurnedOnGuests oz. getTurnedOffGuests in na novo prešteto 
število prižganih/ugasnjenih virtualk z zamikom 100 ms. Zamik je dodan zato, ker sta 
seznama populirana dinamično oz. sproti in če ne bi bilo zamika, funkciji ne bi ujeli novega 
stanja, ampak prejšnje (tistega pred klikom na gumb za prestavljanje virtualk). Spremembe se 
zapišejo v turned_on_guests.txt in turned_off_guests.txt ob kliku na gumb »shrani 
spremembe.« Tukaj je uporabljena html označba »form«, ki pošlje PHP-skripti 
saving_file.php podatke o trenutno ugasnjenih in prižganih virtualkah, kjer se izvede zapis 
podatkov s spletne strani v datoteki turned_on_guests.txt in turned_off_guests.txt .  
Ročno kreirana html skripta. 
saving_file.php – je skripta, ki prek html obrazca in POST-zahtevka dobi podatke o 
virtualkah, ki se nahajajo na seznamu z ugasnjenimi oz. prižganimi virtualkami. Te podatke 
dobi v obliki t. i. arraya oz. tabele, nato pa jih zapiše v ustrezno datoteko na način, da je vsaka 
virtualka v svoji vrstici. Ugasnjene virtualke torej zapiše v datoteko turned_off_guests.txt, 
prižgane pa v turned_on_guests.txt. Ko se skripta izvede do konca, nas preusmeri nazaj na 
spletno stran http://nagios.server:8080/website.html. 
Oblikovne, slikovne in ostale datoteke so datoteke, ki skrbijo za izgled spletne strani. 
4.3.5 Preverjanje stanja ugasnjenih virtualk 
Z uvedbo »karantene« izgubimo del avtomatizacije, saj moramo virtualke med seznamoma 
prestavljati ročno, zato da se preverbe v Nagiosu pravilno ustvarijo/izbrišejo. To sem delno 
rešil z novo skripto – getState.sh, ki z uporabo VMwarovega CLI-ja z ukazom vmware-cmd 
getstate preverja, ali so posamezne virtualke prižgane ali ugasnjene. Funkciji moramo podati 
ime (IP) strežnika, na katerem se objekti nahajajo; ime gostitelja, na katerem se nahaja 
podatkovna hramba; ime podatkovne hrambe, na katerem se nahaja virtualka; ime virtualke, 
za katero nas zanima, ali je prižgana ali ugasnjena. Tako moramo preveriti veliko število 
kombinacij gostitelj–podatkovna hramba–virtualka (strežnik, na katerem se objekti nahajajo, 
je samo eden, tako da je ime fiksno), zato sem se odločil, da s tem ukazom preverjam samo 
ugasnjene virtualke, ali so še vedno ugasnjene. Skripta se izvaja na strežniku vma.server prek 
uporabnika admin enkrat tedensko, in sicer ob sobotah zjutraj ob 8.00. 
inventory – je inventarna datoteka, iz katere pridobimo imena virtualk in gostiteljev, ki jih 
moramo preverjati. 
Samodejno ustvarjena datoteka, shranjena v istoimensko spremenljivko. 
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datastore_names.txt – je na začetku skripte razčlenjen (ang. »parsed«) seznam podatkovnih 
hramb iz datoteke datastore_inventory  na strežniku vcenter.server. Potrebujemo ga za 
vstavljanje argumenta v ukaz vmware-cmd getstate. 
Samodejno populirana datoteka, shranjena v spremenljivko datastore_names. 
turned_off_guests.txt – skripta kopira seznam ugasnjenih virtualk iz nagios.server strežnika. 
Vmware-cmd getstate ukaz se izvede nad vsako od teh virtualk. Kasneje ga skripta skopira 
nazaj na nagios.server strežnik, tako da je tam morebitno posodobljen seznam ugasnjenih 
virtualk. 
Samodejno populirana datoteka, shranjena v spremenljivko turned_off_list. 
turned_on_guests.txt – skripta kopira seznam prižganih virtualk iz nagios.server strežnika. 
Ugasnjene virtualke, za katere se z ukazom vmware-cmd getstate ugotovi, da so prižgane, se 
doda v to datoteko in nato pošlje nazaj na nagios.server. 
Samodejno populirana datoteka, shranjena v spremenljivko turned_on_list. 
knowledbe_db.txt – »podatkovna baza« oz. »baza znanja«, v katero skripta shranjuje pravilne 
kombinacije imen podatkovne hrambe, gostitelja in virtualke v obliki gostitelj+podatkovna 
hramba+virtualka. To se sproti posodablja, ko skripta pride na takšno kombinacijo, za 
katero je rezultat ukaza vmware-cmd getstate »getstate() = on« ali »getstate() = off« (takrat se 
kombinacija doda v knowledbe_db) oz. je rezultat ukaza »Virtual machine not found« (takrat 
se kombinacija odstrani, saj je bila virtualka odstranjena). Služi temu, da se skripta najprej 
sprehodi skozi bazo znanih kombinacij in preveri stanja virtualk, če pa kakšne virtualke s 
seznama ugasnjenih še ni v bazi, potem gre šele preverjat vse možne kombinacije podatkovna 
hramba–gostitelj–virtualka. Tako namreč prihranimo veliko časa (ena izvedba vmware-cmd 
getstate ukaza traja približno eno minuto, veliko pa je nepravilnih kombinacij podatkovna 
hramba–gostitelj–virtualka, za katere ne dobimo rezultata (»Virtual machine not found«), 
preden »zadenemo« pravo). 
Samodejno populirana datoteka, shranjena v spremenljivko knowledge_db. 
getState.log – beležna datoteka, v kateri se beleži izpis v terminalu (stdout) pri izvajanju 
skripte getState.sh. V njej lahko vidimo začetni in končni čas izvajanja skripte ter čas trajanja, 
kombinacije podatkovna hramba–gostitelj–virtualka, ki so bile obravnavane z ukazom 




Samodejno populirana datoteka. 
getState.sh – skripta za preverjanje, ali so ugasnjene virtualke še vedno ugasnjene, se imenuje 
getState.sh in se nahaja znotraj direktorija /home/vi-admin na strežniku vma.server. Gre za 
skripto »bash shell«, v kateri so najprej absolutne poti do posameznih datotek, ki jih bomo 
potrebovali, shranjene v spremenljivke. Nato v datoteko datastore_names.txt shranimo imena 
podatkovnih hramb, ki so trenutno na vcenter.server strežniku. S strežnika nagios.server 
pridobimo seznam trenutno ugasnjenih in prižganih virtualk.  
Sprehodimo se skozi popis virtualk in gostiteljev, ki se nahajajo na strežniku vcenter.server. 
Ime gostitelja si shranimo v spremenljivko $host_name, ime virtualke pa v spremenljivko 
$vm. Če se virtualka nahaja na seznamu ugasnjenih virtualk, preverimo, ali se ta virtualka 
nahaja tudi v »bazi znanja« knowledge_db.txt. Če se, iz te razčlenimo (»sparsamo«) virtualki 
pripadajočega gostitelja in podatkovno hrambo, na katerih se nahaja. Izvedemo ukaz vmware-
cmd getstate za podano kombinacijo gostitelj–podatkovna hramba–virtualka in rezultat 
shranimo v spremenljivko $OUTPUT. Če je rezultat »getstate() = on«, obravnavano virtualko 
premaknemo iz $turned_off_list v $turned_on_list, torej s seznama ugasnjenih virtualk na 
seznam prižganih. Če je rezultat »getstate() = off«, v .log (beležno) datoteko izpišemo, da je 
trenutna virtualka ugasnjena in da nadaljujemo k naslednjemu gostitelj virtualka paru v 
popisu. Če pa je rezultat enak »No virtual machine found.«, pomeni, da gre za napačno 
kombinacijo gostitelj–podatkovna hramba–virtualka (lahko da je bila virtualka ugasnjena, 
premaknjena na drugega gostitelja ali podatkovno hrambo) in to odstranimo iz baze znanja 
knowledge_db.txt ter o tem poročamo v datoteki getState.log. 
Če trenutno obravnavana virtualka še ni v knowledge_db.txt, se pa sprehajamo skozi seznam 
podatkovnih hramb ter ukaz vmware-cmd getstate, poženemo za vsako kombinacijo gostitelj–
podatkovna hramba–virtualka, dokler ne pridemo do kombinacije, za katero je rezultat ukaza 
bodisi »getstate() = on« bodisi »getstate() = off«. O virtualkah, za katere nam ukaz vmware-
cmd getstate pove, da so prižgane, poročamo v .log (beležni) datoteki, jo izbrišemo s seznama 
ugasnjenih virtualk in dodamo na seznam prižganih virtualk ter trenutno kombinacijo 
vpišemo v »bazo znanja«. Nadaljujemo na naslednji par gostitelj–virtualka iz popisa virtualk 
in gostiteljev. Virtualke, za katere nam ukaz pove, da so ugasnjene, pa pustimo na seznamu 




Ko se sprehod skozi seznam virtualk in gostiteljev, ki so na vcenter.server, konča, sledi še ena 
zanka, v kateri se sprehajamo skozi knowledge_db.txt ter iz njega brišemo tiste morebitne 
vrstice (kombinacije), ki vsebujejo virtualke, ki so bile izbrisane/umaknjene s strežnika 
vcenter.server. Tudi o tem poročamo v datoteki getState.log. 
Na koncu popravljena in posodobljena seznama prižganih oz. ugasnjenih virtualk kopiramo 
na strežnik nagios.server, tako da se lahko avtomatizacija naprej izvaja nemoteno. Seznama 
kopiramo v direktorij /var/www/portal/html, saj skripta automatization_vmWare.sh na začetku 
pridobi seznam ugasnjenih virtualk ravno od tam. 
4.4 Testi in rezultati 
Eden od ciljev avtomatizacije nadzora je ažurnost na dnevni ravni. To pomeni, da se morajo 
vsi koraki avtomatizacije izvesti dovolj hitro, da imamo vsak dan posodobljene preverbe. Ob 
implementaciji avtomatizacije sem torej moral biti pozoren na čas izvajanja avtomatizacijske 
skripte ter ostalih postopkov. Hkrati sem moral biti pozoren na stabilnost – avtomatizacija ne 
sme povzročiti prevelikega prometa in obremenitve za strežnike, ki skrbijo za nadzor. 
Skripta automatization_vmWare.sh se vsakodnevno izvede s cronjobom  ob 2.43. Ročno pa 
jo lahko poženemo tako, da se prek terminala PuTTY povežemo na strežnik nagios.server, se 
postavimo v direktorij /home/nagios, kjer se skripta nahaja, in poženemo ukaz 
./automatization_vmWare.sh. 
Pri ročnem poganjanju se moramo zavedati, da lahko izvajanje traja dalje časa. Če je v 
inventarju odstranjen kakšen objekt, se skripta po izbrisu posamezne preverbe začasno ustavi 
za 60 sekund. S tem preprečimo preobremenitev strežnika, do katere bi prišlo, če bi 
neprestano eno za drugo odstranjevali preverbe in uveljavljali spremembe. 
 
Slika 8: Izpis iz beležne datoteke automatization_vmWare.log, kjer vidimo uspešno odstranjeni preverbi za CPU usage in 
Memory Usage, po čemer sledi začasna zaustavitev skripte za 60 s. Ime virtualke je cenzurirano. 
Če želimo testirati uvažanje posameznih preverb, ali skripta pravilno uvozi/zbriše preverbe, 
na začetku skripte enostavno zakomentiramo scp ukaze, grep ukaze (za tiste entitete, ki jih 
testiramo, ali pa vse, odvisno od tega, kaj želimo) in po potrebi comm ukaze, s katerimi 
primerjamo prejšnjo in sedanjo verzijo inventarnih datotek. Nato v inventarne datoteke ročno 




grep in comm ukaze. Kar se tiče objektov, so potem ob naslednjem izvajanju skripte tako ali 
tako avtomatsko pridobljeni s strežnika vma.server, paziti moramo le, da če smo 
dodajali/odstranjevali definicije preverb v datoteki variables.txt, da zopet ročno ponastavimo 
na začetno stanje. 
Izvedba avtomatizacijske skripte automatization_vmWare.sh je v obdobju med 1. aprilom in 
1. majem 2018 trajala 6 minut in 29 sekund. Izvajati se je začela vsakodnevno ob 2:43:01.  











1. 4. 2018 02:44:25 00:01:24 
 
17. 4. 2018 02:43:04 00:00:03 
2. 4. 2018 02:43:03 00:00:02 
 
18. 4. 2018 02:43:03 00:00:02 
3. 4. 2018 02:43:02 00:00:01 
 
19. 4. 2018 02:44:26 00:01:25 
4. 4. 2018 02:44:29 00:01:28 
 
20. 4. 2018 02:45:51 00:02:50 
5. 4. 2018 02:45:47 00:02:46 
 
21. 4. 2018 02:43:03 00:00:02 
6. 4. 2018 02:45:45 00:02:44 
 
22. 4. 2018 02:43:03 00:00:02 
7. 4. 2018 02:45:13 00:02:12 
 
23. 4. 2018 02:43:02 00:00:01 
8. 4. 2018 02:44:23 00:01:22 
 
24. 4. 2018 02:44:25 00:01:24 
9. 4. 2018 02:44:25 00:01:24 
 
25. 4. 2018 02:43:02 00:00:01 
10. 4. 2018 02:54:42 00:11:41 
 
26. 4. 2018 02:43:03 00:00:02 
11. 4. 2018 02:43:03 00:00:02 
 
27. 4. 2018 05:29:44* 26:46:43 
12. 4. 2018 02:43:02 00:00:01 
 
28. 4. 2018 02:43:02 00:00:01 
13. 4. 2018 02:44:42 00:01:41 
 
29. 4. 2018 02:43:03 00:00:02 
14. 4. 2018 02:43:03 00:00:02 
 
30. 4. 2018 02:43:04 00:00:03 
15. 4. 2018 02:44:28 00:01:27 
 
1. 5. 2018 02:43:03 00:00:02 
16. 4. 2018 02:43:03 00:00:02 
 
   Povprečen čas izvajanja avtomatizacijske skripte 00:06:29 
*Konec izvajanja je bil šele naslednjega dne ob 5:29:44, skripta se je v tem primeru torej 
začela izvajati 27. 4. 2018, končala pa šele 28. 4. 2018. 
Kot je vidno v tabeli 2, kjer so prikazane ure, minute in sekunde konca izvajanja 
avtomatizacijske skripte in čas izvajanja te, lahko avtomatizacijo ocenimo kot dovolj časovno 
učinkovito. V enomesečnem testnem obdobju se je le enkrat izvajala več kot 10 minut. 
Ekstremen primer je čas izvedbe dne 28. 4. 2018, ko je izvedba trajala kar 26 ur, 46 minut in 
43 sekunde, torej več kot en dan. Po pregledu .log beležne datoteke te izvedbe sem ugotovil, 
da je tukaj šlo za fazo testiranja, kjer sem zamenjal vse preverbe za virtualke. Tako sem pet 
takšnih preverb nadomestil s sedmimi povsem drugačnimi. To je povzročilo: a) dolgotrajno 
odstranjevanje prejšnjih preverb za vse virtualke in b) dolgotrajni uvoz novih preverb za vse 
virtualke. Takšna množična sprememba preverb torej ni priporočljiva, ker ne izpolnjuje 
28 
 
pogoja ažurnosti avtomatizacije, temveč je boljše, če najprej obstoječe preverbe zbrišemo 
ročno prek Nagios XI spletne aplikacije, uvoz novih preverb pa normalno prepustimo 
avtomatizacijski skripti. 
Še ena težava množičnega uvoza preverb pa je preobremenitev strežnika. Zelo velikega 
števila virtualk (405) in preverb za njih (7; skupno 2.953 preverb) strežnika Nagios oz. 
vma.server ne bi sprocesirala, temveč bi postala neodzivna, kar zahteva ponovni zagon 
strežnika. Tako ne bi izpolnil pogoja skalabilnosti avtomatizacije. To sem rešil tako, da sem 
uvedel delitev inventarja virtualnih strežnikov in uvažanja po 270 preverb hkrati. Poleg tega 
sem tudi po vsakem uvozu teh 270 preverb skripto za eno uro začasno zaustavil in zmanjšal 
število preverb za virtualke na tri. Tako sem zmanjšal obremenitev centralne procesorske 
enote (ang. CPU load). To je težava predvsem pri množičnem uvozu preverb za virtualke 
(npr., da bi naenkrat ustvarili 200 virtualk in uvozili preverbe za vsako od njih). 
Ob velikem številu hkratnih preverb (ang. concurrent checks) se zgodi, da se posamezne 
preverbe ne izvedejo pravilno – dobimo neznan rezultat (ang. unknown). Osnovni ukrep je 
povečanje zgornje omejitve števila hkratnih preverb v glavni Nagios konfiguracijski datoteki 
(usr/local/nagios/etc/nagios.cfg) z začetne omejitve 10 hkratnih preverb. Povečanje na 150 
hkratnih preverb ni zadostovalo, zato je bilo treba najti drugo rešitev. Dodati bi bilo treba več 
CPU, razdeliti preverbe med več vMA strežnikov ali pa enostavno odstraniti preverbe, ki so 
nam manj pomembne. Jaz sem se v dogovoru s podjetjem odločil za zadnjo možnost, saj bi 
bilo za nadzor testnega okolja nesmiselno dodajati veliko strežniških virov. 
 
Slika 9: Neuspešna izvedba preverbe Datastore Usage zaradi izvajanja preveč preverb hkrati. 
Če želimo testirati delovanje karantene, v skripti automatization_vmWare.sh zakomentiramo 
tiste vrstice, kjer kopiramo prižgane/ugasnjene virtualke med direktorijema /home/nagios in 
/var/www/portal/html. Na ta način ne vplivamo na avtomatizacijo, ampak lahko preverimo le, 
ali PHP-skripta (saving_file.php) in website.html delujeta pravilno. 
Za poganjanje skripte getState.sh se postavimo v direktorij /home/admin na strežniku 
vma.server in poženemo skripto z ukazom ./getState.sh. Če jo želimo testirati, zakomentiramo 
vrstici v skripti, kjer z ukazom za varno kopiranje (ang. secure copy) kopiramo prižgane in 
ugasnjene virtualke iz nagios.server strežnika. Nato glede na to, kaj želimo testirati, 




datotekah je pri testiranju  priporočljivo imeti čim manj virtualk, saj je ukaz vmware-cmd 
getstate časovno kar precej potraten (za eno izvedbo približno1 minuta; na sliki vidimo čas 
izvajanja za poizvedbo za eno od virtualk, ki je trajala 1 minuto in 7 sekund). 
time sudo vmware-cmd -H vcenter.server -h esxhost.server -
U 'monitor\nagios_readonly_user' -
P 'pErf3ktPASSw0rd' '/vmfs/volumes/datastore.LUNAAA/virtualka/virtualka.vmx' getstate 
  
Programska koda 1: Ukaz za merjenje časa izvajanja ukaza vmware-cmd gestate 
 
Slika 10: Rezultat merjenja časa izvajanja ukaza vmware-cmd getstate. 
V skripti getState.sh imamo morebitno varnostno težavo. Ukaz vmware-cmd getstate namreč 





V diplomskem delu sem uspel uresničiti zadani cilj izbire sistema za nadzor. Na podlagi 
primerjave sem se odločil za Nagios XI, saj gre za odprtokodni sistem z ogromnim številom 
vtičnikov (več kot 3.000). Avtomatiziral sem nadzor virtualizirane informacijsko-
komunikacijske infrastrukture do te stopnje, da moramo ročno le definirati, katere preverbe 
želimo za posamezne entitete našega okolja nadzirati, in pa prestavljati tiste virtualke, za 
katere nam Nagios sporoči, da so ugasnjene, na seznam ugasnjenih virtualk na lastnoročno 
narejeni spletni strani http://nagios.server:8080/website.html. Ob tem sem upošteval 
postavljene zahteve ažurnosti, skalabilnosti in stabilnosti. 
Odkrita omejitev je bila v poimenovanju nadziranih entitet (virtualk, podatkovnih hramb in 
gostiteljev), saj so objekti s presledki v imenih povzročali težave pri uvozu v sistem Nagios 
XI. Programski jezik Perl v katerem so napisane uporabljane knjižnice za odkrivanje novih 
objektov na strežniku vcenter.server (vidiscovery.pl in dsbrowse.pl), ima namreč težave s 
procesiranjem nizov s presledki. 
V bodoče bi bilo smiselno delati na še višji stopnji avtomatizacije ter na odpravljanju 
omejitve v poimenovanju nadziranih objektov, tako da bi se v postopku avtomatizacije lahko 
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Dodatek A: Izseki programske kode 
automatization_vmWare.sh 
Pridobivanje inventarne datoteke z imeni gostiteljev in virtualk s strežnika vma.server ter 
kopiranje vsebine v datoteki na strežnik nagios.server.
# get inventory file from vMA (there are hosts and guests inside) 
scp vi-admin@vma.server:/home/vi-admin/inventory /home/nagios/ 
 
# Find all occurrences of "host" and copy JUST the host name to 
host_inventory.txt 
grep 'Host : ' inventory | sed 's/^.*: //' > $host_inventory_path 
 
# Find all occurrences of "vm" and copy JUST the host name to 
vm_inventory.txt 
grep 'VM : ' inventory | sed 's/^.*: //' > $guest_inventory_path 
 
Preverjanje, ali so bili kakšni objekti dodani ali odstranjeni.
# Check if any new objects have been added and store the changes to 
<entity>_added 
comm -2 -3 <(sort $new_host_file) <(sort $old_host_file) > $hosts_added 
comm -2 -3 <(sort $new_guest_file) <(sort $old_guest_file) > $guests_added 
comm -2 -3 <(sort $new_datastore_file) <(sort $old_datastore_file) > 
$datastores_added 
 
# Check if any objects have been removed and store the changes to 
<entity>_removed 
comm -2 -3 <(sort $old_host_file) <(sort $new_host_file) > $hosts_removed 
comm -2 -3 <(sort $old_guest_file) <(sort $new_guest_file) > 
$guests_removed 
comm -2 -3 <(sort $old_datastore_file) <(sort $new_datastore_file) > 
$datastores_removed 
 
Preštej, ali so se zgodile kakšne spremembe (dodani/odstranjeni objekti; spremenjene 
definicije preverb), in če se niso, prekini izvajanje skripte.
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if [[ ! -s $hosts_added ]]; then 
    diff_counter=`expr $diff_counter + 1` 
    echo "No hosts were added." 
else  
    # Send hosts added mail 
    echo "Some hosts were added." 
    mailx -s 'Hosts Added Report '$now $email < $hosts_added 
fi 
 
if [[ ! -s $guests_added ]]; then 
    diff_counter=`expr $diff_counter + 1` 
    echo "No guests were added." 
else  
    # Send guests added mail 
    echo "Some guests were added." 
    mailx -s 'Guests Added Report '$now $email < $guests_added 
fi 
 
if [[ ! -s $datastores_added ]]; then 
    diff_counter=`expr $diff_counter + 1` 
    echo "No datastores were added." 
else  
    # Send datastores added mail 
    echo "Some datastores were added." 
    mailx -s 'Datastores Added Report '$now $email < $datastores_added 
fi 
 
if [[ ! -s $hosts_removed ]]; then 
    diff_counter=`expr $diff_counter + 1` 
    echo "No hosts were removed." 
else  
    # Send hosts removed mail 
    echo "Some hosts were removed." 
    mailx -s 'Hosts Removed Report '$now $email < $hosts_removed 
fi 
 
if [[ ! -s $guests_removed ]]; then 
    diff_counter=`expr $diff_counter + 1` 
    echo "No guests were removed." 
else  
    # Send guests removed mail 
    echo "Some guests were removed." 
    mailx -s 'Guests Removed Report '$now $email < $guests_removed 
fi 
 
if [[ ! -s $datastores_removed ]]; then 
    diff_counter=`expr $diff_counter + 1` 
    echo "No datastores were removed." 
else  
    # Send datastores removed mail 
    echo "Some datastores were removed." 




if [[ ! -s $variables_added ]]; then 





Brisanje odstranjenih gostiteljev iz Nagios XI.
# Actually remove removed HOSTS from NagiosXI 
while read remove_host; 
do 
    while read thing; 
    do 
        # get variables from external file, which contains definitions for 
every line and what entity it is 
        IFS='+' read -a g <<< $thing 
         
        checker=${g[0]} 
        if [[ $checker == *"host"* ]]; then 
            sd=${g[1]} 
            curl -XDELETE 
"http://nagios.server/nagiosxi/api/v1/config/service?apikey=fakeApiKey123&p
retty=1&host_name=vm_host&service_description=${remove_host}_${sd}" 
            hour=$(date '+%T') 
            echo "Sleeping for 60s after deleting host ${remove_host}. Time 
sleep started: ${hour}"          
            sleep 60 
            removed=`expr $removed + 1` 
        fi 
    done < $variables_working_path 
done < $hosts_removed 
 
Porazdelitev virtualk na več delov, da se uvažajo postopoma, ne pa vse hkrati.
# Remove earlier splitted guests files (so some guests don't stay in 
splitted files even though they don't exist anymore) 
find . -type f -name splitted_\* -exec rm {} \; 
# Split the $guest_inventory_path file to multiple files containing num 
guests. Those files names will start with "splitted_guest_" 
# The script imports num * number_of_services_for_this_entity services at 
once. 
num_of_services=0 
while read varr; do 
    IFS='+' read -a kej <<< $varr 
    qwertz=${kej[0]} 
    if [[ $qwertz == *"guest"* ]]; then 
        num_of_services=`expr $num_of_services + 1` 
    fi 
done < $variables_path 
x=270 # number of services that will be imported to Nagios at once. 
num=$(echo $(( x / num_of_services ))) # how many guests will there be 
inside of splitted guest inventory file. 




Dodaj virtualke z neprimernimi znaki v imenu na seznam neveljavnih virtualk.
# Add objects that contain invalid characters for NagiosXI ('(', ')', '%') 
to $templates_and_invalid_<objects>, so they don't try to get imported so  
# the importing doesn't stop (Perl problem). 
# Also add objects that contain "template" in their name. 
# Invalid names list is then sent to admin via another script through 
cronjob 
while read a; do 
    shopt -s nocasematch 
    if [[ $a == *"("* ]] || [[ $a == *")"* ]] || [[ $a == *"%"* ]] || [[ $a 
== *"template"* ]] || [[ $a == *" "* ]]; then 
        if grep -Fxq "$a" $templates_and_invalid_guests 
        then 
            continue; 
        else 
            echo $a >> $templates_and_invalid_guests 
        fi 
    fi 
done < $guest_inventory_path 
 
Uvoz virtualk. V zanki se sprehodim skozi vsako datoteko z virtualkami, preskočim virtualke 
z neveljavnimi imeni ter ugasnjene, nadomestim dopolnilno mesto v datoteki z definiranimi 
preverbami z dejanskim imenom virtualke, nato pa vpišem potrebne vrstice v guest.cfg 
(spremenljivka $guest_path). Ustvarjeno konfiguracijsko datoteko kopiram v direktorij za 
uvoz v Nagios XI ter ponovno zaženem Nagios, če so bile kakšne virtualke dejansko dodane 




# check if there is a file "splitted_guest_something" inside a directory. 
vm_inventory.txt file (containing guests) is splitted into multiple files. 
if [[ $file == *"splitted_guest_"* ]]; then  
    # now open the "splitted_guest_something" file and loop through it. 
Save every line as a guest variable 
    while read p; do 
        read guest <<< $p 
        # skip the templates and invalid guests 
        while read abc; do 
            if [[ $abc == '#'* ]]; then  
                continue; 
            fi 
            if [[ $abc == $guest ]]; then 
                echo "I've skipped invalid/template guest ${abc}." 
                continue 2; 
            fi 
        done < $templates_and_invalid_guests 
        # skip turned off guests 
        while read turned_off; do 
            if [[ $turned_off == '#'* ]]; then 
                continue; 
            fi 
            if [[ $turned_off == $guest ]]; then 
                echo "I've skipped turned off guest ${turned_off}." 
                continue 2; 
            fi 
        done < $turned_off_guests 
        # replace the placeholder in variables_path with actual guest name. 
        while read line; 
        do 
            # skip the commentary at the beginning of the variables.txt 
            if [[ $line == '#'* ]]; then  
                continue; 
            fi 
            sed -i "s/{guest_name}/$guest/g" "$variables_working_path" 
        done < $variables_working_path 
        #  for every line (which contains entity objects), do a loop of all 
services for specific entity. 
        while read variable; 
        do           
            # skip the commentary at the beginning of the variables.txt 
            if [[ $variable == '#'* ]]; then 
                continue; 
            fi 
            # get variables from external file, which contains definitions 
for every line and what entity it is 
            IFS='+' read -a s <<< $variable 
            type=${s[0]} 
            if [[ $type == *"guest"* ]]; then 
                 
                service_description=${s[1]} 
                use=${s[2]} 
                check_command=${s[3]} 
                check_interval=${s[4]} 
                # define service 
                echo "define service {" >> $guest_path 
                echo "          host_name               guest" >> 
$guest_path 
                echo "          service_description         





Poženi vmware-cmd getstate ukaz in glede na rezultat dodaj/odstrani virtualko na seznam 
prižganih/ugasnjenih. Če je najdena nova kombinacija gostitelj–podatkovna hramba–




if grep -Fxq "$vm" $turned_off_list 
then 
    # First, check if $vm is in knowledge_db already (grep). If it is, run 
the vmware-cmd command using the knowledge_db  
    # line, do what is required based on result (remove/add to 
turned_on/off_guests.txt) and continue; to next vm_iteration,  
    # because datastore list doesn't have to be read. 
    # If OUTPUT is "No virtual machine found." it means that there is a 
deprecated combination in knowledge_db that should 
    # be removed. (Later in the script it gets updated actually, because 
the same vm is imported to knowledge_db with correct 
    # combination of host name and datastore.) 
    if grep -Fq "$vm" $knowledge_db 
    then 
        grep_res=$(grep "$vm" $knowledge_db) 
        IFS=' + ' read -a know <<< $grep_res 
        scnd_hostname=${know[0]} 
        scnd_datastore=${know[1]} 
        scnd_vm=${know[2]} 
        echo "-------existing-------" 
        echo "host_name: $scnd_hostname" 
        echo "datastore: $scnd_datastore" 
        echo "vm: $scnd_vm" 
        OUTPUT="$(sudo vmware-cmd -H vcenter.server -h $scnd_hostname -U 
'monitor\nagios_readonly_user' -P 'pErf3ktPASSw0rd' 
'/vmfs/volumes/'$scnd_datastore'/'$scnd_vm'/'$scnd_vm'.vmx' getstate 2>&1)" 
        echo "${OUTPUT}" 
        if [[ ${OUTPUT} == *"getstate() = on"* ]]; then 
            echo "Guest $vm is on. Continuing to next host-vm pair in 
inventory." 
            sudo sed -i "/$vm/d" $turned_off_list # remove turned on guest 
from turned off list 
            echo $vm >> $turned_on_list 
            continue; 
        elif [[ ${OUTPUT} == *"getstate() = off"* ]]; then 
            echo "Guest $vm is off. Continuing to next host-vm pair in 
inventory." 
            continue; 
        elif [[ ${OUTPUT} == *"No virtual machine found."* ]]; then 
            plus="+" 
            c=$scnd_hostname$plus$scnd_datastore$plus$scnd_vm 
            sudo sed -i "/$c/d" $knowledge_db # remove wrong line from 
knowledge_db 
            echo "I've removed deprecated line from knowledge_db." 
        fi 
        printf "\n" 
    fi 
     
    while read datastore; 
    do 
        echo "---------new----------" 
        echo "host_name: $host_name" 
        echo "datastore: $datastore" 
        echo "vm: $vm" 
        OUTPUT="$(sudo vmware-cmd -H vcenter.server -h $host_name -U 
'monitor\nagios_readonly_user' -P 'pErf3ktPASSw0rd' 
'/vmfs/volumes/'$datastore'/'$vm'/'$vm'.vmx' getstate 2>&1)" 
        echo "${OUTPUT}" 
        if [[ ${OUTPUT} == *"getstate() = on"* ]]; then 
            echo "Guest $vm is on." 
 




while read line;  
do 
    # Get vm name 
    IFS=' + ' read -a v <<< $line 
    vm=${v[2]} 
     
    # grep vm to check if vm is in turned_off_list 
    if grep -Fq "$vm" $turned_off_list 
    then 
        # if it is, continue 
        continue; 
    else 
        # if it isn't, sed that line out of knowledge_db 
        # get the line number where vm is 
        line_num="$(grep -n "$vm" $knowledge_db | head -n 1 | cut -d: -f1)" 
        # remove the line (sed) 
        sed -i "$line_num d" $knowledge_db 
        echo "I've removed deprecated (unexisting) guest $vm from 
knowledge_db.txt." 
        printf "\n" 
    fi 
done < $knowledge_db 
 






scp /home/vi-admin/knowledge_db.txt nagios@nagios.server:/home/nagios/ 
 
website.html 
JavaScript koda (znotraj <script> označbe) za prestavljanje elementov med dvema 
seznamoma.
function moveGuests(source, target) { // source - from where you want to 
move guests; target - to where do you want to move guests. 
    var selected = []; 
    // Get selected values from source select box and add them to the array 
    for (var i = 0; i < source.length; i++) { 
        if (source.options[i].selected) { 
            selected.push(source.options[i]); 
        } 
    } 
    // Remove selected values from source select box (mustn't be done 
simultaneously with adding selected values to the array) 
    for (var i = 0; i < source.length; i++) { 
        if (source.options[i].selected) { 
            source.options[i].remove(); 
        } 
    } 
    // Add the selected values to the target select box from the array 
    for (var i = 0; i < selected.length; i++) { 
        target.add(selected[i]); 






JavaScript koda (znotraj <script> označbe) za pridobivanje ugasnjenih virtualk.
function getTurnedOffGuests(element) { 
    var txt = []; 
     
    for (i = 0; i < element.length; i++) { 
        txt[i] = element.options[i].text; 
    } 
     
    var gsts = document.getElementById('gsts'); 
    gsts.setAttribute("type", "hidden"); 
    gsts.setAttribute("id", "gsts"); 
    gsts.setAttribute("name", "guest_turned_off"); 
    gsts.setAttribute("value", txt); 
     
    gsts = txt; 
     
    nmbOff = document.getElementById('nmbOff'); 
    nmbOff.innerHTML = "(" + element.length + ")"; 
} 
 
Seznam prižganih virtualk, kjer s pomočjo PHP-kode seznam populiramo z <option> elementi 
za vsako prižgano virtualko.
<div style="left: 10px; width: 500px; float: left; position: absolute; top: 
125px;"> 
    <br><span class="customfont">Turned on guests: </span><span id="nmbOn" 
class="customfont"></span><br><br> 
    <select id="MasterSelectBox" multiple size="6" style="width: 400px; 
height:350px;float:left;"> 
        <?php  
            $query = "#"; 
            $content = file("turned_on_guests.txt"); 
            $cnt = 0; 
            foreach ($content as $line) { 
                if (substr($line, 0, strlen($query)) === $query) { 
                    continue; 
                } else { 
                    $cnt++; 
                    echo('<option value="guest_on' .$cnt . '"><a 
href="http://nagios.server:8080/website.html">' .$line . '</a></option>'); 
                } 
            } 
        ?> 
    </select> 
</div> 
 
Dva gumba, s katerima s pomočjo uporabe JavaScript funkcij za pridobivanje 
prižganih/ugasnjenih virtualk ter premikanje elementov med seznamoma premikamo 
elemente med seznamoma prižganih in ugasnjenih virtualk.
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<div  style="float:left;margin:10px; position:absolute; left:460px; 
top:275px;"> 
    <button class="button" id="btnAdd" 
onclick="moveGuests(getElementById('MasterSelectBox'), 
getElementById('PairedSelectBox')); 
    setTimeout(function() { 
        getTurnedOffGuests(getElementById('PairedSelectBox'));  
    }, 100); 
    setTimeout(function() { 
        getTurnedOnGuests(getElementById('MasterSelectBox'));  
    }, 100);">></button><br> 
    <button class="button" id="btnRemove" 
onclick="moveGuests(getElementById('PairedSelectBox'), 
getElementById('MasterSelectBox')); 
    setTimeout(function() { 
        getTurnedOffGuests(getElementById('PairedSelectBox'));  
    }, 100); 
    setTimeout(function() { 
        getTurnedOnGuests(getElementById('MasterSelectBox'));  
    }, 100);"><</button><br> 
</div> 
 
Gumb za shranjevanje novega stanja seznamov s pomočjo saving_file.php skripte.
<div style="float:left;margin:10px; position:absolute; left:410px; 
top:375px;"> 
    <form id="formic" enctype="multipart/form-data" 
action="saving_file.php" method="post"> 
        <input type="hidden" id="gsts" name="guest_turned_off"> 
        <input type="hidden" id="gsts_on" name="guest_turned_on"> 
        <input class="button" type="submit" id="btnSave" name="btnSave" 
value="Shrani spremembe"> 




Del kode, kjer se sprehodim skozi seznam prižganih virtualk ter jih shranjujem v datoteko na 
strežniku.
// Get turned off guests from select box and save it to 
turned_off_guests.txt 
$file_off = 'turned_off_guests.txt'; 
$guest_turned_off = $_POST['guest_turned_off']; 
$array_of_guests = explode(',', $guest_turned_off); 
// Write array to file_off line by line 
foreach($array_of_guests as $guest) { 
    if ($guest == $array_of_guests[sizeof($array_of_guests) - 1]) { 
        $current .= "$guest"; 
    } else { 
        $current .= "$guest\n";          






Dodatek B: Izseki beležnih datotek 
automatization_vmWare.log 
Primer zapisa v beležni datoteki, kjer je avtomatizacija ugotovila da ni bilo sprememb in da se 
uvoz v Nagios ni izvedel, ker ni bil potreben.
Script started at: Mon Apr 30 02:43:01 CEST 2018 
No hosts were added. 
No guests were added. 
No datastores were added. 
No hosts were removed. 
No guests were removed. 
No datastores were removed. 
No services were added. 
No services were removed. 
No guests were turned on. 
No guests were turned off. 
I'm about to exit the script. 
Script executed at: Mon Apr 30 02:43:04 CEST 2018 
 
Zapis v beležni datoteki avtomatizacije, kjer uvažamo datoteko guest.cfg. Vmes vidimo, da so 
bili konfiguracijski zapisi uspešno uvoženi, na koncu pa je nagios ponovno zagnana.
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-post-data 'backend=1&cmd=apply&type=writeConfig' -O 
nagiosql.export.monitoring 
WRITE CONFIGS SUCCESSFUL! 
OUTPUT:  
Nagios Core 4.2.4 
Copyright (c) 2009-present Nagios Core Development Team and Community 
Contributors 
Copyright (c) 1999-2009 Ethan Galstad 




Reading configuration data... 
   Read main config file okay... 
   Read object config files okay... 
 
Running pre-flight check on configuration data... 
 
Checking objects... 
    Checked 522 services. 
    Checked 7 hosts. 
    Checked 1 host groups. 
    Checked 0 service groups. 
    Checked 7 contacts. 
    Checked 4 contact groups. 
    Checked 187 commands. 
    Checked 12 time periods. 
    Checked 0 host escalations. 
    Checked 0 service escalations. 
Checking for circular paths... 
    Checked 7 hosts 
    Checked 0 service dependencies 
    Checked 0 host dependencies 
    Checked 12 timeperiods 











No virtual machine found. 
 
Sporočilo o uspešno odstranjeni neobstoječi virtualki.
I've removed deprecated (unexisting) guest dprct_gst from knowledge_db.txt. 
 
Izpis o obstoječi virtualki, za katero se je izkazalo, da je ugasnjena, ter o obstoječi virtualki, 





getstate() = off 






getstate() = on 
Guest virtualMAD is on. Continuing to next host-vm pair in inventory. 
 
Baza znanja s kombinacijami gostitelj–podatkovna hramba–virtualka 
Primer treh zapisov obstoječih (pravilnih) kombinacij
esxiA.blade.server+DIPL.O.W.HA.DISC1+virtualMachine101 
esxiA.blade.server+DIPL.O.W.HA.DISC4+virtualMAD 
esxiC.blade.server+DIPL.O.W.HA.DISC1+some0therVM 
 
