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Spatial modes have attracted a lot of attention in the quantum optics community because of their possible
application in high-dimensional quantum bits, i.e. qudits. One crucial task in quantum communication
and computation applications, is the ability to perform unitary transformations on these qudits. However,
arbitrary unitary transformations between full-field spatial modes have not been realized so far. Thus, in
order to bring spatial modes closer to communication and computation applications, methods for performing
these transformations need to be devised.
In this thesis, we introduce a method for generating these unitary transformations. The method is
based on multi-plane light conversion (MPLC), where the spatial structure of light is transformed through
multiple consecutive transverse-phase modulations. The method we use for generating these task specific
phase-modulations is called wavefront matching (WFM).
This thesis consists of three main sections. First, we will introduce some necessary theory behind high-
dimensional quantum-states and single photons. We will also explore some theory behind the generation of
single photons and introduce light’s spatial modes in more detail. Second, we will introduce WFM along
with other methods we needed for testing the unitary transformations experimentally. Finally, we will ex-
perimentally test the mode transformations in a spatial mode filter and in multi-mode transformations. We
apply the mode filter in quantum key distribution (QKD) and quantum state tomography (QST) measure-
ments, and we implement different high-dimensional quantum gates using the multi-mode transformations.
Additionally, we introduce a method of potentially observing two-photon interference with these unitary
transformations.
With the mode filter, we achieved error rates below five percent and in the QKD application we mea-
sured a theoretical data transmission rate of 1.98 bits per measured photon. With the quantum gates, we
achieved accuracies of up to 98% in all mutually unbiased bases (MUBs). The results shown in this thesis
demonstrate the efficiency and unitarity of WFM in a broad set of different tasks. All the shown tasks are
important in high-dimensional quantum communication and computation, and hence we believe that WFM
will become an important tool in high-dimensional quantum information processing. We also give an out-
look on how WFM could potentially be improved, and list some additional tasks, in which WFM could be
useful. We believe that the broad applicability of WFM will enable some unexplored quantum information
or photonics applications.
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TIIVISTELMÄ
Markus Hiekkamäki: Valon etenemismuotojen unitaarisia muunnoksia kvanttimekaanisille kokeille
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Valon etenemismuodot ovat herättäneet paljon mielenkiintoa kvanttioptiikan alalla. Tämä mielenkiin-
to johtuu suurimmaksi osaksi niiden moniulotteisesta tila-avaruudesta, jota voidaan hyödyntää korkeau-
lotteisissa kvanttibiteissä eli kuditeissa (eng. qudit). Yksi tärkeä operaatio kvanttikommunikaatiossa ja -
laskennassa on näiden bittien unitaarinen muuntaminen. Jotta etenemismuotoja voidaan hyödyntää kaikis-
sa näissä sovelluksissa, täytyy niiden välillä pystyä tekemään lähes mielivaltaisia unitaarisia muunnoksia.
Toistaiseksi näitä muunnoksia ei ole pystytty kuitenkaan toteuttamaan kaikille valon (eli fotonien) poikit-
taisrakenteille (eli etenemismuodoille).
Tässä diplomityössä esitämme yhden tavan generoida lähes mielivaltaisia unitaarisia muunnoksia ete-
nemismuodoille. Menetelmä, jolla toteutamme nämä muunnokset perustuu valon rakenteen muuttamiseen
monella tasolla (eng. Multi-plane mode conversion eli MPLC). MPLC:ssä fotonien poikittaisrakennet-
ta muokataan monen peräkkäisen avaruudellisen vaiherakennemuunnoksen avulla. Nämä vaiherakenne-
muunnokset optimoidaan simulaatioalgoritmin avulla, jota kutsutaan aaltorintaman sovittamiseksi (eng.
wavefront matching eli WFM).
Tämä diplomityö koostuu kolmesta eri osiosta. Ensimmäisessä osiossa esitellään kvanttitilojen ja yksit-
täisten fotonitilojen taustalla olevaa teoriaa. Näiden lisäksi ensimmäisessä osiossa käsitellään teoriaa yksit-
täisten fotonien tuottamisen taustalla ja esitellään fotonien poikittaisrakenteeseen liittyvät etenemismuodot.
Toisessa osiossa käydään läpi WFM algoritmi yksityiskohtaisesti, sekä esitellään laitteita ja metodeja, joita
tarvitaan työn kokeellisessa osiossa. Lopuksi WFM:llä toteutettuja unitaarisia muunnoksia testataan kokeel-
lisesti, etenemismuotosuotimena ja laitteena, joka pystyy moneen samanaikaiseen muunnokseen. Suodin-
ta testataan eräässä kvantti-kryptograafisessa tehtävässä (Quantum Key Distribution eli QKD) ja kvantti-
tomografiassa (eng. Quantum State Tomography eli QST). Monen muodon muunnoksia testataan rakenta-
malla muunnoksista korkeaulotteisia kvanttiportteja eri etenemismuotojen välillä. Näiden lisäksi työn lo-
pussa esitellään mittalaitteisto, jolla voitaisiin tutkia kahden fotonin interferenssiä näitä unitaarisia muun-
noksia hyödyntäen.
Etenemismuotosuotimella tehdyissä mittauksissa saavutettiin alle viiden prosentin virhetaajuus, ja QKD:ta
testattaessa saavutettiin teoreettinen datansiirtonopeus, joka oli noin 1.98 klassista bittiä per fotoni. Moniu-
lotteisilla loogisilla porteilla päästiin jopa 98% muunnostarkkuuksiin kaikissa keskenään tasa-arvoisissa
kannoissa (eng. Mutually Unbiased Basis eli MUB). Nämä tulokset kertovat WFM:n tehokkuudesta ja uni-
taarisuudesta. Ne myös osoittavat kuinka tätä menetelmää voidaan hyödyntää useissa eri kvantti-informaatioon
perustuvissa sovelluksissa. Tämän takia, WFM tulee varmasti olemaan tärkeä osa moniulotteista kvantti-
kommunikaatiota ja -laskentaa tulevaisuudessa. Työn lopussa listataan vielä mahdollisia tapoja parannel-
la WFM menetelmää, ja mahdollisia tehtäviä, joissa sitä voisi hyödyntää. Listattujen esimerkkien lisäksi,
WFM:n tehokkuus ja monipuolisuus tulee vielä mahdollistamaan joitain tutkimattomia kvanttioptiikan ja
fotoniikan sovelluskohteita.
Avainsanat: kvanttioptiikka, korkeaulotteinen, kuditti, etenemismuodot, unitaarinen muunnos
Tämän julkaisun alkuperäisyys on tarkastettu Turnitin OriginalityCheck -ohjelmalla.
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HGmn Hermite-Gaussian mode with quantized mode numbers n (vertical) and m
(Horizontal).
LGlp Laguerre-Gaussian mode with quantized mode numbers l (azimuthal) and
p (radial).
hYj bra
c Electric susceptibility
di j Kronecker delta
rˆ State density operator
aˆ Quantized field annihilation operator
aˆ† Quantized field creation operator
jAi Antidiagonal polarization
jDi Diagonal polarization
jHi Horizontal polarization
jLi Left circular polarization
jRi Right circular polarization
jV i Vertical polarization
jYi ket
jai Coherent light state
jni Fock-state or number-state
n Average photon number
r Radius in cylindrical coordinates
j Azimuthal angle in cylindrical coordinates
B Magnetic field density vector
E Electric field vector
x Position vector
c:c: Complex conjugate
m Mass
t Time
w Gaussian beam radius
w0 Gaussian beam waist
vi
zR Rayleigh range
APD Avalanche photodiode
BS Beamsplitter
CNOT Controlled not
DFG Difference frequency generation
EM Electro-magnetic
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LG Laguerre-Gauss
MPLC Multi-plane light conversion
MUB Mutually unbiased basis
OAM Orbital angular momentum
PBS Polarizing beamsplitter
PPS Photon pair source
QKD Quantum key distribution
QPM Quasi-phase-matching
Qudit d-dimensional quantum bit (compare qubit for 2 dimensions).
SAM Spin angular momentum
SHG Second harmonic generation
SLM Spatial light modulator
SMF Single mode fiber
SPDC Spontaneous Parametric Down-Conversion
TPA Two-photon amplitude
TS Transverse-spatial
WFM Wavefront matching
11 INTRODUCTION
Along with the growth of quantum computing, communication methods utilizing the quantum
states of photons have been gaining in popularity. Even though the most common encoding in
these quantum communication applications has been the polarization degree of freedom [1, 2],
there is a set of different, higher-dimensional quantized state spaces gaining popularity during the
last decades. One of these high-dimensional state spaces is the transverse-spatial degree of free-
dom of light beams, that has potential in classical and quantum communication tasks as well as
other quantum information schemes. Some of these classical communication schemes that utilize
the transverse-spatial structures, have achieved transmission rates of up to a terabit per second
[3]. In these classical applications, spatial modes are most commonly harnessed as separate par-
allel channels for data-streams [3], similarly to e.g. wavelength [4], that are used to increase the
achievable transmission bandwidth. It is also possible to encode more than two data values onto
a photon using these structures, since there are infinite sets of these mutually orthogonal modes.
This approach is more popular in quantum communication tasks [3]. The high-dimensionality of
these modes can then be harnessed in different types of single photon communication [5].Among
the most interesting properties of these high-dimensional quantum bits, i.e. qudits, is the in-
creased robustness to noise and eavesdropping in totally secure quantum communication channels
[6, 7]. However, real world testing of these quantum communication schemes is still in its infancy,
even though some tests have been performed, e.g. [8, 9, 10]. Nevertheless, new and more com-
pact methods for generating, measuring and manipulation these qudits are needed for widespread
adoption of these schemes.
In addition to their robustness in communication schemes, high-dimensional state spaces have
shown promise in new types of computational algorithms [11, 12]. These computational algo-
rithms require a way to transform these spatial modes in a unitary way. Thus far however, only a
limited number of unitary transformations of spatial modes are known, and these methods only uti-
lize one degree of freedom (azimuthal) from the transverse-spatial light modes [13, 14]. It would
be highly desirable to extend these protocols to include the whole transverse-spatial structure in
order to enable novel high-dimensional computational schemes and increase the qudit sizes. Ad-
ditionally, to truly enable high-dimensional computing using spatial modes, a method to produce
arbitrary unitary transformations for single photon spatial modes is required.
Our task was to examine a new method of generating arbitrary unitary transformations of single
photon spatial modes. The ambitious end goal was to observe two-photon interference in the spa-
tial mode degree of freedom, instead of the path degree of freedom. To achieve this, we would
need to build a beamsplitter-like unitary transformation for a two-dimensional set of spatial modes.
2Before doing this experiment though, we implemented some other important tasks with this uni-
tary transformation method. These tasks included a new unitary mode-filtering technique, capable
of near-perfectly measuring the total spatial mode structure of light, and optical quantum gates that
take advantage of the high-dimensional state space. Our method for realizing these tasks was a
multi-plane light conversion (MPLC) technique, that has been popular in spatial mode multiplex-
ing and de-multiplexing [15]. In these multi-plane light conversion techniques spatial modes are
gradually transformed by introducing transverse phase-modulations on the light beam on multiple
consecutive planes. We obtained these phase-modulations through a new method adopted from
waveguide designing, that is called wavefront matching (WFM). For free-space operation, this
method was introduced by Fontaine et al. in [16].
We were able to successfully realize the near-perfect mode-filter and high-dimensional quantum
gates. These arbitrary unitary quantum gates were also published as a part of a separate article
[17]. Both tasks utilized the full transverse-spatial field of light, and as such are an important
addition to other work involving high-dimensional spatial modes in quantum information tasks.
We also built and simulated all the necessary parts for measuring the two-photon (or Hong-Ou-
Mandel) interference in the transverse-spatial degree of freedom. However, actually observing this
result needs more time, and thus it didn’t fit into the limited time-frame of this thesis.
In this thesis, we will first introduce some relevant fundamental concepts, such as single photons,
transverse-spatial modes, and optical nonlinearities that are required for generating pairs of single
photons. Then we will introduce the WFM algorithm in detail, along with some important exper-
imental devices and methods we used in our experiments. Next, we will introduce the quantum
information tasks, which we implemented with our experimental setups. Finally, we will introduce
the experimental setups we built along with the results of the measurements.
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In this thesis we will be discussing classical light, as well as single photons. Hence, in this chap-
ter we will give a short introduction in to the quantization of the light, and how different light
states can be described using this quantization. Second, we will describe the underlying theory
behind the way we generated our heralded single photons and photons pairs, i.e. we will describe
nonlinear light-matter interactions. More specifically we will focus on the nonlinear process of
spontaneous parametric down-conversion (SPDC). After this, we will discuss two-photon inter-
ference or Hong-Ou-Mandel (HOM) interference in more detail, in order to understand how we
could harness spatial-mode conversions for single beamline HOM interference. Finally, we will
give some background on the orthogonal transverse-spatial modes of light that we are going to
section into usable Hilbert space subsets for our unitary spatial mode transformations.
2.1 Quantized light
The quantization of light as particles was already postulated by Einstein in 1905, using Planck’s
discrete energy distribution for black-body radiation as a starting point [18]. Since then, the mathe-
matical descriptions for single photon states has evolved from just relating the photon energy with
the frequency of light. In this section we will shortly explain some of the quantum mechanical
notations used throughout this thesis and introduce a more modern and simpler way to describe
single photon states. Due to limited space we restrict ourselves to a very surface level analysis
of quantized fields. Hence, for a more in-depth analysis there are books covering the topic, e.g.
Gerry’s and Knight’s book [19] that we will be mostly using as a reference in this chapter.
2.1.1 Quantum states
In the system of notating that we will be using here, any arbitrary pure quantum state can be
described by a so-called ket jYi. Furthermore, these arbitrary states jYi can be described as a
superposition constructed from a set of orthogonal states jydi, d 2 f1;2; :::;Ng, that form a com-
plete Hilbert space basis of dimension N. Because of this, ket’s are often represented as complex
vectors in a specific Hilbert space, where each dimension of the vector corresponds to a certain
state of the system. The orthogonality of two different states can be tested with the inner product
that is defined in these discrete Hilbert spaces as hyd jygi = hyd jygi = ddg where the notation
hyd j = jydi† is called a bra [20], * signifies a complex conjugate, and the † notation denotes a
4Hermitian conjugate. If the two states are identical the inner product is 1, and two orthogonal
states have an inner product of 0. Additionally, a set of these basis states can be finite or infinite
depending on the property of the system they are describing.
One example of a complete set of basis states, describing one of the simplest Hilbert spaces are
the horizontal and vertical polarizations, jHi and jV i. This means that polarization is a two-
dimensional Hilbert space and can be fully described by two states. Hence, with these two po-
larization states one can describe any arbitrary polarization by introducing amplitude and phase
differences between these two states. In quantum information tasks, these two-dimensional bases
form qubits, or quantum bits, because we can have one state representing a zero j0i and a state
orthogonal to it representing a one j1i. The quantumness of these bits comes from the quantum
properties we can achieve when constructing e.g. superpositions out of these bits.
Using a complete set of orthonormal states jydi, any coherent superposition state can be expressed
using the notation jYi = åd cd jydi, where cd are complex coefficients [20]. The superposition
states jYi are normalized such that ån jcd j2 = 1. These complex coefficients cd would then be
the amplitudes our previously mentioned ket vectors have on each dimension d of the vector. A
concrete example using our polarization states would be diagonal polarization constructed as a
superposition of the horizontal and vertical polarizations jDi = 1p
2
(jHi+ jV i) or in the vector
notation
jDi= 1p
2
241
1
35 : (2.1)
Besides the two-dimensional polarization state space, there naturally exist higher dimensional
examples, but we restrict our self to the polarization state space at first, due to its simplicity.
However, the notation shown above is only accurate for systems that are in a fully coherent super-
position of these orthogonal states, also called pure states. As the framing suggests, this means that
there are also incoherent mixtures of states, often called mixed states, that cannot be described by
these pure states. These mixed states are a classical probabilistic mixture of different constituent
states. One example of a pure state is the previously shown diagonal polarization jDi state. This
state can be interpreted as a different state compared to its constituent states, meaning that we
can measure the jDi state in a separate basis, i.e. the diagonal anti-diagonal polarization basis
where the second basis vector is the anti-diagonal state jAi = 1=p2(jHi+ jV i). In this jDi ; jAi-
basis the measurement is well defined, i.e. we measure jDi with a probability of one, while in
the jHi ; jV i-basis the outcome of a possible measurement is random. For a similar incoherent
mixture of jHi and jV i, the outcome is random for a measurement in either basis. In experiments,
this would mean that with a pure state jDi we would measure this exact diagonal polarization for
every photon in this state, e.g. by using a linear polarizer "rotated diagonally". However, for a
similar statistical mixed state of half jHi and half jV i, we would only measure the jDi state 50%
of the time. This is because in the probabilistic mixture, the state is either jHi or jV i just with a
certain probability for both, and our measurements just reveal in which the state was.. Whereas
in the coherent diagonal-polarization state, the constituent states sum up to form a different state.
5We can describe a fully mixed state by a state density operator of the form
rˆ =å
d
jydi pd hyd j ; (2.2)
where pd is the probability of the system being in one of the orthogonal states jdi. The probabil-
ities pd have to also sum up to unity åd pd = 1, as can be expected for a probabilistic mixture. If
one calculates the expectation value of this density operator with any orthogonal basis state, one
obtains the probability with which the state can be found in that basis state, i.e.
hyd j rˆ jydi=å
g
hyd j(jygi pg hygj) jydi= pgdgd : (2.3)
It is also worth noting that since kets can be represented as complex vectors in the Hilbert space,
state density operators can be described as matrices of probabilities for different states. The diag-
onal, jydihyd j, of this matrix describes the probability of different states in a chosen basis and the
possible off-diagonal values, jydihygj, emerge if the state our matrix is describing is a coherent
superposition of the basis states. [19, app. A]. Hence, we can also calculate a density matrix
for pure states in which case the equation simplifies to rˆ = jYihYj. We can distinguish pure and
mixed states from each other by taking the trace of the squared density matrix resulting in [19,
app. A]
Tr rˆ2 =1; for pure states
0< Tr rˆ2 <1; for mixed states.
(2.4)
One descriptive way to visualize any pure or mixed state of a two-dimensional Hilbert space is
through the Bloch sphere. For polarization, this sphere is similar to the Poincaré sphere. In the
Bloch sphere, any state can be represented by a vector. For example, any coherent superposition
state can be described by a so-called Bloch-vector which reaches from the origin on to the surface
of this Bloch sphere. In figure 2.1 we have an example of a Bloch sphere for the two-dimensional
polarization state space. In the sphere, the coherent superpositions can be described with the
equation
jYi= cos

q
2

e ij=2 jHi+ sin

q
2

eij=2 jV i ; (2.5)
where q is the azimuthal angle on the jHi jV i,jDi jAi plane and j is the inclination angle. Hence,
the normalized complex coefficients can be changed to any allowed value by changing the two
angles, i.e. q 2 [0;2p] and j 2 [0;p]. The difference between a mixed state and a pure state can
be seen from the length of the Bloch-vector. Similarly to the definition in equation (2.4), if the
Bloch-vector length is smaller than unity, i.e. it’s not on the spheres surface, it is a mixed state.
The three different coefficients of the Bloch-vector are defined by the values we get by projecting
the state onto all three axis directions of the Bloch sphere. For our two-dimensional states the
projections correspond to the Pauli-matrices
s1 =
240 1
1 0
35 ; s2 =
240  i
i 0
35 and s3 =
241 0
0  1
35 : (2.6)
6>L|
>R|
>D|>A| s_2
s_1
>H|
>V|
Figure 2.1. The Bloch sphere for the polarization states of light. A set of three mutually unbiased
bases (MUBs) for polarization are shown. These are horizontal; vertical (H,V), anti-diagonal;
diagonal (A,D) and left-; right-circular (L,R). Bloch-vector s1 describes a coherent superposition
state that can be expressed as a superposition in any of the three bases. Conversely, the Bloch-
vector s2 describes a mixed state since it’s length isn’t unity, i.e. it doesn’t reach the surface of the
sphere.
Using these matrices, the Bloch-vector is defined as
rˆ =
1
2
(I2+ s s); (2.7)
where I2 is the two dimensional identity matrix, s2 = s21 +s22 +s23 and the Bloch-vector s =
[s1;s2;s3] [19, app. A]. The Bloch sphere also visualizes how a state is projected onto a basis
when it is measured, i.e. if measuring in the jHi ; jV i-basis, the measured states Bloch vector is
projected onto the jHi ; jV i-axis and the result (jHi or jV i) depends probabilistically on how close
or far away the projected vector is from either surface of the sphere. Meaning that, if e.g. the
projection ends up as a zero vector in the origin, both states (jHi or jV i) are equally probable
results. More specifically, projections onto a state jyii are represented by a projection operator
jyiihyij. Hence, if our state jyii is a part of an orthogonal complete set of states f
y j; j is an
integer}, then projecting the pure state jYi onto it works with a probability
Pyi = hYjyiihyijYi= jcij2: (2.8)
Here, ci is the specific complex coefficient of our state i when expanding the state jYi as a super-
7position of the states {
y j}, i.e.
jYi=å
j
c j
y j=å
j
y j
y jY : (2.9)
As an example of a projection, if our orthogonal basis is jHi ; jV i and we project the state jYi =
1p
3
jHi+
q
2
3 jV i onto a jHi state, the projection would end up in the jHi state only with a 13
probability. But after this projective measurement, if we find the system once in jHi, we won’t
find it in the state jV i in a consequent measurement inside this basis. [19, app. B]
The jHi ; jV i basis we have been working in, is just one mutually unbiased basis (MUB) out of
three, for the two-dimensional polarization. MUBs are defined by the property, that when we
prepare a state in one MUB and measure it in a different MUB, the measured state can be any
state of the MUB we measure in, i.e. with a probability 12 for both of our two states in a two-
dimensional Hilbert space [21]. For example, if we have an anti-diagonally jAi polarized state and
we measure it in the jHi ; jV i basis, we get either jHi or jV i with a 50% change for each. Hence,
the jHi ; jV i and the anti-diagonal diagonal basis (jAi ; jDi) are mutually unbiased. The third and
final mutually unbiased basis to our set of polarization MUBs, is the circular polarizations jRi
and jLi, that are also displayed in figure 2.1. When placing these different MUBs into our two-
dimensional Bloch-sphere, a basis corresponds to a line or an axis travelling through the center of
the sphere. Then the MUBs to this one axis are all its orthogonal axes in the Bloch-sphere. Thus,
the Bloch-vector coefficients correspond to the state’s projections in three different MUBs. We
should then be able to relate all the projecting Pauli matrices to the three different MUBs. If we
work in the jHi ; jV i-basis (first dimension of our vectors is jHi and the second one is jV i), s1
corresponds to the jAi ; jDi-basis projection, s2 corresponds to the jRi ; jLi-basis projection and s3
to the jHi ; jV i-basis. Note, that even though we’ve only discussed the two-dimensional case here,
the same concepts apply to higher-dimensional state spaces. For higher-dimensional state spaces
the number of MUBs is known to be d+1 for state spaces of dimensionality d, if d is a power of
prime number [21]. Also, for state projections done across MUBs we get successful measurement
with the probabilities 1d instead of
1
2 .
Finally, now that we have discussed the fundamentals of discrete quantum states, we will introduce
some basic concepts about state transformations. The important concept when it comes to state
transformations is unitarity. Unitary transformations are transformations that change a certain de-
gree of freedom of the system without extracting any energy out of the system or changing the
orthogonality of two states modulated by this transformation [22, ch.4]. What this orthogonality
condition specifically means is that if two states are operated on by the same unitary transforma-
tion, the inner product of the states stays the same. One example of a device with a non-unitary
operation is the polarizer that absorbs the portion of photons that are in an orthogonal polarization
state or that are randomly projected to an orthogonal state from a superposition. For example, in
this operation the inner product of a jDi and a jHi state doesn’t remain the same, since either sys-
tem the states describe can be absorbed by the polarizer, and if they transmit through the polarizer
they have the same polarization state afterwards. In contrast, one example of a unitary transforma-
tion is a Half-Wave Plate (HWP) that rotates the linear polarization of a photon. This means that,
for example, a diagonal polarization can be rotated according to UˆHWP jDi = jAi when operated
8on by the unitary transformation operator of a HWP. The unitary transformations are usually de-
scribed by a unitary operation matrix Uˆ . In the following example the computational basis of the
matrix is chosen to be the jHi ; jV i basis. Thus, we can use the following simple vector notations
for the states
jHi=
241
0
35 ; jV i=
240
1
35 ; jDi= 1p
2
241
1
35 and jAi= 1p
2
24 1
 1
35 (2.10)
The unitary matrix for a HWP, oriented to turn jDi polarization into jAi polarization is quite simple
to understand in this polarization Hilbert space, and it is of the form
UˆHWP =
241 0
0  1
35 : (2.11)
From this example it can also be seen that the orthogonality between jDi and jAi would be con-
served if both are operated on by this unitary. The same holds for the jHi and jV i states that only
get a possible phase term in the HWP, if the HWP is oriented to shift jDi and jAi polarizations.
2.1.2 Quantized electro-magnetic waves
Now we move on from describing more abstract states to describing physical ones, i.e. quantum
states of light. The quantum mechanical theory of light and photons consists of describing quan-
tized excitation of the electro-magnetic field modes. But due to the topics of this thesis, we skip
most of this background and only pick out concepts and results from this theory, that are useful in
our applications.
The quantization of the electro-magnetic (EM) field can be achieved by treating the EM-field as
harmonic oscillators, with varying frequencies, polarizations, spatial positions etc., and confining
this field into a finite box. We also add the boundary condition that the field vanishes at the box
boundaries. In this quantization of the harmonically oscillating EM-field, we can describe each
mode of the field with its own non-Hermitian operator pair aˆ and aˆ†. If we choose the relations
between these two non-commuting operators correctly, we will arrive at a familiar form of the
quantized harmonically oscillating field Hamiltonian
H = h¯w

aˆ†aˆ+
1
2

; (2.12)
where the equation resembles the eigenvalues of a regular quantized harmonic oscillator but with
the introduction of the combined operator aˆ†aˆ [20]. The eigenstates of this equation are called
number states or Fock-states jni, and they basically describe how many quanta n of energy, i.e.
photons, this one harmonically oscillating field mode with angular frequency w has. To reiterate,
one of these Fock-states only describes the number of light quanta that exist in this one harmon-
ically oscillating field mode with a certain set of values for its degrees of freedom, i.e. a certain
polarization, spatial structure and so on. The combined operator aˆ†aˆ is often called the number
9operator nˆ, and the eigenstates of this Hamiltonian fulfill the equation
H jni= h¯w

nˆ+
1
2

jni=

n+
1
2

h¯w jni : (2.13)
Here n is the number of energy quanta that are in the eigenstate jni, and as could be expected, the
energy a single photon adds to the field is h¯w . Interestingly, this harmonic oscillator Hamiltonian
also gives a zero point energy of h¯w=2 to the vacuum state j0i. This phenomenon is purely
a quantum one and spontaneous processes, like spontaneous emission of light, are commonly
thought to be stimulated by these zero-point fluctuations of the EM-field. [19, ch.2-4]
In addition to forming the photon number operator nˆ, the creation operator aˆ† and annihilation
operator aˆ have their separate uses in quantum mechanical theory. As the names of these operators
indicate, they can create and remove a quantum of energy from the Fock-states, such that
aˆ jni=pn jn 1i
aˆ† jni=pn+1 jn+1i :
(2.14)
Hence, in any quantummechanical model that includes photon absorption or creation, these opera-
tors are included. Also, these two relations do require a lower limit since the energy of a quantized
harmonic oscillator can’t be zero or negative. This is done by introducing a lower bound to the an-
nihilation operator aˆ j0i= 0, that can be thought to naturally occur due to the multiplierpn=p0
caused by equation (2.14). An important thing to note is the fact that these annihilation and cre-
ation operators only describe the changes in numbers of energy quanta in one specific EM-field
mode, i.e. Fock -state. Then, similarly to the Fock-states, these operators only operate on a spe-
cific mode of the EM-field. This can be also interpreted as the individual excitations or photons
having these same properties as the EM-field mode. [19, ch.2]
Next, we need to connect the actual harmonic EM-field to these excitations or photons. Since
the annihilation and creation operators were initially introduced when deriving the quantization of
these harmonic fields, the operators for these fields can be stated using these two operators. Hence,
we have a general form of the electric and magnetic field components for multiple different wave
vectors and polarizations of light
Eˆ(r; t) =iå
k;s

h¯wk
2e0V
 1
2
eˆk;s
h
aˆk;sei(kr wkt)  aˆ†k;se i(kr wkt)
i
;
Bˆ(r; t) =
i
cåk;s
(kˆ eˆk;s)

h¯wk
2e0V
 1
2 h
aˆk;sei(kr wkt)  aˆ†k;se i(kr wkt)
i
;
(2.15)
where e0 is the vacuum permittivity, eˆk;s are the different polarization unit vectors for wave vectors
k and polarization directions s, wk are the angular frequencies corresponding to each wave number,
kˆ is a unit vector in the wave vector direction, c is the speed of light, t is time, r is position, andV is
the box volume that confines the fields. Here the creation and annihilation operators are explicitly
related to modes with a specific k-vector and polarization. The box volume is introduced due to
the boundary conditions that are designed to circumvent some infinities of an infinite vacuum. But
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the boundary distances can be set to infinity after any calculations to achieve physical results. This
should be done since all results are supposed to be independent of the initial box size, unless we
are actually working in a finite box. [19, ch.2]
One extra notation often used, is called the negative and positive frequency parts of the field
operators and they are defined as
Eˆ(r; t) =Eˆ(+)(r; t)+ Eˆ( )(r; t);
Eˆ(+)(r; t) =iå
k;s

h¯wk
2e0V
 1
2
eˆk;saˆk;se
i(kr wkt);
Eˆ( )(r; t) =
h
Eˆ(+)(r; t)
i†
;
(2.16)
for the electric field and similarly for the magnetic field. However, since the magnetic field is,
relatively, weaker compared to the electric field, and isn’t as important in light-matter interactions,
the electric field is what we will mainly focus on when describing light fields. [19, ch.2]
Thus far we have only introduced one type of state of light, the so-called Fock-states which can
be used to express other, more classical types of light. Constructing other states of light using
the Fock-states is also useful when trying to understand the differences between different types
of light. The most sensible place to start is of course thermal light, since that is the type of light
coming out of a radiating black body, and approximately the type of light we get from the sun.
The monochromatic mixture of different number states, that is a thermal light state, can be derived
from the Planck distribution and is of the form [19, ch.2]
rˆ =
1
1+n
¥
å
n=0

n
1+n
n
jnihnj ; (2.17)
where n is the average photon number for the specific field mode and jni are the possible number
states the thermal field contains. When comparing equation (2.17) to equation (2.2), we can see
that thermal light is a incoherent mixture of different Fock-states. Another important state of
light is the coherent state, usually connected to laser light. This coherent state jai is defined as a
coherent superposition of number states [19, ch.3]
jai= exp

 1
2
jaj2
 ¥
å
n=0
anp
n!
jni ; (2.18)
where the coefficients of the monochromatic number states obey a Poissonian distribution around
the average n= jaj2. The coherent states are also eigenstates of the annihilation operator such that
aˆ jai= a jai : (2.19)
For our applications, the main reason why it is important to draw distinctions between these dif-
ferent states of light is the fact that they differ in their so-called photon statistics. These statistics
measure the detection probabilities of photons in a certain state of light during a short time in-
terval. The two important characteristics then are the average number of photons detected in this
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time interval over multiple measurements and the standard deviation of these statistics. For coher-
ent light states these two values follow a Poissonian distribution, meaning that the variance of the
detected photon numbers in a certain time interval is equal to the average number of detections
over the repeated measurements [23]. Then the arrival frequencies of photons in a coherent state
are random, since Poissonian distributions describe random processes with a binary result. For
example, radioactive decay also follows the same statistic. In contrast, Fock-states follow sub-
poissonian statistics, which means that the variance in the photon detections is smaller than the
average number of photons detected in a time interval, i.e. Dn2 < n if we use the same variables
as in equation (2.17). In this regime, with a decreasing variation we get an increasingly regular
interval between the detected photons [24]. For us, these regular intervals are the most desir-
able property of Fock-states and also the main reason why we can use single photon Fock-states
in secure quantum communication applications like cryptography introduced in section 4.1. In
short, this property just means that, when sending multiple single photons e.g. in a communica-
tion scheme, we have an ideally zero probability of two photons temporally overlapping. If this
property didn’t exist, the security of our single photon communication schemes would be compro-
mised since an eavesdropper could extract the information out of only one of the two overlapping
photons without us noticing.
2.2 Nonlinear optical interactions
Now that we have introduced single photon states, we need a method to efficiently produce them,
e.g. in our case with heralded single photons. These heralded single photons are just photon
pairs in which one photon is used as a trigger for signaling when the other half of the pair was
generated. Thus, the second photon can be used as a perfect single photon state when we just
compare its timing to its heralding counterpart. This heralding needs to be done since it ensures
that our photons are in a single photon Fock-state [25]. With these heralded single photons, the
way we know that we are detecting our single photon state is by the time correlation with its
heralding partner photo, i.e. the two are created roughly at the same time. In this section we will
describe the nonlinear light-matter interactions that can be used in creating these photon pairs. This
section follows mostly R. Boyd’s book [26] on nonlinear interactions. Again, for a more complete
description of nonlinear light-matter interactions we refer to literature, like the aforementioned
book.
In the Lorentz model, when a material is subject to the oscillating electric field of light, the material
can absorb the photons if the frequency of the EM-field is close to the natural resonance frequency
of the material [27, ch.3]. Or the material can be polarized by the electric field if the frequency
isn’t close to this resonance frequency. These oscillators in the material, that the field can polarize,
are described by the Lorentz model as the outer electrons and the corresponding shielded core
acting as a dipole that can oscillate in an external field. The material polarization is defined as the
materials dipole moment per unit volume. When we include a nonlinear term into the restoring
forces of these oscillating dipole’s equations of motion. We get a nonlinear response in the material
polarization when an external electric field is interacting with the material. If the material has
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these nonlinear responses, the simplified scalar version of material polarization follows roughly
the equation
P(t) = c(1)E(t)+ c(2)E2(t)+ c(3)E3(t)+ :::; (2.20)
where the quantities c(i) are the nonlinear susceptibility values defining the strength of the mate-
rials linear (when i = 1) and nonlinear responses (i > 1). For vector fields these susceptibilities
become tensors. In the above equation the input electric field can be composed of multiple differ-
ent frequency components, e.g. if we now move back to vector fields
E(t) = E1 exp( iw1t)+E2 exp( iw2t)+ c:c:; (2.21)
where c:c: denotes the complex conjugate of the previous terms. This then can result in nonlinear
material polarization responses that oscillate, e.g. with a frequency that is the sum or difference
of these two electric field frequencies. These two examples correspond to phenomena called
sum frequency generation and difference frequency generation. The different susceptibility tensor
values, e.g. c(2)i jk (w3;w2;w1), of a material tell the efficiency of these different nonlinear material
responses, for specific field polarizations. The specific values of these tensors depend on the
frequencies of the mixing electric fields and material polarization, along with the polarization
directions of all of these components. Hence, usually when these phenomena are used, the crystal
properties are tuned in such a way that only a specific nonlinear frequency component is produced
efficiently. [26, ch.1]
In this thesis we only focus on the second order nonlinearity, i.e. c(2) related effects. One example
of these effects is difference frequency generation where the local material polarization oscillates
at a frequency that is the difference of 2 different input fields
P(2)i (t) =å
jk
c(2)i jk (w1 w2;w1;w2)
h
E1; jE2;ke i(w1 w2)t + c:c:
i
; (2.22)
where c(2)i jk is a specific component of the second-order susceptibility tensor, E j and Ek are the input
electric fields and the indices ijk define specific cartesian directions, i.e. polarization directions of
the fields and the material. The utilizability of these nonlinear responses comes from the fact that a
regularly oscillating material polarization can induce an EM-field. Effectively creating light with
a different frequency compared to the input field or fields. These effects are then used in tuning
laser frequencies and even in creating photon pairs as we will demonstrate in the next section
[28]. The way an EM-field is created by nonlinear material polarization responses can be seen
from the wave equation of light in a nonlinear medium. When deriving this wave equation, the
only difference in comparison to the free-space equation is that now the electric flux density is
described by Dn = En+ 4pP
(1)
n + 4pPNLn , where the second to last term is the linear polarization
response of the medium and the last term is the nonlinear response. The liner response can be
described with the more common notation En + 4pP
(1)
n = e
(1)
r (wn) En, where e(1)r (wn) is the
wavelength dependent dielectric vector. If the material is assumed to be nonmagnetic, free of
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current and absent of free charges we can use Maxwell’s equations to derive the wave equation
ÑÑEn+
e(1)r (wn)
c2
 ¶
2En
¶ t2
=
 4p
c2
¶ 2PNLn
¶ t2
; (2.23)
for a specific frequency wn > 0. If our incident electric fields induce an oscillating nonlinear
polarization response PNLn (r; t) = P0
NL
n (r)exp( iwnt)+ c:c: the right hand side of equation (2.23)
is non-zero. This can be interpreted as the nonlinear response acting like a source for the electric
field En. [26, ch.1-2]
We will now go back to our examples of sum and difference frequency generation (SFG and
DFG). With the concepts and equations listed above, if we have a nonlinear material with a re-
sponse described by the frequency and polarization dependent tensor value c(2)i jk (w3;w1;w2), we
can produce a light field of frequency w3 by having two light fields w2 and w1 incident on our
nonlinear material. These processes are called parametric, and one characteristic of parametric
processes is that the input and output photons have the same total energy. For SFG, this simply
means that h¯w3 = h¯w2+ h¯w1, if w1 and w2 are the incident photon frequencies. But for DFG, the
single photon picture is a bit more complicated since the incident fields have higher energy than
the induced field w3 = w1 w2. In the single photon picture, this means that the higher energy
w1 photon is absorbed and the w2 photon stimulates the emission of another w2 photon. Since
the process is parametric, this means that the remaining absorbed energy is emitted in the form
of a photon with energy h¯w3 = h¯w2  h¯w1, i.e. two photons are emitted in the process. For our
experiments, the important special case is when we remove the second incident field w2 and the
two photons are spontaneously excited. [26, ch.1]
2.2.1 Spontaneous parametric down-conversion
In this thesis we only utilize this spontaneous version of DFG called spontaneous parametric down-
conversion (SPDC). In SPDC, a single high energy field excites two photons, which energies sum
up to the initial pump photon energy. This is visualized in figure 2.2, where it’s also shown that
only a part of the pump light of angular frequency wp is converted into the signal and idler photons
of frequencies ws and wi. Even though in figure 2.2 the signal and idler beams seem to be of the
same frequency, they can differ as long as they fulfill the energy conservation of a parametric
process, i.e. wp = wi+ws.
Since we are looking at the two photon emission of SPDC, it is useful to examine it on a single
photon level. We can start with a continuous input of pump photons wp incident onto a nonlinear
crystal. Then with a probability proportional to a specific component c(2)i jk of the crystals second
order susceptibility, a portion of the pump photons are converted into two single photons of the
frequency ws and wi. Under a quantum mechanical examination of the process we end up with an
output state that can be described as [29, 30, 31]
jYouti= jvaci+
Z
dks
Z
dkiF(ks;ki)
1ks ;1ki ; (2.24)
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Figure 2.2. Diagrams representing spontaneous parametric down-conversion. In a) the striped
block represents our nonlinear crystal and by pumping it with a wavelength of wp, we can sponta-
neously excite two photons with frequencieswi and ws. Since the process is parametric, the energy
of the input pump photon should be the same as the sum of the 2 output photons as shown in the
virtual energy level description in b).
where jvaci is the initial vacuum state and F(ks;ki) is the so-called two-photon amplitude (TPA)
of the two-photon Fock-state
1ks ;1ki = 1ks1ki. The TPA includes properties like the pump
spectrum, and nonlinear susceptibility, along with the phase-matching condition and energy con-
servation. As a result, the TPA can be used to determine the spectral or momentum distributions
of the signal and idler photons created in the nonlinear interaction. For our use cases controlling
both the spectral and spatial properties of the photons are important. We can create most of the
wanted changes in the TPA e.g. by changing the bandwidth of the pump laser, by spatial and
spectral filtering after the pair has been created, and by changing the parameters related to the
phase-matching of the process, which we will discuss next [30, 32].
2.2.2 Phase-matching
Since nonlinear phenomena are not very strong [26, 33], in order to make use of them, the nonlin-
ear crystal parameters are tuned for the wanted nonlinear phenomenon to work efficiently. One of
the more important parameters affecting the efficiency, and indirectly the output wavelengths of a
nonlinear process, is phase-matching.
Phase-matching is a condition that keeps the phase of the induced material polarization and the
generated light wave fixed through the material. This can be also thought of as the individual dipole
oscillators emitting light with a correct phase relation for the individual emitted fields to add to
the fields emitted by other oscillators [26, ch.2]. The fulfillment of this condition increases the
achievable gain in the generated field. Meaning that perfect phase-matching, i.e. Dk = åi kout;i 
å j kin; j = 0 in a collinear system, results in a sharp increase in the nonlinear process efficiency.
Hence, in the single photon picture of a parametric process, this can be described as a momentum
conservation between the input pump photon and the output photons it is converted into [34]. One
example is the effect of phase-matching on the efficiency of second harmonic generation (SHG),
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which is a second order nonlinear phenomenon where we have one input incident field frequency
and an output frequency that is twice the input frequency. If we examine the SHG response of a
material by using a theoretical nondepleting plane wave pump, the output power scales as [26, 35]
ISHG µ L2 sinc2

DkL
2

; (2.25)
where L is the crystal length, or the length of the interaction region. From this equation it can be
seen that if we don’t have perfect phase-matching, the power in the output field will starts flowing
back to the input field after a certain crystal length. This happens when the output field in the
crystal starts getting out of phase with the material polarization driving it, and the length after
which this decrease starts is sometimes defined as the phase-matching coherence length lc = p=Dk
[35]. Note, that we use SHG as an example of a second order nonlinear process because of its
simplicity and the wide array of literature focusing on it. Similar phase-matching conditions to the
one in equation (2.25) can be found for SPDC [29, 36].
As an example, in collinear SPDC (i.e. input and output light propagate collinearly) the wave
vector difference is of the form Dk = ki+ ks  kp , niwi+ nsws = npwp. This means that in the
degenerate case wi = ws = 1=2wp, the phase-matching would require the refractive index inside
the material to be n(2w) = n(w), which isn’t the case in materials with normal dispersion [26,
ch.2]. Because of this restriction, most crystals used in nonlinear processes also exhibit bire-
fringence. In simple terms this entails that the refractive index inside the crystal depends on the
polarization of the light, in addition to the material dispersion. In the commonly used uniaxially
birefringent crystals, the crystal has a crystal axis called the optic axis. Any light polarized along
the plane formed by this optic axis and the lights wave vector experiences a material dependent
extraordinary refractive index nE , and light polarized perpendicular to this plane experiences the
ordinary refractive index no [26, ch.2]. If the polarization is in an angle between these two polar-
ization directions described above, the refractive index felt by the light field will be between the
two extrema nE and no. Because of this polarization dependent refractive index, it is possible to
achieve this collinear phase-matching by choosing your nonlinear material in a way that allows
us to take advantage of the birefringence. In phase-matched nonlinear processes involving three
light fields, if the two lower energy light fields have different polarizations, the process is called a
type 2 phase-matched process. Similarly, if the polarizations are the same for these two fields but
different from the higher energy fields polarization, the process is called a type 1 process. If all
the polarizations are identical, the process is usually referred to as a type 0 process. But in these
type 0 processes the phase-matching is achieved by different methods [37].
Since we can also achieve different refractive indices between nE and no by varying the polar-
izations angle in relation to the optic-axis, we can adjust the phase-matching by changing the
incidence angles of the fields into the material. In a birefringent material however, this can result
in beam walk-off between the orthogonal polarizations and result in non-collinear operation. In
contrast, for collinear operation in some crystals, a better way to fine tune phase-matching is via
the temperature dependence of the birefringent refractive indices. [26, ch.2]
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Quasi-phase-matching
Finally, the phase-matching solution used in this thesis is called quasi-phase-matching (QPM).
The operating principle of this phase-matching method comes from the fact that, as can be seen
in equation (2.25) for SHG, the acquired power in nonlinear processes depends on the length
of the interaction region if Dk 6= 0. The idea behind QPM is that we could compensate for the
lc 2lc 3lc 4lc 5lc 6lc
position (z)
0
I (
a.
u.
)
Phase-matching
No phase-matching
Quasi-phase-matching
Figure 2.3. A figure representing the crystal length dependent nonlinear output intensity for a
perfectly phase-matched case, a quasi-phase-matched case and a no phase-matching case. The
curves are plotted using the equations (2.25 and 2.26) for SHG, but they give a rough picture of
quasi-phase-matching for all parametric second order nonlinear phenomena. The value lc is the
so-called a coherence length for a phase mismatch. The figure is based on the similar figure in
[35].
phase mismatch between the driving material polarization and the generated field by periodically
changing the crystal structure [35]. One way this could be done is by flipping the crystal structure
periodically, and hence periodically changing the effective nonlinear susceptibility. We would then
periodically compensate for the relative phase shift that happens between the material polarization
and the output fields [35]. This can be easily seen from the interaction region length dependence
for SHG’s output electric field amplitude
dESHG
dz
=
iwE2p
2nSHGc
d(z)exp( iDkz) (2.26)
where Ep is the pump field amplitude, w is the pump frequency and nSHG is the refractive index
of the material felt by the SHG field [35]. A few of the key approximations here are losslessness,
collinearity of the input and output light, and a continuous-wave pump field. In this equation d(z)
is the periodically changing nonlinear susceptibility coefficient. In the optimal case, whenever
exp( iDkz) changes the right side of equation (2.26) into negative real values, i.e. the field gain
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starts turning into loss, d(z) should change sign between c(2)e f f . This changing of the effective
susceptibility c(2)e f f could, for example, correspond to multiple layers of the nonlinear crystal with
the adjacent layers rotated by 180° [35]. Thus, the real part of equation (2.26) can be kept positive
for the whole crystal length, even when Dk 6= 0. Hence, we can achieve continuous gain in the
whole length of the crystal. These periodic poling change between c(2)e f f can be derived into an
effective collinear wave vector mismatch in QPM materials
Dk0 = ki+ ks  kp+ 2pL ; (2.27)
where L is the QPM poling period [34, 35]. Meaning that quasi-phase-matching can be achieved
when Dk0 = 0. But even though QPM can greatly increase the power achieved when the wave
vectors are mismatched, the achieved power is still slightly lower compared to nonlinear processes
with perfect phase-matching, e.g. by a factor of 2=mp for SHG [35]. This difference in power can
be seen from the plot in figure 2.3.
As before, nonlinear crystal temperature can be used for fine tuning the phase-matching since
the refractive indices and the poling period will change with the temperature. This change in the
poling period is caused by thermal expansion of the material. [38]
This same phase-matching method works with the collinear SPDCwewill be using here. However,
one major difference to the shown SHG case is the scaling of the output power in relation to the
crystal length L. In our SPDC setup we perform spatial filtering, and in the presence of this filtering
the single photon rates should follow roughly the relation Rc µ
p
L for a QPM case [39]. This
scaling factor might still differ in experiments with different types of spatial or spectral filtering
[29].
2.3 Hong-Ou-Mandel interference
Next, we will be discussing how these two single photons, e.g. generated through SPDC, can
be used in a two-photon interference phenomenon called Hong-Ou-Mandel (HOM) interference.
HOM interference usually refers to a specific case of two-photon interference in a beamsplitter
(BS). The more general theory behind it was described by Hong, Ou and Mandel, along with
Ghosh, as a fourth order interference that happens between two photons [40]. What they meant
by this was that if you bring the two photons, e.g. generated through SPDC, together they exhibit
no interference pattern when looking at the detection rate with a single detector at the interference
plane (second order interference). But when measuring the spatial correlations between the two
overlapped photons, an interference pattern can be observed in the relative separation between
them. The interference can be seen in the coincidence rate, or rate of simultaneous detections
between two separate detectors. The interference pattern varies cosinusoidally as a function of
the separation of the two detectors in the interference plane. Thus, even though the single photon
detection rate is almost constant for both detectors, the photon pair interferes with each other and
the interference can be seen in the relative distribution of detected photon pairs. They called this a
fourth order interference, since the correlation function depends on the product of four field terms.
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The common case where this fourth order interference is usually applied is two-photon interfer-
ence in a beamsplitter. We follow Bran´czyk [41] and Hong, Ou, and Mandel [42] in the description
of this phenomenon. We can start describing HOM interference in a beamsplitter by using the in-
put and output paths from the beamsplitter. We label the two paths as a, b, as in figure 2.4.
a
b
a
b
Figure 2.4. A simple representation of the different photon paths in a beamsplitter.
Let’s assume that we initially have two photons entering the beamsplitter, one from path b and one
from path a. We will also assume that the photons enter the beamsplitter at the exact same time.
This means that our initial two-photon state can be expressed as jYini= aˆ†a;iaˆ†b; j jvaci= j1ia;i j1ib; j,
where a, b signify the paths and i, j denote the other properties of the photons, i.e. spectral profile,
polarization and transverse field structure. The beamsplitter acts on these photon paths as a unitary
transformation, if we assume it is lossless. This unitary symmetric beamsplitter can be described
in matrix form as
UˆBS =
24pT ipR
i
p
R
p
T
35 ; (2.28)
where R is the reflectivity of the beamsplitter and T is the transmittance of the beamsplitter. The
two dimensions of this matrix describe the two different paths. This means that the output state of
our beamsplitter can be described as24aˆ†a;out1
aˆ†b;out2
35= UˆBS
24aˆ†a;in1
aˆ†b;in2
35 : (2.29)
When this unitary acts on our predefined two-photon initial state we get an output
jYouti=UˆBS j1ia;i j1ib; j = UˆBS aˆ†a;iaˆ†b; j jvaci
=
p
T aˆ†a;i+ i
p
Raˆ†b;i

i
p
Raˆ†a; j+
p
T aˆ†b; j

jvaci
=

i
p
TR aˆ†a;iaˆ
†
a; j+ i
p
TR aˆ†b;iaˆ
†
b; j R aˆ†b;iaˆ†a; j+T aˆ†a;iaˆ†b; j

jvaci :
(2.30)
This result doesn’t look too significant but, if our two photons are indistinguishable in their other
degrees of freedom besides path, we can’t distinguish which output photon came from which
input path. Hence, the indices i, j become redundant when describing these Fock-states. With
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these assumptions our output state takes the form
jYouti=

i
p
TR aˆ†2a + i
p
TR aˆ†2b  R aˆ†baˆ†a+T aˆ†aaˆ†b

jvaci
=(T  R) j1a;1bi+ i
p
2TR j2a;0bi+ i
p
2TR j0a;2bi :
(2.31)
The multiplier
p
2 in front of the asymmetric terms comes from the
p
n+1 coefficients introduced
when using the creation operator, i.e. as in equation (2.14). From this form we see a pretty simple
and interesting interference effect, namely if T  R goes to zero our two input photons only exit
the beamsplitter in the same output path. In other words, since it is impossible to distinguish
which photon came in from which input path, the photons bunch together when they interfere in
the beamsplitter. So, for the most interesting case our beamsplitter should be a 50:50 beamsplitter
meaning that R = T = 12 . This is the only case with the possibility for perfect bunching, since
R+T = 1 for a unitary operation.
Now we will inspect the beamsplitter HOM interference more carefully. We will assume our
beamsplitter to have the ideal reflectance to transmittance ratio of 50:50. We will also be detecting
the photons coming out of both outputs, and only look at events where the two photons go to
different paths, i.e. coincidences. The probability for a coincidence is again proportional to a
product of four electric field terms and can be written as
Pab = KhEa( )(t)Eb( )(t)Eb(+)(t)Ea(+)(t)i; (2.32)
where Ei() are the single photon electric field negative and positive frequency parts for the two
output paths and K is a constant [42]. In the above equation, the optical path lengths between the
BS and both detectors are assumed equal, regardless of path. We will also assume that the photons
are created through SPDC and both have an identical Gaussian spectral profile. Additionally, we
let the relative arrival time of the photons onto the beamsplitter vary by t , which makes them
distinguishable from each other unless t = 0. We can thus derive an expression for the rate of
coincidence detections from equation (2.32). This relation takes the form
Pc  Pab = 12

1  exp( (Dwt)2) ; (2.33)
where Dw is the bandwidth of the photon’s Gaussian spectral distributions [42]. This gives us a
clear t dependent form of the coincidence counts. As can be seen from figure 2.5 a) and from
equation (2.33), the width of the interference area in regards to the delay t is dependent on the
bandwidth of the photons. This is intuitive since with the decreasing bandwidth, the coherence
length of the photons increases, making the length in which the pair might interfere longer [42].
The reason that the normalized coincidence probability is 0.5 outside of the interference area is
because of the classical probabilities of a beamsplitter interaction as seen in figure 2.5 b) [41].
These probabilities mean that in an ideal case 50% of the single photons randomly exit the BS
together, when no two-photon interference is present. This probability is then increased to a 100%
if they interfere perfectly.
Visibility is usually the value that is used to characterize how good interference is. For HOM
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a) b)
Classical case 50:50 BS
HOM case 50:50 BS
25% 25% 25% 25%
50%50%
Figure 2.5. In a) there is a curve representing the theoretical 2 photon coincidence detection
rate as the BS arrival time delay of the photons is varied. The widths of the interference dips
correspond to a 3nm and a 2nm wide gaussian wavelength distribution centered at 810nm, and
the data is simulated using equation (2.33). In b) there is a simple representation of the operation
of a 50:50 beamsplitter, in regular operation (classical) and in the HOM interference case. Now
the arrows represent a single photon and the photons are indistinguishable in the HOM case.
interference, it is usually defined by comparing the quantum mechanical detection probability to
the corresponding classical one as in [41]
V =
PCL PQM
PCL
: (2.34)
For the classical coincidence rate we have the equation PCL= jrabrbaj2+ jtaatbbj2, where the indices
a and b correspond to the previously defined paths and the coefficients r and t are the Fresnel
reflection and transmission coefficients. This general form takes losses in the beamsplitter into
account. For a symmetric case of rab = rba =
p
R and taa = tbb =
p
T , when the photons are
perfectly indistinguishable our visibility can be simplified into the form
V =
2RT
R2+T 2
; (2.35)
which is a visibility factor already derived by Hong, Ou and Mandel in [42].
This photon bunching in a regular beamsplitter is the most often used two photon interference
phenomena and key in quantum information tasks, e.g. in photonic entangling gates [43]. It is
also useful as an entangling gate for "NOON" states where, e.g. two photons, can be only found
in one output path [44]. Additionally, it is used to characterize the distinguishability between
two photons from one or multiple sources, since the visibility of the interference depends on how
similar all of the photon properties are with each other [45]. HOM interference is also a great tool
for exploring the fundamental nature of quantum interference effects [46].
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2.4 Transverse-spatial modes of light
Now that we have an understanding of quantum states, and know how to generate single photons,
we need to introduce the single photon degrees of freedom that we will be focusing on in this
thesis. These degrees of freedom are the transverse field components of collimated light. In order
to use them for quantum information tasks, we need to discretize these field components in some
way. We do this with sets of orthogonal field structures that are stable forms of a collimated light
beams transverse field. More specifically, we will be concentrating on the paraxial regime of light
beams and investigating the structure of these beams in the plane transverse to the propagation
direction of the beam. But most importantly for us though, as mentioned before, the transverse
beam-structure can be sectioned into a discrete infinite-dimensional Hilbert space. This state space
can be used in quantum communication and computation tasks, instead of the two-dimensional
polarization state-space we focused on in section 2.1.1 [3]. In order to use these discrete states
in any experimental task we first need to know what these orthogonal states are, so that we can
discretize this degree of freedom with. In this section we will follow the derivation of these
structures in Andrews’ and Babiker’s book [47].
To derive a description for EM-field shape in free-space, an obvious place to start are the free-space
wave equations for lights electric field and magnetic field
Ñ2E  1
c2
¶ 2
¶ t2
E= 0
Ñ2B  1
c2
¶ 2
¶ t2
B= 0;
(2.36)
where c= 1=
pe0m0 is the speed of light in vacuum and m0 is the vacuum permeability [27]. These
can be derived from Maxwell’s equations when setting the charge distribution and charge current
to zero, i.e. in vacuum or conditions approximating air. Any form of an EM-field that fulfills the
above equation is a free-space light wave or EM-wave. We will now focus on the representation
of the electric field and use the initial assumption that our EM-wave is a monochromatic wave,
i.e. in the complex form E(r; t) = E0(r)exp( iwt). With this assumption we get the Helmholtz
equation
Ñ2E  k2E= 0; (2.37)
where k = w=c is the wave number and w is the angular frequency. Further, we can restrict our
light, or electro-magnetic field, to the paraxial regime where
q
k2x + k2y = k << kz, if z is our
beams propagation direction. This is because, in the paraxial regime, the wave vectors are mostly
collinear with the optical axis of the beam (here the z-axis). This allows us to only use the first two
orders of the taylor approximation for kz =
p
k2 k2  k  k22k . Next, we will only focus on the
electric field amplitude e , which is just the electric field strength without the polarization E= pe .
With the paraxial approximation and another ansatz of the solution e(r; t) = u(r)exp(i(kz wt)),
where u(r) is the complex amplitude of the transverse electric-field, we can input the ansatz to the
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Helmholtz equation and simplify it to get
Ñx;yu+2ik
¶
¶ z
u= 0: (2.38)
Which is the so-called paraxial wave equation. [47]
Note that even though the light was assumed to be monochromatic, the paraxial wave equation
allows for multiple different wavelengths due to the superposition principle. This principle simply
states that for any two solutions to the wave equation, the sum of those two is also a solution to
the wave equation [27]. This feature can simply be understood from the linearity of derivatives.
2.4.1 Laguerre-Gauss modes
If solving the paraxial wave equation (2.38) in cylindrical coordinates, we get an orthonormal set
of solutions when we employ the associated Laguerre polynomials [48]
Lkn(x) =
n
å
m=0
( 1)m (n+ k)!
(n m)!(k+m)!m!x
m: (2.39)
This set of orthonormal transverse field modes, called Laguerre-Gauss (LG) modes, are described
by the complex amplitude
uLGl;p (r;j;z) =
CLGl;pp
w(z)
 
r
p
2
w(z)
!jlj
exp

  r
2
w2(z)

Ljljp

2r2
w2(z)

exp

 ik r
2z
2(z2R+ z2)
+ ilj  i(2p+ jlj+1)cG(z)

;
(2.40)
where r is the radius from the beam center, j is the azimuthal angle,CLGl;p =
p
2jlj+1p!=[p(p+ jlj)]
is a normalization constant, w(z)2 = w20
h
1+(z=zR)2
i
is the Gaussian beam radius, zR = pw20=l is the
Rayleigh range, l is the wavelength of the light used, w0 is the beam waist or beam radius at
z = 0, and (2p+ jlj+1)cG is the Gouy phase where cG = tan 1 z=zR. The Rayleigh range is used
to define the near field of a Gaussian beam and the Gouy phase describes the evolution of the
wavefront during propagation. The Gaussian beam radius is defined as the distance from the beam
center to the radius where the local field intensity is 1=e2 times the maximum. The index p gives
the amount of p phase jumps in the radial structure of the beam. Since a phase jump results in an
undefined phase at that position, this results in p intensity minima in the radial structure as can be
seen in figure 2.6. Because of this, modes with l = 0 and p 6= 0 are usually called radial modes.
The index l corresponds to the number of 2p phase ramps in the azimuthal beam structure as can
also be seen in figure 2.6. This results in some interesting angular properties that become apparent
when looking at the wavefront picture. Since the wavefront is a plane of uniform phase, the phase
structure results in l intertwined helical planes in the wavefront that have a slightly tilted wave
vectors perpendicular to them [3]. Two examples of these helical wavefronts can be seen in figure
2.7. [47, ch.1]
23
I
Figure 2.6. Examples of different Laguerre-Gauss modes in the transverse two-dimensional Carte-
sian plane. The upper and lower indices refer to the l and p indices respectively. The color-
mapping represents the phase of the field at different points of the transverse plain and the bright-
ness of the colors signify the intensity of the field at that coordinate.
One of the important features of any mode family is the orthogonality, which means that there
isn’t any overlap between different modes of the family, i.e.


uLGl1;p1
uLGl2;p2= Z 2p0
Z ¥
0
uLGl1;p1(r;f)u
LG
l2;p2(r;f)rdrdf = dl1;l2dp1;p2 ; (2.41)
if we assume that the wavelengths and beam radii match. Additionally, due to the completeness of
the mode family, any arbitrary transverse structure of a collimated beam can be described in the
basis of LG-modes. Due to the high-dimensionality of this orthonormal state basis, i.e. due to the
multiple possible combinations of l and p, if we can generate and measure light beams with these
transverse structures, we can transmit much more than two bit-values of information using this
degree of freedom. Importantly for quantum communication applications, this degree of freedom
can also be used with single photon states. What this entails is that if we assign bit-values of up to
N on a set of these eigenmodes, we can effectively encode log2N binary bits on a light beam or a
single photon using the orthogonal spatial modes of different indices l and p [3]. By only using the
l-index of these mode structures, data rates of up to one Tbit/s have been achieved in laboratory
conditions [3]. Inclusion of the p-index could increase this rate, due to the increased state space
size, but thus far there have been problems caused by the complexity and inefficiencies of methods
required in preparing and measuring the complete transverse beam structures [49, 50]. Besides the
generation and detection, the biggest challenge in implementing any transverse-spatial structure
into communication schemes is the stability of the modes during long distance transmissions. In
air and other isotropic channels, over long distances, turbulence can cause problems because of
the distortion it might cause to the transverse structure, and in multi-mode fibers, mode mixing
causes the intended information to be scrambled [3, 10, 51].
Another interesting feature of the LG-mode family is the fact that the mode index l is connected to
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a) b)
Figure 2.7. Wavefronts for a) an LG 20 and b) an LG
3
0 beam. Here it is visible that the magnitude
of l tells how many intertwined helical planes with constant phase exist for a beam mode. The
sign of l specifies the direction of rotation for the helices. Since the wave vector k is defined to be
perpendicular to a wavefront, the tilted wave vectors connected to these helices give an intuition
on the angular momentum connected to the structures [27, ch.2]. The colors are used to separate
the different intertwined helices.
an orbital angular momentum (OAM) for photons with these types of transverse field-structures.
Hence, LG-mode structures with l 6= 0 and p = 0 are commonly called OAM-modes. This is the
second type of angular momentum light can have. Its more familiar counterpart, spin angular
momentum (SAM) is connected to the circular polarization of light. Its connection to spin is
caused by the fact that when absorbed by a small particle it causes the particle to spin around its
own symmetry axis. The l-index dependent angular momentum is called orbital since, in contrast
to the SAM, when a light beam in an OAM-mode interacts with a small particle, the particle would
start orbiting around the light beams optical-axis. This can be visualized from the tilted k-vectors
connected to the tilted wavefront in figure 2.7. Also, due to the unbound nature of the azimuthal
index l, the strength of OAM carried by a photon can be very large, i.e. lh¯. Whereas SAM per
photon can only be h¯. However, this separation of SAM and OAM can only be done in the
paraxial regime and the two angular momenta start to couple if we, for example, tightly focus our
beam. [52]
As a side note, the OAM of light has already been harnessed for manipulating matter. In optical
traps SAM has been used to spin certain types of particles around their own symmetry axis, and
as expected, OAM has been used for orbiting particles around an axis [52]. This makes quite
complex light traps possible, by using the OAM of light. Additionally, the discrete OAM-modes
have been used in some quantum optics applications, e.g. in entanglement experiments [53] and
quantum communication [8, 54].
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2.4.2 Hermite-Gauss modes
The aforementioned LG-mode family isn’t the only orthogonal mode family capable of fully de-
scribing the transverse field-structures of paraxial beams. The second mode family we will utilize
is derived by solving the paraxial wave equation (2.38) in the Cartesian coordinates. The mode
family is called Hermite-Gaussian (HG) modes. These modes can be separated into x and y de-
pendent parts of the complex amplitude, i.e. uHGn;m(x;y;z) = u
HG
n (x;z)u
HG
m (y;z), such that
uHGn (x;z) =
CHGnp
w(z)
exp

ik
x2z
2(z2R+ z2)
  x
2
w2(z)
  i

n+
1
2

cG(z)

Hn
 p
2x
w(z)
!
; (2.42)
where Hn is the Hermite polynomial,CHGn =
p
1=(2nn!)(2=p)1=4 is a normalization constant, and
and (n+ 12)cG is the Gouy phase [47, ch.1]. The same equation works similarly for u
HG
m (y;z).
Here the indices n and m describe the amount of p phase jumps in the x and y directions, similarly
to the way the p-index describes the phase jumps in the radial structure of LG-modes. Another
analogous property between HG- and LG-modes is the orthogonality between HG-modes with
differing indices n and m, hence the inner product


uHGn1;m1
uHGn2;m2 = dn1;n2dm1;m2 . But as before,
this relation holds only if the effective beam radii match for each mode. As can be seen in figure
2.8, due to the HG-modes being derived in the Cartesian coordinates, these modes have symmetric
intensity structures in regards to the x and y axes.
I
Figure 2.8. Examples of different Hermite-Gauss modes. The upper and lower indices refer to the
n and m indices respectively. The color-mapping represents the phase of the field at different points
of the transverse plain and the lighter the area is the more intense the field is at that coordinate.
Since these modes also compose a complete orthogonal set in the transverse spatial degree of free-
dom, they have most of the same possible benefits LG-modes have in applications. Furthermore,
they have been easier to generate in the early days of spatial mode research, since the phase jumps
and intensity minima can be introduced by simple amplitude masks, e.g. with a wire in a laser
cavity [55]. However, one clear disadvantage is the cartesian symmetry, since most of our com-
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munication channels, e.g. optical fibers, have a circular symmetry [3]. The circular symmetry of
LG-modes is also beneficial with free-space systems [3].
2.4.3 Hong-Ou-Mandel interference between Transverse-spatial
modes
Previously, we introduced HOM interference that occurs between different photon paths in a beam-
splitter. However, path is only a single degree of freedom for a photon. Thus, if we can make a
device that creates superpositions between spatial modes, that are similar to the ones a beamsplit-
ter creates between paths, the same effect should be observed in this degree of freedom. Moreover,
if we can build a device capable of doing this between any pair of spatial modes, we would have
a two-photon interference between any set of spatial modes. This device would then open new
possibilities in applications of spatial modes.
Mode-
 converterd
c (c + d)
(-c + d)
Figure 2.9. A simple visualization of a mode-converter capable of converting two input photons in
orthogonal spatial modes into superposition spatial modes between the original input modes. This
operation is analogous to the way a beamsplitter outputs photons in superpositions of two different
photon paths. Except for this mode-converter the superposition would be between different spatial
modes.
To accomplish this "spatial mode beamsplitter" we would need a device similar to the one dis-
played in figure 2.9. In this figure the two inputs c and d would be in the same path but differ-
ent orthogonal spatial modes. If we then have a unitary spatial-mode converter that transforms
both of these input modes into a superposition of two orthogonal spatial modes, we should see
bunching when inputting two indistinguishable photons simultaneously into this device. A simple
two-dimensional example of this type of a unitary mode-conversion is
UˆMC =
1p
2
24 1 1
 1 1
35 ; (2.43)
where MC stands for mode-converter. We now choose the input states of our example to be the
LG-modes c = LG10 = j+1i and d = LG 10 = j 1i, for the photons c and d respectively. Then
this described mode-converter would transform the states into the superposition states 1p
2
(j+1i+
j 1i) and 1p
2
( j+1i+ j 1i), that are mutually orthogonal in a separate MUB. For the case of
two photons, indistinguishable in all other degrees of freedom, we get a familiar looking output
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state from the mode-converter that is of the form
jYout;MCi=UˆBS aˆ†+1aˆ† 1 jvaci=
1
2

(aˆ†+1+ aˆ
†
 1)( aˆ†+1+ aˆ† 1)

jvaci
=
1
2

 aˆ†2+1+ aˆ†+1aˆ† 1  aˆ†+1aˆ† 1+ aˆ†2 1

jvaci
=
1
2

 aˆ†2+1+ aˆ†2 1

jvaci
=
1p
2
( j2+1;0 1i+ j0+1;2 1i) :
(2.44)
This output state means that after the mode-conversion, the two indistinguishable photons should
interfere and end up in the same spatial mode. The interference still happens in the spatial domain,
but the photons stay in the same beam path during the whole process. Additionally, if we have a
simple way of producing these unitary spatial mode conversions, this process should be easy to
scale into e.g. interference between three spatial modes. This three-dimensional operation would
then be analogous to two photon interference in a three-way beamsplitter, i.e. tritter.
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3 MANIPULATING THE TRANSVERSE SPATIAL
DEGREE OF FREEDOM
In this thesis, the most important experimental tasks were to imprint transverse-spatial mode-
structures on light beams, to convert between these modes, and to measure the transverse-spatial
structure of our laser beams and single photons. This means that we require a device that we
can use to perform all these tasks. Our device of choice, for these applications, is the phase-only
liquid crystal spatial light modulator (SLM) which we will briefly introduce in this chapter. We
will also introduce some common spatial mode generation and measurement methods we will
be implementing with these SLMs. Most importantly however, in this chapter we will introduce
the method we used to construct unitary transformations between spatial modes, called wavefront
matching (WFM).
3.1 Wavefront matching
Wavefront matching is a method utilizing multi-plane light conversion (MPLC). In very basic
terms, MPLC’s consist of a certain number of phase-modulation planes with free-space propaga-
tions between them. Then, with these phase-modulations the system can transform the transverse
structure of a beam. A simple sketch of this type of a conversion is shown in figure 3.1, for a
simultaneous transformation of two spatial modes. The WFM algorithm is the tool that generates
these phase-modulations in a way that the wanted spatial-mode conversions are performed in the
MPLC. For the WFM algorithm, we need a predefined set of input spatial modes and the corre-
sponding output modes. Then we need to set the number of phase-modulation planes we want to
use in the conversion, along with the propagation distance between the modulation planes. The
goal of the algorithm is to simulate this specific MPLC configuration and optimize the phase-
modulations in a way that allows the wanted conversion to happen in the simulated system. In
principle, this method can then generate phase-modulations to perform any arbitrary unitary mode
transformation, as long as the conversion is physical, and we employ enough phase-modulating
planes.
This method has been previously used in waveguide applications [56], but the free-space version
we employ here was introduced by Fontaine et al. for a different type of task, i.e. spatial mode
de-multiplexing [16]. The way the optimization algorithm works is by first propagating the input
modes forwards through all of our phase screens that are initially blank screens with zero phase
modulation at all coordinates. Secondly the desired output modes are backpropagated through the
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Figure 3.1. Wavefront matching concept. The example here employs three phase screens and two
input modes. The colors on the phase screens signify the different phase changes different parts of
the phase screen imprint on an incoming light beam. Each mode transforms in a different way if
propagated through the centers of the same phase screens with appropriate propagation distances
in between. The optimization process updates phase screens computationally by comparing the
shown intermediate modes. The comparison is done between forward propagated input modes and
backwards propagated output modes. The conversion shown here transforms an LG10 mode into
a coherent superposition of LG10 and LG
 1
0 . Additionally, it transforms LG
 1
0 into an orthogonal
superposition (i.e. it acts as a Hadamard-gate). The spatial-mode color-mapping displays the
phase and intensity and is explained in figure 5.1.
same phase screens. The simulated propagation of these modes was done using split step propa-
gation, also known as angular spectrum propagation, which is a Fourier optics method [57, ch.3].
After propagating all of the modes forwards and backwards, the algorithm begins to change the
phase screens starting from the first or the last phase-modulation plane. On this plane the forward-
propagated input and backward-propagated output modes are compared. The comparison between
the input and output modes is done by calculating the overlap between the transverse complex am-
plitudes of the forward propagated input modes and the back-propagated output modes. This
overlap between modes indexed i and j at the phase screen t is calculated using
oti j(x;y) = Fi(x;y; t)B j(x;y; t)eiFt(x;y); (3.1)
where Ft is the phase structure of phase screen t (initially zeros), Fi(x;y; t) is the complex ampli-
tude of the forwards propagated beam mode at phase screen t, and B j(x;y; t) is the same for the
backwards propagated beam mode. The phase screen is updated using a formula derived using the
gradient descent optimization algorithm [16]
DFt(x;y) = arg(å
i
otii(x;y)e ifi); (3.2)
where fi = harg(otii(x;y))i is just the average phase overlap between the corresponding input and
output modes. The indices i signify that the ith input mode and the corresponding ith output mode
are the ones being compared, i.e. we only compare the input modes with the output mode we want
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to convert it into. The summation over different indices imeans that, when designing a conversion
for multiple modes, we sum the phase differences of all our different output-input mode pairs onto
the phase-modulation on plane t. In effect, the term DFt(x;y) introduces a phase change onto the
phase-modulation plane t that reduce the differences between the forwards propagated input spatial
modes and the back-propagated output spatial modes at this plane. After the phase-modulation has
been updated, we can imprint it on our forward and backward propagating beams by simulating
their propagation through the system as necessary. Then the algorithm can move onto comparing
overlaps at the next phase-modulation plane. After updating all of the phase-modulations, the
whole process can then be repeated multiple times for all of the phase screens. This repetition is
done by restarting the whole procedure, with the updated phase-modulations from the previous
iteration as a starting point. Finally, unless the conversion isn’t physical or we don’t have enough
phase-modulation planes, the overlap between the simulated MPLC output mode and the desired
output mode should converge towards unity after multiple iterations.
With this method it would be possible to convert almost any arbitrary spatial mode into any other
spatial mode, if the number of phase screens is large enough to account for the number and com-
plexity of the modes used. Of course, when using SLMs for these phase transformations as we
did, if we scale the number of phase screens, the efficiency is reduced since one reflection off of
an SLM doesn’t modulate all of the input light (e.g. 75% for the Holoeye SLMs we used). But
this problem could possibly be overcome, or at least reduced, e.g. by fabricating more efficient
static optical phase elements as in [58].
3.2 Spatial light modulators
The device we will be using to imprint these aforementioned phase-modulations is a spatial light
modulator. These devices, as the name suggests, modulate the transverse field-structure of the
light incident on the device. Effectively this is achieved either by modulating the intensity, phase,
or both properties of the light field in a different way at different locations (pixels) of the device
[59]. These methods are also used more commonly in projectors.
The type of SLMs we use in our work is phase-only liquid crystal SLMs. These work like electri-
cally adjustable phase-screens that imprint a transverse phase structure onto the incoming beam,
effectively changing the wavefront of the beam. The liquid crystals of the device introduce a phase
delay to the light wave propagating through it. This is caused by the birefringence exhibited by
the liquid crystals, and hence we can change the effective phase delay by changing the orientation
of the crystal in relation to the incoming lights polarization. The liquid crystals are small and
rice grain shaped; therefore they can be laid out in a grid to achieve a two-dimensional matrix of
local phase delays. Since the effective birefringence of the crystals is related to the orientation of
the crystals, we need to be able to rotate the crystals individually to display any pixelized two-
dimensional phase-structure on the SLM. This orientation can be adjusted with an electric current
for nematic liquid crystals, and by using these types of liquid crystals, we have a device that intro-
duces a different phase delay at different pixels by changing the crystal orientations with electric
currents. [60]
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The orientation of the crystals must be specific in relation to the input light polarization, in order
for the device to work consistently. Therefore, the crystal long axes have to be parallel to the lights
polarization direction, in order to achieve a phase-only modulation [60, 61]. This usually means
that the SLMs only work with a single linear polarization.
These same liquid crystals are also used in liquid crystal displays. But in these displays, amplitude
modulation is more commonly used, which usually involves polarizers. In these amplitude mask-
ing configurations the liquid crystals adjust the lights polarization direction and consequently the
absorption of light at the polarizers [59].
The SLMs we used were Holoeye Pluto-2 SLMs with a roughly 75% modulation efficiency for
light with a wavelength of 810nm. Because of this inefficiency, we need to add a diffraction grating
to all our phase screens, so that we have the wanted phase structures in the first diffraction order
of these hologram structures. We add the grating so that we won’t have a mix of modulated and
unmodulated light in the same beam path.
The SLMs we used also required some calibrations before we were able to use them properly. This
calibration involved linking the grayscale values displayed on the SLMs to actual phase shifts the
device induces. This calibration was done using an interference setup described in [34].
3.3 Spatial mode generation and detection
Besides implementing the WFM, the second most important tasks we need to perform with these
SLMs are to generate beams with different spatial modes and to measure any light beams transverse-
spatial structure. Both tasks are complex since we only have our phase altering SLMs to work with
and the spatial modes also have varying intensity structures that require some amplitude structure
modulations in generation and measurements. The complexity of the spatial mode structures can
be seen in the figures presented in section 2.4.
The first task of generating different spatial modes gets additional complexity since we have to
start off with a Gaussian beam instead of an ideal plane wave. The method we employ to generate
spatial modes in our experiments combines the phase altering properties of our phase only SLMs
with an effective amplitude mask. This method is described in more detail in [49]. In short, this
method uses a diffraction grating and imprints the wanted phase on the first diffraction order of
light interacting with the grating. If the diffraction grating is then selectively applied only on
certain areas, we can effectively manipulate the intensity structure of the first diffraction order
with a phase-only SLM. In practice, this manipulation of the spatial intensity structure is done by
multiplying the phase only hologram structure with an intensity dependant masking function. The
phase only hologram structure already includes an efficient blazed diffraction grating before the
amplitude masking. The masking function is of the form
M(x;y) = 1+
1
p
sinc 1(A(x;y)); (3.3)
where A(x;y) is the wanted transverse-spatial amplitude structure of the beam. Since the function
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Figure 3.2. Examples of different amplitude masked LG-mode generation holograms calculated
using equation (3.5). Each of the holograms is overlaid with a blazed grating. These holograms
are also used in the intensity flattening protocol described later in this section.
M is only masking the intensity, it is bounded in the intervalM 2 [0;1]. Due to the additional phase
distortions this causes in the mode structure of the first diffraction order, an additional phase term
pM(x;y) is added to the total phase modulation. Then the phase we want to imprint is of the form
F =F(x;y) pM(x;y); (3.4)
where F(x;y) is the phase structure of the desired spatial mode. We can then derive the final
hologram structure by including the grating term and the amplitude masking. The final hologram
is then
T (m;n) = exp

iM(m;n)Mod

F(m;n)+
2p
Lx
+
2p
Ly
;2p

; (3.5)
where Lx and Ly describe the grating period for both the x and y directions. In the above equation
we have changed our cartesian coordinates (x;y) to pixel coordinates (m;n) because of the discrete
SLM pixels. A few examples of these types of holograms, for generating some LG-modes, are
shown in figure 3.2.
Even though this generation method produces the spatial modes fairly accurately, it still isn’t
perfect. The input field is assumed to be a plane wave in its derivation [49], and even though this
is a good approximation for the large Gaussian input beams we use, the intensity profile might
not be optimally flat. Also, due to the amplitude masking, the method is very lossy. Of course,
the losses scale with the amount of amplitude masking but the mode fidelity is also increased with
increased amplitude masking. This is due to the fact that if we only select the central region of our
input Gaussian for amplitude masking, we will have a relatively flat amplitude profile in this small
region of the Gaussian. Of course, this is limited by the size of our SLM pixels.
The second task is measuring the transverse-spatial mode structure of our beams and for this task
we employ two different methods. The simpler method only works for the azimuthal structure of
the LG-modes and has been the most common method for measuring the orbital angular momen-
tum of photons [62]. The holograms this method requires consist simply of an azimuthal phase
ramp with an added grating. Of course, this whole structure is again wrapped back in to a single
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Figure 3.3. So-called phase flattening holograms. The added gratings are the same on all of the
images and the differences are in the amount of OAM the holograms imprint on the first diffraction
order of a beam that interacts with them. The sign of the imprinted OAM value changes if we move
the hologram dislocations from the upper half to the lower half or vice versa.
2p interval with a modulus operation. These holograms then remove or add a certain amount of
OAM from light interacting with it [63]. This means that if, for example, the holograms phase
changes 6p on a single azimuthal rotation, the hologram adds three quanta of OAM to the imping-
ing light field. Unless the impinging field already has a “negative", i.e. opposite direction, OAM.
In this case the hologram would remove three quanta of “negative" OAM from the beam. As an
example, if our impinging field has an OAM of  2h¯ and our hologram adds three positive OAM
quanta on it, the output field has an OAM value of +1h¯. Again, the wanted phase-change happens
only in the first diffraction order of these holograms. The first diffraction order can then be filtered
by coupling the first diffraction order into a single mode fiber (SMF). This SMF filtering lets only
Gaussian modes, i.e. modes with no OAM or other spatial structures, to couple into the SMF
efficiently. Therefore, when cascading the SMF coupling with our hologram, we only couple in
light that previously had the OAM-value the hologram removes [64].
A few examples of these kinds of holograms can be found in figure 3.3. In this figure the OAM
value tells us how many quanta of OAM the hologram imprints on a beam. The result from
summing up a blazed grating and an azimuthal phase ramp is a blazed grating with dislocations
in the center, as can be seen from the figure 3.3. The number of dislocations corresponds to the
quanta of OAM the hologram adds or removes, and the direction of the dislocation tells if it will
add a “positive" or a “negative" OAM value. To reiterate, these negative and positive OAM values
refer to the signs of the LG-mode index l which is connected to the direction of the OAM of the
beam.
The second measurement method we use can measure the full transverse structure of a beam.
It also relies on a SMF to only filter in Gaussian beam profiles efficiently. The method is called
intensity-flattening by its authors in [50]. This method is almost the same process as the previously
introduced mode generation by amplitude masking but done in a reverse order. Hence, the method
uses the same amplitude masked holograms displayed in figure 3.2, that flatten any helical phases
and preferentially diffract certain transverse intensity structures that correspond to the structure
we want to measure. The only problem then is that the SMF only couples in efficiently Gaussian
34
modes that are of a specific beam waist. This is circumvented by coupling in a larger beam
than what we actually have. This allows the coupling of beams with larger, more complicated,
intensity structures. Meaning that we could couple in structures that we couldn’t normally couple
efficiently if we used a smaller coupling waist with the SMF. Effectively, this can be seen as
flattening the intensity structure of our beam into the central part of the bigger Gaussian that
couples into the SMF. Now the sensitive part is adjusting this coupling waist. This is because,
for bigger coupling waist to beam waist ratios, the visibility between measured modes increases,
whereas the efficiency simultaneously decreases. Thus one can get an very accurate measurements
of the spatial modes at the cost of longer measuring times caused by the losses [50].
35
4 QUANTUM INFORMATION TASKS
In this chapter we introduce two quantum information tasks that we performed in the experimental
section of this thesis. We performed these two tasks with our unitary mode-conversion, since they
require precise quantum state measurements. Hence, how well our converter performs in these
tasks gauges the potential of the mode-conversion method.
4.1 Quantum Key Distribution
The first of these two tasks was quantum key distribution (QKD). In general terms, QKD is a
method for generating and distributing a random encryption key that two communicating par-
ties can use to encrypt and decrypt their messages. There are two major categories of QKD,
entanglement-based protocols, and prepare and measure protocols. In the entanglement-based
protocols, entangled pairs of particles are shared between the parties, and the key is established by
measuring these entangled pairs [65]. The details are protocol dependent but the common element
between all of these entanglement-based protocols is the security brought by entanglement. The
principle behind this security is that, when an eavesdropper disturbs the entangled pair, the perfect
correlations of entanglement are lost and that will be noticed by the communicating parties. The
simpler to implement category is the prepare and measure protocols since those don’t require en-
tangled pairs. Because we will implement a test of a prepare and measure protocol, we will focus
on those types of protocols here.
These prepare and measure protocols requires the sender (Alice) to be able to prepare the quantum
states in at least two different MUBs of the chosen state space. Similarly, the receiver (Bob)
needs to be able to measure the states in the same MUBs. In the protocol we will test in this
thesis (BB84) [66], two MUBs are chosen, and in order to send and receive data securely with this
protocol, Alice has to encode her bits randomly in one of the two MUBs. This means that each
state in each MUB is assigned a bit value, e.g. 2 bit-values for a two-dimensional state space, and
if Alice wants to send the value 0, she prepares it randomly in either of the MUBs and sends it.
A simple sketch describing the protocol, along with an example of two-dimensional sets of states
can be found in figure 4.1 Because of this random preparation, Bob and any eavesdroppers don’t
know which MUB to measure in and have to randomly choose a MUB. This random preparation
in different MUBs is the key to the security of this scheme since measuring a single quantum state
simultaneously in two different MUBs is impossible. Hence, if an eavesdropper is intercepting
and measuring the sent quantum state, they would measure it inaccurately at least 50% of the
time. Additionally, when measuring the state in the wrong MUB, the eavesdropper alters the state.
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Figure 4.1. A simple figure visualizing the process of QKD. In the upper half there is a simple
representation of the prepare and measure process between Alice (sender) and Bob (receiver). In
the lower half is one example of the possible bit-values that could be used in a two-dimensional
BB84 protocol. The example is a two-dimensional set of LG-modes and their superpositions in a
different MUB. The chosen LG-modes are LG10 = j+1i and LG 10 = j 1i.
And, in order to not be detected, the eavesdropper would then have to transmit this altered state to
Bob. This would then cause unexpected errors in Bobs results.
Regardless of any eavesdroppers, this randomness on its own results in unreliable data for half
of the measurements Bob does. But if Bob and Alice, e.g. through a separate public channel,
announce the MUBs they sent and measured each state in, they can post-select on measurements
that were done in the correct MUB. This process of post-selection is usually called sifting. The
correct measurements, that are left after this sifting, can then be used to generate the encryption
key that only Alice and Bob knows. But before this is done, Bob and Alice need to check for
eavesdropper induced errors before deciding on the key. Hence, they need to sacrifice a few of the
successful measurements by comparing the measured states with the sent states over the public
channel. After these comparisons, if the error rate doesn’t indicate an eavesdropper, the remaining
successful measurements are used to generate the secure encryption key. [19, 66]
4.1.1 Transverse-spatial modes in QKD
In addition to the previous two-dimensional example, these QKD-protocols can be implemented
with higher-dimensional Hilbert spaces. An excellent candidate is the infinite-dimensional space
of orthogonal spatial modes, since generating the different MUB states is quite easy for these
modes. Hence, with any d-dimensional subset of spatial modes we have a theoretically possible
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Figure 4.2. A plot visualizing the relation between effective bit rate per measured photon as a
function of bit error rate. In the legend, d signifies the state space dimensionality. The curves were
calculated with equation (4.1). We can see from the plot that with higher-dimensional state spaces,
the amount effective number of bits per measured photon is increased along with the robustness to
errors.
bit rate of log2 d bits per measured photon [65] and the MUB states are achieved by just summing
the set transverse field terms in specific ways to achieve new orthogonal sets of modes [21, 65]. For
the common two-MUB QKD, our state space can be of any dimension bigger than one. However,
if we want to include more than three MUBs, we need a power of prime dimensional state space,
since we can only calculate the d+1 MUBs for state spaces of these dimensions [21]. Using more
MUBs then results in more sifting but better robustness to errors [65, 67].
All this noise and impreciseness is usually quantified into a single variable called the bit error rate
eb, which is the average error we will have when measuring our state. This error rate can be used
to define an effective secret key rate for high-dimensional QKD with two MUBs [67]
R= log2(d) 2h(d)(eb); (4.1)
where d is again the dimensionality of our state space and h(d)(x) =  x log2(x=(d  1))  (1 
x) log2(1 x). This secret key rate tells us how many bits each sifted photon adds to the generated
encryption key. The previously mentioned increased robustness is observed as an increase in the
maximum error allowed by the protocol with higher dimensions. This maximum error is defined
as the error rate that causes our secret key rate to drop to zero. [65]. This increased key rate and
robustness can be seen from figure 4.2.
One technical limitation related to these high-dimensional state bases is the ability to demultiplex
the discretized spatial modes. Meaning that, if we are not able to measure any possible state
of a single MUB at once, e.g. by sorting, we have to resort to filtering for a single state at a
time. This measurement of all states in a MUB corresponds to a measurement that gives us the
exact state of our system, if we choose the MUB correctly. When the protocol is performed
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with single mode filtering measurements, the amount of losses increases. This happens since, if
we filter in the correct MUB but with the wrong state, the only information gained is that the
sent information is one of the other d-1 bit-values [65]. This, of course, lowers the maximum
achievable key transmission rate in comparison to detection schemes able to distinguish between
multiple possible photon states at once.
4.2 Quantum state tomography
The second quantum information task performed in the experimental section of this thesis is quan-
tum state tomography. The general goal of this task is to reconstruct the density matrix of a
quantum system by measuring some non-commuting observables of the system by preparing and
measuring the state multiple times [68]. The method is analogous to simpler examples, such as
reconstructions of 3-dimensional objects by taking two dimensional projections of it along differ-
ent Cartesian planes. This analogous two-dimensional projection method can be thought of as a
reconstruction of an object by shining a light on it from different angles and detecting the shadows
the object produces at certain angles. Then the 3D object could be reconstructed by compiling the
information gained from the object’s shadows.
Similarly to the real space analog, a certain number of projections is required to accurately recon-
struct a quantum state. For our task of reconstructing the density matrix of a superposition spatial
mode state, we need to measure a set of these identical states in multiple different MUBs and
reconstruct the state from these measurements. When doing this we followed the procedure de-
scribed in [50], for the same task. As already mentioned, since you affect the state when measuring
it, the actual process requires multiple systems prepared into the same state, that are projected on
different states in different MUBs. For reconstructing the full density matrix out of these measure-
ments, there exist different methods of doing quantum state tomography, one of which is direct
inversion. The direct inversion we are using here requires a measurement in all MUBs of the state
space. This means that, e.g. for a prime-dimensional system, we have d+1 MUBs where d is
the dimensionality of our selected section of Hilbert space [21]. This results in d(d+1) projectors
P(k)m =
f (k)m EDf (k)m , where k is the MUB number and m is the mode number. Thus, in order to
perform the direct inversion on the quantum state we are measuring, it needs to be projected on
all these m states in the k MUBs. If each of these projections produce a corresponding normalized
detection rate P(k)m , the direct inversion for the density matrix can be calculated using
rˆ =å
k;n
P(k)n P
(k)
n   I; (4.2)
where I is the identity matrix. This result is just a sample mean estimate of the density matrix,
calculated from the multiple projections [68, 69]. The biggest problem with this method is the
fact that it may produce states that don’t correspond to a physical state, i.e. the Bloch vector is
longer than one [68]. But the method is still preferred since it doesn’t produce systematic errors
and therefore gives the closest estimate of the density matrix consistently [70].
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5 EXPERIMENTAL IMPLEMENTATIONS AND
RESULTS
In the previous chapters we have introduced all of the tools needed for performing an arbitrary
mode-conversions experimentally. The next step is then to implement the WFM mode-converter
and test it. The first tests were on how this mode-converter can be used in spatial mode mea-
surements. In the second tests we implemented multi-mode transformations, and built a heralded
single photon source that we used in testing them. Finally, we tested the photon source in a regular
HOM interference setup. Our light source, in the tests without single photons, was a continuous
wave laser at 808 nm. For detecting the laser light, we used a simple photodiode power meter
(Thorlabs PM1000D).
5.1 Mode filtering
In the First task we tested our WFM mode-conversions for mode filtering, i.e. projection on a
single mode by filtering all other possible modes out. We chose this as an initial task because it
is important in spatial mode communication applications, and it also gives a good estimate on our
MPLC implementations accuracy and efficiency.
5.1.1 Implementation
To start off with, we required an input channel that we can use to generate different spatial modes.
We realized this by using the amplitude masking method described in section 3.3. We first col-
limated our laser light out of an SMF and directed it towards an SLM. Then on the SLM we
carved out the center of this big Gaussian beam and imprinted the wanted transverse structure on
it. Next, we implemented the MPLC on a single SLM. To achieve this we placed a mirror 40cm
away from the SLMs surface, and the mirrors surface was placed roughly parallel with the SLM
surface. Then, with the correct gratings displayed on the SLM and with the correct beam input
angle, the input light reflects off the SLM surface three times, with two reflections off of the mir-
ror in between. A sketch of this setup can be seen in figure 5.1. Since the beam diffracts at three
different locations on the SLM, we can display three consecutive phase-modulation screens on the
same SLM. In this implementation, the beam propagates for 80 centimeters between the modulat-
ing screens and effectively we have an implementation of MPLC using WFM and a single SLM.
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Figure 5.1. The first configuration of our mode-converter setup. In this configuration any type of
input beam can be created through amplitude and phase masking, then out this input state can be
filtered onto any other state using three phase screens and a SMF. The phase screen structures are
calculated using the WFM algorithm, and the modulated beam is coupled into a SMF after the
phase screens. In this figure the beam is incident out of a SMF collimator and the two lenses after
SLM1 enlarges the beam in order to increase the number of pixels used on SLM2 for the mode
conversion. The coupling into the SMF at the end of the setup is done with a microscope objective.
The example holograms (bottom right) convert a LG 11 mode (bottom left) into a Gaussian. The
gratings that are added to the phase screens have been omitted for clarity of the figure. The
colormap, again, describes the phase structure between different points on the beam or on the
holograms and the intensity structure of the beam is shown by dimming the low intensity parts.
In this implementation we chose to go with three phase-modulations and 80cm of propagation,
because already three modulations with these distances seemed to work well in simulations. A
bigger number of modulation-planes would’ve decreased the overall efficiency, due to the SLM
losses, and a smaller number wouldn’t have been sufficient for our conversions.
After our beam has gone through the converter, it is coupled into a SMF. As already discussed
in section 3.3, a SMF can act as a Gaussian spatial mode filter. Hence, only light that has been
converted into a Gaussian in the converter, couples in to the SMF. Since the mode-conversions
generated using WFM are unitary, the orthogonality of different modes should be conserved in the
converter. From this unitariness it follows that, if we only optimize our conversion for transforming
a single spatial mode into a Gaussian, all modes that are orthogonal with it are orthogonal to the
Gaussian after the mode-conversion. Hence, the combination of a SMF and a Gaussian mode-
conversion effectively filters for any input mode we create the conversion for.
Between the mode generator and converter, the beam is enlarged using a two-lens telescope system
(4f-system) that images the input mode onto our mode-converter SLM. The enlarged beam waist
at the mode-converter is 0.94mm. This enlarging is done in order to make our beam mode big
compared to the SLM pixels, since the pixel size (8mm) limits how accurately we can modulate
individual parts of our beam. As a result, a bigger beam is modulated by more pixels giving the in-
dividual phase screens a better effective resolution. After the mode-converter, the beam is coupled
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into the SMF using a microscope objective. This microscope objective is placed on a coupling
stage on which we can adjust its position with high precision. We also placed two mirrors in front
of the objective that we used to adjust the beams angle and position in the objective. The micro-
scope objective we used had a 20 magnification. One additional parameter we adjusted during
the mode-conversion was the beam waist. It was decreased during the conversion to 0.68mm, to
match the beam waist of our SMF coupler.
There are a few additional details omitted from figure 5.1, in order to simplify it. In the mode-
conversion we added blazed gratings the phase screens, which are not shown in the figure. This
was done, since the SLM we use is only 70-75% efficient, hence the gratings separate the 25%
of unmodulated light from the modulated light that we are interested in. Also, in the amplitude
masking process, a pinhole is used at the focus of the 4f-system to separate the first diffraction
order from the others. However, in the mode-converter this was not necessary since the long
propagation distances separated the different orders sufficiently.
5.1.2 Results
We first tested this mode filter with some LG and HG modes. Out of these mode-families, the
chosen test sets were the nine lowest order spatial modes of both families. We define mode order
from the Gouy-phase multipliers, 2p+ jlj for LG and n+m for HG. We used the previously
introduced 808nm laser for these measurements.
The measurements were done by carving out a specific LG or HG mode at the first SLM, and
then filtering for another mode using our mode-conversion technique. In the measurements we
performed all nine single state projection measurements on all nine input modes. But we did not
perform projections on modes from different mode-families. Thus, the measurement accuracy was
tested by comparing how much the wrong input modes seep through the mode filter. Meaning that
if we project our input mode onto an orthogonal mode, nothing should be detected after the SMF.
In contrast, if we project onto the input mode, the detected signal should increase dramatically.
We then arrive at the crosstalk matrices in figure 5.2 a)-b), for LG and HG modes respectively.
These matrices give information on how well each orthogonal mode pair can be distinguished
from each other with this projection method, i.e. each column represents a setting on the filter and
each row represents an input mode. Then, each matrix value tells the normalized rate of detected
light with each combination of settings. The simulated conversions we used achieved a 99.9 %
overlap between our converted modes and the wanted Gaussian mode, in simulations. This value is
decreased due to the slight errors and misalignment’s in the setup. The method we used for mode
generation was not perfect either [49], and probably affected the measurement results. However,
we still achieved SMF coupling efficiencies between 50-75 %, as can be seen in figure 5.2 c).
When comparing this projection method to a method built for the same task, e.g. intensity-
flattening, the achieved efficiencies were better [50]. Another benefit of this method is that our
losses seem to be mode order independent. Furthermore, if implementing the phase screens using
refractive optical phase elements [58], or more efficient configurable devices, e.g. better SLM or
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Figure 5.2. Results from the mode projection measurements. a) shows a Crosstalk matrix between
different LG-modes and b) shows the same for the nine HG-modes used. The y-axis of these
matrices describes the mode going into the converter and the x-axis corresponds to the mode we
are filtering for. This means that each element of the matrix tells us how much light is detected
when we input a certain mode and use a certain projection on it. The values are normalized
such that the values in each column sum up to one. The inlaid Diagonal values tell the mean
and standard deviation of the values in the matrix diagonal. In c) we have plotted the coupling
efficiencies into the SMF after the conversion, i.e. the efficiencies of the specific mode projections
when the same mode is generated and measured. The modes on the x-axis of graph c) are in the
same order as in figures a) and b).
deformable mirror, the total efficiency of the implementation could be improved.
For characterizing the accuracy of the method, the modal crosstalk matrices need to be analyzed.
Visibility is the most common figure of merit for the modal crosstalk, and is usually defined as
V =
åiCii
åiå jCi j
; (5.1)
where values Ci j correspond to the crosstalk matrix elements. The visibilities achieved were 95.5
 2.4 % for the Laguerre-Gaussian modes and 96.2  2.8 % for the Hermite-Gaussian modes.
Overall, the high visibilities in addition to high efficiencies mean that our mode-converter imple-
mentation is close to a perfect unitary conversion. This makes WFM mode-conversion potentially
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useful in actual projection measurement experiments requiring high efficiencies. We will next test
this applicability by using it in a QKD type measurements, and by performing a QST with it.
Quantum key distribution
In the first applied task, we measured the performance of our filter, if implemented in the high-
dimensional version of the two-MUB BB84 quantum cryptography-protocol. As already specified
in section 4.1, for testing the performance we needed to prepare and measure our photon states
in two different MUBs. As our state space, we chose the seven LG modes jyni 2 fLG00; LG10;
LG 10 ; LG
0
1; LG
1
1; LG
 1
1 ; LG
0
2g = fj1i ; j2i ; :::; j7ig. The indexing of the states is for simplifying
the related figures. The required second basis set can be any MUB obtained from the linear
superpositions f (k)i E= 1pd
d 1
å
m=0
w(im+(k 1)m
2)
d jymi ; (5.2)
which is sometimes called the high-dimensional Hadamard transformation. In equation (5.2) wd =
exp(i2p=d) is a dimension dependent phase term, k 2 f1;2; :::;dg are the different MUBs, i is the
mode index in MUB k, and jymi are our set of chosen modes in our computational LG basis.
With this transformation we can generate d modes in all the other d MUBs for any subspace with
a Hilbert space of prime dimension d [17, 21]. The different MUBs are chosen by changing the
value of k, but since we only needed one additional MUB for the QKD protocol, we chose k = 1,
which is commonly referred to as the Fourier-basis.
e = 4.98     2.81% b -+
Figure 5.3. Crosstalk matrix between two MUBs measured in order to evaluate our mode filters
potential in a high dimensional QKD protocol. The projections onto modes from differing MUBs
produced values close to the expected rate 1/d which is roughly 0.14 for the normalized results
of our seven-dimensional subspace. The quantum bit error rate, which was calculated from the
visibilities in both MUBs, is inset in the upper left corner.
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The important result that can be calculated from these filtering measurements is the secret key rate,
which tells us how many secure bits of the key can be transmitted with one photon. We calculate
the key rate for our sifted photons using the equation (4.1).
From our results shown in figure 5.3, we calculate an error rate of 4.982.85 %, corresponding to
1.980.39 bits per sifted photon. Which is almost twice the bit rate per photon achieved by using
a more commonly studied two-dimensional state space. Additionally, the maximum error rate
allowed by this 7-dimensional protocol is 23.72 % [67]. This means that the system can withstand
more errors than a two-dimensional one. Of course, as already mentioned in section 4.1, with a
filtering measurement, the losses in the system increase, resulting in a lower absolute transmitted
bit rate.
Quantum state tomography
In the second task we performed a full quantum state tomography, as described in section 4.2.
For this, we used the same set of seven LG-modes, as we used for the QKD measurements. But
for this task, we created a superposition state, with a visually distinct density matrix, out of these
seven modes. The state vector was of the form
jYi= 1
N
6
å
n=0
sin(
np
6
) jn+1i ; (5.3)
where N is a normalization constant and jki ;k 2 [1;7], are the used modes with the same indexing
that was explained in the previous subsection. We projected the state onto every mode in the eight
MUBs of our seven-dimensional state space. Meaning that we filtered the selected superposition
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Figure 5.4. Result of our quantum state tomography measurement. The two plots represent the
real parts of the density matrices for the prepared state and the experimentally reconstructed
version of it. The imaginary part is zero for the theoretical one and only has minor fluctuations
for the measured one. The inlaid value in the upper right corner is the fidelity averaged between
multiple repeated measurements.
state through filters generated for all of the 49 modes calculated using equation (5.2), in addition
to the seven LG-modes. The density matrix of the state is then reconstructed from these measure-
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ments using equation (4.2). The theoretical and reconstructed density matrices can be found in
figure 5.4.
A common figure of merit for the quality of the reconstruction is the state fidelity which is calcu-
lated by F =

Tr
qp
rˆexprˆth
p
rˆexp
2
[71], where rˆexp is the reconstructed density matrix rˆth is
the theoretical one and all of the square roots are matrix square roots. The fidelity of our measured
state is 96.40.5 % which is quite a good accuracy, comparable to the fidelities achieved with the
intensity-flattening method [50], proving the methods applicability in this task as well.
5.2 High-dimensional quantum gates
In the second set of experiments we wanted to be able to test conversions into modes other than
the Gaussian. Furthermore, we wanted to test multiple different input and output modes for the
same set of conversion holograms. This meant that we could use the same mode generation and
conversion setups. But we needed to add a third SLM that does a mode measurement after the
mode-converter. Thus, we moved the SMF coupling a bit further back and introduced a third SLM
between the coupler and the mode-converter. A sketch of this setup can be seen in figure 5.5. The
Figure 5.5. Second configuration of our mode-converter setup. In comparison to the first configu-
ration we’ve added an imaging system after the mode-converter and a third SLM before the SMF
coupler for a separate mode filtering measurement. Meaning that we can generate any mode, do
an arbitrary transformation on it, and project it onto any mode. The figure also shows the fact that
we only use the first diffraction orders of the generation and measurement holograms.
converted mode is again imaged onto the third SLM after the mode-converter using a 4f-system,
and on the third SLM an intensity- or phase-flattening protocol can be performed to project onto
any transverse-spatial field structure. These protocols are explained in more detail in section 3.3.
With this setup we can now test multi-mode conversions, i.e. sets of phase screens that can trans-
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form multiple different input modes into different output modes. Since all of these conversions
would happen in the same beam path, we can use this setup to implement high-dimensional quan-
tum gates. With quantum gates we mean devices that perform an input dependent transformation
on all of the modes in our state space. An example of these kinds of conversions is the Hadamard
gate shown in figure 3.1. What this two-dimensional Hadamard gate does, is convert our two
orthogonal modes into different orthogonal modes in a separate MUB.
When using the intensity-flattening process on the third SLM, we again adjusted the beam size
during mode-conversion. We reduced the beam size to 0.47mm, in order to have a good visibility
in the final intensity-flattening measurement. The reason why we need to decrease the beam size in
intensity-flattening was described in section 3.3. The clear benefit of doing all of these processes
on SLMs is the adjustability. Because of this adjustability, we can very quickly change between
different input modes, different conversions, and the modes we project on. The only disadvantage
of our liquid crystal SLMs is the limited efficiency. Note that all of our SLMs were reflective and
the transmissive SLMs drawn in figures 5.5 and 5.11 were only used to simplify the sketches.
5.2.1 Photon pair source
We also use single photons for half of these multi-mode conversion measurements. For this we
required a heralded single photon source. We realised this source by generating a time correlated
photon pair through SPDC and heralding the other photon using its pair. This photon pair can then
also be used for two-photon interactions for example.
Our photon pair source (PPS) consists of a continuous-wave pump laser at 405nm, a type-II peri-
odically poled (pp) nonlinear crystal made out of potassium titanyl phosphate (KTP), a band pass
filter to filter out the pump laser, a polarizing beamsplitter to split our photon pairs and a stage to
control the temporal overlap of our photon pair. A simplified sketch of the PPS can be found in
figure 5.6.
The periodically poled (quasi-phase-matched) nonlinear crystal is where we generate the photon
pair. The used ppKTP crystal has a change in the crystal structure after every L = 10mm, which
allows QPM to happen for SPDC with an input wavelength around 405.28 nm and a degenerate
output of two photons at around 811.1 nm. The bandwidth of our pump laser was 6 pm and that
resulted in a 1.2 nm down-conversion bandwidth. We also tested the down-conversion with a
similar pump laser, which had a 1.8 nm pump bandwidth. However, we changed to the narrower
pump laser due to problems we will discuss later. This QPM was designed for collinear opera-
tion and optimal type 2 phase-matching. The phase-matching was tuned by changing the crystal
temperature to 54.5°C. The optimal temperature is dependent on the exact laser wavelength and
the specific crystal used, due to the phenomena discussed in section 2.2.2. In order to control the
crystal temperature, the crystal was placed into an electrically controlled small oven, with a tem-
perature sensor and an aperture for shining light into the crystal. Additionally, since the efficiency
of the crystal is dependent on the pump beam polarization (see section 2.2.1), a half-wave plate
was placed before the crystal, and oriented in a way that maximizes the SPDC output power from
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Figure 5.6. The photon pair source used. In this figure the pump beam of around 405nm is
represented by the dark purple color and the down-converted 810nm photon beams are in red.
The components shown are a half-wave plate (HWP), the nonlinear crystal (PPKTP), a band-pass
(BP) filter for 80020nm, a polarizing beamsplitter (PBS) and a translation stage. First the pump
beams polarization is adjusted with the HWP and it is focused in to the crystal. Then the pump
is filtered out with the band pass filter, the photon pair is collimated with a second lens and the
photon pairs are split with the PBS into two paths, depending on their polarization. Then the path
length travelled by one photon is adjusted by moving the two mirrors on the translation stage.
Finally, both photons are coupled into single mode fibers (SMF) with microscope objectives.
the crystal. Finally, the last component maximizing the crystal output power were the lenses. By
changing the focal lengths of the two lenses, one focusing into the crystal and one collimating
the light after the crystal, we can change the achieved output power. These focal length changes
effectively change the pump beam waist, and the waist of the beam we collimated out of the crys-
tal. Then, by changing the relation of these two, we change the number of different spatial modes
that we have in our down-converted beam [72]. This then changes our overall power since we are
coupling the down-converted photons into single mode fibers that only couple in a single spatial
mode. The focusing lens was a 200 mm focal length lens with an ultraviolet anti-reflection coating
and the collimating lens had a focal length of 50 mm with a near-infrared anti-reflective coating.
After our optimization of the SPDC power, we still needed to separate all of the photons from their
partners. Also, while doing this we need to preserve the exact time correlation the photons got from
being born in the same SPDC process. Since we are using a type 2 crystal, we can separate the
photons with a polarizing beamsplitter (PBS). This orthogonality in polarization means that we
can separate the pair with almost a 100% efficiency, with the upper limit being the efficiency and
absorptiveness of our PBS. This easy separation of the pair is the main advantage of type-II phase-
matching for us. Next, we conserve the temporal correlation by trying to keep the optical lengths
of the two paths the same from the PBS into each of our fiber couplers. Of course, human error
in length measurements, and deviations in fiber lengths, will cause changes in the path lengths.
Thus, we also introduced a delay line, with two mirrors (see 5.6), that can be used to adjust the path
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length in one of the arms. This allows us to scan the path lengths and then perfectly temporally
overlap our photons.
Finally, we couple the photons into single-mode fibers by putting the SMFs behind microscope
objectives on stable and easily adjustable coupling stages (stages not shown in figure 5.6). The
microscope objectives used here had a 10 magnification As in the previously described setups,
the couplers had two mirrors in front of them, that were used to change the input position and
angle of the photon beams entering the coupler. Also, as previously mentioned, the SMF coupling
filters in only one spatial mode. This spatial mode filtering guarantees that, at the other end of the
fiber we have a perfect Gaussian mode on our single photons.
Some additional considerations for the focusing and collimating lenses come up when we want to
keep our two photons indistinguishable. For example, adjusting the waist size and position for the
collimating lens can change the time delay spread between the two photons [73], but at least for
long coherence length pumps, this shouldn’t affect the indistinguishability of the photon pair [30].
This time delay spread can be intuitively understood by considering the spread of locations, where
the photon pair could be formed. Then, due to the birefringence and the orthogonal polarizations
between the two photons, the delay between them changes depending on the distance they have
to travel through the birefringent crystal. But this spread shouldn’t affect the interactions between
the pair, with our narrower bandwidth, long coherence length pump laser. But with the initial
broad bandwidth pump laser it was noticeable. Additionally, these focusing parameters can affect
the spectral profile of our down-conversion [73, 74, 75], which might also affect the spectral
distinguishability of our two photons. When building the PPS in question, these lens combinations
weren’t considered much, since sufficient power was achieved just by matching the beam waists
of the focusing and collimating lenses.
Lastly, for our single photon measurements, we required more sensitive detectors. The single-
photon detectors we used were avalanche photodiodes (APD) with a fiber input. These APD
detectors (Laser Components Count T) are designed to have a huge current gain from a single
photon absorption, due to the big reverse bias. Two of these APD detectors were used for the pho-
ton pairs, and the detection signals were fed out of them into a time tagger module (TTM8000).
This time tagger then labels the detection times of each photon such that a computer program can
distinguish which photons were detected at the same time. With these simultaneous detections, or
coincidences, we can herald a single photon, as already discussed in section 2.2, or measure the
behaviour of a photon pair in bi-photon interactions. These simultaneous detection events have a
certain detection window (here 0.5 ns to 1 ns) in which two detections are deemed to be simultane-
ous, due to the temporal accuracy of our detectors. Therefore, we can only trust the coincidences
to signify pairs if the rate of detected single photons compared to this coincidence window is
small, and if the signal to noise ratio is sufficiently low in the APD detectors. Fortunately, the
dark count level of our APDs is roughly 30 erroneous detections per second, which translates to
roughly a 3 10 8 chance of a photon being detected in a 1 ns time window. Correspondingly
the probability of an accidental coincidence out of these dark counts is the square of this value
910 16. If we additionally keep our single photon rates at MHz, or below, the chances that two
photons accidentally coincidence is improbable compared to the rate of actual pair detections.
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5.2.2 Results
We implemented two different high-dimensional quantum logic gates for different sets of LG-
modes. For the first gate we still used the same 808nm laser but for the second one we used our
heralded single photons.
The first gate we implemented was an X-gate. In short, a high-dimensional X-gate or NOT-gate
cyclically shifts the bits [14]. In a two-dimensional case this means that a 1 becomes a 0 and
a 0 becomes a 1. However, in our chosen three-dimensional basis, LG+10 converts to LG
0
0, LG
0
0
converts to LG 10 , and LG
 1
0 is converted to LG
+1
0 . Note, that a method of implementing OAM-
mode X-gates is already known, but the WFM method can be extended to full-field spatial mode
X-gates, which we showed in a related article [17]. A more general definition of high-dimensional
X-gates can be found in [14], where a different method of constructing OAM-mode X-gates is
also shown.
Accuracy = 0.984 + 0.007-
Figure 5.7. Crosstalk matrix of the three dimensional X-gate for the set of LG-modes LG10, LG
0
0
and LG 10 . The behaviour of the gate was measured in all MUBs to measure the unitarity of the
transformation, from the accuracy and phase stability of the conversion. The inset accuracy is
the mean and standard deviation of the matrix values with the yellow colormap values. The MUB
indices are in the order of the k-indices in equation (5.2) with k = 1 being MUB II and MUB I
being the LG-mode basis.
The measured conversion accuracies are shown in the crosstalk matrix of figure 5.7. The crosstalk
matrix values here are calculated in the same way as before In order to examine the true unitarity
and usefulness of the gate, the measurements were done in all four MUBs of our three dimensional
basis. From the combined results of the gates operation in all MUBs we can infer the unitarity of
the gate. This means that for a truly unitary transformation we should have a lossless and repeat-
able operation of the gate in all MUBs. Or in other words, in all MUBs the mode orthogonality
should be conserved, and no losses should occur. Our implementation is nearly unitary, with only
minor alignment errors etc., as can be seen from the crosstalk matrix in figure 5.7. The unitarity
of the process can also be investigated through quantum process tomography, that was done for
these measurements in [17]. From this tomography we achieved a process purity of 99.3%, which
is close to the 100% purity of a perfect unitary process. Also, a similar value to the previously
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Input-mode indices Output-mode indices
l lp p
+1 0 +1 0
0-10-1
+1 1 -1 1
1+11-1
Table 5.1. A table describing the operation of our CNOT-gate. The gate changes the modes l-index
if the p-index is 1. If p= 0, no transformation is done.
shown “Diagonal"-values can be calculated for these results. We call this value accuracy and de-
fine it as a mean of the crosstalk matrix values shown in yellow in the theoretical crosstalk matrix
of figure 5.7. The total achieved accuracy for conversions in all MUBs was 98.40.7 % for this
OAM-mode X-gate.
Accuracy = 0.947 + 0.014-
Figure 5.8. A single photon CNOT-gate using full field LG modes. The gate works for the four
LG-modes LG 10 , LG
+1
0 , LG
 1
1 , and LG
+1
1 . If the input mode has a radial index of one, the mode
is converted to the same mode of opposite azimuthal index. Conversely, no transformation is
performed if the radial index is zero. The accuracy is defined the same way as in figure 5.7 and in
the rightmost figure we show the averaged single photon values without normalization.
The second gate we implemented was a type of controlled NOT gate (CNOT) for the internal
degrees of freedom of a single photon. For measuring this gate, we used our heralded single
photon source. The way our CNOT-gate works is that it uses one degree of freedom from our
spatial mode quantum states to determine if a cyclic shift should be done in the other degree of
freedom. The modes used here were LG 10 , LG
+1
0 , LG
 1
1 , and LG
+1
1 . For our modes the CNOT-
gate shifts a modes azimuthal index from minus one to plus one or vice versa, if the radial index is
one. Then conversely, if the radial index is zero, no shift occurs. Effectively then, the radial index
controls the NOT-operation. A simple table on the operation of our CNOT gate is shown in table
5.1 The results measured for this gate, with heralded single photons, can be found in figure 5.8.
The accuracy was a bit lower for these conversions, 94.71.3 %. This slight decrease in accu-
racy was probably due to multiple reasons. First of which is that this gate was optimized for
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more modes than before. Secondly, the radial structure is included in these transformations, which
makes the transformations more complex. Lastly, the spectral profile of our heralded single pho-
tons is a bit broader compared to our laser. The spectral profile’s effect on our conversion accuracy
is due to the alignment’s wavelength dependence. This wavelength dependence comes from the
fact that we display multiple diffraction gratings on our SLMs. Figure 5.8 also shows the number
of heralded single photons we detected during our integration time of one minute per each input
and output mode. The total observed losses were about 99.97% when comparing rate before the
mode generation and at the single photon detection. This was expected though, due to the losses
in the amplitude masking methods and all the SLMs.
5.3 Hong-Ou-Mandel interference
The final experiment we performed was testing our photon pairs in Hong-Ou-Mandel interference.
During this process we tested multiple pump lasers for our PPS before ending up on the 6 pm
bandwidth laser listed in section 5.2.1. While testing these different pump lasers, we observed a
single photon rate of roughly 0.9-1MHz for 50mW of pump power. This rate is the average photon
rate between our two SMF outputs in the PPS. The important factor is how many of these single
photons per arm were part of a time correlated pair. This ratio of coincidences to singles varied
between 20-48%, with 48% being the value achieved with the narrow bandwidth pump laser. So,
for the coincidences, we had roughly a rate of 9120 Hz/mW, depending on the pump power.
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Figure 5.9. Initial HOM interference result in a fiber beamsplitter. The measured visibility was
0:478 0:017, which already indicates two-photon interference but doesn’t exceed the limit that
can be achieved by interfering more classical states of light (0.5) [76].
This testing of different pump lasers in our PPS was done due to the non-optimal properties of our
photon pair. By the quality of the photons we refer to the indistinguishability of the pair. This
indistinguishability was tested by measuring the pairs HOM interference visibility in a fused fiber
beamsplitter, and as already discussed in section 2.3, the better the visibility, the more repeatably
we are generating indistinguishable photon pairs.
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Figure 5.10. HOM interference result in a fiber beamsplitter using the 6 pm bandwidth pump laser
described in section 5.2.1. Two types of theoretical coincidence curves were tried to fit into the
data with limited success. The fitted curves represent interference of photons with a Gaussian and
a Sinc spectral profiles. The achieved visibility was 0:7600:005 calculated with equation (2.34).
The left figure represents the simultaneously measured rates of single photons averaged between
the two detectors. We can see a decrease in singles in the interference area caused by the fact that
our detectors can only resolve one photon at a time. This means that when the photons start to
bunch into pairs, the number of temporally overlapped pairs going into both detectors starts to
increase. The expected decrease in single photon detections should then be half of the decreased
coincidence values as is observed in our measurements (dip is roughly 80 000 coincidences deep
and singles decrease by roughly 40 000 counts).
The HOM interference visibilities were measured by scanning the translation stage over the po-
sition of zero path difference between the two photons. Thus, for perfectly indistinguishable
photons with Gaussian spectral distributions, we should achieve similar results to the theoretical
curves presented in figure 2.5. As mentioned in section 5.2.1, our first laser had a 1.8 nm band-
width, and as can be seen from the related HOM results in figure 5.9, the dip in coincidences isn’t
as deep as it should be. Also, the width of the interference area is a bit broader than we would
expect. This is most likely due to the differences in spectral distributions, caused by polarization
dependent processes in our SPDC crystal (as discussed in section 5.2.1), and the possible varia-
tions in the time delays of the pairs. The visibility of this dip, calculated according to equation
(2.34) was 0:4780:017. The value PCL was the average coincidence rate outside of the interfer-
ence area and PQM was the coincidence rate at the lowest point of the interference area. The two
aforementioned reasons can cause this spread and decrease in visibility, since if all of our photons
are not fully indistinguishable spectrally and temporally, all of the photon pairs won’t interfere.
Also, if the time delay between the photon pairs varies, all the pairs won’t interfere at the same
stage position of the delay line. Hence, we would get a more broader interference pattern due to
the spread of the photon pair delays.
With a narrow bandwidth laser, like the 6 pm bandwidth laser we introduced in section 5.2.1, these
problems are reduced, and a higher visibility can be reached. The difference can be seen in figure
5.10 which was measured with this laser. Now the visibility was 0:760 0:005, calculated with
the same method as previously. However, now we included the experimentally calculated FBS
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splitting ratio into the visibility. This splitting ratio just increased the value of PCL by a factor of
1.0048. The visibility still wasn’t perfect, and we suspect that the spectral distinguishability of our
photons might still be an issue. The fit curves shown in figure 5.10 were adopted from [42] and
[41].
One additional observation was a decrease in the single photon rates when HOM interference was
observed. This decrease can be seen in the single photon rates in figure 5.10. The decrease is
caused by the fact that our detectors are not photon number resolving. Hence, when our photons
start to exit the FBS together, a greater number of these temporally overlapped photons enter the
same detector, which counts the pair as only a single photon. From this we expect a decrease in
single photon rates that is roughly half of the decrease in coincidences, since the single rates we
show are an average rate between the two detectors. The exact two photon detection efficiencies of
our detectors might cause small changes to this value. But the measured decreases did match this
expectation quite well, since the single photons per detector decrease by roughly 40 000 counts/s
when the coincidences decrease by about 80 000 1/s.
5.3.1 Setup for two-photon interference in transverse spatial modes
Finally, we constructed a third setup around our mode-converter. This time, the goal was to observe
the two-photon interference effects in spatial modes, as discussed in section 2.4.3. The actual
implementation of this setup is in principle, just the configuration shown in figure 5.5 with two
inputs and outputs. A sketch of this setup is shown in figure 2.9. More specifically, in the setup
we send two photons onto the first SLM, where we can carve two different transverse modes
onto them using the familiar amplitude masking technique. We use a single SLM for multiple
operations by directing the two photons onto different regions of the SLM and displaying two
different holograms. After the spatial mode structures have been imprinted on the beams, they are
overlapped with a beamsplitter. This overlapping loses half of the power from both inputs but it’s
the most flexible way to overlap the two photons. Once the photons have been overlapped, we
perform simultaneous mode-conversions on both. This single beamline operation is necessary for
the photon pairs to interfere, since our photons need to be indistinguishable in all other degrees of
freedom. Of course, they can’t initially be indistinguishable in the spatial mode degree of freedom,
if we want to perform different mode-conversions on them.
After the two inputs are combined into a single beam, the mode-converter works the same way
as before. Only now, two of the multiple inputs and outputs of the conversion can be utilized
simultaneously. After the conversion we need to measure the transverse-spatial structure of the
two output photons. This requires us to split the overlapped photon pair back into two different
channels. We achieve this task also with a beamsplitter, but again, since this is a probabilistic
method, only 50% of our photon pairs get separated. After this separation of our photons from their
partners, we use different regions of the third SLM to do separate single spatial mode projections
on the photons.
As can be seen from figure 2.9, both of the input channels are imaged from the first SLM onto the
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Figure 5.11. Two-photon mode-conversion setup. In this setup we have two single photon inputs,
which can be prepared into any spatial modes with SLM1. The single photons are brought into the
system by SMF’s from the photon pair source. These two channels are then spatially overlapped
by a BS and directed onto the mode-converter. The mode-converter output is then split proba-
bilistically by a second BS in to two paths. The two photons are then guided onto SLM3 for two
separate projection measurements characterizing the correlations between the mode structures of
the photon pair. There is a 4f imaging system between each SLM, and the imaging between SLMs
one and two magnifies both of the input beams similarly. The inset mode-conversion phase screens
in the upper right corner performs the unitary transformation described in equation (5.4).
second one using a magnifying 4f-system. Similarly, the converted beams are imaged from the
output plane of the mode-converter onto the third SLM by a simple non-magnifying 4f-system.
The imaging is done to preserve the beam sizes and to avoid any spread of the mode-structure
during propagation.
As we already mentioned, this setup is mainly for testing two-photon interactions in simultaneous
unitary spatial mode conversions. The initial task with this setup would be to observe HOM
interference in the spatial mode degree of freedom instead of the usual path degree of freedom. In
effect, we are now able to realize the beamsplitter-like mode-converter detailed in section 2.3, i.e.
a Hadamard-gate between different spatial mode MUBs. Following these two-dimensional tests,
studying two-photon interference in a higher-dimensional state space would be easily achievable
with this same setup. These higher dimensional state spaces would only require a different mode-
conversion, e.g. a three-way beamsplitter (tritter) for a three-dimensional state space [77].
We haven’t had time to test this setup yet, but we have constructed all of its parts, and are almost
ready to test it. The initial test would be implemented using the LG+10 and LG
 1
0 modes, since they
are efficient to detect with the phase-flattening technique. The mode-conversion, shown in figure
5.11, is the most efficient Hadamard-type conversion we found for these two modes.24 j1i
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To use this unitary transformation in two-photon interference, we need to prepare one of the pho-
tons in a LG10 state and the other in a LG
 1
0 state. Then our otherwise indistinguishable photons
should bunch into the same spatial mode in the mode-conversion. This bunching could then be
observed as a coincidence decrease or increase, depending on which states we project the photons
on at the last SLM.
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6 CONCLUSION AND OUTLOOK
During this thesis, we set out to investigate, how a recently discovered MPLC technique called
wavefront matching can be used to implement unitary transformations of spatial modes. We in-
vestigated its applicability in multiple different tasks with our final goal being two-photon inter-
ference. Since WFM is a purely computational method for transforming transverse structures of
light beams, we first needed to define the input and output light fields between which we wanted
to convert the beams and adopt the method for our specific use cases. In this thesis, we have ex-
plained how the WFM algorithm works, along with some underlying theory behind the quantized
spatial modes, which we want to manipulate. After this we tested the method in a unitary spatial
mode filter, and as an arbitrary multi-mode converter.
The results we measured demonstrate the versatility, flexibility, and efficiency of WFM. In the
initial mode filtering (i.e. single state projection) tasks, we observed a good accuracy and high
efficiencies in the conversions. We additionally tested the mode filters efficiency in quantum key
distribution and in quantum state tomography. The filter worked well in both tasks, achieving a
secret key rate of almost 2 bits per photon and a measured state fidelity of 96.4%. In contrast to
other techniques relying on losses, e.g. intensity flattening [50], our technique’s high efficiencies
make it optimal in e.g. single photon tasks that require high efficiencies. The total efficiency
of this implementation could be further improved, e.g. with refractive optical elements [58]. Of
course, more efficient SLMs or deformable mirrors, with higher resolutions, would also improve
the overall efficiencies. Additionally, if we can improve the efficiencies of these programmable
devices, we wouldn’t need to sacrifice flexibility over efficiency. On the algorithm side, imposing
different restrictions on the simulated mode-conversions might make the whole process much
more accurate and efficient. These algorithmic restrictions could, for example, be on the operation
order (e.g. phase singularity removal in the first phase screen) or on the resulting structures on the
holograms (e.g. smoother variations between phase values on adjacent pixels). Both suggestions
could help with the systems alignment and improve the conversion efficiencies, but this needs to be
investigated in more detail. Furthermore, investigating the effect of different propagation distances
in the conversions might be beneficial, since these propagation distances between the phase screens
should be connected to the achieved change in the transverse amplitude structure of light beams.
However, these propagation distances should also be linked to the beam size, the number of modes
in the transformation, and the number of phase screens. The reasons for this are the connection of
the Rayleigh range to the beam size, and the fact that simultaneous conversions of multiple modes
require more complex transformations [17]. As a result, investigating the propagation distance has
a lot of other parameters that need to be controlled during further investigations.
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The second part of our measurements showed that our implementation of mode-conversion by
WFM is capable of handling multiple input and output modes in a single beamline. We demon-
strated that withWFMwe can simulate and implement different high-dimensional optical quantum
gates and showed the unitarity of a three-dimensional gate. Additionally, we demonstrated that the
gates also work with single photons by implementing a CNOT-gate for single photons. The way
we implemented the CNOT-gate took advantage of the multiple internal degrees of freedom of a
single photon. These high-dimensional internal properties of photons could be harnessed in new
types of quantum computation schemes that don’t necessarily require multiple quantized particles
interacting with each other. Moreover, when combining the high-dimensionality with multiple
particles we can achieve even larger Hilbert spaces. Overall, we only showed a few examples of
high-dimensional computational gates that are possible to implement with WFM. Hence, there is
many more unexplored possibilities with this implementation of optical quantum gates. In com-
parison to earlier spatial mode quantum gate implementations, such as the ones explored in [14],
WFM implementations don’t require multiple beam paths or interferometers. Hence, they are sim-
pler to build. The lack of interferometers also make our implementations much more stable. In ad-
dition, since WFM can transform amplitude structures and phase structures, all transverse-spatial
degrees of freedom can be included. This is in contrast to the previously known optical quantum
gates [14], that rely only on the OAM-modes. The inclusion of full-field spatial modes enables
new possibilities, like the CNOT, in addition to a higher-dimensional state space. However, the
efficiency of this method still needs to be improved in order to make these devices usable in actual
computational schemes. Additionally, there needs to be a way of integrating these conversions to
smaller devices, if they are to be used in applications. All in all, these results, along with the addi-
tional results shown in [17], show the potential WFM has in producing unitary high-dimensional
quantum gates for qudits.
In the last section of our experimental implementations, we built and simulated all of the parts
needed for observing a two-photon interference in the transverse-spatial degree of freedom. How-
ever, even though the mode-conversions worked excellently, due to the limited time span of this
thesis, we weren’t able to optimize the photon pair source to the required level. We did observe
a clear signature of two-photon interference, i.e. below the classically possible limit, but not at
a level required for the subsequent tasks. Hence, our photon pair source needs to be further op-
timized, in order to observe a truly quantum interference in the spatial mode degree of freedom.
We also listed some possible methods of improving the indistinguishability of our photon pairs.
Implementing these changes is the obvious next course of action. One additional possibility for
improving the indistinguishability of our photon pair would be to use a type 0 or type 1 phase-
matched nonlinear crystal since then the effects caused by birefringence discussed in section 5.2.1
will not affect the pairs. After this initial two-photon interference is observed with the simplest
transformation, i.e. only using two spatial modes, it will be interesting to move onto higher-
dimensions, i.e. involving more than two modes, and more complex interferences. Additionally,
similarly to the NOON states mentioned in section 2.3, this interference phenomenon could be
used to entangle the photon pair in their transverse-spatial degree of freedom.
In summary, we demonstrated the applicability of WFM in multiple different quantum information
applications such as, filtering, QKD, state tomography and quantum gates. The method also has
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potential in more complex spatial mode transformations such as two-photon interference schemes,
or as an entangling gate. We also tested the unitarity of these transformations and showed that
our implementations were close to perfect unitaries. This ´´unitariness" is especially important
since it preserves coherence and orthogonality of our photon states. We also constructed a novel
two-photon interference setup and demonstrated the functioning of all the required parts. Thus,
the obvious next step is to finalize the source, in order to observe this novel type of quantum
interference, building on the presented preliminary results.
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