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Abstract
We investigate the existence of solutions of a nonlinear elliptic boundary value problem at reso-
nance. Under the condition that the associated linear boundary value problem has no sign-changing
solution or nontrivial solution and some other additional conditions, we prove the existence of solu-
tions or nontrivial (even multiple) solutions to the nonlinear problem. Thus the existence of solutions
can be obtained when the nonlinearity may cross any finite number of eigenvalues of the linear prob-
lem.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we consider the following problem on a bounded domain Ω ⊂ Rn with
smooth boundary:{
Φu+ λ1u+ g(x,u)= h(x), x ∈Ω,
u= 0, x ∈ ∂Ω, (1.1)
where h ∈ L∞(Ω) and λ1 is the first eigenvalue for the uniformly strongly self-adjoint
elliptic linear operator
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with zero Dirichlet boundary condition and real, smooth coefficients aij , aij = aji and
c 0 in Ω . It is well known that the operator −Φ with zero Dirichlet boundary condition
has discrete eigenvalues 0 < λ1 < λ2 < · · · < λi < λi+1 < · · · . The first eigenvalue λ1 is
simple and its eigenfunction φ(x) normalized in C(Ω¯) can be chosen with the following
property: φ > 0 in Ω and ∂φ/∂ν < 0 on ∂Ω , where ν is the unit outer normal to ∂Ω . We
assume that g :Ω×R→R is an L∞-Caratheodory function; that is, g(x,u) is measurable
in x ∈Ω for each u ∈ R, continuous in u ∈ R for a.e. x ∈Ω and satisfies for each r > 0,
there exists αr(x) ∈L∞(Ω) such that |g(x,u)| αr(x) for a.e. x ∈Ω and |u| r .
The following assumption is used in this paper:
(C1) lim sup|u|→∞ g(x,u)/u= Γ (x), where Γ (x) ∈ L∞(Ω) and the convergence is uni-
form for a.e. x ∈Ω .
When the nonlinearity grows below the first eigenvalue Γ (x)  0, one can use topo-
logical degree method, sub- and supersolution method and even critical point theory to
deal with problem (1.1). Among the many papers we refer to Chang [5], Figueiredo and
Gossez [9], Figueiredo and Ni [10], Kazdan and Warner [19], Landesman and Lazer [20],
Mawhin et al. [23]. Instead of requiring the upper boundedness for Γ (x), we present a dif-
ferent kind of condition (condition (H1)) which is particularly satisfied under ‖Γ ‖Lp  a
for some p > 1 and a > 0. Thus we can deal with the resonance problem (1.1) crossing
any finite number of eigenvalues.
When Γ (x) 0, Γ (x)  Γ0(x) ≡ λ2 − λ1 and the strict inequality holds on a subset
of Ω with positive measure, the problem has been widely investigated in the literature
under some further conditions, e.g., Landesman–Lazer condition. We refer to Ahmad [1],
Berestycki and Figueiredo [3], Brezis and Nirenberg [4], Dancer [7], Han [15], Iannacci et
al. [18] and references therein. This paper shows that the solvability of the elliptic boundary
value problem (1.1) relates to the nonexistence of sign-changing solutions of its associated
linear one. Thus many critical functions playing the same role as the above Γ0(x) are
revealed. Hence, the results allow the investigation of (1.1) when the nonlinearity may
cross any finite number of eigenvalues of the linear problem. In this aspect, we mention
the work of Dancer and Gupta [8]. They proved the existence of solutions to (1.1) in the
n= 1 case when the nonlinearity may cross any finite number of eigenvalues of the linear
problem. But in their main result they imposed a kind of condition on the zeros of solutions
to the associated linear initial value problem which is obviously meaningless for higher
dimensional problem. For other related results in the ordinary differential equation case,
see [12–14,22].
In this paper, denote C10 (Ω¯) the subspace of C1(Ω¯) of the functions which vanish on
∂Ω . The space C1,δ0 (Ω¯) for 0 < δ < 1 has the similar meaning. The norm of a function
u(x) in C(Ω¯) is denoted by ‖u‖∞. According to the eigenvalues of the operator −Φ with
zero Dirichlet boundary value conditions, for u(x) ∈ L2(Ω) (or H 10 (Ω)) we decompose
u(x)= u0(x)+ u˜(x), where u0(x) corresponds to λ1 and u˜(x) corresponds to the eigen-
values larger than λ1.
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In this section, we consider the boundary value problem (1.1) when Γ is not necessary
bounded from above by 0. Instead, we assume the following condition (H1). In order to
present the results more clearly, the following equivalent problem is considered:
Φu+ f (x,u)= 0 in Ω, u|∂Ω = 0, (2.1)
where f (x,u)= λ1u+g(x,u)−h(x). Clearly, f (x,u) is also an L∞-Caratheodory func-
tion. Corresponding to condition (C1), we need the following condition in this section:
( C1 ) lim sup|u|→∞ f (x,u)/u= Γ¯ (x), where Γ¯ (x)(= Γ (x)+λ1) ∈L∞(Ω) and the con-
vergence is uniform for a.e. x ∈Ω .
We also use the following conditions:
(C2) There exist r > 0 and α(x),β(x) in L∞(Ω),
f (x,u) β(x) if u r, f (x,u) α(x) if u−r
for a.e. x ∈Ω .
(H1) For every a(x) ∈L∞(Ω) with 0 a(x) Γ¯ (x), the boundary value problem
Φu+ a(x)u= 0 in Ω, u|∂Ω = 0, (2.2)
has no nontrivial solution in H 10 (Ω).
Lemma 2.1. Assume that Γ¯ (x) satisfies condition (H1). Then Γ¯ (x)+ δ still satisfies it for
δ > 0 small.
Proof. If the lemma is not true, then there exist {δn} ⊂ R+, {an} ⊂ L∞(Ω) and {un} ⊂
H 10 (Ω) satisfying
Φun + an(x)un = 0 in Ω, un|∂Ω = 0,
where δn → 0+ and 0  an(x) Γ¯ (x)+ δn. By the Lp-estimate and the standard boot-
strap argument we have {un} ⊂H 10 (Ω)∩W 2,p(Ω) for all p > 1. Hence by the imbedding
theorem, {un} ⊂ C1,δ0 (Ω¯) for all 0 < δ < 1.
Setting vn = un/‖un‖∞, we obtain
Φvn + an(x)vn = 0 in Ω, vn|∂Ω = 0. (2.3)
It follows from the Lp-estimate, bootstrap argument and the compact imbedding theo-
rem that {vn} is bounded in W 2,p(Ω) for all p > 1 and hence is compact in C1,δ0 (Ω¯).
Since {an} is also bounded in L2(Ω), we can suppose that an ⇀ a weakly in L2(Ω)
(for a subsequence and “n→∞” is also omitted in this paper). By the Mazur theorem we
have 0 a(x) Γ¯ (x)+ δn for n 1 and hence 0 a(x) Γ¯ (x).
Multiplying (2.3) by ϕ ∈C∞0 (Ω), we know that v0 is a solution of
Φv0 + a(x)v0 = 0 in Ω, v0|∂Ω = 0,
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diction to ‖v0‖∞ = 1. ✷
Theorem 2.1. Assume that f (x,u) satisfies ( C1 ) and (C2) where Γ¯ (x) satisfies (H1).
Then problem (2.1) has at least one solution in C(Ω¯) (hence in W 2,p(Ω) for all p > 1).
Proof. By the Leray–Schauder principle, it suffices to prove that the weak solutions of
Φu+ λΓ¯ (x)u+ (1− λ)f (x,u)= 0 in Ω, u|∂Ω = 0,
are bounded in C(Ω¯) uniformly with respect to λ ∈ [0,1].
For δ > 0 in Lemma 2.1, we can choose R > 0 such that f (x,u)/u  Γ¯ (x) + δ for
|u| R, a.e. x ∈Ω . Without loss of generality, we assume R = r , where r is the constant
in (C2). By a known argument we can decompose f (x,u)= γ (x,u)u+ f˜ (x, u), where
γ (x,u) and f˜ (x, u) are L∞-Caratheodory functions and
0 γ (x,u) Γ¯ (x)+ δ, (2.4)∣∣f˜ (x, u)∣∣ α(x) ∈L∞(Ω). (2.5)
For example, set γ (x,u)= f1(x,u)/u if u = 0 and γ (x,u)= 0 if u= 0, where
f1(x,u)=
{
min{f (x,u)+ |β(x)|, (Γ¯ (x)+ δ)u}τ (u) for u 0,
max{f (x,u)− |α(x)|, (Γ¯ (x)+ δ)u}τ (u) for u 0,
and τ :R→ R is a continuous function such that 0  τ  1 and τ (u) = 0 for |u|  r ,
τ (u)= 1 for |u| 2r .
We prove the assertion by contradiction. Hence suppose that there are {un} in C(Ω¯) and
{λn} in [0,1] such that
Φun + λnΓ¯ (x)un + (1− λn)γ (x,un)un + (1− λn)f˜ (x,un)= 0 in Ω,
un|∂Ω = 0.
Set vn = un/‖un‖∞. Hence
Φvn +pn(x)vn = hn(x) in Ω, vn|∂Ω = 0, (2.6)
where pn(x)= λnΓ¯ (x)+ (1− λn)γ (x,un), hn(x)= (1− λn)f˜ (x,un)‖un‖−1∞ . It follows
from the decomposition of f (x,u) that
0 pn(x) Γ¯ (x)+ δ,
and ‖hn‖∞ → 0.
Using the similar argument as in Lemma 2.1, we can obtain that {vn} ⊂W 2,p(Ω) for all
p > 1 and suppose that vn → v0 in C1,δ0 (Ω¯) for some 0 < δ < 1. We can also suppose that
pn ⇀ p weakly in L2(Ω) and 0  p(x)  Γ¯ (x) + δ. Multiplying (2.6) by ϕ ∈ C∞0 (Ω)
and letting n→∞, we will get a similar contradiction as in Lemma 2.1. The proof is
completed. ✷
Now, we present some situations verifying (H1).
For two measurable functions a(x), b(x) on Ω , denote a(x) b(x) if a(x) b(x) and
the strict inequality holds on a subset of Ω with positive measure.
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Φu+ Γ¯ (x)u= 0 in Ω, u|∂Ω = 0,
has a positive solution in H 10 (Ω). Then any nonnegative a(x) ∈L∞(Ω) with a(x) Γ¯ (x)
satisfies condition (H1). Particularly, Γ¯ (x) ≡ λ1 is such a function. In fact, we first note
that in this case 0 is the first eigenvalue of the problem
Φu+ Γ¯ (x)u=−λu in Ω, u|∂Ω = 0,
and the assertion follows immediately from the variational characterization of the first
eigenvalue (e.g., see [6]).
Proposition 2.1. For every p > n/2, we can obtain γ = γ (p) such that any nonnegative
a(x) ∈L∞(Ω) with ‖a‖Lp < γ satisfies condition (H1).
Proof. Suppose that (2.2) has a nontrivial solution in H 10 (Ω). By the Lp-estimate and
bootstrap argument, we have u ∈ W 2,p(Ω) and ‖u‖W 2,p  c1‖au‖Lp for some c1 > 0.
Hence
‖u‖W 2,p  c1‖au‖Lp  c1c2‖u‖∞‖a‖Lp  c1c2c3‖u‖W 2,p‖a‖Lp,
where we have used the imbedding theorem to get the positive constants c2, c3. Hence
‖a‖Lp  1/(c1c2c3), which completes the proof. ✷
Remark 2.2. There is a lot of work in the literature on the solvability of Eq. (2.1) when
f (x,u) grows below the first eigenvalue. The typical assumption is that Γ¯ (x)  λ1 for
a.e. x ∈ Ω ; e.g., see [9,19]. Remark 2.1 shows that there are other functions in L∞(Ω)
playing the same role as λ1. Furthermore, by Proposition 2.1 and Theorem 2.1, (2.1) is
solvable under conditions (C1) and (C2) on f (x,u) provided Γ¯ (x) satisfies ‖Γ ‖Lp < γ for
some p > n/2, where γ > 0 is dependent only on the constants in the Lp- and imbedding
inequalities. Hence Theorem 2.1 can be used to deal with some new case of (2.1) where
Γ¯ (x) is larger than λ1 in some subset of Ω with positive measure.
If we impose some suitable conditions on f (x,u) near u= 0, nontrivial solutions can
be obtained. For example, we can prove the following Theorem 2.2 which can be com-
pared to Theorem 8 in [17], where four nontrivial solutions are obtained under stronger
assumptions: f ′(0) ∈ (λi , λi+1) for some i  2 and lim sup|u|→∞ f (u)/u < λ1. It can also
be compared to Theorem 2 in [21] where two nontrivial solutions, without further infor-
mation on the signs of them, are obtained.
Theorem 2.2. In addition to the assumptions in Theorem 2.1, assume that f (x,u)/u λ1
for |u| s, s > 0 is some constant. Then (2.1) has at least two solutions in C(Ω¯), one is
positive in Ω and one is negative in Ω .
Proof. We first prove that (2.1) has a positive solution in C(Ω¯). Set
f¯ (x, u)=
{
f (x,u) for u 0,
0 for u < 0.
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Φu+ f¯ (x, u)= 0 in Ω, u|∂Ω = 0,
are positive in Ω . Set E = C0(Ω¯), F¯ :E → L∞(Ω), u → f¯ (·, u(·)), A = (−Φ)−1F¯ :
E → E. The operator A is completely continuous by the regularity theory of elliptic
equation. The proof of Theorem 2.1 implies that the Leray–Schauder degree deg(I − A,
BR, θ)= 1 for R > s large, where BR is the ball in E.
Suppose that u−Au = θ for u ∈ ∂Bs . If not, the positive solution is obtained. Now we
prove that
u−Au = tφ for t  0, u ∈ ∂Bs,
which will give deg(I −A,Bs, θ)= 0. By the additivity of the Leray–Schauder degree, we
will get a nontrivial fixed point of A, that is, a positive solution of (2.1) in E. Suppose to
the contrary we can get t0 > 0 and u0 ∈ ∂Bs such that u0 −Au0 = t0φ. This is equivalent
to
Φu0 + f¯ (x, u0)=−t0λ1φ.
We claim that u0  0 in Ω . To prove this, we set Ω0 = {x: u0(x) < 0 in Ω}. Then on Ω0,
we have
Φu0 =−t0λ1φ in Ω0, u|∂Ω0 = 0.
Hence Ω0 is empty.
By the condition in this theorem, we have
Φu0 + λ1u0 −t0λ1φ.
Multiplying the inequality by φ and integrating over Ω , we get t0  0. This is a contradic-
tion. Hence, deg(I −A,Bs, θ)= 0.
The negative solution can be similarly obtained. ✷
3. Solvability when Γ  λ2 − λ1 may not hold
In this section we introduce the following condition on the associated linear boundary
value problem:
(H2) Suppose that the linear boundary value problem
Φu+ λ1u+ a(x)u= 0 in Ω, u|∂Ω = 0, (3.1)
has no sign-changing solution in H 10 (Ω) for all a(x) ∈ L∞(Ω) with 0  a(x) 
Γ (x) a.e. x ∈Ω .
In order to prove the main result in this section, we need the following lemmas.
Lemma 3.1. Let Γ (x) satisfy condition (H2) and a(x) ∈ L∞(Ω) satisfy 0 a(x) Γ (x)
a.e. x ∈Ω . Define Φ1u= Φu+ λ1u+ a(x)u+ 1u. Then for 1 > 0 sufficiently small, the
boundary value problem
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has only the trivial solution in H 10 (Ω).
Proof. If the boundary value problem (3.1) has only the trivial solution, this is true for
small positive 1 by the discreteness of the eigenvalues [11]. So we can suppose that (3.1)
has one-sign (positive or negative) solutions in Ω . If the above assertion were not true, we
can find a sequence of nontrivial solutions {un} ⊂H 10 (Ω) for Φ1nu= 0, where 1n > 0 and
1n → 0. The regularity theory implies that {un} ⊂W 2,p(Ω)∩H 10 (Ω) for all p <∞, hence
in C1,δ0 (Ω¯) for all 0 < δ < 1. First multiplying Φ1nu= 0 by φ(x) and integrating over Ω ,
we can conclude that {un} must be sign-changing solutions. Define vn = un/‖un‖∞. Then
{vn} are solutions of
Φvn + λ1vn + a(x)vn+ 1nvn = 0 in Ω, vn|∂Ω = 0.
By the Lp theory and the compact imbedding theorem we can suppose that vn → v0 in
C
1,δ
0 (Ω¯) for all 0 < δ < 1. It follows from ‖vn‖∞ = 1 that v0 = 0. Let n→∞, then v0 is
a nontrivial solution of the following problem:
Φv0 + λ1v0 + a(x)v0 = 0 in Ω, v0|∂Ω = 0.
By condition (H2), v0 is not sign-changing. We can suppose that v0  0. Hence, by the
strong maximum principle, v0 > 0 in Ω and ∂v0/∂ν < 0 on ∂Ω , where ν is the unit outer
normal to ∂Ω . Since vn → v0 in C10 (Ω¯) and {vn} are sign-changing, this is a contradic-
tion. ✷
Lemma 3.2. Let Γ (x) ∈ L∞(Ω) satisfy condition (H2). Then there exists δ = δ(Γ ) > 0
such that Γ (x)+ δ also satisfies condition (H2).
Proof. The proof can be similarly given as that of Lemma 3.1. ✷
Theorem 3.1. Let g :Ω ×R→ R be an L∞-Caratheodory function satisfying condition
(C1), where Γ (x) ∈ L∞(Ω) satisfies condition (H2). Furthermore, we assume the condi-
tion
(C3) There exists ρ > 0 such that 〈g(·, u(·)),φ〉L2  0 for all u(x) ∈ C10 (Ω¯) with u(x)
ρφ(x) and 〈g(·, u(·)),φ〉L2  0 for all u(x) ∈ C10 (Ω¯) with u(x)−ρφ(x).
Then for each h(x) ∈L∞(Ω) with ∫
Ω
h(x)φ(x) dx = 0, the boundary value problem (1.1)
has at least one solution u(x) ∈ C(Ω¯).
Proof. We consider the following problem:
Φu+ λ1u+ λΓ (x)u+ λ1u+ (1− λ)g(x,u)= (1− λ)h(x) in Ω,
u|∂Ω = 0. (3.2)
By Lemma 3.1 and the Leray–Schauder principle, it suffices to show that the set of
all possible solutions of the problem is uniformly bounded in C(Ω¯) for λ ∈ (0,1], for
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{λn} in (0,1] and solutions {un} = {uλn} corresponding to λn such that ‖un‖∞ → ∞.
Now let r > 0 be such that |g(x,u)|  (Γ (x) + 1)|u| for |u|  r and a.e. x ∈ Ω . As in
Theorem 2.1, we can decompose g(x,u)= γ (x,u)u+ g˜(x, u), where γ (x,u) and g˜(x, u)
are L∞-Caratheodory functions satisfying (2.4) and (2.5).
Let vn = un/‖un‖∞. As in the proof of Lemma 2.1, by the Lp theory and the compact
imbedding theorem, we can prove that {vn} is compact in C10 (Ω¯). Using the argument in
Lemma 2.1, we can obtain that v is a weak solution of the equation
Φu+ λ1u+ λ¯Γ (x)u+ λ¯1u+ (1− λ¯)z(x)u= 0 in Ω, u|∂Ω = 0, (3.3)
where vn → v in C10 (Ω¯) and λn → λ¯ and 0  z(x)  Γ (x) + 1 for some z ∈ L∞(Ω).
By Lemma 3.2, (3.3) has no sign-changing solutions. Since v ≡ 0, we can suppose that
v is positive in Ω by the strong maximum principle. Multiplying (3.3) by φ and integrat-
ing over Ω , we can obtain that v = φ. By the property of the first eigenfunction and the
convergence of {vn} to v in C10 (Ω¯), we have un > 0 in Ω for n sufficiently large. Set
v˜n = u˜n/‖un‖∞. We now prove that v˜n → 0 in C10 (Ω¯). In fact, since un are solutions of
(1.1) corresponding to λn, v˜n satisfy
Φv˜n + λ1v˜n = βn(x,un) in Ω, v˜n|∂Ω = 0,
where |βn(x,un)|  β0(x) for some β0(x) ∈ L∞(Ω), βn(x,un) = h(x)(‖un‖∞)−1 −
λn1vn−λnΓ (x)vn− (1−λn)γ (x,un(x))vn(x)− (1−λn)g˜(x,un(x))(‖un‖∞)−1. Hence,
by the Lp theory, {v˜n} are uniformly bounded in W 2,p(Ω) for every fixed p <∞. Also as
in Lemma 2.1, we can prove that {v˜n} is compact in C10 (Ω¯). Since vn → φ in C10 (Ω¯), we
can suppose that v˜n → 0 in C10 (Ω¯). Hence if we set v0n = u0n/‖un‖∞ = knφ, we can obtain
kn → 1. Therefore
un(x)= ‖un‖∞
(
u0n(x)/‖un‖∞ + u˜n(x)/‖un‖∞
)
 ‖un‖∞
(
1
2
φ(x)− 1
4
φ(x)
)
 ρφ(x) (3.4)
for n > N (N is only dependent on ρ), where we have used the Hardy–Sobolev type
inequality (see [15])∣∣u(x)∣∣ C∣∣∇u(x)∣∣φ(x)
for all u(x) ∈C10 (Ω¯), and the boundedness of {v˜n} in C10 (Ω¯), where C is a constant.
Finally, we get from Eq. (3.2) that∫
Ω
[(
λn1 + λnΓ (x)
)
un(x)+ (1− λn)g
(
x,un(x)
)]
φ(x) dx = 0.
This is a contradiction, since 〈g(x,un(x)),φ(x)〉L2  0, Γ (x)+ 1  1 and un is positive
in Ω for n sufficiently large. This completes the proof. ✷
Proposition 3.1. Let Γ (x) ∈ L∞(Ω) with Γ (x) 0 and Γ (x) ≡ 0 in Ω . If the boundary
value problem
Φu+ λ1u+Γ (x)u= 0 in Ω, u|∂Ω = 0,
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∫
Ω Γ (x) dx > a for some positive constant a
independent of Γ (x).
Proof. Suppose to the contrary we can find a sequence {Γn} in L∞(Ω) such that Γn(x)
 0, Γn(x) ≡ 0,
∫
Ω Γn(x) dx→ 0 and the problems
Φun + λ1un + Γn(x)un = 0 (3.5)
have nontrivial solutions in H 10 (Ω). We also know that un ∈W 2,p(Ω) ∩ H 10 (Ω) for all
p <∞. By a simple observation as before, the functions {un} must be sign-changing in Ω .
As before, if we set vn = un/‖un‖∞, we can prove that {vn} is compact in C1,δ0 (Ω¯) for
all 0 < δ < 1. So, we can assume vn → v0 in C10 (Ω¯) and v0 = 0. Multiplying (3.5) by
ϕ ∈ C∞0 (Ω) and integrating over Ω , we can see that v0 is an H 10 (Ω) weak solution (hence
a C20 (Ω¯) classical solution) of the equation Φv0 + λ1v0 = 0. Without loss of generality,
we can assume that v0 has the following property: v0 > 0 in Ω and ∂v0/∂ν < 0 on ∂Ω ,
where ν is the unit outer normal to ∂Ω . This also leads to a contradiction, since {vn} are
sign-changing in Ω and converges to v0 in C1(Ω¯). ✷
In view of the above proposition, the introduction of the numberλ∗ = sup{λ: for all a(x)
∈L∞(Ω), a(x) 0 and a(x) ≡ 0 with ∫Ω a(x) dx  λ, (3.1) has only the trivial solution}
seems to be meaningful. In the one dimension case, this number can be estimated using
the method in [8]: λ∗ = 4 for Ω = (0,π). But it seems to be difficult to evaluate it in the
higher dimension case on general domains. From the following theorem, it is seen that it
is an important number for the investigation of the resonance problem crossing any finite
number of eigenvalues.
Theorem 3.2. We assume all the assumptions in Theorem 3.1 hold. But, instead of condi-
tion (H2) on g(x,u), we assume∫
Ω
Γ (x) dx  λ∗.
Then for each h(x) ∈L∞(Ω) with ∫
Ω
h(x)φ(x) dx = 0, the boundary value problem (1.1)
has at least one weak solution u(x) ∈C(Ω¯).
Remark 3.1. Condition (C3) is a relaxation of the widely used sign condition g(x,u)u 0
for all u ∈R; e.g., see [13,18]. It is in the spirit of the corresponding conditions in [19]. As
noticed by Figueiredo and Ni [10], it cannot be relaxed to g(x,u)u 0 for |u| a > 0 for
some positive constant a. But it is easy to see that there are many other functions satisfying
condition (C3). As in [19], we can give the following proposition verifying (C3).
Proposition 3.2. If g(x,u) has the two properties
(i) There is g+(x) ∈ L∞(Ω) such that 〈g+(·),φ(·)〉L2 > 0,
lim inf
s→+∞g(x, s) > g+(x)
uniformly in a.e. x ∈Ω ;
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lim sup
s→−∞
g(x, s) < g−(x)
uniformly in a.e. x ∈Ω ,
then g(x,u) satisfies condition (C3).
Proof. We just prove the first part of (C3) by (i). The other part is similar. From (i) we can
choose s0 such that for s > s0, g(x, s) > g+(x). Set
m= inf
x∈Ω,s0
g(x, s).
If m  0, then g(x, s)  0 for all s  0. We now suppose that m < 0, hence −∞ <
m< 0. By condition (i), choose Ω0 ⊂⊂Ω such that∫
Ω0
g+(x)φ(x) dx +m
∫
Ω\Ω0
φ(x) dx > 0.
Hence we can get ρ > 0 large enough such that if u(x) ∈ C10(Ω¯) and u(x)  ρφ(x),
then u(x) s0 on Ω0; thus for u(x) ρφ(x),∫
Ω
g
(
x,u(x)
)
φ(x) dx =
∫
Ω0
g
(
x,u(x)
)
φ(x) dx +
∫
Ω\Ω0
g
(
x,u(x)
)
φ(x) dx

∫
Ω0
g+(x)φ(x) dx +m
∫
Ω\Ω0
φ(x) dx > 0.
Hence g(x,u) satisfies condition (C3). ✷
Remark 3.2. Condition (H2) is valid under one of the following conditions:
(i) Γ (x) λ2 − λ1;
(ii) ∫
Ω
Γ (x) dx  λ∗.
The second case follows immediately from the definition of λ∗ and the first case can be
obtained by the inequality (e.g., see [15])∫
Ω
(
Φu(x)+ λ1u(x)+ Γ (x)u(x)
)(
u0(x)− u˜(x))dx  δ ∫
Ω
(
u˜(x)
)2
dx
for some δ > 0.
Condition (i) and its variants for higher eigenvalues have been widely used in the liter-
ature; for example, see [3,13,15,18,21]. Hence Theorem 3.1 can be regarded as extensions
or partial extensions of the results there in the sense that we impose a more general and
different condition (H2) and less restrictive sign condition (C3). Condition (ii) is firstly
used in [8] (see also [14]) in the one dimensional case. But either the main results or the ar-
guments there cannot be directly extended to the higher dimensional case. Now we present
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where the nonlinearity g(x,u) may cross any finite number of eigenvalues.
Example. Let g :Ω ×R→R be a function defined as follows: g(x,u)= α(x)u cos4 u for
u 0 and a.e. x ∈Ω ; g(x,u)= β(x)u sin2 u for u 0 and a.e. x ∈Ω , where α(x),β(x) ∈
L∞(Ω) are nonnegative, equal to 0 on a subset of Ω with positive measure, respectively,
and satisfy max{‖α‖∞,‖β‖∞} λ∗.
Obviously, g(x,u) does not satisfy the monotonicity assumption for u. Moreover,
lim infu→+∞ g(x,u) = lim supu→−∞ g(x,u) = 0 for a.e. x ∈ Ω . Hence it does not sat-
isfy the widely used Landesman–Lazer condition (see [1,4,20] etc.). By the conditions on
α(x) and β(x), g(x,u) also does not satisfy other solvability conditions in [3,18].
The solvability of Eq. (1.1) for the above g(x,u) follows from Theorem 3.2.
Since α(x) and β(x) may be large on a subset of Ω with positive measure, respectively.
Hence g(x,u) is allowed to cross any finite number of eigenvalues.
4. Existence theorem for nontrivial solutions
In this section, we investigate the existence of nontrivial solutions to (1.1). We need the
following result about the computation of coincidence degree proved in Han [16]. For the
terminology and more information about the degree, see [22] or the proof of Theorem 4.2.
Theorem 4.1. Let X,Z be Banach spaces and X be infinite dimensional, and let
L : domL⊂X→ Z be a linear Fredholm operator of index 0. Furthermore we let Ω ⊂X
be a bounded open subset, N and N1 : Ω¯ → Z be two L-compact operators. Moreover, if
we assume the following two conditions:
(i) Lu−Nu = λN1u for all λ 0, u ∈ domL∩ ∂Ω ;
(ii) infu∈∂Ω ‖KP,QN1u+ JQN1u‖> 0,
then the coincidence degree D((L,N),Ω)= 0.
Theorem 4.2. Let g :Ω ×R→ R be an L∞-Caratheodory function satisfying condition
(C1), where Γ (x) ∈ L∞(Ω) satisfies condition (H2). Furthermore, we assume
(C4) There exist R > r > 0 and a > 0 such that one of the following two conditions on
g(x,u) holds:
(i) g(x,u) 0 for u−r , a.e. x ∈Ω ; g(x,u)−a for u−R, a.e. x ∈Ω ;
(ii) g(x,u) 0 for u r , a.e. x ∈Ω ; g(x,u) a for uR, a.e. x ∈Ω .
Then for every h(x) ∈ L∞(Ω) with ∫
Ω
h(x)φ(x) dx = 0, (1.1) has at least one nontrivial
solution in C(Ω¯).
Proof. We assume (C4)(ii). The other case can be proved similarly. Let 1 > 0 be the
constant such that Γ (x) + 1 satisfies condition (H2). We also use the decomposition
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Caratheodory functions satisfying (2.4) and (2.5).
Let X = C(Ω¯), Z = Lp(Ω) for a fixed p > N , domL = W 2,p(Ω) ∩ H 10 (Ω). Let
L : domL ⊂ X → Z, u → Φu + λ1u; N :X → Z, u → g(·, u) − h; A :X → Z, u →
(Γ (·)+ 1)u.
We define
P :X→X, Pu(x)= (1/b)
(∫
Ω
u(x)φ(x) dx
)
φ(x), b =
∫
Ω
φ2(x) dx,
Q :Z→Z, Qu(x)= (1/b)
(∫
Ω
u(x)φ(x) dx
)
φ(x), b=
∫
Ω
φ2(x) dx.
We recall that the inverse of L|domL∩KerP is denoted by KP : ImL→ domL ∩ KerP
and KP,Q =KP (I −Q). It follows from the regularity theory that KP : ImL→ domL∩
KerP is completely continuous and hence A,N :X→ Z are L-compact on bounded sub-
sets of X by the Lebesgue dominated theorem. It is also known that A is a linear Fredholm
operator of index zero. In order to apply Theorem iv.5 in [22], it suffices to prove the pos-
sible solutions of Lu+ λAu+ (1− λ)Nu= 0 are bounded in X independent of λ ∈ [0,1].
We argue by contradiction. Suppose to the contrary there exists a sequence of {λn} in [0,1]
and functions {un} = {uλn} which solve (3.2) but ‖un‖∞ →∞.
Let vn = un/‖un‖∞. As in the proof of Lemma 2.1, by the Lp theory and the compact
imbedding theorem, we can prove that {vn} is compact in C10 (Ω¯). Using a similar argu-
ment there, we can obtain that v is a weak solution of Eq. (3.3), where vn → v in C10(Ω¯)
and λn → λ¯ as n→∞ and 0  z(x) Γ (x)+ 1 for some z ∈ L∞(Ω). By Lemma 3.2,
(3.3) has no sign-changing solutions. If we suppose that v is positive in Ω , we will get a
contradiction by proving (3.4). So we can suppose that v = −φ. Hence we have un < 0
in Ω for large n. Set v˜n = u˜n/‖un‖∞. As in Theorem 3.1, we can prove that v˜n → 0 in
C10 (Ω¯). Hence if we set v
0
n = u0n/‖un‖∞ = knφ, we have kn →−1. Therefore, as in the
proof of (3.4),
un(x)= ‖un‖∞
(
u0n(x)/‖un‖∞ + u˜n(x)/‖un‖∞
)
 ‖un‖∞
(
−1
2
φ(x)+ 1
4
φ(x)
)
−1
4
φ(x) for n sufficiently large.
Set I ′n = {x ∈ Ω¯ : un(x)−R}, I ′′n = Ω¯ \ I ′n = {x ∈ Ω¯ : −R  un(x) 0} ⊂ {x ∈ Ω¯ :
φ(x)  4R/‖un‖∞}. Multiplying Eq. (3.2) by φ, where u and λ are replaced by un and
λn, respectively, we have(∫
I
+
∫
I
)[(
λn1 + λnΓ (x)
)
un + (1− λn)g(x,un)
]
φ(x) dx = 0.n′ n′′
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→ 0, we have∫
I ′′n
[(
λn1 + λnΓ (x)
)
un + (1− λn)g(x,un)
]
φ(x) dx→ 0.
On other hand, by condition (C4) of the theorem,∫
In′
[(
λn1 + λnΓ (x)
)
un + (1− λn)g(x,un)
]
φ(x) dx

∫
In′
[−Rλn(1 + Γ (x))+ (1− λn)(−a)]φ(x) dx
→−
∫
Ω
[
Rλ¯
(
1 + Γ (x))+ (1− λ¯)a]φ(x) dx < 0.
This is also a contradiction. Hence we can choose R0 > r sufficiently large such that∣∣D((L,−N),BR0 )∣∣= 1,
where BR0 is the ball in X.
Without loss of generality, we assume that Lu+Nu = 0, ∀u ∈ ∂Br . Now we prove
Lu+Nu = λ(−φ), ∀λ > 0, u ∈ ∂Br .
In fact if there are λ0 > 0 and u0 ∈ ∂Br such that
Lu0 +Nu0 = λ0(−φ),
taking the inner product with φ in L2(Ω), we have∫
Ω
g
(
x,u0(x)
)
φ(x) dx + λ0
∫
Ω
φ2(x) dx = 0.
Hence, by condition (C4), we get λ0  0. Therefore, condition (i) in Theorem 4.1 is sat-
isfied with N1 =−φ. Noticing that JQ(−φ)=−φ and KP,Q(−φ) is orthogonal to φ in
L2(Ω), we obtain JQ(−φ)+KP,Q(−φ) = θ. According to Theorem 4.1, we have
D
(
(L,−N),Br
)= 0.
Hence by the additivity of the coincidence degree, Eq. (1.1) has at least one nontrivial
solution in domL∩ (BR0\B¯r ). ✷
Remark 4.1. Much work has been done on the existence of nontrivial or even multiple so-
lutions for (1.1) by variational methods. But apart from the differences on g(x,u) near ∞,
different conditions on g(x,u) near 0 are imposed there; e.g., see [2,21] for a comparison.
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