An extension of the decomposition method for solving nonlinear equations and its convergence  by Jiao, Yong-Chang et al.
Computers and Mathematics with Applications 55 (2008) 760–775
www.elsevier.com/locate/camwa
An extension of the decomposition method for solving nonlinear
equations and its convergenceI
Yong-Chang Jiaoa,1, Chuangyin Dangb,∗, Yoshitsugu Yamamotoc
a Institute of Antennas and EM Scattering, Xidian University, Xi’an, Shaanxi 710071, PR China
bDepartment of Manufacturing Engineering and Engineering Management, City University of Hong Kong,
83 Tat Chee Avenue, Kowloon, Hong Kong
c Institute of Policy and Planning Sciences, The University of Tsukuba, Tsukuba, Ibaraki 305, Japan
Received 28 February 2006; received in revised form 17 April 2007; accepted 25 April 2007
Abstract
In this paper, we propose an extension of the decomposition method for solving nonlinear equations. After a summary of
Adomian’s decomposition method (ADM), a new kind of decomposition strategy for nonlinear functions in nonlinear equations
is proposed, and a generalized decomposition method (GDM) for solving nonlinear equations is presented. Under a rather mild
condition, the convergence of the GDM is proved. Also, some concrete examples are studied to illustrate with numerical results
how powerful the GDM is. Finally, some general remarks conclude this study.
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1. Introduction
Adomian’s decomposition method (ADM) [1–3] is a new and ingenious method for solving nonlinear equations
of various kinds. In recent years, the ADM has been successfully applied to solve many nonlinear equations in
applied sciences, see for example [4–6]. The ADM calculates the solutions of nonlinear equations as infinite series in
which each term can be easily determined. Each term of these series is a generalized polynomial called Adomian’s
polynomial. The series is convergent towards an accurate solution. The ADM’s convergence has been studied by
Cherruault [7]. Under some rather strong conditions, he has proved the convergence of the method by using fixed
point theorems. On the basis of Cherruault’s results [7], Babolian and Biazar [8] presented the order of convergence
of the ADM.
Adomian’s polynomials play a very important role in the ADM. However, these polynomials for the nonlinear
function cannot utilize all the information concerning the obtained successive terms of the series solution and the
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function itself, which could affect directly the accuracy as well as the convergence region and the convergence rate
of the series solution. Moreover, the proof of the convergence for the ADM needs rather strong conditions [7]. The
problems mentioned here will be explained in detail in the following sections.
In order to improve the ADM, we propose an extension of the decomposition method. First, a new kind of
decomposition strategy is proposed, which could utilize the information concerning the obtained successive terms of
the series solution and the function itself. Then, the GDM is presented. Under a rather mild condition, the convergence
of the GDM is proved. Also, six examples are studied carefully, and the numerical results show that the GDM enjoys
the high precision as well as the large convergence region and the fast convergence rate for the series solution. Finally,
some general remarks are given.
2. The pinciple of the ADM
Consider the general functional equation
y − N (y) = f, (1)
where N is a nonlinear operator from a Hilbert space H into H , f is a given function in H , and we are looking for
y ∈ H satisfying (1). We assume that (1) has a unique solution for every f ∈ H .
In the ADM, y is represented as the infinite sum of series
y =
∞∑
n=0
yn, (2)
and the nonlinear function N (y) is decomposed as follows:
N (y) =
∞∑
n=0
An, (3)
where the An’s are polynomials of y0, y1, . . . , yn called Adomian’s polynomials and are calculated by the formulae
An = 1n!
dn
dλn
[
N
( ∞∑
i=0
λi yi
)]
λ=0
, n = 0, 1, 2, . . . . (4)
Putting (2) and (3) into (1) gives
∞∑
n=0
yn −
∞∑
n=0
An = f. (5)
Each term of the series
∑∞
n=0 yn is given by the recurrent relation{
y0 = f,
yn = An−1, n ≥ 1. (6)
However, in practice, all the terms of the series
∑∞
n=0 yn cannot be determined, and the solution will be approximated
by a truncated series
∑N
n=0 yn .
Cherruault [7] gave a proof of convergence of the ADM. He introduced a new formulation of the method by setting
Sn = y1 + y2 + · · · + yn (7)
and proved that Sn converges towards a solution of the fixed point equation
N (y0 + S) = S. (8)
The term, N (y0 + Sn) = N (∑ni=0 yi ), is approximated by the expression
Nn(y0 + Sn) =
n∑
i=0
Ai . (9)
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The ADM is equivalent to determining the sequence {Sn} defined by{
S0 = 0,
Sn+1 = Nn(y0 + Sn), n ≥ 0. (10)
In order to prove convergence of the ADM, following two conditions are necessary [7]:
• N is a contraction (‖N‖ < 1).
• ‖Nn − N‖ = εn → 0 (n →∞).
These two conditions are rather strong. The second condition ensures the convergence of
∑∞
n=0 An , which is
difficult to satisfy for many highly nonlinear functions.
3. An extension of the decomposition method
The crux of the Eq. (1) is the nonlinear function N (y). Here, we develop a new kind of decomposition strategy for
the nonlinear function N (y)
N (y) =
∞∑
n=0
Jn, (11)
where the Jn’s are functions depending on y0, y1, . . . , yn . They are determined by{
J0 = N (y0),
Jn = N (y0 + y1 + · · · + yn)− N (y0 + y1 + · · · + yn−1), n ≥ 1. (12)
The new decomposition of the nonlinear function N (y) could utilize all the information concerning the obtained terms
y0, y1, . . . , yn , and the function N (y) itself. Substituting (2) and (11) into (1), we have
∞∑
n=0
yn −
∞∑
n=0
Jn = f. (13)
The yn’s can be determined by the recurrent relation{
y0 = f,
yn = Jn−1, n ≥ 1. (14)
Below, we take N (y) = y2 as an example to illustrate the difference between Adomian’s polynomials and the new
decomposition functions. Adomian’s polynomials for this function are given by
A0 = y20 ,
A1 = 2y0y1,
A2 = y21 + 2y0y2,
A3 = 2y1y2 + 2y0y3,
A4 = y22 + 2y1y3 + 2y0y4,
A5 = 2y1y4 + 2y2y3 + 2y0y5,
· · ·
An = y0yn + y1yn−1 + · · · + yn−1y1 + yn y0,
· · ·
y21 appears in A2 rather than A1, however, y1 has been determined before calculating A1. 2y1y2 appears in A3 rather
than A2, however, y1 and y2 have been determined before calculating A2. Similarly, y22 appears in A4 rather than A2,
2y1y3 appears in A4 rather than A3 . . . . In this sense, An cannot utilize all the information concerning the obtained
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terms y0, y1, . . . , yn and the function itself. The new decomposition functions can be expressed as
J0 = y20 ,
J1 = 2y0y1 + y21 ,
J2 = 2y0y2 + 2y1y2 + y22 ,
J3 = 2y0y3 + 2y1y3 + 2y2y3 + y23 ,
J4 = 2y0y4 + 2y1y4 + 2y2y4 + 2y3y4 + y24 ,
J5 = 2y0y5 + 2y1y5 + 2y2y5 + 2y3y5 + 2y4y5 + y25 ,
· · ·
Jn = 2y0yn + 2y1yn + · · · + 2yn−2yn + 2yn−1yn + y2n ,
· · · .
It is evident that
∑n
i=0 Ji = (
∑n
i=0 yi )2 is an approximation to N (
∑∞
n=0 yn) = (
∑∞
n=0 yn)2. However, A0 =
y20 , A0+ A1 = y20 +2y0y1, A0+ A1+ A2 = (y0+ y1)2+2y0y2, A0+ A1+ A2+ A3 = (y0+ y1)2+2y0y2+2y1y2+
2y0y3,
∑4
i=0 Ai = (y0+ y1+ y2)2+2y0y3+2y1y3+2y0y4,
∑5
i=0 Ai = (y0+ y1+ y2)2+2y0y3+2y1y3+2y2y3+
2y0y4 + 2y1y4 + 2y0y5, . . . . This indicates that∑Nn=0 Jn is a much better approximation to N (y) than∑Nn=0 An is.
4. Convergence of the GDM
In order to prove the convergence of the GDM, we introduce a new formulation of the GDM. Let Sn =
y0 + y1 + · · · + yn . Then (14) can be written as{
S0 = f,
Sn+1 = f + J0 + J1 + · · · + Jn, n ≥ 0. (15)
Putting (12) into (15) gives{
S0 = f,
Sn+1 = f + N (Sn), n ≥ 0. (16)
The sequence Sn can be determined by the recurrent scheme (16). We assume that (1) has a unique solution in H for
every f ∈ H , i.e. there exists a unique S ∈ H such that
S = N (S)+ f. (17)
Then we have the following theorem:
Theorem. Suppose that N : H → H is a contraction, i.e. there exists δ ∈ (0, 1) such that
‖N (y1)− N (y2)‖ ≤ δ‖y1 − y2‖
for all y1, y2 ∈ H. Then the sequence Sn given by (16) converges towards the unique solution S of the Eq. (1).
Proof. From (16), (17) and the assumption, we have, for any n ≥ 0,
‖Sn+1 − S‖ = ‖N (Sn)+ f − [N (S)+ f ]‖
= ‖N (Sn)− N (S)‖ ≤ δ‖Sn − S‖.
Applying the above relation, we obtain, for all n ≥ 0,
‖Sn+1 − S‖ ≤ δ‖Sn − S‖ ≤ δ2‖Sn−1 − S‖ ≤ · · · ≤ δn‖S1 − S‖
≤ δn+1‖S0 − S‖ = δn+1‖ f − S‖.
Since δ ∈ (0, 1), this implies
‖Sn − S‖ → 0, n →∞,
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and
lim
n→∞ Sn = S,
i.e. the sequence Sn determined by the GDM converges towards the unique solution S of the Eq. (1). This completes
the proof. 
Under the condition that N is a contraction, we have proved the convergence of the GDM. However, two conditions,
which are necessary for proving the convergence of the ADM, are that N is a contraction, and that ‖Nn − N‖ → 0
(n →∞) [7]. In this sense, the GDM is an extension of the ADM.
5. Numerical illustrations
In this section, we present six examples to illustrate with numerical results how the GDM works.
Example 1. Consider the algebraic equation
x = k + e−x , k > 0. (18)
Let us choose k = 2. The equation has been studied by Adomian and Rach [9]. In the following, the equation is solved
by the GDM, and the results obtained are compared with those determined by the ADM. All the numerical results are
calculated by using the symbolic calculus software Mathematica.
If we write x =∑∞n=0 xn and e−x =∑∞n=0 Jn , where the Jn’s represent the new decomposition functions, we have
∞∑
n=0
xn = k +
∞∑
n=0
Jn
and 
x0 = k,
x1 = J0 = e−x0 ,
xn+1 = Jn = e−(x0+···+xn) − e−(x0+···+xn−1), n ≥ 1.
(19)
Let Sn = x0 + x1 + · · · + xn . Then (19) can be written as{
S0 = k,
Sn+1 = k + e−Sn , n ≥ 0. (20)
If we write e−x = ∑∞n=0 An , where the An’s are Adomian’s polynomials, then the recurrent scheme of the ADM
can be expressed as{
x0 = k,
xn+1 = An, n ≥ 0.
The solution of Eq. (18) with k = 2 is x∗ = 2.120028239 [9]. The values of the n term approximation Sn and the
corresponding relative error Ψn = [(Sn − x∗)/x∗] × 100 are given in Table 1. It shows that the GDM has higher
precision and converges faster than the ADM.
For k′ ∈ (−∞,+∞), Eq. (18) is equivalent to the equation
x = k′ + N (x), (21)
where N (x) = k − k′ + e−x . We still choose k = 2. For Eq. (21), the recurrent scheme of the GDM can be written as{
S0 = k′,
Sn+1 = k′ + N (Sn) = k + e−Sn , n ≥ 0. (22)
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Table 1
Values of the Sn and the corresponding Ψn
n The ADM The GDM
Sn Ψn Sn Ψn
0 2 −5.661633972 2 −5.661633972
1 2.135335283 0.722020771 2.135335283 0.722020771
2 2.117019644 −0.141912952 2.118204952 −0.086002977
3 2.120737773 0.033468121 2.120247285 0.010332202
4 2.119843206 −0.008727874 2.120001950 −0.001240021
5 2.120079664 0.002425655 2.120031394 0.000148839
6 2.120013306 −0.000704374 2.120027860 −0.000017865
7 2.120032717 0.000211200 2.120028284 2.1437103× 10−6
8 2.120026863 −0.000064893 2.120028234 −2.5795868× 10−7
9 2.120028670 0.000020325 2.12002823964 3.03094134×10−8
10 2.120028102 −6.4667402× 10−6 2.12002823891 −4.2908998× 10−9
11 2.120028283 2.0829600× 10−6 2.120028238997 −1.3788511× 10−10
Table 2
The Sn produced by the ADM and the GDM as well as the corresponding Ψn with k′ = 5
n The ADM The GDM
Sn Ψn Sn Ψn
0 5 135.84591507 5 135.84591507
1 2.006737947 −5.343810517 2.006737947 −5.343810517
2 2.026906388 −4.392481629 2.134426466 0.679152628
3 2.056955209 −2.975103303 2.118312427 −0.080933447
4 2.086462896 −1.583249817 2.120234362 0.009722637
5 2.107587587 −0.586815386 2.120003501 −0.001166871
6 2.118835690 −0.056251580 2.120031208 0.000140059
7 2.122839810 0.132619494 2.120027883 −0.000016812
8 2.123042764 0.142192679 2.120028282 2.0172160×10−6
9 2.121944982 0.090411214 2.120028234 −2.4277579×10−7
10 2.120832336 0.037928588 2.1200282396 2.8487037×10−8
11 2.120133093 0.004945885 2.1200282389 −4.0721633×10−9
Since e−x =∑∞n=0 An , N (x) = k − k′ +∑∞n=0 An . Then, the recurrent scheme of the ADM can be expressed asx0 = k
′,
x1 = k − k′ + A0,
xn+1 = An, n ≥ 1.
(23)
We have done a large number of numerical experiments to investigate whether the sequence Sn produced by (22) and
(23) with k′ ∈ (−∞,+∞) are convergent, and the numerical results obtained lead to the following conclusions:
For k′ ∈ (−∞, 1.4) ∪ (13,+∞), the sequence Sn produced by the ADM iteration (23) diverges pointwise. While
k′ ∈ [1.4, 13], the sequence Sn produced by (23) converges. However, the sequence Sn produced by the GDM iteration
(22) converges pointwise for k′ ∈ (−∞,+∞). For k′ = 5, the n term approximation Sn produced by the ADM and
the GDM as well as the corresponding Ψn are given in Table 2. For k′ = 50 and k′ = −20, the n term approximation
Sn produced by the GDM and the corresponding Ψn are given in Table 3. As a matter of fact, when k′ ≥ 20, S1 = 2,
and the values of Sn,Ψn (2 ≤ n ≤ 11) are identical with those given in the first and second columns of Table 3. While
k′ ≤ −3, S2 = 2, and the values of Sn,Ψn (3 ≤ n ≤ 11) are identical with those given in the third and fourth columns
of Table 3.
From the aforementioned numerical results, we can see that the accuracy of the GDM is remarkable. Furthermore,
the GDM has the large convergence region and the fast convergence rate for the series solution, and it is superior to
the ADM. The reason for the powerful extension is that the new decomposition strategy for nonlinear function can
utilize all the information concerning the obtained successive terms of the series solution and the function itself.
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Table 3
The Sn produced by the GDM and the corresponding Ψn with k′ = 50 and k′ = −20
n k′ = 50 k′ = −20
Sn Ψn Sn Ψn
0 50 2258.459151 −20 −1043.38366
1 2 −5.661633972 4.8516520× 108 2.2884846× 1010
2 2.135335283 0.722020771 2 −5.661633972
3 2.118204952 −0.086002977 2.135335283 0.722020771
4 2.120247285 0.010332202 2.118204952 −0.086002977
5 2.120001950 −0.001240021 2.120247285 0.010332202
6 2.120031394 0.000148839 2.120001950 −0.001240021
7 2.120027860 −0.000017865 2.120031394 0.000148839
8 2.120028284 2.1437103× 10−6 2.120027860 −0.000017865
9 2.120028234 −2.5795868× 10−7 2.120028284 2.1437103× 10−6
10 2.12002823964 3.03094134× 10−8 2.120028234 −2.5795868× 10−7
11 2.12002823891 −4.2908998× 10−9 2.12002823964 3.03094134× 10−8
Example 2. Consider the nonlinear ordinary differential equation
dy
dx
= y2 (24)
with initial condition
y(0) = 1.
The analytic solution of this equation is
y∗(x) = 1
1− x , 0 ≤ x < 1.
Here we solve this equation by the ADM and the GDM, respectively.
Writing y =∑∞n=0 yn and y2 =∑∞n=0 An{y2}, we express the recurrent scheme of the ADM asy0 = 1,yn+1 = ∫ Andx, n ≥ 0. (25)
The An’s have been given in Section 2, so each term of the series
∑∞
n=0 yn can be determined, and the partial sum
φan =
∑n
m=0 ym is an approximation to the solution. Simple calculations lead to
φan = 1+ x + x2 + · · · + xn, n ≥ 0. (26)
The recurrent scheme of the GDM can be written asφ
g
0 = 1,
φ
g
n+1 = 1+
∫
φ2ndx, n ≥ 0, (27)
and we readily obtain
φ
g
0 = 1,
φ
g
1 = 1+ x,
φ
g
2 = 1+ x + x2 +
1
3
x3,
φ
g
3 = 1+ x + x2 + x3 +
2
3
x4 + 1
3
x5 + 1
9
x6 + 1
63
x7,
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Fig. 1. Comparison of Eg9 (x) and E
a
9 (x). E
g
9 (0.9) = 0.393, Ea9 (0.9) = 3.487.
φ
g
4 = 1+ x + x2 + x3 + x4 +
13
15
x5 + 2
3
x6 + 29
63
x7 + 71
252
x8
+ 86
567
x9 + 22
315
x10 + 5
189
x11 + 1
126
x12 + 1
567
x13 + 1
3969
x14 + 1
59 535
x15.
The calculation of φgn (n ≥ 5) becomes complex rapidly, and we cannot find the general expression of the partial sum
φ
g
n . By using the symbolic calculus software Mathematica, the complex approximation solutions are calculated. The
calculations can be carried out to φg7 . However, since we calculate approximants, we can simplify the calculation of
φ
g
n (n ≥ 8) by dropping the high-order terms of φgn−1 during the iteration. Thus, we drop terms involving x51 and
higher exponentials, and the approximate solutions φg9 and φ
g
19 are determined. Dropping terms involving x
61 and
higher exponentials, we calculate φ29. It is clear that the φ
g
n ’s obtained in this way satisfy the initial condition. In order
to investigate the accuracy of the GDM and the ADM, we define the following error function concerning φn :
En(x) = y∗(x)− φn(x) = 11− x − φn(x), 0 ≤ x < 1 (28)
and Ean (x) = 11−x − φan (x), and Egn (x) = 11−x − φgn (x) stand for the error functions determined by the ADM and the
GDM, respectively. Comparisons of Egn (x) and Ean (x) (n = 9, 19, 29) are shown in Figs. 1–3. The numerical results
show that the GDM has higher precision, the larger convergence region and the faster convergence rate for the series
solution than the ADM has.
From the numerical results obtained, we find out
φ
g
n (x) = φan (x)+ Tn(x), n = 2, 3, . . . , 7,
φ
g
9 (x) ≈ φa14(x)+ T9(x),
φ
g
19(x) ≈ φa50(x),
φ
g
29(x) ≈ φa60(x).
If more complex calculations had been carried out, the better approximation results would have been obtained. We
drop terms involving x101 and higher exponentials, and obtain φg19(x). The result indicates
φ
g
19(x) ≈ φa100(x).
Also, dropping terms involving x151 and higher exponentials, and calculating φg29(x), we have
φ
g
29(x) ≈ φa150(x).
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Fig. 2. Comparison of Eg19(x) and E
a
19(x). E
g
19(0.9) = 0.0464, Ea19(0.9) = 1.216.
Fig. 3. Comparison of Eg29(x) and E
a
29(x). E
g
29(0.9) = 0.0162, Ea29(0.9) = 0.424.
For the corresponding error functions, we have
max{Eg19(x) | 0 ≤ x ≤ 0.9} = Eg19(0.9) = 0.00024205,
max{Eg29(x) | 0 ≤ x ≤ 0.9} = Eg29(0.9) = 1.232023× 10−6.
As the power of the dropped terms increases, the calculations become more complicated, and the more accurate
results can be given. Although the calculations of the GDM are complex, the much more accurate solutions have been
obtained. In this sense, we conclude that the GDM could lead to much more accurate solutions than the ADM, and is
superior to the ADM.
Clearly, φan (x) determined by the ADM is the partial sum of
∑∞
n=0 xn , which is the Taylor expansion of function
1
1−x at the point x0 = 0. This observation is in accordance with the conclusion given in Theorem 3.4 [10]. However,
φ
g
n (x) determined by the GDM can be expressed as the partial sum of
∑∞
n=0 xn and an approximate remainder
function. In this sense, the GDM can improve the accuracy, the convergence region and the convergence rate of
the series solution. It is really an extension and has the advantage over the ADM.
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Example 3. Consider the equation
dy
dx
+ y − y2 = 0 (29)
with initial condition
y(0) = 2.
The analytical solution of this equation is
y∗(x) = 2
2− ex , 0 ≤ x < ln 2.
Here we solve this equation by the ADM and the GDM.
Writing y =∑∞n=0 yn and y2 =∑∞n=0 An{y2}, the recurrent scheme of the ADM is written asy0 = 2,yn+1 = ∫ (An − yn)dx, n ≥ 0. (30)
The An’s are calculated by the formula (4), so the yn’s are determined by (30). The partial sum φan =
∑n
m=0 ym is an
approximation to the solution. Easy calculations lead to
φa0 = 2,
φa1 = 2+ 2x,
φa2 = 2+ 2x + 3x2,
φa3 = 2+ 2x + 3x2 +
13
3
x3,
φa4 = 2+ 2x + 3x2 +
13
3
x3 + 25
4
x4,
. . . .
In fact, the φan (x)’s determined by the ADM are the partial sums of the Taylor series of the solution function y
∗(x) at
point x0 = 0. The recurrent scheme of the GDM can be written asφ
g
0 = 2,
φ
g
n+1 = 2+
∫
[(φgn )2 − φgn ]dx, n ≥ 0, (31)
which leads to
φ
g
0 = 2,
φ
g
1 = 2+ 2x,
φ
g
2 = 2+ 2x + 3x2 +
4
3
x3,
φ
g
3 = 2+ 2x + 3x2 +
13
3
x3 + 4x4 + 43
15
x5 + 4
3
x6 + 16
63
x7,
. . . .
The calculation of φgn (n ≥ 6) becomes complex rapidly. We simplify the calculation of φgn (n ≥ 6) by dropping the
high-order terms of φgn−1 during the iteration. Thus, we drop terms involving x31 and higher exponentials, and the
approximate solution φg9 (x) is calculated by using the Mathematica software.
Let
Ean (x) =
2
2− ex − φ
a
n (x), and E
g
n (x) = 22− ex − φ
g
n (x), 0 ≤ x < ln 2,
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Fig. 4. Comparison of Eg9 (x) and E
a
9 (x). E
g
9 (0.6) = 0.226, Ea9 (0.6) = 2.536.
which stand for the error functions determined by the ADM and the GDM, respectively. Comparison of Eg9 (x) and
Ea9 (x) is shown in Fig. 4.
Example 4. Consider the Duffing equation
d2y
dx2
+ 3y − 2y3 = e(x) = cos x sin 2x (32)
with initial condition
y(0) = 0, and y′(0) = 1. (33)
The analytical solution of this equation is
y∗(x) = sin x .
Since the complicated excitation term e(x) can cause difficult integrations and proliferation of terms, we can express
e(x) in Taylor series at point x0 = 0, which is truncated for simplification. Suppose we replace e(x) by
e˜(x) = 2x − 7
3
x3 + 61
60
x5 − 547
2520
x7.
Then the Eq. (32) becomes
d2y
dx2
+ 3y − 2y3 = e˜(x) (34)
with initial condition (33). Here we solve this equation by the ADM and the GDM, respectively.
Let L = d2
dx2
. Then the Eq. (34) can be written as
Ly = e˜ + 2y3 − 3y.
Writing y =∑∞n=0 yn and y3 =∑∞n=0 An{y3}, the recurrent scheme of the ADM is written as{
y0 = x + L−1e˜,
yn+1 = 2L−1An − 3L−1yn, n ≥ 0, (35)
where L−1 stands for the twofold indefinite integral operator. The An’s are calculated by the formula (4), so the yn’s
are determined by (35). The partial sum φan =
∑n
m=0 ym is an approximation to the solution.
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Fig. 5. Comparison of Eg3 (x) and E
a
3 (x). E
g
3 (2.0) = 0.120, Ea3 (2.0) = 4.720.
The recurrent scheme of the GDM can be expressed as{
φ
g
0 = x + L−1e˜,
φ
g
n+1 = x + L−1e˜ + 2L−1[(φgn )3] − 3L−1φgn , n ≥ 0.
The calculations of φan and φ
g
n (n ≥ 1) become complex rapidly. By using the Mathematica software, the approximate
solutions φa3 (x) and φ
g
3 (x) are calculated.
Let
Ean (x) = sin x − φan (x), and Egn (x) = sin x − φgn (x),
which stand for the error functions determined by the ADM and the GDM, respectively. Comparison of Eg3 (x) and
Ea3 (x) is shown in Fig. 5.
Example 5. Consider the equation
dy
dx
+ xm−1y2 = 0 (36)
with initial condition
y(0) = m,
where m is a constant. The analytical solution of this equation is
y∗(x) = m
1+ xm .
Here we solve this equation by the ADM and the GDM.
Writing y =∑∞n=0 yn and y2 =∑∞n=0 An{y2}, the recurrent scheme of the ADM is written asy0 = m,yn+1 = ∫ xm−1Andx, n ≥ 0. (37)
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Fig. 6. Comparison of Eg5 (x) and E
a
5 (x) with m = 3. E
g
5 (−0.9) = 0.531, E
g
5 (1.2) = 0.117, Ea5 (−0.9) = 1.662, Ea5 (1.2) = 29.278.
The An’s are calculated by the formula (4), so the yn’s are determined by (37). The partial sum φan =
∑n
i=0 yi is an
approximation to the solution. The recurrent scheme of the GDM can be written asφ
g
0 = m,
φ
g
n+1 = m +
∫
xm−1(φgn )2dx, n ≥ 0. (38)
Let
Ean (x) =
m
1+ xm − φ
a
n (x), and E
g
n (x) = m1+ xm − φ
g
n (x),
which stand for the error functions determined by the ADM and the GDM, respectively. By using the Mathematica
software, two cases with m = 3 and m = 13 are calculated.
Case 1. m = 3 Calculations of (37) lead to
φan = 3[1− x3 + x6 − · · · + (−1)nx3n], n ≥ 0,
which is a partial sum of the Taylor series of the solution function 3
1+x3 at point x0 = 0.
The calculation of φgn (n ≥ 4) becomes complex rapidly. By using the Mathematica software, φg5 is calculated.
Comparison of Eg5 (x) and E
a
5 (x) is shown in Fig. 6.
Case 2. m = 13 Calculations of (37) lead to
φan = 13[1− x13 + x26 − · · · + (−1)nx13n], n ≥ 0,
which is a partial sum of the Taylor series of the solution function 13
1+x13 at point x0 = 0.
The calculation of φgn (n ≥ 4) becomes complex rapidly. By using the Mathematica software, φg5 is calculated.
Comparison of Eg5 (x) and E
a
5 (x) is shown in Fig. 7.
Example 6. Consider the equation
dy
dx
= e−y (39)
with initial condition
y(0) = 0. (40)
The analytical solution of this equation is
y∗(x) = ln(1+ x), x > −1.
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Fig. 7. Comparison of Eg5 (x) and E
a
5 (x) with m = 13. E
g
5 (−0.95) = 0.076, E
g
5 (1.01) = 0.105, Ea5 (−0.95) = 0.489, Ea5 (1.01) = 13.212.
Here we solve this equation by the ADM.
Writing y =∑∞n=0 yn and e−y =∑∞n=0 An{e−y}, the recurrent scheme of the ADM is written asy0 = 0,yn+1 = ∫ Andx, n ≥ 0. (41)
The An’s are calculated by the formula (4), so the yn’s are determined by (41). The partial sum φan =
∑n
m=0 ym is an
approximation to the solution. Calculations of (41) lead toφ
a
0 = 0,
φan = x −
x2
2
+ x
3
3
− · · · + (−1)n−1 x
n
n
, n ≥ 1,
which is a partial sum of the Taylor series of the solution function ln(1+ x) at point x0 = 0.
For the GDM, since the nonlinear function e−y in (39) can cause difficult integrations, we expand e−y in Taylor
series at y0 = 0, which is truncated for simplification. Suppose we replace e−y by
t (y) = 1− y + y
2
2! −
y3
3! +
y4
4! .
Then the Eq. (39) becomes
dy
dx
= t (y) (42)
with initial condition (40). Here we solve this equation by the GDM. The recurrent scheme of the GDM can be written
as φ
g
0 = 0,
φ
g
n+1 =
∫
t[φgn ]dx, n ≥ 0. (43)
The calculation of φgn (n ≥ 3) becomes complex rapidly. By using the Mathematica software, φg4 is calculated.
Let
Ean (x) = ln(1+ x)− φan (x), and Egn (x) = ln(1+ x)− φgn (x), x > −1,
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Fig. 8. Comparison of Eg4 (x) and E
a
4 (x). E
g
4 (−0.9) = −0.255, E
g
4 (3.6) = −0.030, Ea4 (−0.9) = −0.591, Ea4 (3.6) = 30.844.
which stand for the error functions determined by the ADM and the GDM. Comparison of Eg4 (x) and E
a
4 (x) is shown
in Fig. 8.
All the numerical results given above indicate that the GDM has higher precision, the larger convergence region
and the faster convergence rate than the ADM has. The GDM is powerful and is superior to the ADM.
6. Conclusion
In this paper, we have presented a new extension of the ADM for solving nonlinear equations. First, a new
decomposition form for nonlinear functions in nonlinear equations is proposed, and the GDM for solving nonlinear
equations is given. Then, under the rather mild condition, convergence of the GDM is proved. Finally, six examples are
studied, and the results obtained indicate that the GDM has the high precision, the large convergence region and the
fast convergence rate for the series solutions. It really has the advantage over the ADM. The reason for the powerful
extension is that the new decomposition strategy for nonlinear function could utilize all the information concerning
the obtained successive terms of the series solution and the function itself. Also, programming the iterative schemes
of the ADM and the GDM by using symbolic calculus software Mathematica makes the calculations fast and simple.
All the figures are drawn by the same software.
Because the new decomposition strategy for nonlinear function is more complicated than Adomian’s polynomials,
sometimes the calculations of the approximate solutions become complex rapidly. Also, for nonlinear differential
equations, the new decomposition strategy for nonlinear function may lead to difficult integrations. The compromise
between the new decomposition strategy and Adomian’s polynomials is suggested, and the generalized Taylor
expansion of the nonlinear function in the neighbourhood of a function rather than a point is used to avoid the
difficult integrations. The further study of the GDM for solving complex differential equations could be interesting
and promising.
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