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“This, therefore, is Mathematics:
She reminds you of the invisible forms of the soul;
she gives life to her own discoveries;
she awakens the mind and purifies the intellect;
she brings to light our intrinsic ideas;
she abolishes oblivion and ignorance which are ours by birth ...”
Diadochus Proclus (410-485)
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Abstract
We analyse nonlinear partial differential equations arising from the modelling
of wave phenomena. A large class of wave equations with dissipation and
source terms are studied using a symmetry approach and the construction of
conservation laws. Some previously unknown conservation laws and symme-
tries are obtained. We then proceed to use the multiplier (and homotopy) ap-
proach to construct conservation laws from which we obtain some surprisingly
interesting higher-order variational symmetries. We also find the correspond-
ing conserved quantities for a large class of Gordon-type equations similar to
those of the sine-Gordon equation and the relativistic Klein-Gordon equation.
In particular, we direct our research and analysis towards a wave equation
with non-constant coefficient terms, that is, coefficients dependent on time
and space. Finally, we study a class of multi-dimensional wave equations.
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Introduction
Nonlinear partial differential equations (PDEs) that admit conservation laws arise
in many disciplines of the applied sciences including physical chemistry, fluid me-
chanics, particle and quantum physics and nonlinear optics, to name a few. Con-
servation laws have many important applications, both physical and mathematical.
These laws state that certain physical quantities, for example, momentum or energy,
will not change with time during physical processes.
In the analysis of differential equations and symmetries, two names come to mind,
Sophus Lie and Emmy Noether. Sophus Lie’s profound contribution to mathematics
can be seen through his discovery that the special techniques required in solving var-
ious equations are in fact just special cases of a general integration procedure based
on the invariance of the differential equation under a continuous group of symme-
tries. In 1918, Emmy Noether proved two extraordinary theorems relating symme-
try groups of a variational integral to properties of its associated Euler-Lagrange
equations. In the first of her theorems, Noether shows how each one-parameter
variational symmetry group gives rise to a conservation law, for example, energy
conservation comes from the invariance of the problem under a group of time trans-
lations [18].
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The modelling of wave phenomena using simple linear and more complex, nonlinear
partial differential equations is well known and the methods used to analyse and solve
the resulting equations are varied and well established, both exactly and numerically.
Complex versions of the models necessitates equations with greater nonlinearities
(see [22, 21]). Symmetry methods have been used to solve/analyse such PDEs and
also, for determining conservation laws (see [13, 19, 4], inter alia).
A symmetry of a given PDE is a transformation (mapping) that maps any solution
of the PDE into another solution of the PDE. Once a symmetry group of a system of
differential equations has been determined, one can firstly use the defining property
of such a group and construct new solutions to the system from known solutions,
thus allowing us to classify different symmetry classes of solutions. Secondly, the
symmetry group can be used to classify families of differential functions depending
on arbitrary parameters or functions, where equations with a high degree of sym-
metry are useful in mathematics and physics. Also the existence of infinitely many
generalized symmetries is closely connected with the possibility of linearizing a sys-
tem, [19]. In our study, we investigate the existence of higher-order symmetries and
conserved flows of various nonlinear wave equations.
We come across the Klein-Gordon equation, which was the first relativistic wave
equation. The equation was named after the physicists Oskar Klein and Walter
Gordon in 1927. The nonlinear Klein-Gordon equation has widespread applications
in physics and wave propagation.
In Chapter one, the mathematics which we require for our research along with
notation and theory are presented. We describe two different approaches used in
the investigation, namely, the multiplier method and the use of Noether’s theorem.
Chapter two discusses the dissipative wave equations which have Lagrangians; one
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of the equations needs to be multiplied by a variational integration factor. Con-
sequently, we can obtain Noether symmetries for these equations using Noether’s
theorem. We also determine a bigger class of conservation laws for these equations
which were previously unknown. In this chapter, we also introduce and analyse a
generalized Gordon-type equation and present some special cases of this equation.
In Chapter three, we use the multiplier method and find new higher-order symme-
tries for the canonical form of the Gordon-type equations and thereafter we prove
that these symmetries are variational. In our study we also present the associ-
ated conservation laws for these symmetries. We conclude with some special and
interesting results.
In the fourth Chapter, we pursue a study of some multi-dimensional Gordon-type
equations in classical form, and via the multiplier approach, we obtain previously
unknown higher-order symmetries. We hope to gain insight into equations with
higher dimension and thus greater complexity.
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Chapter 1
Preliminaries
1.1 Introduction
A systematic way of determining conservation laws for systems of Euler-Lagrange
equations once their Noether symmetries are known is via the celebrated Noether’s
theorem ([18], [3], see also the books by [20], [14], [4], [10] and [19]). This theorem
relies on the availability of a Lagrangian and many works have been devoted to the
inverse problem in the calculus of variation, i.e., to determine when a differential
equations system has a Lagrangian formulation for a suitable Lagrangian function
(see e.g. [2]). The Euler and Lie-Ba¨cklund or generalised operators also play a fun-
damental role in the investigation of algebraic properties in variational calculus and
differential equations (see, e.g. [20], [14], [4] and [19] and references therein). The
other approach used in finding conserved quantities, called the multiplier approach,
is described below. We also present some of the definitions and notations used. Note
that the summation convention is adopted throughout.
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1.2 Differential Functions
Intrinsic to a Lie algebraic treatment of differential equations is the universal space
풜 (see, e.g. [19] or [14]). A locally analytic function 푓(푥, 푢, 푢(1), . . . , 푢(푘)) of a
finite number of variables is called a differential function of order 푘. The variables
푢(1), 푢(2), . . . , 푢(푘) denote the collections of all first, second, . . ., 푘th-order partial
derivatives, that is
푢훼푖 = 퐷푖(푢
훼), 푢훼푖푗 = 퐷푗퐷푖(푢
훼), . . .
respectively, with the total differentiation operator with respect to 푥푖 given by,
퐷푖 =
∂
∂푥푖
+ 푢훼푖
∂
∂푢훼
+ 푢훼푖푗
∂
∂푢훼푗
+ . . . , 푖 = 1, . . . , 푛. (1)
The space 풜 is the vector space of all differential functions of all finite orders and
forms an algebra. A total derivative converts any differential function of order 푘
to a differential function of order 푘 + 1. Hence, the space 풜 is closed under total
derivations 퐷푖. There are also other operators on 풜 and some of the important
ones which we utilize in the sequel are presented in the definitions below. These are
well-known and can be found in the books of [20], [14], [19] and [4] (see also [15]).
1.3 The Multiplier Approach
Consider an 푟th-order system of PDEs of 푛 independent variables 푥 = (푥1, 푥2, . . . , 푥푛)
and 푚 dependent variables 푢 = (푢1, 푢2, . . . , 푢푚)
퐺휇(푥, 푢, 푢(1), . . . , 푢(푟)) = 0, 휇 = 1, . . . , 푚˜, (2)
A current Φ = (Φ1, . . . ,Φ푛) is conserved if it satisfies
퐷푖Φ
푖 = 0 (3)
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along the solutions of (2). It can be shown (see [9]) that every admitted conservation
law arises from multipliers 푄휇(푥, 푢, 푢(1), . . .) such that
푄휇퐺
휇 = 퐷푖Φ
푖 (4)
holds identically (i.e., off the solution space) for some current Φ푖. The conserved
current may then be obtained by the homotopy operator which is discussed in section
(1.6). See also [1, 11].
1.4 Fundamental Operators
Definition 1. The Euler operator, is defined by
훿
훿푢훼
=
∂
∂푢훼
+
∑
푠≥1
(−1)푠퐷푖1 ⋅ ⋅ ⋅퐷푖푠
∂
∂푢훼푖1⋅⋅⋅푖푠
, 훼 = 1, . . . ,푚 . (5)
The terms Euler operator and variational derivative are used interchangeably.
Definition 2. If there exists a function 퐿 = 퐿(푥, 푢, 푢(1), 푢(2), . . . , 푢(푠)) ∈ 풜; 푠 ≤ 푟,
푟 being the order of (2), such that
훿퐿
훿푢훼
= 0, 훼 = 1, . . . , 푚˜
then 퐿 is called a Lagrangian of (2) and
훿
훿푢훼
is the corresponding Euler operator in
(5).
훿퐿
훿푢훼
= 0 are known as the Euler-Lagrange equations.
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Note. In most literature, a variational problem consists of finding the extrema
(maxima or minima) of a functional
ℒ[푢] =
∫
Ω
퐿(푥, 푢(푛))푑푥
in some class of functions 푢 = 푓(푥) defined over Ω, where Ω ⊂ 푋 is an open,
connected subset with smooth boundary ∂Ω, (we consider the Euclidean space with
푋 = 푅푛). The integrand 퐿(푥, 푢(푛)), called the Lagrangian of the variational problem
ℒ, is a smooth function of 푥, 푢 and various derivatives of 푢 [19].
Definition 3. The Lie-Ba¨cklund or generalised operator is given by
푋 = 휉푖
∂
∂푥푖
+ 휂훼
∂
∂푢훼
, 휉푖, 휂훼 ∈ 풜 . (6)
This operator is an abbreviated form of the following infinite formal sum
푋 = 휉푖
∂
∂푥푖
+ 휂훼
∂
∂푢훼
+
∑
푠≥1
휁훼푖1...푖푠
∂
∂푢훼푖1...푖푠
, (7)
where the additional coefficients are determined uniquely by the prolongation for-
mulae
휁훼푖 = 퐷푖(푊
훼) + 휉푗푢훼푖푗 ,
휁훼푖1...푖푠 = 퐷푖1 . . . 퐷푖푠(푊
훼) + 휉푗푢훼푗푖1...푖푠 , 푠 > 1.
(8)
In (8), 푊훼 is the Lie characteristic function given by
푊훼 = 휂훼 − 휉푗푢훼푗 . (9)
One can write the Lie-Ba¨cklund or generalised operator (7) in the characteristic
form
푋 = 휉푖퐷푖 +푊
훼 ∂
∂푢훼
+
∑
푠≥1
퐷푖1 . . . 퐷푖푠(푊
훼)
∂
∂푢훼푖1...푖푠
(10)
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Definition 4. We call 푋 a Lie point symmetry if 휉푖 and 휂훼 in (6) are functions of 푥푖
and 푢훼 only. A Lie (point) symmetry is characterized by an infinitesimal transforma-
tion which leaves the given differential equation invariant under the transformation
of all independent variables 푥푖 and dependent variables 푢훼.
Definition 5. Lie-Ba¨cklund or generalised operators 푋˜ and 푋 are said to be
equivalent if
푋 − 푋˜ = 휆푖퐷푖, 휆푖 ∈ 풜 .
In particular, a generalized operator of the form 푋˜ = 푄훼∂/∂푢훼 + ⋅ ⋅ ⋅ , where 푄훼 ∈
풜, is called a canonical or evolutionary representation of 푋, and 푄훼 is called its
characteristic.
Definition 6. The Noether operator associated with a Lie-Ba¨cklund operator 푋
is given by
푁 푖 = 휉푖 +푊훼
훿
훿푢훼푖
+
∑
푠≥1
퐷푖1 ⋅ ⋅ ⋅퐷푖푠(푊훼)
훿
훿푢훼푖푖1⋅⋅⋅푖푠
, 푖 = 1, . . . , 푛, (11)
where the Euler-Lagrange operators with respect to derivatives of 푢훼 are obtained
from (5) by replacing 푢훼 by the corresponding derivatives, e.g.,
훿
훿푢훼푖
=
∂
∂푢훼푖
+
∑
푠≥1
(−1)푠퐷푗1 ⋅ ⋅ ⋅퐷푗푠
∂
∂푢훼푖푗1⋅⋅⋅푗푠
푖 = 1, . . . , 푛, 훼 = 1, . . . ,푚 . (12)
The Euler, Lie-Ba¨cklund and Noether operators are connected by the operator iden-
tity
푋 +퐷푖(휉
푖) = 푊훼
훿
훿푢훼
+퐷푖푁
푖 . (13)
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Definition 7. A Lie-Ba¨cklund operator 푋 of the form (6) is called a Noether
symmetry corresponding to a Lagrangian 퐿 ∈ 풜, if there exists a vector 퐵푖 =
(퐵1, . . . , 퐵푛), 퐵푖 ∈ 풜, such that
푋(퐿) + 퐿퐷푖(휉
푖) = 퐷푖(퐵
푖). (14)
If 퐵푖 = 0, (푖 = 1, . . . , 푛), then 푋 is referred to as a strict Noether symmetry corre-
sponding to a Lagrangian 퐿 ∈ 풜.
Noether’s Theorem. For any Noether symmetry 푋 corresponding to a given
Lagrangian 퐿 ∈ 풜, there exists a current Φ푖 = (Φ1, . . . ,Φ푛), Φ푖 ∈ 풜, defined by
Φ푖 = 퐵푖 −푁 푖(퐿) , 푖 = 1, . . . , 푛 , (15)
which is a conserved current of the Euler-Lagrange equations
훿퐿
훿푢훼
= 0 , where 푁 푖
and 퐵푖 are defined above. See also [18, 19, 16, 17].
Definition 8. Let 퐺, 퐺 ∈ 풜, be a system of differential equations. A recursion op-
erator for 퐺 is a linear operator ℜ : 풜푞 → 풜푞 in the space of 푞−tuples of differential
functions, with the property that whenever 푋 = 푄∂푢 is an evolutionary vector field
of 퐺, so is 푋 =Q˜∂푢 with Q˜= ℜ푄.
Proposition 1. Let Γ, Γ ∈ 풜, be a linear system of differential functions, with
Γ denoting a linear differential operator. A second linear differential operator ℜ :
풜푞 → 풜푞 not depending on 푢 or its derivatives is a recursion operator for Γ, if
and only if 푄 = ℜ[푢] is the characteristic of a ‘linear’ generalized symmetry to the
system.
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1.5 Fre´chet Derivatives and Variational Symme-
tries
Definition 9. Consider the differential functions 퐺 in (2). The Fre´chet derivative
of 퐺 is the differential operator 퐷퐺 : 풜푞 → 풜푟 defined so that
퐷퐺(푄) =
푑
푑휖
∣∣∣
휖=0
퐺[푢+ 휖푄[푢]]
for any 푄 ∈ 풜푞. More simply, to evaluate 퐷퐺(푄), we replace 푢 and the derivatives
of 푢 in 퐺[푢] by 푢 + 휖푄 and then differentiate the resulting expression with respect
to 휖.
Example: If 퐺[푢] = 푢푥푢푥푥 then,
퐷퐺(푄) =
푑
푑휖
∣∣∣
휖=0
(푢푥 + 휖퐷푥푄)(푢푥푥 + 휖퐷
2
푥푄) = 푢푥퐷
2
푥푄+ 푢푥푥퐷푥푄.
Definition 10. If
풟 = ∑
퐽
푃퐽 [푢]퐷퐽 , 푃퐽 ∈ 풜,
is a differential operator, then the adjoint of 풟 is the differential operator 풟∗ which
satisfies ∫
Ω
푃 ⋅ 풟푄푑푥 =
∫
Ω
푄 ⋅ 풟∗푃푑푥
for every pair of differential functions 푃,푄 ∈ 풜, which vanish when 푢 = 0, every
domain Ω ⊂ 푅푛 and every function 푢 = 푓(푥) of compact support in Ω. It can also
be shown by integration by parts that
풟∗ = ∑
퐽
(−퐷)퐽 ⋅ 푃퐽 ,
meaning that for any 푄 ∈ 풜,
풟∗푄 = ∑
퐽
(−퐷)퐽 [푃퐽 [푄]] (see[19]).
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Example: If 풟 = 퐷2푥 + 푢퐷푥, then 풟’s adjoint is,
풟∗ = (−퐷푥)2 + (−퐷푥) ⋅ 푢 = 퐷2푥 − 푢퐷푥 − 푢푥.
Definition 11. A Lie-Ba¨cklund operator 푋 of the form (6) is called a variational
symmetry if it leaves invariant the functional ℒ[푢] = ∫ 퐿(푥, 푢(푛))푑푥.
Note. Our focus is to investigate the existence of higher-order symmetries. When
we use the multiplier method (which is not a variational technique like Noether’s
theorem) in search of higher-order symmetries, we need to verify that these sym-
metries are variational as we may encounter symmetries that are non-variational.
Variational symmetries are important if they are ‘associated’ with the components
of the conservation law and therefore may be used for double reductions and the in-
tegrability of the differential equation (see [16] for more on the relationship between
symmetries and conservation laws).
The following theorem defines the conditions under which a symmetry is variational.
Theorem 1. For variational PDEs, 퐸 = 0, 퐸 ∈ 풜, an evolutionary vector field
푋 is a variational symmetry if and only if 푋퐸 + 풜ℱ푄퐸 = 0, where 풜ℱ is the
adjoint Fre´chet derivative [19].
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1.6 The Homotopy Operator
In a dynamical problem, we may encounter one of the independent variables as the
time 푡, the remaining variables may be the spatial variables, 푋 = (푥, 푦, 푧). Now,
the conservation law takes the form
퐷푡Φ
푡 +퐷푥Φ
푥 +퐷푦Φ
푦 +퐷푧Φ
푧 = 0.
Φ푡 is known as the conserved density and (Φ푥,Φ푦,Φ푧) are the conserved fluxes, which
are functions of 푥, 푦, 푧, 푡, 푢 and the derivatives of 푢.
The continuous homotopy operator is a powerful tool that can be used to compute
densities and fluxes explicitly. It allows one to invert the total divergence operator
퐷푖, by computing higher variational derivatives followed by a one-dimensional inte-
gration with respect to a single auxiliary parameter. This operator can be applied
to problems in which integration by parts of arbitrary functions in multi-variables
is essential. A literature search done by the authors of [12] revealed that homotopy
operators are used in integrability testing and inversion problems involving PDEs,
differential-difference equations (DDEs), lattices and beyond.
In defining the Homotopy operator, note that Definition 13 is a calculus-based for-
mula for the homotopy operators in one dimension (the formulae for higher dimen-
sions and higher Euler operators are analogous and can be found in [12]). Other
definitions which involve differential forms do exist (see [19]). The calculus based
formulae are easier to implement in software packages such as Mathematica. In our
calculations, we made extensive use of the computer software involving the calculus-
based formulae.
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Definition 12. The higher Euler operators (Lie-Euler operators) in one dimension
(with variable 푥) are
ℰ (푖)푢(푥) =
∞∑
푘=푖
(
푘
푖
)
(−퐷푥)푘−푖 ∂
∂푢푘푥
.
Note that the higher Euler operator for 푖 = 0 would give us the Euler operator (in
one dimension with variable 푥) in Definition 1 .
Definition 13. The homotopy operator in one dimension with variable 푥 is
ℋ푢(푥)(푓) =
∫ 1
0
푚∑
푗=1
퐼푢푗(푓)[휆푢]
푑휆
휆
,
where 푓 ∈ 풜, 푢푗 is the 푗th component of the dependent variable 푢 and the integrand
퐼푢푗(푓) is given by
퐼푢푗(푓) =
∞∑
푖=0
퐷푖푥
(
푢푗ℰ (푖+1)푢푗(푥) (푓)
)
,
where ℰ (푖+1)푢푗(푥) denotes the (푖+ 1)th higher Euler operator, 푚 is the number of depen-
dent variables, 휆 is an auxiliary variable and 퐼푢푗(푓)[휆푢] means that in 퐼푢푗(푓), we
replace 푢→ 휆푢, 푢푥 → 휆푢푥, etc., [11].
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Chapter 2
Dissipative Wave Equations
2.1 Introduction
Firstly, we note that the basic linear (1+1) wave equation with dissipation is given
by
푢푡푡 + 푢푡 − 푢푥푥 = 0 (16)
and the general nonlinear version is given by 푢푡푡 + 휙(푢)푢푡 − (푔(푢)푢푥)푥 = 0. The
symmetries and conservation laws of (16) are listed in [13] with the conserved vectors
obtained via the Lagrangian
퐿 =
1
2
푒푡(푢2푡 − 푢2푥). (17)
In the first of our analysis below, we revisit these equations for illustrative purposes
- to determine whether a bigger class of conservation laws are available for (16).
Furthermore, when the dissipative wave equation above is subject to a source term
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푘(푢), we may obtain some classes of (dissipative) Gordon-type equations, viz.,
푢푡푡 + 푢푡 − 푢푥푥 + 푘(푢) = 0 (18)
in which, for e.g., 푘(푢) = sin푢 is the corresponding sine-Gordon equation and for
푘(푢) being a linear polynomial in 푢, we have the equivalent of the Klein-Gordon
equation.
We consider a variety of PDEs of interest. This section will not only serve to illus-
trate the method of Noether’s theorem, but also to construct previously unknown
conserved flows of the PDEs in question. Suppose (푡, 푥) and 푢 are the independent
and dependent variables, respectively. For simplicity we have looked at point type
symmetry operators and we have restricted the gauge terms to be independent of
derivatives. One can equally well try to find Lie-Ba¨cklund type symmetry operators
and the method still applies. In this case however, the calculations are quite tedious
and are best done by a computer algebra package.
2.2 Illustrative Example 1
Consider the wave equation with dissipation (16) and let
푋 = 휉(푡, 푥, 푢)∂푥 + 휏(푡, 푥, 푢)∂푡 + 휙(푡, 푥, 푢)∂푢
be a Noether point operator that satisfies (14) with gauge vector (푓, 푔). This be-
comes, for the Lagrangian given by (17),
휙푡(푒푡푢푡)− 휙푥(푒푡푢푥) + 휏(12푒푡푢2푡 − 12푒푡푢2푥) + 12푒푡(푢2푡 − 푢2푥)[퐷푡휏 +퐷푥휉]
= 퐷푡푓 +퐷푥푔.
(19)
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Separation by derivatives of 푢 yields the following overdetermined system
푢3푡 : 휏푢 = 0
푢3푥 : 휉푢 = 0
푢2푥 : 휙푢 = −12휏 + 12휏푡 − 12휉푥
푢푡푢푥 : 휏푥 = 휉푡
푢푡 : 푒
푡휙푡 = 푓푢
푢푥 : −푒푡휙푥 = 푔푢
1 : 푓푡 + 푔푥 = 0
which leads to −휏푡 − 2휏푡푥푥 + 휏푡푡푡 + 휉푥푥푥 = 0 and 휙 = 12푢(−휏 + 휏푡 − 휉푥) + 훼(푥, 푡).
The gauge terms are,
푓 =
푢2
4
푒푡(−휏푡 + 휏푡푡 − 휉푥푡) + 푢푒푡훼푡 + 훾(푥, 푡)
and
푔 = −푢
2
4
푒푡(−휏푥 + 휏푥푡 − 휉푥푥)− 푢푒푡훼푥 + 훿(푥, 푡),
where 훿푥 + 훾푡 = 0.
Some particular choices of 휏 and 휉 that satisfy these equations lead to the following
symmetries
푋1 = ∂푥
푋2 = ∂푡 − 푢2∂푢
푋3 = 푡∂푥 + 푥∂푡 − 푥푢2 ∂푢
푋∞ = 훼∂푢
where 훼 satisfies the equation 훼푡 + 훼푡푡 − 훼푥푥 = 0. With the use of (15), we now list
the corresponding conserved flows.
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(i) 푋1 = ∂푥, 푓 = 훾(푥, 푡) and 푔 = 훿(푥, 푡),
Φ푡1 = −푢푥푢푡푒푡 − 훾, Φ푥1 = 12푒푡(푢2푡 − 푢2푥) + 푢2푥푒푡 − 훿,
Thus,
퐷푥Φ
푥
1 +퐷푡Φ
푡
1 = −푢푡푡푢푥푒푡 − 푢푥푢푡푒푡 − 푢푡푥푢푡푒푡 + 푢푡푥푢푡푒푡 + 푢푥푥(−푢푥푒푡 + 2푢푥푒푡)
−(훿푥 + 훾푡)
= −푢푥푒푡 (푢푡푡 − 푢푥푥 + 푢푡)− (훾푡 + 훿푥)
= 0, along the solutions of (16).
(ii) 푋2 = ∂푡 − 푢2∂푢, 푓 = 훾(푥, 푡) and 푔 = 훿(푥, 푡),
Φ푡2 =
1
2
푒푡(푢2푡 − 푢2푥)− (푢2 + 푢푡)푒푡푢푡 − 훾, Φ푥2 = (푢2 + 푢푡)푒푡푢푥 − 훿,
Thus,
퐷푡Φ
푡
2 +퐷푥Φ
푥
2 =
1
2
푒푡(푢2푡 − 푢2푥)− 푒푡푢푡(푢2 + 푢푡) + 푢푡푡(푢푡푒푡 − 2푢푡푒푡 − 푢2푒푡)− 푢푡푥푢푥푒푡
−1
2
푢2푡 푒
푡 + 푢푡푥푢푥푒
푡 + 푢푥푥푒
푡(푢
2
+ 푢푡) +
1
2
푢2푥푒
푡 − (훾푡 + 훿푥)
= −
(
푢푡 +
푢
2
)
푒푡 (푢푡푡 − 푢푥푥 + 푢푡)− (훾푡 + 훿푥)
= 0, along the solutions of (16).
(iii) 푋3 = 푡∂푥 + 푥∂푡 − 푥푢2 ∂푢, 푓 = 훾(푥, 푡) and 푔 = 푢
2
4
푒푡 + 훿(푥, 푡),
Φ푡3 =
1
2
푥푒푡(푢2푡 − 푢2푥)− (푥푢2 + 푥푢푡 + 푡푢푥)푒푡푢푡 − 훾,
Φ푥3 =
1
2
푡푒푡(푢2푡 − 푢2푥) + (푥푢2 + 푥푢푡 + 푡푢푥)푒푡푢푥 − 푢
2
4
푒푡 − 훿.
Thus,
퐷푡Φ
푡
3 +퐷푥Φ
푥
3 =
1
2
푥푒푡(푢2푡 − 푢2푥) + 12푥푒푡(2푢푡푢푡푡 − 2푢푥푢푥푡) + 푒푡푢푡(−푥푢2 − 푥푢푡 − 푡푢푥)
+푒푡푢푡푡(−푥푢2 − 푥푢푡 − 푡푢푥) + 푒푡푢푡(−푥2푢푡 − 푢푥 − 푡푢푡푥 − 푥푢푡푡)
+1
2
푡푒푡(2푢푡푢푡푥 − 2푢푥푢푥푥)− 푒푡푢푥푥(−푥푢2 − 푥푢푡 − 푡푢푥)
−푒푡푢푥(−푢2 − 12푥푢푥 − 푡푢푥푥 − 푢푡 − 푥푢푡푥)− 12푒푡푢푢푥 − (훾푡 + 훿푥)
=
(
−1
2
푥푢− 푥푢푡 − 푡푢푥
)
푒푡 (푢푡푡 − 푢푥푥 + 푢푡)− (훾푡 + 훿푥)
= 0, along the solutions of (16).
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Note
In [13], the conserved vector (Φ푡2,Φ
푥
2) is listed as being associated with ∂푡 which
is, in fact, NOT a Noether symmetry even though it is a Lie symmetry of (16)
(the notation of the conserved vector in [13] for the symmetry ∂푡 is (퐶
푡, 퐶푥)). The
symmetry ∂푡 is ‘lost’ as the standard Lagrangian (17) was obtained by multiplying
(16) by a variational integration factor 푒푡. The Lie symmetry, ∂푡 arises if we consider
푋2 +
1
2
푋1. Also, the conserved vector (Φ
푡
3,Φ
푥
3) is not listed in [13].
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2.3 Example 2 - The Gordon Class of Equations
We now conduct an analysis of the Gordon classes of equations (18), that is,
푢푡푡 + 푢푡 − 푢푥푥 + 푘(푢) = 0.
As before, let
푋 = 휉(푡, 푥, 푢)∂푥 + 휏(푡, 푥, 푢)∂푡 + 휙(푡, 푥, 푢)∂푢
be a Noether point operator that satisfies (14) with gauge vector (푓, 푔). Invoking
the Lagrangian,
퐿 = 푒푡
(
−1
2
푢2푡 +
1
2
푢2푥 + 푘1(푢)
)
,
where 푘1 =
∫
푘푑푢, we find
휏푒푡
[
−1
2
푢2푡 +
1
2
푢2푥 + 푘1(푢)
]
+ 휙푘(푢)푒푡 − 푢푡푒푡휙푡 + 푢푥푒푡휙푥+
푒푡
(
−1
2
푢2푡 +
1
2
푢2푥 + 푘1(푢)
)
[퐷푡휏 +퐷푥휉] = 퐷푡푓 +퐷푥푔
Separation of the derivatives of 푢 yields the following system
푢3푡 : 휏푢 = 0
푢3푥 : 휉푢 = 0
푢2푥 : 휙푢 = −12휏
푢푡푢푥 : 휏푥 = 휉푡
푢푡 : −푒푡휙푡 = 푓푢
푢푥 : 푒
푡휙푥 = 푔푢
1 : 푓푡 + 푔푥 = 휏푘1(푢)푒
푡 + 휙푘(푢)푒푡
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The last of these calculations yields the equation,
푘1(푢) [퐴푥+ 퐶]+푘(푢)
[
−푢
2
(퐴푥+ 퐶) + 훾(푥, 푡)
]
= 푢 (−훾푡 − 훾푡푡 + 훾푥푥)+훼푡+훿푥. (20)
where 훾 = 훾(푥, 푡), 훿 = 훿(푥, 푡), 훼 = 훼(푥, 푡) and where 퐴,퐵 and 퐶 are arbitrary
constants.
We obtain the following general symmetry,
푋 = (퐴푡+퐵) ∂푥 + (퐴푥+ 퐶) ∂푡 +
(
−푢
2
(퐴푥+ 퐶) + 훾(푥, 푡)
)
∂푢, (21)
The corresponding gauge vector is (푓, 푔) =
(
−푢푒푡훾푡 + 훼(푥, 푡), 푢푒푡
(
−푢
2
퐴+ 훾푥
)
+ 훿(푥, 푡)
)
.
We now look at two special cases of 푘(푢) in detail.
Case (a):
푘(푢) = 푢
Case (b):
푘(푢) = 푢푛,where n ∕= 1, 푘(푢) = sin푢, 푘(푢) = 푒푢 or 푘(푢) = 푐표푛푠푡푎푛푡.
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Case (a): 푘(푢) = 푢
This case yields the most interesting results. From (20), we obtain
푢2
2
[퐴푥+ 퐶] + 푢
[
−푢
2
(퐴푥+ 퐶) + 훾(푥, 푡)
]
= 푢 (−훾푡 − 훾푡푡 + 훾푥푥) + 훼푡 + 훿푥. (22)
Separating by powers of 푢, we find that 훼푡 + 훿푥 = 0 and −훾푡 − 훾푡푡 + 훾푥푥 − 훾 = 0.
We also obtain four symmetries, namely,
푋1 = ∂푥
푋2 = ∂푡 − 푢2∂푢
푋3 = 푡∂푥 + 푥∂푡 − 푥푢2 ∂푢
푋∞ = 훾∂푢
We obtain the gauge vector (푓, 푔) = (−푒푡훾푡 + 훼, 푢푒푡(−푢2퐴+ 훾푥) + 훿).
The corresponding conserved quantities are;
(i) 푋1 = ∂푥, 푓 = 훼(푥, 푡) and 푔 = 훿(푥, 푡),
Φ푡1 = 푢푥푢푡푒
푡 − 훼,
Φ푥1 = 푒
푡
(
−1
2
푢2푡 +
1
2
푢2푥 + 푘1(푢)
)
− 푒푡푢2푥 − 훿.
Thus,
퐷푡Φ
푡
1 +퐷푥Φ
푥
1 = 푢푡푡푢푥푒
푡 + 푢푥푢푡푒
푡 + 푢푡푥푢푡푒
푡 − 푢푡푥푢푡푒푡 + 푢푥푥(푢푥푒푡 − 2푢푥푒푡) + 푢푥푒푡푢
−(훼푡 + 훿푥)
= 푢푥푒
푡 (푢푡푡 − 푢푥푥 + 푢푡 + 푢)− (훼푡 + 훿푥)
= 0, along the solutions of (18).
23
(ii) 푋2 = ∂푡 − 푢2∂푢, 푓 = 훼(푥, 푡) and 푔 = 훿(푥, 푡),
Φ푥2 = 푒
푡
(
−1
2
푢2푡 +
1
2
푢2푥 + 푘1(푢)
)
− 푒푡푢2푥 − 훿,
Φ푡2 = 푒
푡(−1
2
푢2푡 +
1
2
푢2푥 + 푘1(푢)) + 푒
푡푢푡(
푢
2
+ 푢푡)− 훼.
Thus,
퐷푥Φ
푥
2 +퐷푡Φ
푡
2 = −12푒푡푢2푥 − 푒푡푢푥푥(푢2 + 푢푡)
+푒푡(−1
2
푢2푡 +
1
2
푢2푥 +
푢2
2
) + 푒푡(푢푡푥푢푥 + 푢푡푢푡푡 + 푢푢푡) + 푢푡푒
푡(푢
2
+ 푢푡)
−푢푡푥푢푥푒푡 + 푢푡푡푒푡(푢2 ) + 2푒푡푢푡푢푡푡 + 12푢2푡 푒푡 − (훼푡 + 훿푥)
= 푒푡
(
푢푡 +
푢
2
)
(푢푡푡 − 푢푥푥 + 푢푡 + 푢)− (훼푡 + 훿푥)
= 0, along the solutions of (18).
(iii) 푋3 = 푡∂푥 + 푥∂푡 − 푥푢2 ∂푢, 푓 = 훼(푥, 푡) and 푔 = −푒푡 푢
2
2
+ 훿(푥, 푡),
Φ푡3 = 푥푒
푡(−1
2
푢2푡 +
1
2
푢2푥 +
푢2
2
) + 푢푡푒
푡(푢푥
2
+ 푥푢푡 + 푡푢푥)− 훼,
Φ푥3 = 푡푒
푡(−1
2
푢2푡 +
1
2
푢2푥 +
푢2
2
)− 푢푥푒푡(푢푥2 + 푥푢푡 + 푡푢푥) + 푢
2
2
푒푡 − 훿.
Thus,
퐷푥Φ
푥
3 +퐷푡Φ
푡
3 = 푡푒
푡(−푢푡푥푢푡 + 푢푥푢푥푥 + 푢푢푥) + 푒푡푢푥푥(−푥푢2 − 푥푢푡 − 푡푢푥)
+푒푡푢푥(−푡푢푥푥 − 푥푢푡푥 − 푢푡 − 푢2 − 푥2푢푥) + 12푒푡푢푢푥
+푥푒푡(−푢푡푢푡푡 + 푢푥푢푡푥 + 푢푡푢)− 푒푡푢푡(−푢푥2 − 푡푢푥 − 푥푢푡)
−푒푡푢푡푡(−푥푢2 − 푥푢푡 − 푡푢푥)− 푒푡푢푡(−푥2푢푡 − 푢푥 − 푡푢푡푥 − 푥푢푡푡)
+푥푒푡(−1
2
푢2푡 +
1
2
푢2푥 +
푢2
2
)− (훼푡 + 훿푥)
= 푒푡
(
1
2
푥푢+ 푥푢푡 + 푡푢푥
)
(푢푡푡 − 푢푥푥 + 푢푡 + 푢)− (훼푡 + 훿푥)
= 0, along the solutions of (18).
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Case (b): 푘(푢) = 푢푛, where 푛 ∕= 1, 푘(푢) = sin푢, 푘(푢) = 푒푢 or 푘(푢) = 푐표푛푠푡푎푛푡.
The above choices for 푘(푢) all yield the same results, that is, we find one symmetry,
푋 = ∂푥 with conserved vector,
(Φ푡,Φ푥) = (푢푡푢푥푒
푡 − 훼, 푒푡(−1
2
푢2푡 +
1
2
푢2푥 + 푘1(푢))− 푢2푥푒푡 − 훿).
We also find that 훼푡 + 훿푥 = 0. Thus, the total divergence is,
퐷푥Φ
푥 +퐷푡Φ
푡 = 푢푡푡푢푥푒
푡 + 푢푥푢푡푒
푡 + 푢푡푥푢푡푒
푡 − 2푢푥푥푢푥푒푡 + 푒푡(−푢푡푢푡푥 + 푢푥푢푥푥 + 푘(푢)푢푥)
−(훼푡 + 훿푥)
= 푢푥푒
푡 (푢푡푡 − 푢푥푥 + 푢푡 + 푘(푢))− (훼푡 + 훿푥)
= 0, along the solutions of (18).
2.4 Discussion and Conclusion
In addition to the obvious symmetry ∂푥, we have found two more Noether symme-
tries of the wave equation with dissipation and therefore, we are able to present
a bigger class of conserved forms for this particular wave equation. We have also
ruled out ∂푡 as a Noether symmetry of the equation. The generalized dissipative
Gordon-type equation, when analyzed, admits a special case with four symmetries
and its associated four conserved vectors. The other cases considered offer only one
symmetry, namely ∂푥 and hence only one conserved vector. At this stage we must
point out that the use of Noether’s theorem in constructing symmetries of a given
PDE results in finding low-order symmetries, that is, first order symmetries.
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Chapter 3
Gordon-type Equations and
Higher-Order Variational
Symmetries and Conservation
Laws
3.1 Introduction
It can be proved that with the well-known transformations,
푋 =
1
2
(푥− 푡) and 푇 = 1
2
(푥+ 푡),
the classical wave equation 푢푡푡 − 푢푥푥 − 푘(푢) = 0 can be transformed to
푢푋푇 − 푘(푢) = 0. (23)
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These equations have been extensively studied in terms of their symmetries and
variational properties [19]. In particular, the sine-Gordon equation 푢푋푇 − sin푢 = 0
has been shown to have higher-order variational symmetries, 푋 = 푄∂푢, giving rise
to interesting, nontrivial conservation laws, e.g., the symmetries,
푋1 = (푢푋푋푋 +
1
2
푢3푋)∂푢,
푋2 = (푢푋푋푋푋푋 +
5
2
푢2푋푢푋푋푋 +
5
2
푢푋푢
2
푋푋 +
3
8
푢5푋)∂푢,
푋3 = (푢푇푇푇 +
1
2
푢3푇 )∂푢,
(24)
are variational as they satisfy Theorem 1, [19].
The first two symmetries in (24) lead to the corresponding densities
Φ푇1 = −
1
2
푢2푋푋 +
1
8
푢4푋 , Φ
푇
2 =
1
2
푢2푋푋푋 −
5
4
푢2푋푢
2
푋푋 +
1
16
푢6푋 . (25)
We carry out the symmetry/conservation law analysis to the interesting wave and
Gordon related class of equations (23) in canonical form. We investigate the exis-
tence of higher-order symmetries and possible conserved densities via the multiplier
method. We then make extensive use of Theorem 1 in proving that the higher-order
symmetries found are variational. We obtain some interesting results with some far
reaching consequences.
Finally, we focus our analysis towards our main example of the chapter. A general
homogeneous second-order linear wave equation on a two-dimensional space-time
is exactly solvable when its general solution can be expressed as the sum of (two)
progressing waves (see [5] for details). The simplest case being the wave equation
푢푋푇 = 0. It is implicit in [7] and explicit in [6, 8] that a generalization leads to the
family of equations
푢푋푇 − 푚(푚+ 1)
(푇 −푋)2 푢 = 0, (26)
where 푚 is a non-negative integer.
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3.2 The Canonical Wave Equation
We investigate higher-order variational symmetries for the class of equations (23).
In [19], the case 푘(푢) = sin푢 is discussed, and we have summarized the results above.
We illustrate the method by highlighting another higher-order variational symmetry,
not discussed in detail in [19]. The analysis is carried out via the multiplier approach.
That is, we solve for the multiplier 푄 in
훿
훿푢
[푄(푢푥푡 − 푘(푢))] = 0 (27)
(for convenience, we use lower case (푥, 푡) instead of (푋,푇 )).
Ultimately, we find that the only other cases of 푄 that are derivative dependent are,
when 푘 = 푢 and 푘 = 푒푢. That is,
푢푥푡 − 푢 = 0, (28)
푢푥푡 − 푒푢 = 0. (29)
Firstly, if 푘(푢) = sin푢, [19] lists
푋 = 푄 ∂푢
=
(
푢푥푥푥 +
1
2
푢3푥
)
∂푢
as a higher-order variational symmetry. We now prove using Theorem 1 that
푋∗ = 푄∗ ∂푢
=
(
푢푡푡푡 +
1
2
푢3푡
)
∂푢
is also a higher-order variational symmetry of (23) with 푘(푢) = sin푢, i.e.,
(푋∗)[푝]퐸 +풜ℱ푄퐸 = 휙푥푡 − 휙 cos푢+
(
−3
2
푢2푡퐷푡 − 3푢푡푢푡푡 −퐷푡푡푡
)
(푢푥푡 − sin푢)
= 푢푡푡푡푡푥 + 3푢푡푢푡푡푢푡푥 +
3
2
푢2푡푢푡푡푥 − (푢푡푡푡 + 12푢3푡 ) cos푢
−3
2
푢2푡푢푥푡푡 +
3
2
푢3푡 cos푢− 3푢푡푢푥푡푢푡푡 + 3푢푡푢푡푡 sin푢− 푢푥푡푡푡푡
+푢푡푡푡 cos푢− 푢푡푢푡푡 sin푢− 2푢푡푢푡푡 sin푢− 푢3푡 cos푢
= 0,
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where 푝 denotes that the symmetry is prolonged.
Case (a): 푢푥푡 − 푢 = 0.
For this case, the tedious calculations of the multiplier method reveal that, inter
alia, the possibilities for 푄 depending on third-order derivatives, are
푄1 = 푢푥푥푥 + 푛푒
푥+푡, 푛 is an arbitrary constant, (30)
푄2 = 푢푡푡푡. (31)
Therefore we have the two higher-order symmetries,
푋1 = (푢푥푥푥 + 푛푒
푥+푡)∂푢 and 푋2 = (푢푡푡푡)∂푢
for which the respective conserved quantities are
Φ푥1 =
1
4
(2(푢푥
2 + 푢푥푡푢푥푥 − 푢푥푢푥푥푡) + 푢푡(2푒푡+푥푛+ 푢푥푥푥) + 푢(−2푒푡+푥푛− 4푢푥푥 + 푢푥푥푥푡)),
Φ푡1 =
1
4
(푢푥(2푒
푡+푥푛+ 푢푥푥푥)− 푢(2푒푡+푥푛+ 푢푥푥푥푥)),
Φ푥2 =
1
4
(푢푡푢푡푡푡 − 푢푢푡푡푡푡),
Φ푡2 =
1
4
(2푢푡
2 + 푢푡푡푡푢푥 + 2푢푡푡푢푥푡 − 2푢푡푢푥푡푡 + 푢(−4푢푡푡 + 푢푥푡푡푡)).
We now show that the generalized symmetries 푋1 and 푋2 are variational using
Theorem 1.
(i) 푋1 = (푢푥푥푥 + 푛푒
푥+푡)∂푢
푋
[푝]
1 퐸 +풜ℱ푄1퐸 = 휙푥푡 − 휙+ (−퐷푥푥푥) (푢푥푡 − 푢)
= 푢푥푥푥푥푡 + 푛푒
푥+푡 − (푢푥푥푥 + 푛푒푥+푡)− 푢푥푥푥푥푡 + 푢푥푥푥
= 0.
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(ii) 푋2 = (푢푡푡푡)∂푢
푋
[푝]
2 퐸 +풜ℱ푄2퐸 = 휙푥푡 − 휙+ (−퐷푡푡푡) (푢푥푡 − 푢)
= 푢푡푡푡푡푥 − 푢푡푡푡 − 푢푡푡푡푡푥 + 푢푡푡푡
= 0.
Case (b): 푢푥푡 − 푒푢 = 0.
Here, we obtain the third-order multiplier
푄 = 푢푥푥푥 − 1
2
푢3푥, (32)
and hence the symmetry 푋 = 푄∂푢 with conserved vector (Φ
푡,Φ푥), where
Φ푡 = 1
16
(−푢푡푢푥3 + 푢푥2(8푒푢 − 3푢푢푥푡)− 8푢푥푢푥푥푡 + 4((−4푒푢 + 2푢푥푡)푢푥푥 + 푢푡푢푥푥푥
+푢푢푥푥푥푡)),
Φ푥 = 1
16
(−푢푥4 + 3푢푢푥2푢푥푥 + 4푢푥푢푥푥푥 − 4푢푢푥푥푥푥)).
We prove that the generalized symmetry 푋 = (푢푥푥푥 − 1
2
푢3푥)∂푢 is variational.
푋 [푝]퐸 +풜ℱ푄퐸 = 휙푥푡 − 휙푒푢 +
(
3
2
푢2푥퐷푥 + 3푢푥푢푥푥 −퐷푥푥푥
)
(푢푥푡 − 푒푢)
= 푢푥푥푥푥푡 − 3푢푥푢푥푥푢푥푡 − 32푢2푥푢푥푥푡 − 푒푢(푢푥푥푥 − 12푢3푥)
+3
2
푢2푥(푢푡푥푥 − 푢푥푒푢) + 3푢푥푢푥푥푢푥푡 − 3푢푥푢푥푥푒푢 − 푢푡푥푥푥푥
+푢푥푥푥푒
푢 + 푢푥푢푥푥푒
푢 + 2푢푥푢푥푥푒
푢 + 푢3푥푒
푢
= 0.
The condition for Theorem 1 is satisfied, and therefore, 푋 =
(
푢푥푥푥 − 1
2
푢3푥
)
∂푢 is a
higher-order variational symmetry of 푢푥푡 − 푒푢 = 0.
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3.3 Main Example
We now determine the higher-order conserved vectors of equation (26), i.e.,
푢푋푇 − 푚(푚+ 1)
(푇 −푋)2 푢 = 0,
which has a Lagrangian; the Noether symmetries and Noether’s theorem would
provide only the first-order multipliers. If we consider
훿
훿푢
[
푄(푢푥푡 − 푚(푚+ 1)
(푡− 푥)2 푢)
]
= 0, (33)
with
푄 = 푓(푥, 푡, 푢, 푢푡, 푢푥, 푢푡푡, 푢푡푥, 푢푥푥, 푢푥푥푥, 푢푡푡푡),
the tedious calculations after expansion and separation by monomials reveal that 푄
is of order three in derivatives with respect to 푢. The multiplier method yields the
third-order multiplier
푄 =
푢푥 + 푢푡
(푡− 푥)2 +
푢푥푥푥 + 푢푡푡푡
3푚(푚+ 1)
and hence we have the symmetry 푋 = 푄∂푢, whose corresponding conserved vector
has components
Φ푥 = − 1
12푚(1+푚)(푡−푥)4 (6푚(2 + 3푚+ 2푚
2 +푚3)푢2
−(푡− 푥)2(3푚(1 +푚)푢푡2 + 2(푚(1 +푚)푢푥2 + (푡− 푥)2푢푥푡푢푥푥
−(푡− 푥)2푢푥푢푥푥푡) + 푢푡((푡− 푥)2푢푡푡푡 + 3푚(1 +푚)푢푥 + (푡− 푥)2푢푥푥푥))
+(푡− 푥)푢(−6푚(1 +푚)푢푡 + 3푚(1 +푚)(푡− 푥)푢푡푡 + 푡3푢푡푡푡푡 − 3푡2푥푢푡푡푡푡
+3푡푥2푢푡푡푡푡 − 푥3푢푡푡푡푡 − 2푚푢푥 − 2푚2푢푥 − 3푚푡푢푥푡 − 3푚2푡푢푥푡
+3푚푥푢푥푡 + 3푚
2푥푢푥푡 + 4푚푡푢푥푥 + 4푚
2푡푢푥푥 − 4푚푥푢푥푥 − 4푚2푥푢푥푥
−푡3푢푥푥푥푡 + 3푡2푥푢푥푥푥푡 − 3푡푥2푢푥푥푥푡 + 푥3푢푥푥푥푡)),
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Φ푡 = − 1
12푚(1+푚)(푡−푥)4 (6푚(2 + 3푚+ 2푚
2 +푚3)푢2
−(푡− 푥)2(2푚(1 +푚)푢푡2 + (푡− 푥)2푢푡푡푡푢푥 + 3푚푢푥2 + 3푚2푢푥2
+2푡2푢푡푡푢푥푡 − 4푡푥푢푡푡푢푥푡 + 2푥2푢푡푡푢푥푡 + 푢푡(3푚(1 +푚)푢푥 − 2(푡− 푥)2푢푥푡푡)
+푡2푢푥푢푥푥푥 − 2푡푥푢푥푢푥푥푥 + 푥2푢푥푢푥푥푥)
+(푡− 푥)푢(2푚(1 +푚)푢푡 + 4푚(1 +푚)(푡− 푥)푢푡푡 + 6푚푢푥 + 6푚2푢푥
−3푚푡푢푥푡 − 3푚2푡푢푥푡 + 3푚푥푢푥푡 + 3푚2푥푢푥푡 − 푡3푢푥푡푡푡
+3푡2푥푢푥푡푡푡 − 3푡푥2푢푥푡푡푡 + 푥3푢푥푡푡푡 + 3푚푡푢푥푥 + 3푚2푡푢푥푥 − 3푚푥푢푥푥 − 3푚2푥푢푥푥
+푡3푢푥푥푥푥 − 3푡2푥푢푥푥푥푥 + 3푡푥2푢푥푥푥푥 − 푥3푢푥푥푥푥)).
As before, we now establish that the higher-order symmetry 푋 = 푄∂푢 is variational,
푋 [푝]퐸 +풜ℱ푄퐸 = 휙푥푡 − 휙푚(푚+1)(푡−푥)2 푢
+(−퐷푡+퐷푥
(푡−푥)2 − 13(퐷푡푡푡 +퐷푥푥푥))(푢푥푡 − 푚(푚+1)(푡−푥)2 푢)
= 1
3
(푢푥푥푥푥푡 + 푢푡푡푡푡푥) +푚(푚+ 1)(푡− 푥)−2(푢푥푥푡 + 푢푡푡푥)+
2푚(푚+ 1)(푡− 푥)−3(푢푥푥 − 푢푡푡)− 6푚(푚+ 1)(푡− 푥)−4(푢푥 + 푢푡)
−푚(푚+ 1)(푡− 푥)−2(1
3
(푢푥푥푥 + 푢푡푡푡) +
푢푥
(푡−푥)2 +
푢푡
(푡−푥)2 )
−(푡− 푥)−2(푢푡푡푥 −푚(푚+ 1)(푡− 푥)−2푢푡 + 푢푡푥푥
−푚(푚+ 1)(푡− 푥)−2푢푥) + 푚(푚+1)3 ((푡− 푥)−2푢푡푡푡
+6푢푡푡(푡− 푥)−3 + 18푢푡(푡− 푥)−4) + 푚(푚+1)3 ((푡− 푥)−2푢푥푥푥
+6푢푥푥(푡− 푥)−3 + 18푢푥(푡− 푥)−4)− 13(푢푡푡푡푡푥 + 푢푡푥푥푥푥)
= 0.
The evolutionary higher-order symmetry 푋 =
(
푢푥 + 푢푡
(푡− 푥)2 +
푢푥푥푥 + 푢푡푡푡
3푚(푚+ 1)
)
∂푢 is varia-
tional as Theorem 1 is satisfied.
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The Lie point symmetry generators of equation (26) are
∂푡 + ∂푥, 푢∂푢, 푥∂푥 + 푡∂푡, 푥
2∂푥 + 푡
2∂푡, 퐹
1(푥, 푡)∂푢
where
푚퐹 1 +푚2퐹 1 − 푡2퐹 1푥푡 + 2푡푥퐹 1푥푡 − 푥2퐹 1푥푡 = 0.
The action of the symmetries on 푄 are given below.
(i). (∂푥 + ∂푡)푄 = 0,
(ii). (푢∂푢)푄 = 푄,
(iii). (푥∂푥 + 푡∂푡)푄 = −푄+ 2(푢푥 + 푢푡)
(푡− 푥)2 ,
(iv).
(푥2∂푥 + 푡
2∂푡)푄 = 2(푥+ 푡)푄− 6
3푚(푚+ 1)
(푢푥푥 + 푢푡푡)− 2푡
(
푢푡
(푡− 푥)2 +
푢푥푥푥
3푚(푚+ 1)
)
−2푥
(
푢푥
(푡− 푥)2 +
푢푡푡푡
3푚(푚+ 1)
)
,
(v). (퐹 1(푥, 푡)∂푢)푄 = 0.
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3.4 Discussion and Conclusion
The use of the multiplier approach en route to finding conservation laws resulted in
obtaining new and interesting higher-order symmetries for the Gordon-type equa-
tions. Symmetry methods and the use of Noether’s Theorem restrict our findings
to symmetries of low order. In an effort to prove that the higher-order symmetries
obtained are variational, we employed the use of Adjoint Fre´chet Derivatives. Our
results were then extended to the wave equation with non-constant coefficient terms
and we were able to construct higher-order variational symmetries for this particular
equation. The higher-order symmetries found may be used for double reductions
and integrability of the equations considered.
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Chapter 4
Multi-dimensional Gordon-Type
Equations
4.1 Introduction
The multipliers and conservation laws in the higher-order cases of the Gordon equa-
tions 푢푋푇 − 푘(푢) = 0 can be recast in the well known classical form
푢푡푡 − 푢푥푥 − 푘(푢) = 0. (34)
The purpose for doing this is to gain an insight into extending the results to the
multi-dimensional Gordon equations which are somewhat cumbersome if one pur-
sues a canonical form. That is, the multi-dimensional Gordon equations are best
considered as
푢푡푡 −△푢− 푘(푢) = 0, (35)
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where △ denotes the Laplacian. This equation is of the classical form rather than
‘canonical’ form. We investigate the existence of higher-order symmetries (varia-
tional) for classical forms of Gordon equations with dimension one and two, and we
find possible conserved densities via the multiplier method. We obtain some special
results.
4.2 (1+1) Gordon-type Equations Revisited
Consider the following special cases of equation (34) in the form
(a). 푢푥푥 − 푢푡푡 − sin푢 = 0
(b). 푢푥푥 − 푢푡푡 − 푢 = 0
(c). 푢푥푥 − 푢푡푡 − 푒푢 = 0
In each case, we list one of the higher-order multipliers and conserved densities
which arise as a consequence of the transformation of the canonical forms. Case (a)
is done in detail.
(푎) 푢푥푥 − 푢푡푡 − sin푢 = 0
In converting the equation 푢푥푥 − 푢푡푡 − sin(푢) = 0 into 푢푋푇 − sin푢, we used the
transformations,
푋 =
1
2
(푥− 푡), 푇 = 1
2
(푥+ 푡)
and obtained the higher-order symmetries (24).
In the reverse direction, we use transformations,
푥 = 푋 + 푇, 푡 = 푇 −푋
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to obtain higher-order symmetries for the classical equation, which we call 풳¯ . We
will now illustrate the method using 푋1 = (푢푋푋푋 +
1
2
푢3푋)∂푢 where 푋1 comes from
(24). Since,
푢푋 = 푢푥푥푋 + 푢푡푡푋
= 푢푥 − 푢푡,
푢푋푋 = 푢푥푥푥푋 + 푢푥푡푡푋 − 푢푡푥푥푋 − 푢푡푡푡푋
= 푢푥푥 − 2푢푥푡 + 푢푡푡,
푢푋푋푋 = 푢푥푥푥푥푋 + 푢푥푥푡푡푋 − 2(푢푥푡푥푥푋 + 푢푥푡푡푡푋) + 푢푡푡푥푥푋 + 푢푡푡푡푡푋
= 푢푥푥푥 − 3푢푥푥푡 + 3푢푥푡푡 − 푢푡푡푡,
we have that the equivalent of 푋1 is
풳¯1 = 푄1∂푢
=
(
푢푥푥푥 − 3푢푥푥푡 + 3푢푥푡푡 − 푢푡푡푡 + 12(푢푥 − 푢푡)3
)
∂푢,
so that 풳¯1 = 푄1∂푢 is the evolutionary generator leading to a conserved density
Φ푡1 =
1
8
(푢푡
4 + 4푢푡푡
2 − 3푢푡3푢푥 + 4푢푡푡푡푢푥 − 4cos(푢)푢푥2 + 8푢푡푡(sin(푢)− 푢푥푡)
−16sin(푢)푢푥푡 + 3푢푢푥2푢푥푡 − 4푢푥푢푥푡푡 + 4푢푢푥푡푡푡 + 푢푡2(−4cos(푢) + 3푢푥2
+3푢(푢푥푡 − 푢푥푥)) + 8sin(푢)푢푥푥 − 3푢푢푥2푢푥푥 + 8푢푥푡푢푥푥 − 4푢푥푥2
−4푢푥푢푥푥푡 − 12푢푢푥푥푡푡 + 4푢푥푢푥푥푥 + 푢푡(−푢푥3 + 푢푥(8cos(푢)
−6푢(푢푥푡 − 푢푥푥))− 8(푢푥푡푡 − 2푢푥푥푡 + 푢푥푥푥)) + 12푢푢푥푥푥푡 − 4푢푢푥푥푥푥).
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(푏) 푢푥푥 − 푢푡푡 − 푢 = 0
풬2 = 푢푥푥푥 − 푢푡푡푡 − 3푢푡푥푥 + 3푢푡푡푥 + 푒푥,
where 풬2 corresponds to 푄1 in (30) where 푛 = 1. The corresponding conserved
density for 푋2 = 풬2∂푢 is
Φ푡2 =
1
2
(−푢푡2 + 푢푡푡2 + 푢푡푡푡푢푥 − 푢푥2 − 2푢푡푡푢푥푡 − 푢푥푢푥푡푡 + 2푢푥푡푢푥푥 − 푢푥푥2
−푢푥푢푥푥푡 + 푢푥푢푥푥푥 − 2푢푡(푒푥 − 푢푥 + 푢푥푡푡 − 2푢푥푥푡 + 푢푥푥푥) + 푢(2푢푡푡 − 4푢푥푡
+푢푥푡푡푡 + 2푢푥푥 − 3푢푥푥푡푡 + 3푢푥푥푥푡 − 푢푥푥푥푥)).
(푐) 푢푥푥 − 푢푡푡 − 푒푢 = 0
풬3 = 푢푥푥푥 − 푢푡푡푡 − 3푢푡푥푥 + 3푢푡푡푥 − 12(푢푥 − 푢푡)3,
where 풬3 corresponds to 푄 in (32). The corresponding conserved density for 푋3 =
풬3∂푢 is
Φ푡3 =
1
8
(−푢푡4 + 4푢푡푡2 + 3푢푡3푢푥 + 4푢푡푡푡푢푥 − 4푒푢푢푥2 + 8푢푡푡(푒푢 − 푢푥푡)
−16푒푢푢푥푡 − 3푢푢푥2푢푥푡 − 4푢푥푢푥푡푡 + 4푢푢푥푡푡푡 − 푢푡2(4푒푢 + 3푢푥2
+3푢(푢푥푡 − 푢푥푥)) + 8푒푢푢푥푥 + 3푢푢푥2푢푥푥 + 8푢푥푡푢푥푥 − 4푢푥푥2 − 4푢푥푢푥푥푡
−12푢푢푥푥푡푡 + 4푢푥푢푥푥푥 + 푢푡(푢푥3 + 푢푥(8푒푢 + 6푢(푢푥푡 − 푢푥푥))
−8(푢푥푡푡 − 2푢푥푥푡 + 푢푥푥푥)) + 12푢푢푥푥푥푡 − 4푢푢푥푥푥푥).
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4.3 (1+2) Gordon-type Equations
After some lengthy calculations, it appears that for the multi-dimensional Gordon-
type equations (35), higher-order symmetries/multipliers (and the corresponding
conserved quantities) may be determined for the case 푘(푢) = 푢 only. The underlying
calculations produce negative results despite spending a huge amount of time on it.
This seems to be a consequence of the underlying differential operator being linear
only if 푘(푢) = 푢 (see Proposition 1). In what follows, we first assume a form of a
multiplier for equation (36) and secondly we take a formal approach (the multiplier
method) for finding multipliers of the equation.
We assumed the form of the multiplier 푄 for the two-dimensional (Klein-) Gordon
equation
푢푥푥 + 푢푦푦 − 푢푡푡 − 푢 = 0 (36)
by an extrapolation of a study of the one-dimensional classical form in case (b)
above. We obtained the corresponding higher-order symmetries 푋퐴 = 풬퐴∂푢 and
푋퐵 = 풬퐵∂푢 for the two dimensional Klein-Gordon equation (36), namely
(i). 푋퐴 = (−푢푥푥푥 − 푢푦푦푦 + 푢푡푡푡 + 3푢푡푥푥 + 3푢푡푦푦 − 3푢푡푡푥 − 3푢푡푡푦) ∂푢
with conserved density
풯 푡퐴 = 12(푢푡2−푢푡푡2−푢푡푡푡푢푦 +푢푦2 + 2푢푡푡푢푦푡+푢푦푢푦푡푡−2푢푦푡푢푦푦 +푢푦푦2 +푢푦푢푦푦푡−푢푦푢푦푦푦−
푢푡푡푡푢푥 + 푢푦푦푡푢푥 + 푢푥
2 + 2푢푡푡푢푥푡 − 2푢푦푦푢푥푡 + 푢푥푢푥푡푡 − 푢푥푢푥푦푦 − 2푢푦푡푢푥푥 + 2푢푦푦푢푥푥 −
2푢푥푡푢푥푥+푢푥푥
2 +푢푦푢푥푥푡+푢푥푢푥푥푡−푢푦푢푥푥푦−푢푥푢푥푥푥+푢푡(−2푢푦 +2푢푦푡푡−4푢푦푦푡+2푢푦푦푦−
2푢푥 + 2푢푥푡푡 + 푢푥푦푦 − 4푢푥푥푡 + 푢푥푥푦 + 2푢푥푥푥) − 푢(2푢푡푡 − 4푢푦푡 + 푢푦푡푡푡 + 2푢푦푦 − 3푢푦푦푡푡 +
3푢푦푦푦푡−푢푦푦푦푦−4푢푥푡+푢푥푡푡푡+2푢푥푦푦푡+2푢푥푥−3푢푥푥푡푡+2푢푥푥푦푡−2푢푥푥푦푦+3푢푥푥푥푡−푢푥푥푥푥)).
and
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(ii). 푋퐵 = (푢푥푥푥 + 푢푦푦푦 − 푢푡푡푡 − 3푢푡푥푥 − 3푢푡푦푦 + 3푢푡푡푥 + 3푢푡푡푦 + 푒푥 + 푒푦) ∂푢
풯 푡퐵 = 12(−푢푡2 +푢푡푡2 +푢푡푡푡푢푦−푢푦2−2푢푡푡푢푦푡−푢푦푢푦푡푡+2푢푦푡푢푦푦−푢푦푦2−푢푦푢푦푦푡+푢푦푢푦푦푦+
푢푡푡푡푢푥−푢푦푦푡푢푥−푢푥2−2푢푡푡푢푥푡+2푢푦푦푢푥푡−푢푥푢푥푡푡+푢푥푢푥푦푦+2푢푦푡푢푥푥−2푢푦푦푢푥푥+2푢푥푡푢푥푥−
푢푥푥
2−푢푦푢푥푥푡−푢푥푢푥푥푡+푢푦푢푥푥푦 +푢푥푢푥푥푥−푢푡(2푒푥+2푒푦−2푢푦 +2푢푦푡푡−4푢푦푦푡+2푢푦푦푦−
2푢푥 + 2푢푥푡푡 + 푢푥푦푦 − 4푢푥푥푡 + 푢푥푥푦 + 2푢푥푥푥) + 푢(2푢푡푡 − 4푢푦푡 + 푢푦푡푡푡 + 2푢푦푦 − 3푢푦푦푡푡 +
3푢푦푦푦푡−푢푦푦푦푦−4푢푥푡+푢푥푡푡푡+2푢푥푦푦푡+2푢푥푥−3푢푥푥푡푡+2푢푥푥푦푡−2푢푥푥푦푦+3푢푥푥푥푡−푢푥푥푥푥)).
More formally, we consider
훿
훿푢
[풬(푢푥푥 + 푢푦푦 − 푢푡푡 − 푢)] = 0 (37)
where 풬 = 풬(푥, 푦, 푡, 푢푥, 푢푥, 푢푥푥, 푢푥푦, 푢푥푥푥, 푢푥푥푦, 푢푥푦푦, 푢푦푦푦). Although not pursued
here, the calculations may include derivatives of 푢 with respect to 푡. Then
풬[(푢푥푥 + 푢푦푦 − 푢푡푡 − 푢)] = 퐷푡풯 +퐷푥풳 +퐷푦풴 ,
where (풯 ,풳 ,풴) is the conserved flow (풯 being the conserved density).
We obtained the following for multipliers 풬,
풬 = 1
6
{−3(−1
3
푞퐶4푥
3 + (푎퐶4 + 푝푦퐶4 + 푝퐶3 + 푞퐶1)푥
2
+(−푛푦2퐶4 + ((−푏+ 푐)퐶4 − 2퐶1푝− 2푛퐶3)푦 − 4푝퐶5 − 2푎퐶1 + (−푏+ 푐)퐶3
−2푛퐶6 + (−2퐶6 + 2퐶2)푞 − 2훽퐶11)푥+ 13푚푦3퐶4 + (푛퐶1 − 푎퐶4 +푚퐶3)푦2
+((2퐶6 − 2퐶2)푝+ (푏− 푐)퐶1 − 2푎퐶3 + 4푛퐶5 + 2푚퐶6 + 2퐶11훼)푦 − 2푝퐶8
−2푛퐶7 − 2푎퐶2 − 2푞퐶10 + (−2푐+ 2푏)퐶5 − 2훼퐶13 − 2훽퐶12 − 2푚퐶9)}
(38)
where the 퐶 ′푖푠 (푖 = 1, 2, 3, . . . 13) are arbitrary constants and where
훼 = 푢푥, 훽 = 푢푦, 푎 = 푢푥푦, 푏 = 푢푥푥, 푐 = 푢푦푦,
푚 = 푢푥푥푥, 푛 = 푢푥푥푦, 푝 = 푢푥푦푦, 푞 = 푢푦푦푦.
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The multipliers 풬 form a vector space and the set of 퐶 ′푖푠 are a basis for the vector
space. When we separate (38) (i.e. we let 퐶1 = 1 and set the rest of the 퐶
′
푖푠 = 0
(푖 ∕= 1), etc.), we obtain the set of multipliers 풬푖 together with their conserved
densities 풯 푡푖 , namely,
풬1 = 푦푢푥푥 + 푥2푢푦푦푦 − 푦푢푦푦 + 푦2푢푦푥푥 − 2푥푦푢푦푦푥 − 2푥푢푥푦,
풯 푡1 = 12(−푢푡(−푦푢푦푦+푥2푢푦푦푦−2푥푢푥푦−2푥푦푢푥푦푦+푦푢푥푥+푦2푢푥푥푦)+푢(−푦푢푦푦푡+푥2푢푦푦푦푡−
2푥푢푥푦푡 − 2푥푦푢푥푦푦푡 + 푦푢푥푥푡 + 푦2푢푥푥푦푡)),
풬2 = −푢푦푥 + 푥푢푦푦푦 − 푦푢푥푦푦,
풯 푡2 = 12(푢푡(−푥푢푦푦푦 + 푢푥푦 + 푦푢푥푦푦) + 푢(푥푢푦푦푦푡 − 푢푥푦푡 − 푦푢푥푦푦푡)),
풬3 = −푥푢푥푥 + 푥2푢푥푦푦 + 푥푢푦푦 + 푦2푢푥푥푥 − 2푥푦푢푦푥푥 − 2푦푢푥푦,
풯 푡3 = 12(−푢푡(푥푢푦푦 − 2푦푢푥푦 + 푥2푢푥푦푦 − 푥푢푥푥 − 2푥푦푢푥푥푦 + 푦2푢푥푥푥) + 푢(푥푢푦푦푡 − 2푦푢푥푦푡 +
푥2푢푥푦푦푡 − 푥푢푥푥푡 − 2푥푦푢푥푥푦푡 + 푦2푢푥푥푥푡)),
풬4 = −푥푦푢푥푥 − 13푥3푢푦푦푦 + 13푦3푢푥푥푥 + 푥푦푢푦푦 − 푦2푢푥푦 − 푥푦2푢푥푥푦 + 푦푥2푢푥푦푦 + 푥2푢푥푦,
풯 푡4 = 16(푢푡(−3푥푦푢푦푦 + 푥3푢푦푦푦 − 3푥2푢푥푦 + 3푦2푢푥푦 − 3푥2푦푢푥푦푦 + 3푥푦푢푥푥 + 3푥푦2푢푥푥푦 −
푦3푢푥푥푥) +푢(3푥푦푢푦푦푡−푥3푢푦푦푦푡+ 3푥2푢푥푦푡−3푦2푢푥푦푡+ 3푥2푦푢푥푦푦푡−3푥푦푢푥푥푡−3푥푦2푢푥푥푦푡+
푦3푢푥푥푥푡)),
풬5 = 푢푥푥 − 2푥푢푥푦푦 + 2푦푢푥푥푦 − 푢푦푦,
풯 푡5 = 12(푢푡(푢푦푦 + 2푥푢푥푦푦 − 푢푥푥 − 2푦푢푥푥푦) + 푢(−푢푦푦푡 − 2푥푢푥푦푦푡 + 푢푥푥푡 + 2푦푢푥푥푦푡)),
풬6 = −푥푢푥푥푦 − 푥푢푦푦푦 + 푦푢푥푦푦 + 푦푢푥푥푥,
풯 푡6 = 12(푢푡(푥푢푦푦푦 − 푦푢푥푦푦 + 푥푢푥푥푦 − 푦푢푥푥푥) + 푢(−푥푢푦푦푦푡 + 푦푢푥푦푦푡 − 푥푢푥푥푦푡 + 푦푢푥푥푥푡)),
풬7 = 푢푥푥푦,
풯 푡7 = 12(−푢푡푢푥푥푦 + 푢푢푥푥푦푡),
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풬8 = 푢푥푦푦,
풯 푡8 = 12(−푢푡푢푥푦푦 + 푢푢푥푦푦푡),
풬9 = 푢푥푥푥,
풯 푡9 = 12(−푢푡푢푥푥푥 + 푢푢푥푥푥푡),
풬10 = 푢푦푦푦,
풯 푡10 = 12(−푢푡푢푦푦푦 + 푢푢푦푦푦푡),
풬11 = 푥푢푦 − 푦푢푥,
풯 푡11 = 12(푢푡(−푥푢푦 + 푦푢푥) + 푢(푥푢푦푡 − 푦푢푥푡)),
풬12 = 푢푦,
풯 푡12 = 12(−푢푡푢푦 + 푢푢푦푡),
풬13 = 푢푥,
풯 푡13 = 12(−푢푡푢푥 + 푢푢푥푡).
We now select a few of the multipliers above and prove that 푋2 = 풬2∂푢, 푋3 =
풬3∂푢 and 푋9 = 풬9∂푢 are variational using Theorem 1 (the rest of the symmetries
푋푖 = 풬푖∂푢 (푖 = 1, 4, 5, 6, 7, 8, 10, 11, 12, 13) prove to be variational as well but the
details are omitted here). That is,
푋
[푝]
2 퐸 +풜ℱ풬2퐸 = 휙푥푥 + 휙푦푦 − 휙푡푡 − 휙
+ (퐷푥푦 + 푦퐷푥푦푦 − 푥퐷푦푦푦) (푢푥푥 + 푢푦푦 − 푢푡푡 − 푢)
= 푢푥푥푥푦 + 푢푥푦푦푦 − 푢푥푦푡푡 − 푢푥푦 + 푦(푢푥푥푥푦푦 + 푢푥푦푦푦푦 − 푢푡푡푥푦푦 − 푢푥푦푦)
−푥(푢푥푥푦푦푦 + 푢푦푦푦푦푦 − 푢푡푡푦푦푦 − 푢푦푦푦) + 2푢푥푦푦푦
+푥푢푥푥푦푦푦 − 푦푢푥푥푥푦푦 − 푢푥푥푥푦 + 푢푦푦푦푦푦 − 2푢푥푦푦푦 − 푦푢푥푦푦푦푦
−푢푥푦푦푦 − 푥푢푦푦푦푡푡 + 푦푢푥푦푦푡푡 + 푢푥푦푡푡 − 푥푢푦푦푦 + 푦푢푥푦푦 + 푢푥푦
= 0,
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푋
[푝]
3 퐸 +풜ℱ풬3퐸 = 휙푥푥 + 휙푦푦 − 휙푡푡 − 휙
+(푥퐷푥푥 + 2푦퐷푥푦 − 푥퐷푦푦 − 푦2퐷푥푥푥 + 2푥푦퐷푥푥푦
−푥2퐷푥푦푦)(푢푥푥 + 푢푦푦 − 푢푡푡 − 푢)
= 푥(푢푥푥푥푥 + 푢푥푥푦푦 − 푢푥푥푡푡 − 푢푥푥) + 2푦(푢푥푥푥푦 + 푢푥푦푦푦 − 푢푡푡푥푦푦 − 푢푥푦)
−푥(푢푥푥푦푦 + 푢푦푦푦푦푦 − 푢푡푡푦푦 − 푢푦푦)
−푦2(푢푥푥푥푥푥 + 푢푥푥푥푦푦 − 푢푥푥푥푡푡 − 푢푥푥푥) + 2푥푦(푢푥푥푥푥푦 + 푢푥푥푦푦푦
−푢푡푡푥푥푦 − 푢푥푥푦)− 푥2(푢푥푥푥푦푦 + 푢푦푦푦푦푥 − 푢푥푦푦푡푡 − 푢푥푦푦)
+4푢푥푦푦 + 4푥푢푥푥푦푦 + 푥
2푢푥푥푥푦푦 − 4푦푢푥푥푥푦푦 − 2푥푦푢푥푥푥푥푦 + 푥푢푥푥푦푦
−푥푢푥푥푥푥 + 푦2푢푥푥푥푥푥 − 2푦푢푥푥푥푦 + 푥2푢푥푦푦푦푦 − 4푥푢푥푥푦푦
−2푥푦푢푥푥푦푦푦 − 푥푢푥푥푦푦 + 2푦푢푥푥푥푦 + 2푢푥푥푥 + 2푦푢푥푥푥푦 + 푦2푢푥푥푥푦푦
−4푢푥푦푦 − 2푦푢푥푦푦푦 − 푥2푢푥푦푦푡푡 + 2푥푦푢푥푥푦푡푡 − 푥푢푦푦푡푡 + 푥푢푥푥푡푡
−푦2푢푥푥푥푡푡 + 2푦푢푥푦푡푡 − 2푢푥푥푥 − 푥2푢푥푦푦 + 2푥푦푢푥푥푦 − 푥푢푦푦
+푥푢푥푥 − 푦2푢푥푥푥 + 2푦푢푥푦 + 푥푢푦푦푦푦
= 0,
푋
[푝]
9 퐸 +풜ℱ풬9퐸 = 휙푥푥 + 휙푦푦 − 휙푡푡 − 휙+ (−퐷푥푥푥) (푢푥푥 + 푢푦푦 − 푢푡푡 − 푢)
= 푢푥푥푥푥푥 + 푢푥푥푥푦푦 − 푢푥푥푥푡푡 − 푢푥푥푥
−푢푥푥푥푥푥 − 푢푥푥푥푦푦 + 푢푥푥푥푡푡 + 푢푥푥푥
= 0.
Therefore, we conclude that the evolutionary higher-order symmetries 푋푖 = 풬푖∂푢
are variational.
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4.4 Discussion and Conclusion
In the first of our analysis of multi-dimensional Gordon equations, we recalled results
from Chapter 3 that found new higher-order symmetries with their conserved densi-
ties by an analysis of equations in canonical form. We then focussed on Gordon-type
equations in classical form and we established interesting results of higher-order sym-
metries and conserved flows. Finally we investigated multi-dimensional Gordon-type
equations. We were able to deduce higher-order symmetries and conserved densities
for a two dimensional linear Klein-Gordon equation which was based on an extrap-
olation of a study of the one-dimensional linear Klein-Gordon equation in classical
form. In applying the multiplier approach to the two dimensional Klein-Gordon
equation, we determined a set of thirteen higher-order variational symmetries and
conserved densities.
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Conclusion
We began our study by analyzing a dissipative wave equation and we identified a
bigger class of conserved forms for this particular (1+1) wave equation. We dis-
covered that the generalized dissipative Gordon-type equation has a special case
with four Noether symmetries and its associated four conserved vectors. Symmetry
methods and the use of Noether’s Theorem restrict our findings to symmetries of
low order, that is, first order symmetries.
We then employed the multiplier approach on Gordon-type equations, where the
multipliers led to a large class of interesting and higher-order conserved flows that
would not be obtained by variational techniques such as Noether’s theorem. In
particular we obtained higher-order symmetries. Noether’s theorem will naturally
provide variational symmetries, but when we use the multiplier method which is not
a variational technique, we may obtain non-variational symmetries. It was necessary
to verify that the higher-order symmetries found are in fact variational (since the
nature of the symmetry has a bearing on the integrability of the equation). We then
made extensive use of a theorem involving Adjoint Fre´chet Derivatives. We extended
our results to the wave equation with non-constant coefficient terms and we obtained
higher-order variational symmetries. The higher-order symmetries constructed from
the multipliers prove to be variational in every example. This may be attributed to
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the fact that each of the PDEs considered is known to have a Lagrangian.
We researched multi-dimensional Gordon-type equations; like most multi-dimensional
equations it can be cumbersome and tedious to solve. In an effort to simplify our
analysis, we studied one-dimensional Gordon-type equations and we successfully
deduced the symmetries of the two dimensional linear Klein-Gordon equation. In
addition we obtained thirteen new higher-order variational symmetries with their
conserved densities for the higher-dimensional equations.
Symmetry analysis is a special tool used to understand and construct solutions of
differential equations. The existence of infinitely many generalized symmetries pre-
viously found using the recursion operator, is of great importance since equations
with a high degree of symmetry are useful in mathematics and physics [19]. In par-
ticular the symmetries found in this investigation may be used for double reductions
and integrability of the equations. In the analysis of differential equations, conser-
vation laws have many significant uses, particularly with regard to integrability and
linearization, constants of motion, analysis of solutions and numerical solution meth-
ods. Consequently, numerous studies are dedicated to finding the conservation laws
for given differential equations. In this study we identified numerous higher-order
variational symmetries and conserved flows of some nonlinear wave equations.
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