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Generalized Hook and Content Numbers Identities
AMITAI REGEV†
Given a cell x in a skew diagram, the arm length a(x), the leg length `(x), and therefore the ‘hook
pair’ (a(x), `(x)), are defined. The diagram thus determines the corresponding multiset of its hook
pairs. Similarly, x ∈ Z2+ determines its ‘content pair’ (a′(x), `′(x)), which give raise to another type
of multiset. Here we prove various identities between such multisets. In the special case of the hook
and content numbers, these identities imply new ‘hook’ formulas for the dimensions of irreducible
GL(n) representations. In the more general situation of the Jack symmetric functions P(α)λ , these
identities imply new ‘α-hook’ formulas for P(α)λ (1, . . . , 1).
c© 2000 Academic Press
1. INTRODUCTION
We follow the notations in [4]. In particular, a skew partition λ/η is identified with its
skew diagram. Given x = (i, j) ∈ λ/η, it determines the ‘hook’ pair (a(x), `(x)), where
a((i, j)) = λi − j and `((i, j)) = λ′j − i ; then h(x) = a(x) + `(x) + 1 is its hook number.
Given x = (i, j) ∈ Z2+, it determines the ‘content’ pair (a′(x), `′(x)), where a′((i, j)) = j−1
and `′((i, j)) = i−1; then c(x) = a′(x)−`′(x) = j− i is its content number [4, Chapter VI,
(6.14)].
Let µ be a partition, let µ1 ≤ k and let µ′1 ≤ n. Then µ ⊆ Rn,k = (kn), the n× k rectangle.
In [7] a certain skew diagram SQ(n, k, µ) is constructed from Rn,k and µ; see the details in
the next section. It was then conjectured that the multiset of the hook numbers in SQ(n, k, µ)
equals that in Rn,k together with µ. That conjecture was soon proved, independently, in [1, 2]
and [8]. The proofs in [2], in [8], in [6] and in the present paper are inductive proofs, while
those in [1] are combinatorial. The methods of Bessenrodt should also give combinatorial
proofs of various results in this paper.
Additional hook and content number identities are proved in [5].
The above identities are related to some well known GL(n,C) character degree formulas
given by sλ (1, . . . , 1)︸ ︷︷ ︸
n
= sλ(1n), where the sλ’s are the Schur functions. A by-product of these
identities are some new formulas for sλ(1n), expressing it as ratios of products of the hook
numbers in certain shifted rectangles [7, Theorem 1.2.1], [5, Theorem 1]. In particular, this
give a non-asymptotic proof of [7, Theorem 1.2.1]. The question of finding such a proof was
raised in [7].
Jack symmetric functions P(α)λ [4, Chapter VI] form an important generalization of the
Schur functions sλ; in particular, P(1)λ = sλ. In the ‘Jack’ theory the hook number h(x) =
a(x)+`(x)+1 is replaced by the α-hook number h(α)(x) = αa(x)+`(x)+1, while the content
number c(x) = a′(x)−`′(x) is replaced by the α-content number c(α)(x) = αa′(x)−`′(x) [4,
Chapter VI, (6.14), 10.20].
Various properties and formulas for the Schur functions have their counterpart generaliza-
tions for the Jack symmetric functions. In particular, the degree formula [4, Chapter I, 3, Ex-
ample 4] for calculating sλ(1n) is generalized in [4, Chapter VI, 10, (10.20)] and it expresses
P(α)λ (1
n) as a certain ratio made of the α-content and the α-hook numbers.
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Let λ/η be a skew diagram. To x ∈ λ/η corresponds the hook pair (a(x), `(x)). To x ∈
Z2+ corresponds the content pair (a′(x), `′(x)). The main results here are Theorems 1 and 2
below, which give various identities between multisets of hook pairs and of content pairs in
SQ(n, k, µ), in Rn,k and in µ. By applying the function f (u, v) = αu + v + 1, we deduce
the corresponding multiset identities for the α-hook and the α-content numbers. In particular,
these identities yield alternative new expressions for P(α)λ (1n) [4, Chapter VI, 10, (10.20)] as
ratios of α-hook numbers in certain shifted rectangles: this is Corollary 4 below. Furthermore,
setting α = 1 yields the hook and content number multiset identities mentioned before. [1, 2,
5, 7, 8].
Strict partitions arise in Schur’s theory of the projective characters of the symmetric groups.
For such partitions there are significant refinements of some of the main results here, and they
are given in [6].
Recently, Krattenthaler [3] found bijective proofs of the main results in [6] and in the present
paper.
Thanks are due to G. Olshanski for some very fruitful discussions while working on the
subject.
Finally note that beyond some standard definitions, the main results here—and their
proofs—are completely elementary, and no previous knowledge of any kind is assumed on
the part of the reader.
2. THE MAIN RESULTS
NOTATION. Let µ = (µ1, µ2, . . .) be a partition with `(µ) = µ′1 non-zero parts. Identify a
partition with its Young diagram. Choose integers k and n satisfying µ1 ≤ k, µ′1 ≤ n, so that
µ ⊆ Rn,k = (kn), the n × k rectangle. Let µ˜ = (k − µn, . . . , k − µ1) ` nk − |µ|. Trivially,
µ˜ ⊆ Rn,k . It is clear that µ˜ depends on n, k and µ : µ˜ = µ˜(n, k, µ). In addition, ≈µ = µ.
Denote by S Rn,k(µ) the skew diagram (µ1+ k, . . . , µn+ k)/µ and similarly for S Rn,k(µ˜).
Thus S Rn,k(µ) is obtained from the rectangle Rn,k by shifting its i th row µi steps to the right,
while Sn,k(µ˜) is obtained from Rn,k by shifting its (n − i + 1)th row µi steps to the left. For
example, let µ = (5, 2, 1), k = 6 and n = 4. Then µ˜ = (6, 5, 4, 1),
S R4,6(µ) =
x x x x x x
x x x x x x
x x x x x x
x x x x x x
and
S R4,6(µ˜) =
x x x x x x
x x x x x x
x x x x x x
x x x x x x
The Skew Diagram SQ(n, k, µ) [7]. First, let k = µ1, n = µ′1 and let µ∗ = Rµ′1,µ1/µ˜ : µ∗
is µ rotated by 180◦. For example, if
x x x x x
µ = (5, 2, 1) = x x
x
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then
µ∗ =
x
x x
x x x x x
Note that µ∗ is ‘right justified’.
Next, let µ1 ≤ k and µ′1 ≤ n. The skew diagram SQ(n, k, µ) is obtained as follows: start
with Rn,k , then construct a right justified µ∗ on top, and a bottom justified µ∗ to the left of
Rn,k and delete a right bottom justified µ∗ from Rn,k .
For example, let µ = (4, 2, 1), k = 6 and n = 4. Then
SQ(4, 6, µ) =
A2
↘ x
x x
x x x x
A1 x x x x x x
↘ x x x x x x
x x x x x x ↖
x x x x x x A
Thus the area A is Rn,k − µ∗, A1 is the left µ∗ and A2 is the top µ∗. Note that A1 ∪ A =
S Rn,k(µ˜). In addition, A ∪ A2 is a shifted rectangle:
A ∪ A2 = [S Rk,n(µ˜′)]′.
Clearly, SQ(n, k, µ) is a skew diagram.
Hook-pairs. Let λ/η be any skew diagram, λ ⊃ η. Given x = (i, j) ∈ λ/η, denote a(x) =
λi − j , `(x) = λ′j − i and hp(x) = (a(x), `(x)), the ‘hook pair’ of x . Clearly, a(x) is
the arm length of x in λ/η while `(x) is its leg length. Hence hp(x) is well defined and is
independent of the particular presentation of λ/η. Denote the multiset of the hook pairs of
λ/η by H P(λ/η). We shall study H P(SQ(n, k, µ)).
Shifted Content Pairs. Given (i, j) ∈ Z2+, denote cp(i, j) = ( j − 1,−i) (cp for ‘content
pair’) and its n-shift by cpn(i, j) = ( j − 1, n − i). Given µ, define the multiset
C Pn(µ) = {cpn(x) | x ∈ µ} = {( j − 1, n − i) | (i, j) ∈ µ}.
Conjugation. Denote (a, b)′ = (b, a) and C P ′m(µ) = {(m − i, j − 1) | (i, j) ∈ µ′}.
Clearly, H P((λ/η)′) = [H P(λ/η)]′. Note that [C P ′m(µ)]′ = {( j − 1,m − i) | (i, j) ∈
µ′} = C Pm(µ′), hence C P ′m(µ) = [C Pm(µ′)]′.
The main results in this paper are Theorems 1 and 2 below.
THEOREM 1. Let µ be a partition, µ1 ≤ k and µ′1 ≤ n and let Rn,k and SQ(n, k, µ) =
A1 ∪ A ∪ A2 as above. Then, as multisets:
(a) H P(SQ(n, k, µ)) = H P(Rn,k) ∪ H P(µ).
(b) C Pn(µ) = H P(A2). Here H P(A2) ⊆ H P(SQ(n, k, µ)) is the multiset of the SQ(n, k,
µ)-hook pairs in the subarea A2 of SQ(n, k, µ).
(c) Similarly, C P ′k(µ) = H P(A1) (in H P(SQ(n, k, µ))).
THEOREM 2. With the notations of Theorem 1 we also have
H P(S Rn,k(µ)) = H P(S Rn,k(µ˜))
and similarly
H P([S Rn,k(µ′)]) = H P([S Rn,k(µ˜′)]′).
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3. APPLICATIONS
Before proving Theorems 1 and 2 we list some applications.
Recall that S Rn,k(µ) ⊆ SQ(n, k, µ). If x ∈ S Rn,k(µ), then the hook pair hp(x) with
respect to S Rn,k(µ) or to SQ(n, k, µ) is the same. Thus H P(S Rn,k(µ)) is well defined.
Similar arguments hold for H P([S Rk,n(µ˜′)]′).
COROLLARY 1. As multisets:
(a) [H P(S Rn,k(µ))] ∪ [C Pn(µ)] = [H P(µ)] ∪ [H P(Rn,k)].
(a˜) [H P(S Rn,k(µ˜))] ∪ [C Pn(µ)] = [H P(µ)] ∪ [H P(Rn,k)].
(b) [H P([S Rk,n(µ′)]′)] ∪ [C P ′k(µ)] = [H P(µ)] ∪ [H P(Rn,k)].(b˜) [H P([S Rk,n(µ˜′)]′)] ∪ [C P ′k(µ)] = [H P(µ)] ∪ [H P(Rn,k)].
PROOF. By Theorem 2, (a) follows from (a˜). The proofs for b and b˜ are similar. 2
Prove (a˜). By Theorem 1(b) the left-hand side of (a˜) equals [H P(A1 ∪ A)] ∪ [H P(A2)] =
H P(SQ(n, k, µ)) = (by Theorem 1(a)) = [H P(Rn,k)] ∪ [H P(µ)].
DEFINITION. Let K be any set and f : Z2 → K be any function. Given a multiset V
of elements from Z2, denote by f (V ) = { f (v) | v ∈ V } the corresponding multiset with
elements from K . If K is a commutative (multiplicative) semi-group and if V is finite, define
pi f (V ) =
∏
x∈V
f (x).
Applying such f and pi f to the multiset equations of Theorem 1 would yield the obvious
corollaries. For example, from Corollary 1(a), (a˜) deduce that for any such f
pi f (C Pn(µ))
pi f (H P(µ))
= pi f (H P(Rn,k))
pi f (H P(S Rn,k(µ)))
= pi f (H P(Rn,k))
pi f (H P(S Rn,k(µ˜)))
= pi f (C PN (µ˜))
pi f (H P(µ˜))
. (1)
We first specialize f to the function f = fα : Z2 → Z[α], fα(u, v) = αu+ v+ 1, then write
these corollaries explicitly.
REMARK. Let fα(u, v) = αu + v + 1 ∈ Q(α). Let λ/η be a skew diagram, x ∈ λ/η with
hp(x) = (a(x), `(x)). Then
fα(hp(x)) = αa(x)+ `(x)+ 1,
is the α-hook number of x ∈ λ/η. When α = 1, f1(hp(x)) = h(x) is the hook number (i.e.,
the hook length) of x in λ/η. We therefore denote
fα(H P(λ/η)) = Hα(λ/η).
Thus H1(λ/η) = H(λ/η) is the multiset of the hook numbers of λ/η.
In addition, since cpn(i, j) = ( j − 1, n − i), fα(cpn(i, j)) = n + α( j − 1) − i + 1 =
n+cα(i, j), where by definition, cα(i, j) = α( j−1)− (i−1). When α = 1, f1(cpn(i, j)) =
n+ j − i = n+ c(i, j), where c(i, j) = c1(i, j) is the content number of (i, j) [4, Chapter I].
Let V be a multiset with elements in Z2+, then denote
C Pn(V ) = {cpn(x) | x ∈ V }
and
fα(cpn(V )) = cpαn (V ) = {n + cα(x) | x ∈ V }.
Now apply fα to Theorems 1 and 2 to deduce
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COROLLARY 2. In the above notations we have the following multiset identities.
(a) Hα(SQ(n, k, µ)) = Hα(Rn,k) ∪ Hα(µ).
(b) Cαn (µ) = Hα(A2) [⊆ Hα(SQ(n, k, µ)), i.e., Hα(A2) are the SQ(n, k, µ) α-hook num-
bers in A2].
(c) Similarly, Cαk (µ′) = Hα(A1) (in SQ(n, k, µ)).(d) Hα(S Rn,k(µ)) = Hα(S Rn,k(µ˜)) and similarly Hα([S Rk,n(µ′)]) = Hα([S Rk,n(µ˜′)]′).
By applying pi fα to Theorems 1 and 2 (or multiplication to Corollary 2) we deduce
COROLLARY 3. In the notations of Theorem 1,
(a) ∏x∈SQ(n,k,µ)(αa(x) + `(x) + 1) = [∏x∈Rn,k (αa(x) + `(x) + 1)] · [∏x∈µ(αa(x) +
`(x)+ 1)].
(b) ∏x∈µ(n+ cα(x)) =∏(i, j)∈µ(n+α( j −1)− i +1) =∏a∈A2(αaSQ(x)+ `SQ(x)+1)(i.e., for x ∈ A2, a(x) = aSQ(x) and `(x) = `SQ(x) are calculated with respect to
SQ = SQ(n, k, µ)).
(c) Similarly ∏(i, j)∈µ′(α(k − i)+ j) =∏x∈A1(α · aSQ(x)+ `SQ(x)+ 1).(d) ∏x∈S Rn,k (µ)(αa(x)+ `(x)+ 1) =∏x∈S Rn,k (µ˜)(αa(x)+ `(x)+ 1),
and similarly, ∏
x∈[S Rk,n(µ′)]′
(αa(x)+ `(x)+ 1) =
∏
x∈[S Rk,n(µ˜′)]′
(αa(x)+ `(x)+ 1)
or, equivalently, ∏
x∈S Rk,n(µ′)
(α`(x)+ a(x)+ 1) =
∏
x∈S Rk,n(µ˜′)
(α`(x)+ a(x)+ 1).
Combining Corollary 3(a), (b) and (d) together, or from (1) with f = fα , deduce
COROLLARY 4.∏
x∈µ
n + αa′(x)− `′(x)
αaµ(x)+ `µ(x)+ 1 =
∏
x∈Rn,k (αa(x)+ `(x)+ 1)∏
x∈S Rn,k (µ˜)(αa(x)+ `(x)+ 1)
=
∏
x∈Rn,k (αa(x)+ `(x)+ 1)∏
x∈S Rn,k (µ)(αa(x)+ `(x)+ 1)
=
∏
x∈µ
n + αa′(x)− `′(x)
αaµ˜(x)+ `µ˜(x)+ 1 . (2)
(Similar identities can be derived from the conjugate cases.)
REMARK. (1) By [4, Chapter VI, 10, (10.20)], n P(α)µ = P(α)µ (1n) is the left-hand
side of (2). Thus (2) gives two alternative expressions for n P(α)µ . It also implies that
P(α)µ (1n) = P(α)µ˜ (1n).
(2) When α = 1, (2) implies that
sµ(1n) =
( ∏
x∈Rn,k
h(x)
)( ∏
y∈S Rn,k (µ˜)
H(y)
)−1
(3)
and
sµ(1n) =
( ∏
x∈Rn,k
h(x)
)( ∏
y∈S Rn,k (µ)
H(y)
)−1
. (4)
Identity (3) is Theorem 1.2.1 in [7]. Its proof in [7] is done by asymptotic methods.
Clearly, the proof here is a ‘finite’, non-asymptotic proof.
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(3) We have
sµ(1, q, . . . , qn−1) = qn(µ)−n(µ˜)sµ˜(1, q, . . . , qn−1). (5)
This follows from (2) with α = 1, together with [4, Chapter I, 3, Example 1]. For a
more general identity see [9, Example 7.41].
4. THE PROOF OF THEOREM 1
We first give a bijective proof of part (b) (and (c)): we show that C Pn(µ) = H P(A2). By
conjugation, deduce also that C P ′k(µ) = H P(A1).
Recall that C Pn(µ) = {( j − 1, n − i) | (i, j) ∈ µ}. The n-shifted content pairs in the j th
column (from the left) of µ are {( j − 1, n − i) | 1 ≤ i ≤ µ′j }. Examine now the hook pairs
(a(x), `(x)) in the j th column (from the right) of A2. Clearly, a(x) = j − 1 for all x’s in
that column. In the top box x of that column `(x) = n − 1. In addition, if x = (r, s) and
x = (r − 1, s) then `(x) = `(x) − 1. It follows that {(a(x), `(x)) | x in the j th column of
A2} = {( j − 1, n − 1), ( j − 1, n − 2), . . . , ( j − 1, n − µ′j )}. This completes the proof of
parts (b) and (c).
The proof of part (a) is done by a two-step induction.
STEP (a.1). Fix µ, k ≥ µ1 and n ≥ µ′1, assume part (a) is true for (n, k, µ) and prove for
(n + 1, k, µ) Note that by conjugation it follows that if part (a) is true for (n, k, µ), then it
also holds for (n, k + 1, µ), and therefore for (n′, k′, µ) for any n′ ≥ n and k′ ≥ k.
STEP (a.2). Given (n, k, µ), so that µ′1 ≤ n, let µ = (µ1+1, µ2+1, . . . , µn+1). Assume
part (a) holds for (n, k, µ) and prove it for (n, k + 1, µ¯).
Note that µ is obtained from µ by adding a new first (i.e., left) column of height n. Since
an arbitrary diagram µ can be constructed by successively adding first columns, Steps (a.1)
and (a.2) together clearly imply part a of Theorem 1.
PROOF OF STEP (a.1). Examine first the right-hand side of part (a) of Theorem 1: H P(µ)
does not change. In the passage Rn,k → Rn+1,k, the only change is that a top row is added,
with new hook-pairs {(k − 1, n)(k − 2, n), . . . , (1, n), (0, n)}.
Examine now the left-hand side of part (a): only k top boxes (from the right) are added—
with new hook pairs. By construction, the leg lengths in these boxes are all equal to (n+ 1)−
1 = n, while the arm lengths are k − 1, k − 2, . . . , 1, 0. The added multiset is therefore (also)
{(k − 1, n), (k − 2, n), . . . , (0, n)}.
PROOF OF STEP (a.2). Compare the increase in the multisets on the left- and right-hand
sides of part (a) in passing from (n, k, µ) to (n, k + 1, µ).
Start with the right-hand side. First, to the n × k rectangle is added a new left column—
with new pairs. These pairs are {(k, 0), . . . , (k, n − 1)}. In passing from µ to µ there is a
new (again) left column: in the rest of µ (which is µ) the pairs are unchanged. In that first
column of µ, the hook pairs are as follows: consider the (i, 1) box and recall that in general,
hpλ(x) = (aλ(x), `λ(x)) = (λi− j, λ′j− i) where x = (i, j). Thus hpµ(i, 1) = (µi−1, µ′1−
i) = (µi , n − i). Hence the added pairs on the right-hand side of part (a) are
{(k, 0), (k, 1), . . . , (k, n − 1)} ∪ {(µi , n − i) | 1 ≤ i ≤ n}. (∗)
Next calculate the change on the left of part (a) in passing from (n, k, µ) to (n, k + 1, µ).
We have
SQ(n, k, µ) = A1 ∪ A ∪ A2, SQ(n, k + 1, µ) = A1 ∪ A ∪ A2.
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In addition there is a new first (left) column in µ—of height n—and the rest of µ is µ. It is
easy to see that A = A, and with the same (relative) hook pairs:
H P(A) = H P(A).
To calculate H P(A2)− H P(A2), apply part (b) of Theorem 1:
H P(A2)− H P(A2) = C Pn(µ)− C Pn(µ).
In C Pn(µ), the additional (n-shifted content) pairs are those in the right boxes
{x = (i, µi + 1) | 1 ≤ i ≤ n}.
In all other boxes these pairs for µ and for µ are obviously the same. Now cpn(i, µi + 1) =
(µi , n − i)(1 ≤ i ≤ n), hence
H P(A2)− H P(A2) = {(µ1, n − 1), (µ2, n − 2), . . . , (µn, 0)}.
In the passage A1 → A1, the hook pairs in the leftmost boxes of A1 are exactly the new
pairs—all others remain unchanged from A1. Trivially, these new pairs are {(k, 0), . . . , (k, n−
1)}. Thus the change on the left of part (a) of Theorem 1 also equals
{(µ1, n − 1), (µ2, n − 2), . . . , (µn, 0)} ∪ {(k, 0), . . . , (k, n − 1)}. (∗)
This completes the Proof of Step (a.2), hence of part (a) and therefore of Theorem 1. 2
5. THE PROOF OF THEOREM 2
The Proof of Theorem 2 is done by a three-step induction.
STEP (2.1). Assume true for (n, k, µ) and prove (n, k + 1, µ). (This is rather trivial, but it
does not imply the much more delicate next step.)
STEP (2.2). Assume true for (n, k, µ) and prove for (n + 1, k, µ).
STEP (2.3). Given µ, let λ = (µ1−1, µ2−1, . . .) be µminus its first column, let n = `(λ)
and let k = µ1 − 1. Assume true for that (n, k, λ) and prove for (`(µ), µ1, µ).
As in Theorem 1(a), these three steps imply the Proof of Theorem 2.
PROOF OF STEP (2.1). First, compare H P(S Rn,k+1(µ)) with H P(S Rn,k(µ)). The left-
most boxes of S Rn,k+1(µ) form a new (broken) column with new hook pairs, while the rest
of S Rn,k+1(µ) equals S Rn,k(µ)—and with the same hook pairs. Trivially,
H P(S Rn,k+1(µ))− H P(S Rn,k(µ)) = {(k, 0), (k, 1), . . . , (k, n − 1)}.
Recall that µ˜ = µ˜(n, k, µ), hence denote µ˜(n, k + 1, µ) = +µ˜. It is easy to see that an
argument identical to the above shows that, also,
H P(S Rn,k+1(+µ˜))− H P(S Rn,k(µ˜)) = {(k, 0), (k, 1), . . . , (k, n − 1)}.
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PROOF OF STEP (2.2). Denote now µ˜ = µ˜(n, k, µ) and µ˜+ = µ˜(n + 1, k, µ): µ˜ =
(µ˜1, . . . , µ˜n) and µ˜+ = (k, µ˜1, . . . , µ˜n) is µ˜ plus an additional top row of length k. By
construction, the last k columns of S Rn+1,k(µ˜) form the partition µ˜+. The hook pairs in the
top row of S Rn+1,k(µ) are therefore
P1 = {(k − j, µ˜′j ) | 1 ≤ j ≤ k}.
It is obvious that S Rn+1,k(µ˜+) equals S Rn,k(µ˜) together with that additional top row—and
with the same corresponding hook pairs. Thus
H P(S Rn+1,k(µ˜+))− H P(S Rn,k(µ˜)) = P1.
We must also show that
H P(S Rn+1,k(µ))− H P(S Rn,k(µ)) = P1.
To this end, we compare H P(S Rn+1,k(µ))with H P(S Rn,k(µ)). Note that S Rn+1,k(µ) equals
S Rn,k(µ) together with an additional bottom row (of length k). Let 1 ≤ i ≤ µ′1 = `(µ),
then by construction, the last (i.e., right) µi hook pairs in the i th row of S Rn,k(µ) and in
S Rn+1,k(µ) are the same. In addition, by construction, the first (i.e., left) k−µi hook pairs in
the i th row of S Rn,k(µ) equal the first k − µi hook pairs in the (i + 1)th row of S Rn+1,k(µ).
This already imply the multiset inclusion H P(S Rn+1,k(µ)) ⊇ H P(S Rn,k(µ)). It follows
that H P(S Rn+1,k(µ)) − H P(S Rn,k(µ)) is the multiset union on 1 ≤ i ≤ n + 1 of the j th
elements in the i th row of S Rn+1,k(µ) for k − µi−1 + 1 ≤ j ≤ k − µi .
For the j th cell x in the i th row, if j ≤ k − µi then (by construction) the leg length `(x) in
S Rn+1,k(µ) is `(x) = n + 1− i ; the arm length is clearly k − j . It follows that
H P(S Rn+1,k(µ))− H P(S Rn,k(µ))
=
n+1⋃
i=1
{(k − j, n + 1− i) | k − µi−1 + 1 ≤ j ≤ k − µi } = P2
where µ0 = k.
Finally,
P1 = {(k − j, µ˜′j ) | 1 ≤ j ≤ k} =
n+1⋃
r=1
{(k − j, µ˜′j ) | µ˜r + 1 ≤ j ≤ µ˜r−1}
(where µ˜0 = k)
=
n+1⋃
r=1
{(k − j, r − 1) | µ˜r + 1 ≤ j ≤ µ˜r−1}
(when µ˜r + 1 ≤ j ≤ µ˜r−1, µ˜′j = r − 1)
=
n+1⋃
r=1
{(k − j, r − 1) | k − µn−r+1 + 1 ≤ j ≤ k − µn−r+2} = P2,
which completes the Proof of Step (2.2).
PROOF OF STEP (2.3). Note that by adding µ’s first column to λ we obtain µ. Since n =
µ′1 = `(µ), this easily implies that
S R`(µ),µ1(µ) = S R`(µ),µ1(λ).
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Similarly, λ˜ is obtained from µ˜ by adding a first column of length n = µ′1, hence (again)
S R`(µ),µ1(µ˜) = S R`(µ),µ1(λ˜)
and the proof follows since, by induction,
H P(S R`(µ),µ1(λ)) = H P(S R`(µ),µ1(λ˜)).
Note that the induction in this step is on µ1 = the number of columns of µ. The case µ1 = 1
(µ is a column) is completely trivial.
This completes the Proof of Step (2.3)—hence of Theorem 2. 2
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