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Bogolyubov Measure in Quantum Equilibrium Statistical Mechanics
D.P.Sankovich ∗
Abstract
Application of the functional integration methods in equilibrium statistical mechanics of quantum Bose-
systems is considered. We show that Gibbs equilibrium averages of Bose-operators can be represented as
path integrals over a special Gauss measure defined in the corresponding space of continuous functions. This
measure arises in the Bogolyubov T -product approach and is non-Wiener. We consider problems related
to integration with respect to the Bogolyubov measure in the space of continuous functions and calculate
some functional integrals with respect to this measure. Approximate formulas that are exact for functional
polynomials of a given degree and also some formulas that are exact for integrable functionals belonging to
a broader class are constructed. We establish the nondifferentiability of the Bogolyubov trajectories in the
corresponding function space and prove a theorem on the quadratic variation of trajectories and study the
properties implied by this theorem for the scale transformations. We construct some examples of semigroups
related to the Bogolyubov measure. Independent increments are found for this measure. We consider the
relation between the Bogolyubov measure and parabolic partial differential equations. An inequality for some
traces is proved, and an upper estimate is derived for the Gibbs equilibrium mean square of the coordinate
operator in the case of a one-dimensional nonlinear oscillator with a positive symmetric
1 Introduction
The purpose of this article is to provide a mathematical treatment of the Bogolyubov functional integral and
to introduce some possible applications of this integral to the equilibrium quantum statistical mechanics.
Studying integration problems for functions on an abstract set was initiated by Fre´chet [1], who appropriately
generalized the Lebesgue method. Somewhat later, these problems were studied by Daniell [2, 3], who used the
idea of extending linear functionals. The Daniell theory is based on the family H(X) of elementary functions
h(x) on a set X with an elementary integral I(h) defined for them. Under some conditions, this family can
be extended to a broader family L to which the integral I is extended such that L becomes a Banach space
with the norm ‖ϕ‖ = I(|ϕ|). This is the essence of the construction of the Lebesgue integral in the Daniell
scheme [4, 5].
The early results by Wiener [6] have much in common with the theory of the Daniell integral. He defined
the integration process for functionals and showed that the integral he considered is the Daniell integral. We
note that from 1921 on, the problem of functional integration in all works by Wiener is related to studying the
Brownian motion of particles. The set C = C[0, 1] of continuous real functions x(t) satisfying the condition
x(0) = 0 is defined on the interval [0, 1], where x(t) is the coordinate of a particle issuing from the origin at
t = 0 and undergoing Brownian motion along the x axis under the action of random impulses. The Wiener
measure has a zero mean and a correlation function min(t, s). This measure belongs to a more general class of
measures called Gaussian measures.
Feynman [7] was the first to use functional integration in quantum physics. The construction of the Feynman
functional (continual) integral has some properties in common with the Wiener integral. However, these integrals
are essentially different [8].
The idea of writing physical observables as continual integrals was developed in quantum field theory for rep-
resenting the Green’s function. In due course, two such representation methods appeared almost simultaneously.
One of them was based on formal integration of equations in variational derivatives for Green’s functions [9]–
[12]. Bogolyubov developed a different approach [13] proceeding from the representation of Green’s functions
in terms of vacuum expectations of chronological products, and the averaging operation over the boson vac-
uum was interpreted as a functional integral. In [14], the Bogolyubov functional integration method was used
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to study problems of gradient transformations for electrodynamic Green’s functions and to investigate the
Bloch–Nordsiek model. Bogolyubov returned to this construction in the framework of statistical mechanics
to investigate the polaron model [15]. It was shown in [16] that the measure appearing in the Bogolyubov
approach is the Gaussian measure in the related space of continuous functions. The Gibbs equilibrium means
of chronological products of operators are expressed in the form of functional integrals with respect to this
measure.
In Section 2, conception of the T -product is considered and the Bogolyubov measure is introduced. In Section
3, the main results of the integration theory in abstract spaces as applied to the specific case of the Bogolyubov
measure are presented. In Section 4, some simplest functional integrals with respect to the Bogolyubov measure
are calculated. In Section 5, formulas of approximate integration are considered. In Section 6, we give a
brief discussion of a probabilistic approach to the Bogolyubov process. In Section 7, some properties of the
Bogolyubov trajectories are studied and scale transformations in the Bogolyubov space are considered. In
Section 8, examples of semigroups related to the Bogolyubov measure are constructed, independent increments
for this measure are found and relation between the Bogolyubov measure and parabolic partial differential
equations is considered. In Section 9, an inequality for traces that is used in phase transition theory is proved.
2 Gaussian functional integrals and Gibbs equilibrium averages
2.1 T -product
The notion of the chronological product (T -product) of operators appeared in quantum mechanics in the analysis
of the Schro¨dinger equation with a time-dependent Hamiltonian [17]. This equation emerges in the so-called
interaction representation and is
i
dΦ(t)
dt
= H˜(t)Φ(t),
where
H˜(t) = eiH0(t−t0)V e−iH0(t−t0)
and H = H0 + V is the time-independent Hamiltonian of the dynamic system under consideration. If Φ is a
time-independent state vector in the Heisenberg representation, then Φ(t) = S(t, t0)Φ, where
S(t, t0) = e
iH0(t−t0)e−iH(t−t0), S(t0, t0) = I.
The evolution operator S(t, t0) satisfies the equation and the initial condition
i
∂
∂t
S(t, t0) = H˜(t)S(t, t0), S(t0, t0) = I. (1)
In quantum mechanics, the operator S(+∞,−∞) is called the scattering matrix [18]. The evolution operator
S(t, t0) is a unitary propagator [19], i.e., it satisfies the conditions that
a) S(t, t1)S(t1, t0) = S(t, t0),
b) S(t, t) = I, and
c) S(t, t0) is strongly continuous in all the variables t and t0.
The equation with initial condition (1) is formally equivalent to the integral equation
S(t, t0) = I − i
∫ t
t0
H˜(τ)S(τ, t0) dτ.
Using consecutive substitutions, we can establish the Dyson expansion
S(t, t0) =
∞∑
n=0
Sn(t, t0), (2)
2
where
Sn(t, t0) = (−i)n
∫ t
t0
dt1
∫ t1
t0
dt2 . . .
∫ tn−1
t0
dtn H˜(t1)H˜(t2) . . . H˜(tn). (3)
It is convenient to write this as
Sn(t, t0) =
(−i)n
n!
∫ t
t0
dt1
∫ t
t0
dt2 . . .
∫ t
t0
dtn T
[
H˜(t1)H˜(t2) . . . H˜(tn)
]
,
where we introduce the T -product
T [V (t1)V (t2) . . . V (tn)] =
∑
±θ(ti1 > ti2 > . . . > tin)V (ti1)V (ti2) . . . V (tin), (4)
with
θ(t1 > t2 > . . . > tn) =
{
1 if t1 ≥ t2 ≥ . . . ≥ tn,
0 otherwise.
The sum in Eqs. (4) is taken over all possible permutations of the indices 1, 2, . . . , n. The minus sign
corresponds to the Fermi case and is determined by the number of Fermi transpositions that are necessary for
the derivation of the corresponding term.
Using Eqs. (4), we can write expansion (2) in the symbolic form
S(t, t0) = T exp
[
−i
∫ t
t0
H˜(τ) dτ
]
.
It follows from the definition of the T -product that operators commute under the T -product sign.
The general conditions for the existence of the solution of the evolution equation
dϕ(t)
dt
= A(t)ϕ(t)
with an unbounded operator A(t) were first found in [20].
Using the T -product, we can obtain an important formula of equilibrium statistical mechanics [15]. We
consider the operator equation
dU(s)
ds
= −[H0 +H1(s)]U(s), U(0) = I, (5)
which is solved by
U(β) = T exp
{
−
∫ β
0
[
H0 +H1(σ)
]
dσ
}
. (6)
We assume that U(s) = e−sH0C(s) in (5). Then the equation and the initial condition satisfied by C(s) are
dC(s)
ds
= −esH0H1(s)e−sH0C(s), C(0) = I
and are solved by
C(s) = T exp
[
−
∫ s
0
dσ eσH0H1(σ)e
−σH0
]
.
Therefore,
U(β) = e−βH0T exp
[
−
∫ β
0
ds esH0H1(s)e
−sH0
]
. (7)
For the special case where the operator H1(s) = H1 is independent of s, we compare solutions (6) and (7) and
thus obtain the Bogolyubov formula
e−β(H0+H1) = e−βH0T exp
[
−
∫ β
0
ds esH0H1e
−sH0
]
.
This formula is necessary for representing the partition function as a path integral.
3
2.2 Gibbs equilibrium averages
If Â is a linear span of Bose operators and Γ̂ is a positive-definite quadratic Hamiltonian, we have the formula [15]
2 ln〈eÂ〉 = 〈Â2〉, (8)
where
〈·〉 = Tr
[ · e−βΓ̂]
Tr e−βΓ̂
denotes the Gibbs average with the Hamiltonian Γ̂.
We consider the average 〈
T exp
[
i
N+1∑
k=1
νkQ̂(sk)
]〉
, (9)
where νk are real numbers and
0 = s1 < s2 < . . . < sk < . . . < sN < sN+1 = β. (10)
The operators Q̂(s) and Γ̂ are given by
Q̂(s) = esΓ̂qˆe−sΓ̂, Γ̂ =
pˆ2
2m
+
mω2
2
qˆ2,
which means that we consider the one-dimensional harmonic oscillator. Taking Eq. (8) into account, we can
write 〈
T exp
[
i
N+1∑
k=1
νkQ̂(sk)
]〉
= exp
{
−1
2
N+1∑
n=1
N+1∑
m=1
νnνm
〈
T
[
Q̂(sn)Q̂(sm)
]〉}
.
We evaluate the average in the right-hand side of the last relation using T -product definition (4), which leads
us to 〈
T
[
Q̂(sn)Q̂(sm)
]〉
=
(
2mω(1− e−βω))−1(e−ω|sn−sm| + e−βω+ω|sn−sm|).
Thus, average (9) can be represented as 〈
T exp
[
i
N+1∑
k=1
νkQ̂(sk)
]〉
=
= exp
[
−1
2
N+1∑
n,m=1
νnνm
(
2mω(1− e−βω))−1(e−ω|sn−sm| + e−βω+ω|sn−sm|)].
We now write the last formula in a more convenient form for the future analysis. We consider the expression
K(sn, sm) = e
−ω|sn−sm| + e−βω+ω|sn−sm|, 0 < sn, sm < β,
as a function of sn. This function, which we represent by y(sn), satisfies the differential equation
d2y(sn)
dsn2
− ω2y(sn) = −2ω
(
1− e−βω) δ(sn − sm) (11)
and the boundary conditions
y(0) = y(β), y′(0) = y′(β).
We seek the solution of Eq. (11) in the form
y(s) =
∞∑
n=−∞
cne
2πins/β .
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It follows that
K(sj , sk) = 2ω
1− e−βω
β
∞∑
n=−∞
e2πin(sj−sk)/β
ω2 + (2πn/β)2
.
For average (9), we thus have the representation〈
T exp
[
i
N+1∑
k=1
νkQ̂(sk)
]〉
= e−Ω({νk}) (12)
with the quadratic form in νk given by
Ω({νk}) ≡ 1
2mβ
∞∑
n=−∞
∣∣∑N+1
k=1 νke
2πinsk/β
∣∣2
ω2 + (2πn/β)2
.
Obviously, Ω ≥ 0. In addition, Ω = 0 if and only if ν1 + νN+1 = 0 and ν2 = 0, . . . , νN = 0.
Introducing new variables η1 = ν1 + νN+1, η2 = ν2, . . . , ηN = νN , we can rewrite Eq.(12) as〈
T exp
[
i
N+1∑
k=1
νkQ̂(sk)
]〉
= exp
(
−1
2
N∑
j=1
N∑
k=1
Ajkηjηk
)
, (13)
where
N∑
j,k=1
Ajkηjηk =
1
mβ
∞∑
n=−∞
∣∣∑N
k=1 ηke
2πinsk/β
∣∣2
ω2 + (2πn/β)2
(14)
and the covariance matrix entries are
Ajk =
1
2mω sinh(βω/2)
cosh
(
βω
2
− βω
N
|j − k|
)
.
In deriving the last formula, a partition of form (10) was defined by the simple relation sj = βN
−1(j − 1).
We now apply Eqs. (13) and (14) to find the relation between the Gibbs equilibrium averages of Bose
operators and the path integral.
2.3 Gaussian path integrals
We consider the expression∫ 〈
T exp
[
i
N+1∑
k=1
νkQ̂(sk)
]〉
exp
{
−i
N+1∑
k=1
νkqk
}
dν1 . . . dνN dνN+1,
where qk are real numbers and the integration with respect to each variable νi goes over the entire real axis.
Taking Eq. (13) and the known values of Gaussian integrals into account, we obtain
1
(2π)N+1
∫ 〈
T exp
[
i
N+1∑
k=1
νkQ̂(sk)
]〉
exp
{
−i
N+1∑
k=1
νkqk
}
dν1 . . . dνN dνN+1 =
= ρ(q1, q2, . . . , qN+1), (15)
where
ρ(q1, q2, . . . , qN+1) =
1√
(2π)N
δ(q1 − qN+1)√
detA
exp
[
−1
2
N∑
j,k=1
(A−1)jkqjqk
]
, (16)
δ(q) is the Dirac delta function, and A−1 is the inverse covariance matrix with the entries
(
A−1
)
ij
=
mω
sinh(βω/N)
(
2 cosh
βω
N
δi,j − δi,j+1 − δi,j−1
)
.
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The determinant of the inverse covariance matrix is
det
(
A−1
)
=
1
2
(mω)N
[(
cosh
βω
N
+ 1
)N+1
−
(
cosh
βω
N
− 1
)N+1]
.
It follows from (16) that
ρ ≥ 0,
∫
ρ dq1 . . . dqN+1 = 1. (17)
Using relation (15), we can evaluate the averages of the form〈
T
[
f(Q̂(s1), . . . , Q̂(sN+1))
]〉
.
Indeed, we recall the complex Fourier formula
f(Q1, . . . , QN+1) =
1
(2π)N+1
∫
f(q1, . . . , qN+1)×
× exp
{
i
N∑
j=1
νj(Qj − qj)
}
dq1 . . . dqN+1 dν1 . . . dνN+1.
Because the operators Q̂(sj) commute under the T -product sign, we have〈
T
[
f
(
Q̂(s1), . . . , Q̂(sN+1)
)]〉
=
∫
f(q1, . . . , qN+1)ρ(q1, . . . , qN+1) dq1 . . . dqN+1. (18)
Now using properties (17), we see that
0 ≤ 〈T [f(Q̂(s1), . . . , Q̂(sN+1))]〉 ≤M, if 0 ≤ f(Q̂(s1), . . . , Q̂(sN+1)) ≤M. (19)
We now consider the functionals F (q) of real functions (“trajectories”) q(s) defined on the segment 0 ≤ s ≤ β.
We construct the integral
I ≡
∫
F (q) dµ (20)
over the corresponding measure.
We first consider the subset of “special functionals” [15] that are continuous functions of a finite number N
of variables,
F (N)(q) ≡ Φ(q1, q2, . . . , qN ),
where qj = q(sj). By definition, we then have
I(N) =
∫
Φ(q1, q2, . . . , qN )ρ(q1, q2, . . . , qN ) dq1 dq2 . . . dqN . (21)
It follows then from (18) and (19) that 〈
T
[
F (N)(Q̂)
]〉
=
∫
F (N)(q) dµ
and
〈
T
[
F (N)(Q̂)
]〉 ≥ 0 if F (N)(q) ≥ 0 for arbitrary real numbers q1, q2, . . . , qN . We now consider the sequence
of functions {qN (s)}, N = 1, 2, . . ., defined as
qN (s) = q(sj) for sj ≤ s < sj+1, j = 1, 2, . . . , N, qN (β) = q(β). (22)
The set of points {sj} is the partition (10) of the segment [0, β]. We assume that |sj+1 − sj | ≤ ∆s for
j = 1, 2, . . . , N and also that ∆s→ 0 as N →∞. Then the sequence of step-functions (22) uniformly tends to
the function q(s). Path integral (20) can be defined as the N → ∞ limit of integrals (21), which are defined
on the subset of “special functionals,” because the functionals F (qN (s)) belong to this subset; therefore,
I = lim
N→∞
I(N).
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We consider the space C◦[0, β] of continuous functions q(s) defined on the segment [0, β] that satisfy the
condition q(0) = q(β). This is a metric space with respect to the uniform metric
ρ(q, p) = sup
s∈[0,β]
|q(s)− p(s)|.
The square order-N matrix A = (Ajk) is positive and symmetrical, i.e., the mapping (j, k)→ Ajk is a positive-
type kernel on the set {1, 2, . . . , N}. Therefore [21], we can speak of the Gaussian measure γA on the space RN
with the covariance A. By the Stone–Weierstrass theorem [5], the corresponding set of “special functionals”
is dense in the set of all continuous functions defined on the space C◦[0, β]. In C◦[0, β], we can introduce a
σ-algebra generated by quasi intervals (cylindrical sets). This σ-algebra is the same as the σ-algebra generated
by the sets that are open in the metric ρ. Extending the Gaussian measure from the quasi intervals to their
Borel closure, we obtain a Gaussian measure in the space C◦[0, β] [22].
3 The Bogolyubov measure in the space of continuous functions
So we see that the Gaussian measure µB with zero average and the correlation function
B(t, s) =
1
2mω sinh(βω/2)
cosh
(
ω|t− s| − βω
2
)
(23)
is defined in the space X = C◦[0, β] of continuous functions on the interval [0, β] with the uniform metric
ρ = maxt∈[0,β]
∣∣x(t) − y(t)∣∣ that satisfy the condition x(0) = x(β). Measurable functionals F (x) are considered
on the space with measure {X,G, µB}, where G is an isolated σ algebra of subsets in this space. In this case,
the formula 〈
T
[
F
(
Q̂(t)
)]〉
Γ̂
=
∫
X
F
(
x(t)
)
dµB(x) (24)
holds for the Gibbs equilibrium mean of the T -product taken with respect to the Hamiltonian Γ̂ of the harmonic
oscillator; the integral is understood as the Daniell integral over the space X ,
Γ̂ =
pˆ2
2m
+
mω2
2
qˆ2, Q̂(t) = etΓ̂qˆe−tΓ̂, 〈 · 〉
Γ̂
=
Tr( · e−βΓ̂)
Tr e−βΓ̂
,
where qˆ and pˆ are the respective coordinate and momentum operators of a particle with mass m that satisfy
the commutation relation [qˆ, pˆ] = i (h¯ = 1 is assumed), β is the reciprocal of the temperature, and ω is the
eigenfrequency of the oscillator (β > 0, ω > 0.) The mean in formula (24) exists and is finite for an integrable
functional F (x). The measure µB thus defined is called the Bogolyubov measure.
The kernel B(t, s) of the correlation operator B is symmetric and Hermitian. It belongs to the space L2 of
square summable functions of two variables with respect to the Lebesgue measure in the domain 0 ≤ t ≤ β,
0 ≤ s ≤ β. By the Schmidt theorem [5], every square summable function A(t, s) that is symmetric with respect
to its arguments can be expanded as a series
A(t, s) =
∑
n
λnΦn(t)Φn(s) (25)
in the sense of the convergence in the mean, where
{
Φn(t)
}
is an orthonormalized sequence of eigenfunctions
and {λn} is the sequence of the corresponding eigenvalues of the operator A generated by the kernel A(t, s).
According to [16], correlation function (23) has an expansion of form (25), where
Φn(t) =
1√
β
e2πint/β , λn =
1
m
1
ω2 + (2πnβ−1)2
,
and n ranges the set of all integers from −∞ to ∞. By the Mercer theorem [5], series (25) for the kernel B(t, s)
is uniformly convergent because the operator B generated by B(t, s) is positive. We also note that this operator
is completely continuous. Series (25) for the correlation function B(t, s) can be written in the space of real
functions in the form
B(t, s) =
+∞∑
n=−∞
λnϕn(t)ϕn(s),
7
where
ϕn(t) =

√
2
β cos
2πnt
β , n > 0;√
2
β sin
2πnt
β , n < 0;√
1
β , n = 0.
The conjugate space of X , X ′ = V0[0, β], is the space of functions of bounded variation on [0, β] that satisfy
the conditions
g(0) = 0, g(t) =
1
2
[
g(t+ 0) + g(t− 0)] for t ∈ (0, β).
By the Riesz representation theorem [5], the linear functionals in X have the form
〈ϕ, x〉 =
∫ β
0
x(t) dϕ(t),
where the integral is understood as the Stieltjes integral, x(t) ∈ X , and ϕ(t) ∈ V0[0, β]. The correlation
functional in the space X ′ can be written as
K(ϕ, ψ) =
∫ β
0
∫ β
0
B(t, s) dϕ(t) dϕ(s),
where the correlation function for the measure has the form
B(t, s) =
∫
X
x(t)x(s) dµ(x).
By the Kuelbs theorem [23], the Hilbert space H generated by the measure µ is the linear span of the eigen-
functions
{
ϕn(t)
}
of the kernel B(t, s). This linear span is closed with respect to the norm corresponding to
the inner product
(x, y)H =
+∞∑
n=−∞
1
λn
(∫ β
0
x(t)ϕn(t) dt
)(∫ β
0
y(t)ϕn(t) dt
)
.
The functions
{
en(t) =
√
λn ϕn(t)
}+∞
n=−∞
form a basis in the space H , and the expansion
x(t) =
+∞∑
n=−∞
(∫ β
0
x(t)ϕn(t) dt
)
ϕn(t)
holds for almost all x ∈ X . The general form of a linear measurable functional on X is given by the expression
(a, x) =
+∞∑
n=−∞
1
λn
(∫ β
0
x(t)ϕn(t) dt
)(∫ β
0
a(t)ϕn(t) dt
)
,
where a ∈ H and x ∈ X . The functions
en(t) =
∫ β
0
B1/2(t, u)αn(u) du
also form a complete orthonormalized system in H , where B1/2(t, u) is the kernel of the operator B
1/2 and
αn(t) is an arbitrary complete orthonormal system in the space L2[0, β].
We note that the closure H of the Hilbert space H is the support of the measure µ and is dense almost
everywhere in X [24]. The triple (X,H, µ) is called an abstract Wiener space, and the measure µ is called an
abstract Wiener measure [25].
We also note that in the case of the Bogolyubov measure, G(t, s) = −mB(t, s) is the Green’s function of the
boundary value problem 
y′′ − ω2y = 0,
y(0) = y(β),
y′(0) = y′(β)
on the interval [0, β].
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4 Functional integral with respect to the Bogolyubov measure
Let a1, a2, . . . , an be linearly independent elements in a separable Hilbert space H whose closure is the support
of a measure µ and which is dense almost everywhere in X . Then∫
X
F
[
(a1, x), (a2, x), . . . , (an, x)
]
dµ(x) =
= (2π)−n/2
1√
detA
∫
Rn
e−(A
−1u,u)/2F (u) du (26)
if one of the integrals in (26) exists, where A is the matrix of the elements aij = (ai, aj)H , i, j = 1, 2, . . . , n,
u = (u1, u2, . . . , un), and du = du1du2 · · · dun. If orthonormalized vectors in H are taken as the elements aj ,
then (26) becomes ∫
X
F
[
(a1, x), (a2, x), . . . , (an, x)
]
dµ(x) = (2π)−n/2
∫
Rn
e−(u,u)/2F (u) du.
The form of formula (26) is particularly simple if the functional F (x) depends only on the values of the function
x(t) at finitely many points. For example, if
F
(
x(t)
)
= x(t1)x(t2) · · ·x(tn),
then the Wick theorem holds, by which∫
X
x(t1)x(t2) · · ·x(tn) dµ(x) =
∑
B(ti1 , ti2)B(ti3 , ti4) · · ·B(ti2k−1 , ti2k),
where n = 2k and the summation extends over all (2k)!/(2kk!) decompositions of the numbers 1, 2, . . . , 2k into
k different unordered pairs,
(i1, i2), (i3, i4), . . . , (i2k−1, i2k).
This integral vanishes for n = 2k + 1. In particular, for the case of the Bogolyubov measure, we have
〈qˆ2〉
Γ̂
=
∫
X
x2(t) dµB(x) = B(t, t) =
1
2mω
coth
βω
2
,
〈eaqˆ2〉
Γ̂
=
∞∑
n=0
(2n)!
2n(n!)2
(
a〈qˆ2〉
Γ̂
)n
=
1√
1− a coth(βω/2)/(mω) ,
where it is necessary to assume that −mω tanh(βω/2) ≤ a < mω tanh(βω/2) in the second formula.
We consider the quadratic functional
A(x, x) =
∞∑
k,j=1
akj(ek, x)(ej , x)
on X , where akj = (Aek, ej)H , A is a self-adjoint kernel operator from H into H , and {ek}∞k=1 is a basis in H .
Using formula (26), we can then calculate the integrals∫
X
A(x, x) dµ(x) = TrA,
∫
X
A2(x, x) dµ(x) = (TrA)2 + 2
∞∑
k=1
λ2k,
where λk are the eigenvalues of the operator A. The relation∫
X
eλA(x,x)/2 dµ(x) =
1√
DA(λ)
(27)
also holds, where DA(λ) is the characteristic determinant of A at the point λ,
Reλ <
1
λ1
, λ1 > λ2 > . . . ,
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and √
DA(λ) =
√∣∣DA(λ)∣∣ exp[− i
2
argDA(λ)
]
.
We take
A(x, x) =
∫ β
0
x2(t) dt =
∞∑
k=−∞
λk(ek, x)
2
as the quadratic functional in (27), where ek =
√
λk ϕk, λk are the eigenvalues of the kernel B(t, s), and ϕk are
the corresponding eigenfunctions. We use the formula [5]
− d
dλ
lnDB(λ) =
∫ β
0
B(t, t) dt+ λ
∫ β
0
B(2)(t, t) dt+ · · ·+ λk
∫ β
0
B(k)(t, t) dt+ . . . ,
where B(k) are the corresponding iterated kernels, which have the form
B(k)(t, t) =
1
βmk
∞∑
n=−∞
1[
ω2 + (2πnβ−1)2
]k
in the case of the Bogolyubov measure. This results in
− d
dλ
lnDB(λ) =
1
λ
∞∑
n=−∞
∞∑
k=1
(
λ
m
)k
1[
ω2 + (2πnβ−1)2
]k =
=
β
2m
1√
ω2 − λ/m coth
(
β
2
√
ω2 − λ
m
)
,
where λ < mω2. Integrating this equation, we obtain
DB(λ) =
sinh2
(
β
√
ω2 − λ/m/2
)
sinh2(βω/2)
,
whence follows the formula∫
X
exp
(
λ
2
∫ β
0
x2(t) dt
)
dµB(x) =
sinh(βω/2)
sinh
(
β
√
ω2 − λ/m/2
) , λ < mω2. (28)
We note that the moments
mk =
∫
X
A(x, x)k dµB(x) =
∫
X
(∫ β
0
x2(t) dt
)k
dµB(x)
can be determined using formula (28) and the relation
mk+1 = 2
k+1 d
k+1
dλk+1
1√
DB(λ)
∣∣∣∣∣
λ=0
.
Taking the relation
DB(λ) =
∞∏
n=−∞
(1− λλn)
into account, we derive the following formula for the infinite product from the above value of the Fredholm
determinant of the kernel B(t, s):
∞∏
n=1
(
1 +
a
n2 + b2
)
=
1√
1 + a/b2
sinh
(
πb
√
1 + a/b2
)
sinh(πb)
, a > −b2.
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5 Approximate calculation of functional integrals
We consider approximate formulas that are exact for functional polynomials of a given degree. Let X be the
space C[a, b] of continuous functions x(t) on [a, b]. We assume that a Gaussian measure µ with a zero average
and a correlation function B(t, s) is defined in X . An arbitrary continuous functional polynomial Pn(x) of
degree n on C has the form
Pn(x) = p0 +
n∑
j=1
∫ b
a
. . .
∫ b
a
x(t1) · · ·x(tj) d(j)t1···tjg(t1, . . . , tj),
where p0 = const and the other terms are multiple Stieltjes integrals.
Theorem 1 [26]. Let ν be a symmetric probability measure on the Borel sets in R, and let ρ(u, t) be a
function on R × [a, b] such that
1) ρ(u, t) = −ρ(−u, t),
2)
∏m
j=1 ρ(u, tj) ∈ L(R, ν) for 1 ≤ m ≤ 2n+ 1,
3) ∫ ∞
−∞
ρ(u, t)ρ(u, s) dν(u) = B(t, s). (29)
Then the formula ∫
C
F (x) dµ(x) ≈
∫
Rn
F
(
θn(u, ·)
)
dνn(u), (30)
where
θn(u, t) =
n∑
j=1
cjρ(uj , t),
c2j are the roots of the polynomial
Qn(z) =
n∑
k=0
zn−k
k!
,
and νn is a measure in R
n that is an n-fold Cartesian product of the measures ν, is exact for functional
polynomials of degree 2n+1.
Theorem 2 [26]. Let the assumptions in Theorem 1 hold. Then the formula∫
C
F (x) dµ(x) ≈ (−1)
n(A− n)n
n!
F (0)+
+
n∑
k=1
(−1)n−k (A− n+ k)
n
k! (n− k)!
∫
Rk
F
(
θ
(n)
k (u, ·)
)
dνk(u), (31)
where
θ
(n)
k (u, t) =
1√
A− n+ k
k∑
j=1
ρ(uj , t), R
k = R×R× . . .×R︸ ︷︷ ︸
k
,
dνk(u) = dν(u1) · · · dν(uk), k = 1, 2, . . . , n,
and A is an arbitrary constant, is exact for all functional polynomials of degree 2n+1.
If A = n, then formula (31) becomes [27]∫
C
F (x) dµ(x) ≈ In(F ),
where
In(F ) =
n∑
k=1
(−1)n−k k
n
k! (n− k)!
∫
Rk
F
(
θk(u, ·)
)
dνk(u)
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and
θk(u, t) =
1√
k!
k∑
j=1
ρ(uj , t).
It is easy to verify that the recursive relation
In(F ) =
nn
n!
∫
Rn
F
(
θn(u, ·)
)
dνn(u)−
n−1∑
k=1
knn−1−k
(n− k)! Ik(F )
holds for In(F ).
Deriving formulas (30) and (31) for approximately calculating integrals with respect to the Gaussian measure
relates to finding a function ρ(u, t) possessing properties 1–3 in Theorem 1. The most difficult task here is solving
Eq. (29).
We first seek the solution of this equation for the case of a purely discrete measure ν on the line. We recall
that a measure entirely concentrated on a finite or countable set of points on the line is said to be discrete.
Let a finite or countable set of points {xn}∞n=−∞ be given on an interval [a, b], and let a positive number hn
satisfying the condition ∑
n
hn <∞
be associated with each xn. We define a function f on [a, b] by setting
f(x) =
∑
xn<x
hn.
The function f(x) does not decrease and is left-continuous. If x coincides with one of the points xn, with
x = xn0 for example, then
f(xn0 + 0)− f(xn0 − 0) = hn0 .
If x does not coincide with any of the points xn, then f(x) is continuous at x. The function f(x) is called a
jump function.
We define a measure ν on R in the form
ν
{
(−∞, x)} = f(x)
and assume that ∑
n
hn = 1, hn = h−n, n = 0,±1,±2, . . . .
If we set xn = n, then ∫
R
ρ(u, s)ρ(u, t) dν(u) =
∞∑
n=−∞
hnρ(n, s)ρ(n, t).
Expanding the correlation function in a series with respect to the complete system of orthonormalized eigen-
functions,
B(t, s) =
+∞∑
n=−∞
λnϕn(t)ϕn(s),
we see that all assumptions of Theorem 1 hold if we set
ρ(u, t) =

0 for −1 < u < 1,√
λn
2hn
ϕn(t) for u ∈ [n, n+ 1),
−
√
λn
2hn
ϕn(t) for u ∈ (−n− 1,−n], n = 1, 2, . . . .
The solution of Eq. (29) in the case of an absolutely continuous measure ν was found for the Wiener measure,
the conditional Wiener measure, and some other measures. The following solution of (29) can be constructed
for the Bogolyubov measure. We take the normalized Lebesgue measure on the closed interval [−β, β] as ν, i.e.,
dν(u) =
1
2β
du.
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Then
ρ(u, t) =
√
β
m
1
eβω − 1e
ω(t−|u|)
[
θ
(
t− |u|)+ eβωθ(|u| − t)] sgnu. (32)
It can be verified that the measure ν and the function ρ(u, t) thus chosen satisfy all assumptions in Theorem 1.
Hence, in the case of the Bogolyubov measure in question, we have∫
X
F (x) dµB(x) ≈ 1
(2β)n
∫ β
−β
. . .
∫ β
−β
du1 · · · dun F
( n∑
j=1
cjρ(uj, t)
)
by Theorem 1, where ρ(u, t) is given by (32).
We consider approximate formulas that are exact for functional polynomials of the third degree and for some
functionals of a special form. As before, let X be the space C[a, b] of continuous functions on [a, b], let ν be
a measure on the Borel sets in the real line R, let A(u) be a positive function on R, and let p(x) be a weight
functional. We assume that the conditions ∫
R
A(u) dν(u) ≡ A <∞,
∫
X
p(x)x(t) dµ(x) =
∫
X
p(x)x(t)x(s)x(τ) dµ(x) ≡ 0,
r(t, s) ≡ 1
p0
∫
X
p(x)x(t)x(s) dµ(x) <∞
hold, where
p0 ≡
∫
X
p(x) dµ(x).
Theorem 3 [28]. Let a symmetric function r(t, s) be representable in the form
r(t, s) =
∫
R
x(u, t)x(u, s) dν(u),
where the function x(u, t) belongs to the space L2[R, ν] relative to the argument u. Then the formula∫
X
p(x)F (x) dµ(x) ≈ p0(1 −A)F (0)+
+
1
2
p0
∫
R
A(u)
[
F
(
x(u, ·)√
A(u)
)
+ F
(
− x(u, ·)√
A(u)
)]
dν(u) (33)
is exact if F (x) is an arbitrary functional polynomial of the third degree.
If the measure ν is discrete, then
A =
∑
k
Ak, r(t, s) =
∑
k
xk(t)xk(s),
and formula (33) becomes∫
X
p(x)F (x) dµ(x) ≈ p0(1−A)F (0) + p0
2
∑
k
Ak
[
F
(
xk(·)√
Ak
)
+ F
(
−xk(·)√
Ak
)]
. (34)
We consider an example. Let the weight be
p(x) =
∫ b
a
x2(t) dt.
Then
r(t, s) = B(t, s) +
2
TrB
∫ b
a
B(t, τ)B(τ, s) dτ, TrB =
∫ b
a
B(t, t) dt.
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If the expansion of the correlation function in a series with respect to its eigenfunctions is used, then we obtain
r(t, s) =
∑
k
(
λk +
2
TrB
λ2k
)
ϕk(t)ϕk(s),
where λk are the eigenvalues of the kernel B(t, s). Formula (34) becomes∫
X
(∫ b
a
x2(t) dt
)
F (x) dµ(x) ≈
≈ TrB
{
(1 −A)F (0) + 1
2
∑
k
Ak
[
F
(
bkϕk(·)
)
+ F
(−bkϕk(·))]},
where
bk =
[
1
Ak
(
λk +
2
TrB
λ2k
)]1/2
,
∑
k
Ak = A <∞.
Theorem 4 [28]. Let the functions r(t, s) and
ρ(t, s) =
1
p0
∫
X
p(x)V (x)x(t)x(s) dµ(x),
where V (x) is an even positive functional on C, be representable in the form
r(t, s) =
∑
k
xk(t)xk(s), ρ(t, s) =
∑
k
Bkxk(t)xk(s),
where Bk are such that the equation
V
(
xk(·)√
Ak
)
= Bk
for each value of k has a positive solution Ak satisfying the condition
A =
∑
k
Ak <∞.
Then formula (34) is exact for all functional polynomials of the third degree and also for the functionals F (x)
of the form
F (x) = V (x)p2(x),
where p2(x) is an arbitrary homogeneous functional of the second degree.
As an example, we consider the case of the Bogolyubov measure. Let
p(x) ≡ 1, V (x) = ‖x‖2 =
∫ β
0
x2(t) dt.
Then
ρ(t, s) =
∑
k
Bkxk(t)xk(s),
where
Bk = TrB + 2λk, xk(t) =
√
λk ϕk(t),
and λk and ϕk(t) are the eigenvalues and eigenfunctions of the kernel B(t, s). In the case under consideration,
the other quantities in formula (34) are given by the relations
TrB =
β
2mω
coth
βω
2
, Ak =
(
2 +
β
2ω
coth
βω
2
[
ω2 + (2πkβ−1)2
])−1
,
A =
1√
1 + 4 tanh(βω/2)/(βω)
coth
(
βω
√
1 + 4 tanh(βω/2)/(βω) /2
)
coth(βω/2)
.
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6 Stochastic processes and the Bogolyubov measure
The notions and methods of the theory of stochastic processes are widely used to study probability measures in
function spaces. We assume that a probability space {Ω, G, P} is fixed, where Ω is a space of elementary events
ω with a selected σ-algebra of subsets of events G and a measure, namely, the probability P of events on G.
The numerical functions f(ω) on Ω measurable with respect to P are called random variables. For integrable
functions with respect to the measure P , the integral (mathematical expectation)
Mf(ω) =
∫
Ω
f(ω) dP (ω)
is defined. By a random element with a range in X , we mean a weakly measurable mapping x(ω) of Ω into X ,
i.e., a mapping under which a functional 〈ξ, x(ω)〉 is measurable with respect to the measure P for any ξ ∈ X ′,
where X ′ is the adjoint space of X . If a random element x(ω) with a range in X is given, then the probability
measure
µ
{
x ∈ X : [〈ξ1, x〉, . . . , 〈ξn, x〉] ∈ An
}
= P
{
ω ∈ Ω : [〈ξ1, x(ω)〉, . . . , 〈ξn, x(ω)〉] ∈ An
}
can be defined on the σ-algebra generated by the cylindrical sets in X . Here, An is an arbitrary Borel set in
Rn, and the vectors ξ1, . . . , ξn (n = 1, 2, . . .) belong to the adjoint space X
′. In this case,∫
Ω
F [x(ω)] dP (ω) =
∫
X
F (x) dµ(x)
for any functional F such that one of the above integrals exists for it.
Let X be a space of real functions of the argument t ∈ T , where T is a subset in R. Then a random
element x(ω) is called a random function and is denoted by x(ω, t). The argument ω in x(ω, t) is often omitted.
If t is interpreted as time, then the related random functions are called random or stochastic processes. A
random function is regarded as being defined if its finite-dimensional distributions are known. A random
function x(t) = x(ω, t) (t ∈ T ) with a range in a probability space {X,G, P} is called a Gaussian process
if all its finite-dimensional distributions are Gaussian. This means that the joint distribution of the values
x(t1), x(t2), . . . , x(tn) of this random process are defined by the density function
p(u1, . . . , un) = (2π)
−n/2(detB)−1/2 exp
[
−1
2
n∑
i,j=1
b
(−1)
ij (ui −m(ti))(uj −m(tj))
]
with the mathematical expectation m(t) =M [x(ω, t)] and the correlation function
B(t, s) =M
[
(x(ω, t) −m(t))(x(ω, s) −m(s))],
where B is a matrix with the elements B(ti, tj) (i, j = 1, 2, . . . , n) and b
(−1)
ij are the elements of the matrix B
−1
inverse to B. Therefore, if X is a function space, then the relation∫
Ω
F [x(ω, t)] dP (ω) =
∫
X
F [x(t)] dµ(x)
holds, and the problem of integrating with respect to the Gaussian measure in the function space is equivalent
to the problem of integrating with respect to the measure generated by the corresponding Gaussian random
process. In what follows, we constantly use this relation between the theory of Gaussian random processes and
the theory of functional integration with respect to Gaussian measures.
Let ~t = (t1, t2, . . . , tn), 0 < t1 < t2 < . . . < tn ≤ β, be a set of real numbers. For an arbitrary given subset
E ⊂ Rn, we define the cylindrical set Q~t (E) = {x ∈ X : (x(t1), . . . , x(tn)) ∈ E}. The sets E and Q~t(E)
uniquely define each other for a fixed ~t. By definition, the centered Gaussian measure of the given cylindrical
set Q~t (E) is
µ{Q~t (E)} = (2π)−n/2(detK)−1/2
∫
E
exp
(
−1
2
n∑
i,j=1
k
(−1)
ij uiuj
)
du1 · · · dun. (35)
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In the case of the Bogolyubov measure [13], we have X = C◦[0, β], where C◦[0, β] is the space of continuous
functions on the closed interval [0, β] with the uniform metric
ρ = max
t∈[0,β]
|x(t) − y(t)|
that satisfy the condition x(0) = x(β). The bilinear functional K(ϕ, ψ) on the adjoint space X ′ has the form
K(ϕ, ψ) =
∫ β
0
∫ β
0
B(t, s) dϕ(t) dψ(s),
where ϕ(t) ∈ X ′ = V0[0, β] and X ′ = V0[0, β] is the space of functions of bounded variation on [0, β] satisfying
the condition
ϕ(0) = 0, ϕ(t) =
1
2
[ϕ(t+ 0) + ϕ(t− 0)] for t ∈ (0, β).
The elements of the variance matrix have the form [16]
kij = B(ti, tj) =
1
2mω sinh(βω/2)
cosh
(
ω|ti − tj | − βω
2
)
. (36)
The Bogolyubov measure has a zero mean.
We consider some special cases of formula (35) for the Bogolyubov measure.
Let 0 < t ≤ β. We calculate the function
Fx(t) ≡ µB{x ∈ X : x(t) ≤ γ},
where γ is an arbitrary real number. Using (35) and (36), we write
Fx(t) =
1√
2πK(ϕ, ϕ)
∫ γ
−∞
exp
(
−1
2
u2
K(ϕ, ϕ)
)
du =
=
1√(
π/(mω)
)
coth(βω/2)
∫ γ
−∞
exp
(
−u
2
2
2mω
coth(βω/2)
)
du.
This formula shows that the random variable G(x) = x(t) is normally distributed with a zero mean and the
variance (2mω)−1 coth(βω/2).
Let 0 < t1 < t2 ≤ β, and let γ be an arbitrary real number. We find the function
Fx(t2)−x(t1) = µB {x ∈ X : x(t2)− x(t1) ≤ γ} .
We can write
Fx(t2)−x(t1) = µB {x ∈ X : (x(t1), x(t2)) ∈ E} ,
where E = {(u1, u2) ∈ R2 : u2 − u1 ≤ γ}. Using (35), we obtain
Fx(t2)−x(t1) =
1
2π
1√
detK
∫
B
du1 du2 exp
[
−1
2
(
k
(−1)
11 u
2
1 + k
(−1)
12 u1u2+
+k
(−1)
21 u2u1 + k
(−1)
22 u
2
2
)]
. (37)
The elements of the inverse matrix K−1 are calculated quite simply in this case. They have the forms
k
(−1)
11 = k
(−1)
22 =
k11
detK
, k
(−1)
12 = k
(−1)
21 = −
k12
detK
,
where
k11 =
1
2mω sinh(βω/2)
cosh
βω
2
, k12 =
1
2mω sinh(βω/2)
cosh
(
ω|t1 − t2| − βω
2
)
,
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detK =
1
4m2ω2sinh2(βω/2)
[
cosh2
βω
2
− cosh2
(
ω|t1 − t2| − βω
2
)]
.
After substituting these expressions in (37) and performing some elementary transformations, we obtain
Fx(t2)−x(t1) =
√
mω sinh(βω/2)
2π [cosh(βω/2)− cosh(βω/2− ω(t2 − t1))] ×
×
∫ γ
−∞
du exp
[
−u
2
2
mω sinh(βω/2)
cosh(βω/2)− cosh(βω/2− ω(t2 − t1))
]
.
Consequently, the random variable G(x) = x(t2) − x(t1) is normally distributed with a zero average and the
variance
cosh(βω/2)− cosh(βω/2− ω(t2 − t1))
mω sinh(βω/2)
. (38)
7 Metric properties of Bogolyubov trajectories
7.1 Nondifferentiability of Bogolyubov trajectories
We consider the properties of the support of the Bogolyubov measure in the space C◦[0, β]. As in the case of the
Wiener measure, the measure µB is concentrated on continuous paths rather than on continuously differentiable
ones. Hence, along with the Wiener measure, the Bogolyubov measure gives another important example of
continuous functions that are almost everywhere nondifferentiable.
We introduce the set
Cγh (t, t
′) =
{
x ∈ X : |x(t) − x(t′)| ≤ h|t− t′|γ},
where h > 0, 0 < γ ≤ 1, and t, t′ ∈ [0, β]. We seek the Bogolyubov measure of this set. Using (35), we can write
µB {Cγh(t, t′)} =
1
2π
√
detK
∫
B
du1du2e
−(u,K−1u)/2, (39)
where B =
{
(u1, u2) ∈ R2 : |u1 − u2| ≤ h|t− t′|γ
}
. The matrix K in (39) coincides with the matrix K used in
the preceding section in formula (37). Performing a suitable linear change of integration variables in (39), we
obtain
µB {Cγh (t, t′)} =
1√
2π
∫ a
−a
e−v
2/2 dv, (40)
where
a =
√
mω sinh(βω/2)
cosh(βω/2)− cosh(βω/2− ω|t− t′|) h |t− t
′|γ .
Formula (40) implies an upper estimate for the desired measure,
µB {Cγh (t, t′)} ≤
√
2
π
a. (41)
We now consider the sets
Cγh (t) =
⋂
t′∈[0,β]
Cγh (t, t
′) =
{
x ∈ X : |x(t)− x(t′)| ≤ h|t− t′|γ for all t′ ∈ [0, β]} (42)
and
Cγh =
⋂
t∈[0,β]
Cγh (t) =
{
x ∈ X : |x(t) − x(t′)| ≤ h|t− t′|γ for all t, t′ ∈ [0, β]}.
It can be proved [29] that Cγh (t, t
′), Cγh (t) , and C
γ
h are closed subsets in X = C
◦[0, β].
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We consider a sequence of points {tk} in the closed interval [0, β] such that they do not coincide with t and
tk → t as k→∞. Then definition (42), inequality (41), and the downward convexity of coshx imply that
µB {Cγh (t)} ≤ µB {Cγh(t, tk)} ≤
√
2m sinh(βω/2)
π sinh(βω/2− ω|t− tk|) h |t− tk|
γ−1/2 .
The resulting inequality shows that µB {Cγh (t)} = 0 for γ > 1/2, and consequently
µB {Cγh} = 0. (43)
We recall that a function x [0, β] 7→ R is said to be Ho¨lder continuous of order γ if there is a positive constant
h such that |x(t)− x(t′)| ≤ h|t− t′|γ for all t, t′ ∈ [0, β] and γ ∈ (0, t]. Because
Γγ ≡ {x ∈ X : x is a Ho¨lder continuous function of order γ} = ∞⋃
h=1
Cγh ,
condition (43) implies that Γγ , 1/2 < γ ≤ 1, is a Borel subset inX with the Bogolyubov measure (or probability)
zero. In other words, the Bogolyubov trajectories are not Ho¨lder continuous of order γ > 1/2 almost everywhere
with respect to the measure. (Consequently, they cannot be continuously differentiable.)
Let 0 ≤ t ≤ β. We consider the set Dt = {x ∈ X : x′(t) exists}, where x′(t) denotes the ordinary derivative
of x with respect to t for t ∈ (0, β) and the one-sided derivative for t = 0 or t = β. It can then be shown [29]
that Dt ⊂
⋃∞
h=1 C
1
h(t), whence µB(Dt) = 0.
We define a function F = X × [0, β] 7→ R by the relation
F (x, t) =
{
1, if x′(t) exists (as a finite function),
0 otherwise.
It can be proved [29] that F is measurable as a function of x and t. Therefore, by the Fubini theorem,∫
X
(∫ β
0
F (x, t) dt
)
dµB(x) =
∫ β
0
(∫
X
F (x, t) dµB(x)
)
dt =
∫ β
0
µB(Dt) dt = 0.
This formula shows that the relation ∫ β
0
F (x, t) dt = 0
holds for almost all functions x with respect to the measure µB. Consequently, the relation F (x, t) = 0 holds
for almost all functions x with respect to the Bogolyubov measure µB and for almost all values of t with respect
to the Lebesgue measure. We have thus proved that the trajectories x ∈ X are differentiable with probability
1 on at most a subset in [0, β] of Lebesgue measure zero.
Because every function x of bounded variation on any interval is always everywhere differentiable with
respect to the Lebesgue measure on this interval [30], the Bogolyubov trajectories have unbounded variation
with probability 1 on any subinterval of [0, β].
7.2 Scale transformations in the Bogolyubov space
In the theory of Feynman continual integrals, the scale transformation x 7→ σx with the parameter σ ∈ C in
the related function space is important. An essential role is played here by the well-known Le´vy theorem on
the quadratic variation of Wiener trajectories [31] and by the special case that was investigated somewhat later
in [32]. In view of the possible analytic continuation with respect to temperature or mass in the Bogolyubov
continual integral, it is interesting to apply the Le´vy scheme to the case of the Bogolyubov measure.
We introduce Le´vy quadratic variations of trajectories. We consider a partition Π of the closed interval
[0, β], 0 = t0 < t1 < . . . < tk = β, and a function x ∈ X . We define the function
SΠ(x) =
k∑
j=1
[
x(tj)− x(tj−1)
]2
. (44)
18
If the interval [0, β] is partitioned into k equal subintervals, then we simply write Sk(x) instead of SΠ(x). We
note that
lim
n→∞
S2n(x) = 0 (45)
for sufficiently smooth trajectories, for example, for those satisfying the Lipschitz condition with constant
k. However, as shown in the preceding section, the Bogolyubov measure is concentrated on nondifferentiable
trajectories. Therefore, as in the case of the Wiener measure, it can be expected that condition (45) does not
hold for Bogolyubov trajectories.
Theorem 5. The Bogolyubov trajectories x ∈ X satisfy the relation
lim
n→∞
S2n(x) =
β
m
almost everywhere.
Proof. We first show that
IN ≡
∥∥∥∥SN − βm
∥∥∥∥2
2
=
2β2
m2
1
N
+O
(
1
N2
)
(46)
for any sufficiently large positive integer N , where ‖ · ‖2 ≡ ‖ · ‖L2(X,µB) is the L2-norm in the space X with
the measure µB. It follows from definition (44) that
SN (x) =
N∑
j=1
[x(tj)− x(tj−1)]2 , tj = jβ
N
, j = 0, 1, . . . , N.
We have
IN =
∫
X
(
SN (x) − β
m
)2
dµB(x) =
=
∫
X
S2N (x) dµB(x)−
2β
m
∫
X
SN (x) dµB(x) +
β2
m2
(47)
for the desired expression IN . The random variable x(tj) − x(tj−1) is distributed with a zero mean and
variance (38), and therefore∫
X
SN (x) dµB(x) =
N∑
j=1
cosh(βω/2)− cosh(βω/2− ω|tj − tj−1|)
mω sinh(βω/2)
=
= N
cosh(βω/2)− cosh(βω/2− βω/N)
mω sinh(βω/2)
.
In particular, ∫
X
SN (x) dµB(x) =
β
m
− β
2ω
2m
coth
βω
2
1
N
+O
(
1
N2
)
as N →∞. We now calculate the integral of S2N(x) in formula (47),∫
X
S2N (x) dµB(x) =
N∑
m,n=1
∫
X
dµB(x)
[
x2(tn)x
2(tm) + 2x
2(tn)x
2(tm−1)+
+x2(tn−1)x
2(tm−1)− 4x2(tn)x(tm)x(tm−1)−
−4x2(tn−1)x(tm)x(tm−1) + 4x(tn)x(tn−1)x(tm)x(tm−1)
]
. (48)
In calculating the integrals of individual terms in the right-hand side of (48), it is necessary to use the Wick
theorem and the corresponding tabular values of finite sums in [33]. For example,∫
X
dµB(x)x
2(tn)x
2(tm) = B
2(tn, tn) + 2B
2(tn, tm).
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Using (36), we find
N∑
n,m=1
∫
X
dµB(x)x
2(tn)x
2(tm) =
(
2mω sinh
βω
2
)−2
×
×
(
N2 cosh2
βω
2
+N2 +N sinh(βω) coth
βω
N
)
.
Accordingly, calculating the other terms in the right-hand side of (48), we obtain∫
X
S2N (x) dµB(x) =
(
2mω sinh
βω
2
)−2 [
4N2 cosh2
βω
2
+ 4N2 cosh2
(
βω
2
− βω
N
)
−
−8N2 cosh βω
2
cosh
(
βω
2
− βω
N
)
+ 6N2 − 8N2 cosh βω
N
+
+2N(N − 1) cosh 2βω
N
+ 2N + 2N cosh
(
βω − 2βω
N
)
+
+6N sinh(βω)
cosh(βω/N)
sinh(βω/N)
− 8N sinh(βω)
sinh(βω/N)
+ 2N
sinh
(
βω − (βω/N))
sinh(βω/N)
]
. (49)
With regard to passage to the limit as N →∞, we obtain∫
X
S2N (x) dµB(x) =
β2
m2
+
β2
2m2
2 cosh(βω)− βω sinh(βω)− 2
sinh2(βω/2)
1
N
+ εN
from formula (49), where εN ∼ O(1/N2), is a positive number. As a result, we obtain relation (46) for the
desired expression IN . In particular, it follows from (46) that∥∥∥∥S2n − βm
∥∥∥∥2
2
=
β2
m2
1
2n−1
+ ε2n . (50)
We consider the set
En =
{
x ∈ X :
∣∣∣∣S2n(x)− βm
∣∣∣∣ ≥ βm 12n/3 + µn
}
, (51)
where
µn =
β
m
1
2n/3
(√
1 +
m2
β2
2n−1εn − 1
)
∼ O
(
1
24n/3+1
)
.
We prove that
µB(En) ≤ 2
2n/3
. (52)
We suppose the contrary. Then∫
X
∣∣∣∣S2n(x)− βm
∣∣∣∣2 dµB(x) ≥ ∫
En
∣∣∣∣S2n(x) − βm
∣∣∣∣2 dµB(x) >
>
(
β
m
1
2n/3
+ µn
)2
2
2n/3
=
β2
m2
1
2n−1
+ ε2n ,
which contradicts (50). We set
Fn =
∞⋃
k=n
Ek.
Then it follows from (52) that
µB(Fn) ≤
∞∑
k=n
µB(Ek) ≤ c
2n/3
, (53)
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where c = 24/3(21/3 − 1)−1. Formula (51) now implies that the inequality∣∣∣∣S2k(x)− βm
∣∣∣∣ < βm2−k/3
holds for x ∈ X \Fn =
⋂∞
k=n E
c
k, where E
c
k is the complement of the set Ek in X , and for any k = n, n+1, . . . .
Consequently, if there is an n such that x /∈ Fn, then
lim
k→∞
S2k(x) =
β
m
. (54)
Therefore, condition (54) holds for all x possibly except for x ∈ F = ⋂∞n=1 Fn. However, inequality (53) implies
that
µB(F ) ≤ µB(Fn) ≤ c
2n/3
for any n, i.e., µB(F ) = 0. Theorem 5 is proved.
We consider the set
Ωσ =
{
x ∈ X : lim
n→∞
S2n(x) = σ
2 β
m
}
,
where σ is a given positive number. Let µσB (σ > 0) denote the image of the measure µB ≡ µ1B under the
mapping ϕσ X 7→ X , ϕσ = σx. The measure µσB = µ1B ◦ σ−1 is defined on the Borel σ-algebra B(X ), and the
relation µσB(B) = µ
1
B(σ
−1B) holds for any B ∈ B.
Proposition 1 [29].
1. The set Ωσ is Borel measurable for any σ > 0.
2. The relation σ2Ωσ1 = Ωσ1σ2 holds for any σ1, σ2 > 0; in particular, σΩ1 = Ωσ for any σ > 0.
3. For any σ > 0, µσB(Ωσ) = 1.
4. If σ1 6= σ2 (σ1, σ2 > 0), then Ωσ1 ∩ Ωσ2 = ∅, i.e., the measures µσ1B and µσ2B are mutually orthogonal.
Assertion 3 in the proposition implies that Ωσ is a set of full µ
σ
B-measure. Following [29], we say that the
measure µσB is concentrated on the set Ωσ. We note that suppµ
σ
B = X for any σ > 0 and Ωσ ⊂ X .
A subset A in X is called a scale-invariant measurable set if σA ∈ S∞ for all σ > 0, where S∞ is the
σ-algebra of sets in the space X that are measurable with respect to the Bogolyubov measure µ1B. A scale-
invariant measurable set N is called a zero-scale-invariant measurable set if µ1B(σN) = 0 for all σ > 0. The
classes of scale-invariant and zero-scale-invariant sets are denoted by S and N respectively. We let Sσ denote
the σ-algebra obtained by completing the measurable space (X,B(X ), µσB) and Nσ denote the class of µσB-zero
sets. It can be shown that Nσ = σN∞, Sσ = σS∞, and µσB(E) = µ1B(σ−1E) for any E ∈ Sσ. Moreover, the
algebra S is a σ-algebra, S = ⋂σ>′ Sσ, and N = ⋂σ>′Nσ. It can be easily seen that B(X ) ⊂ S ⊂ Sσ for each
σ > 0. We have E ∈ S if and only if E ∩ Ωσ ∈ Sσ for any σ > 0, and N ∈ N if and only if N ∩ Ωσ ∈ Nσ for
any σ > 0.
The structure of scale-invariant and zero-scale-invariant sets is described in the following proposition.
Proposition 2 [29].
1. The inclusion E ∈ S holds if and only if the set E can be represented in the form
E =
( ⋃
σ>0
Eσ
)
∪ L, (55)
where each Eσ is an µ
σ
B-measurable subset in Ωσ and L is an arbitrary subset of the set
X
∖ ⋃
σ>0
Ωσ. (56)
Relation µσB(E) = µ
σ
B(Eσ) holds for all σ > 0 and any set E of form (55).
2. The inclusion N ∈ N holds if and only if the set N can be represented in the form
N =
( ⋃
σ>0
Nσ
)
∪ L,
where each set Nσ is an µ
σ
B-measurable subset in Ωσ and L is an arbitrary subset of the set in (56).
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8 Dynamic properties of Bogolyubov measure
8.1 Semigroups with respect to the Bogolyubov measure
Let L(X ) denote the space of bounded linear operators in a Banach space X . We recall that a family of
operators {T (t) : 0 ≤ t <∞} in L(X ) is called a strongly continuous semigroup of operators on X if T (0) = I,
T (t, s) = T (t)T (s) for all t, s ∈ [0,∞), and the mapping t 7→ T (t)x from [0,∞) into X is continuous for each
x ∈ X . As is known [34], in the case of a strongly continuous semigroup, the generating operator (generator)
L = lim
ǫ→0
1
ǫ
(T (ǫ)− I)
of the semigroup has a dense domain D(L) in X , is a closed linear operator, and
lim
ǫ→0
1
ǫ
(
T (t+ ǫ)− T (t))f = LT (t)f = T (t)Lf
for f ∈ D(L). For a strongly continuous semigroup {T (t) : 0 ≤ t < ∞} with the generator L and an arbitrary
vector f ∈ D(L), it can be shown [35] that the function u(t) = T (t)f ∈ X is continuously differentiable on
the half-infinite interval [0,∞) and satisfies the initial condition u(0) = f and that the differential equation
du/dt = Lu is satisfied for all t > 0.
In the case of Gaussian measures, there is a universal example of a strongly continuous semigroup known as
the Ornstein–Uhlenbeck semigroup. Let µ be a centered Gaussian measure on a locally convex space X . The
Ornstein–Uhlenbeck semigroup on the space Lp(µ) is given by the formula
T (t)f(x) =
∫
X
f
(
e−tx+
√
1− e2t y) dµ(y). (57)
It was proved [36] that for every p ≥ 1, the family of operators {T (t) : 0 ≤ t < ∞} defined by formula (57)
forms a strongly continuous semigroup on the Banach space Lp(µ) with the operator norm
‖T (t)‖L(L√(µ)) = 1.
Moreover, the operators T (t) are nonnegative for p = 2.
In the case of the Bogolyubov measure, the form of the generator of the Ornstein–Uhlenbeck semigroup can
be found under the assumption that f ∈ C∞0 (R), where C∞0 (R) is the space of infinitely differentiable functions
compactly supported in R. We have
T (t)f(x) =
1√
π coth(βω/2)/(mω)
∫ ∞
−∞
f
(
e−tx+
√
1− e−2t y) exp(− mωy2
coth(βω/2)
)
dy.
The change of the integration variable e−tx+
√
1− e−2t y = z results in
T (t)f(x)− f(x)
t
=
1
t
{√
mω tanh(βω/2)
π(1− e−2t)
∫ ∞
−∞
(f(z)− f(x))×
× exp
[
−mω tanh(βω/2)
1− e−2t (z − e
−tx)2
]
dz
}
.
We now use the Taylor theorem to expand f(z) under the integral sign,
f(z) = f(x) + f ′(x)(z − x) + 1
2
f ′′(x)(z − x)2 + 1
6
f (3)(x)(z − x)3 + f
(4)(ξ)
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(z − x)4.
Furthermore, calculating the elementary Gaussian integrals, we obtain
T (t)f(x)− f(x)
t
= −xf ′(x) + 1
2
f ′′(x)
1
2t
1− e−2t
mω tanh(βω/2)
+ o(t),
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i.e., the generator of semigroup (57) in the case of the Bogolyubov measure is given by
L = −x d
dx
+
coth(βω/2)
2mω
d2
dx2
.
We next consider the family of operators {T (β) : 0 ≤ β < ∞} acting in the space L2(R) according to the
formula
(T (β)f)(x) =
∫
X
dµB(y) f
(∫ β
0
y(t) dt+ x
)
. (58)
It is clear that T (0) = I. Moreover, using the formulas for integration with respect to Gaussian measures [37],
we obtain
(T (β)f)(x) =
√
mω2
2πβ
∫ ∞
−∞
f(y) exp
[
− (y − x)
2mω2
2β
]
dy. (59)
Formula (59) gives the well-known expression for the free semigroup in the case of the heat conduction equation.
Hence, family of operators (58) is in fact a strongly continuous semigroup in L2(R). In this case, the generator
of the semigroup has the form
L =
1
2mω2
d2
dx2
,
and for any f ∈ L2(R), the function u(β, x) = (T (β)f)(x) is the solution of the Bloch equation
∂u
∂β
=
1
2mω2
∂2u
∂x2
with the initial condition u(0, x) = f(x). Formula (58) implies the relation between the Bogolyubov and Wiener
measures ∫
C◦[0,mω2t]
f
(
x+
∫ mω2t
0
y(τ) dτ
)
dµB(y) =
∫
Ct
0
f(y(t) + x) dµW(y),
where Ct0 is the space of continuous functions on [0, t] vanishing at zero.
8.2 Independent increments
The classical Wiener process on the interval [a, b] has independent increments, i.e., for any a < t1 < t2 < . . . <
tn ≤ b, the random variables ξt2 − ξt1 , . . . , ξtn − ξtn−1 are independent. To prove this assertion, because the
Wiener process is Gaussian, it suffices to show that these increments are pairwise independent. In the case of the
Bogolyubov measure, the increments x(ti) − x(ti−1), i = 1, 2, . . . , n, are not independent, which substantially
hampers an analysis of the corresponding random process. However, the relation between the Wiener and
Bogolyubov measures established in Subsec. 8.1 permits constructing a system of independent increments for
the Bogolyubov random process as well.
We consider the random variable
y(t) = λx(t) +
∫ t
0
x(τ) dτ, 0 ≤ t ≤ β,
where λ is a constant to be defined below. The mathematical expectation M(y(t)y(s)) is given by
M(y(t)y(s)) =
[
λ2
2mω sinh(βω/2)
− 1
2mω3 sinh(βω/2)
]
cosh
(
ω|t− s| − βω
2
)
+
+
1
2mω2 sinh(βω/2)
[
2 sinh
βω
2
min(s, t)− 1
ω
cosh
βω
2
+
+
1
ω
cosh
(
ωs− βω
2
)
+
1
ω
cosh
(
ωt− βω
2
)]
+
+
λ
2mω2 sinh(βω/2)
[
2 sinh
βω
2
+ sinh
(
ωs− βω
2
)
+ sinh
(
ωt− βω
2
)]
.
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Setting λ = ω−1, we can now easily show that
M
[
(y(t)− y(s))(y(τ) − y(σ))] = 0 for s < t < σ < τ.
Because the Bogolyubov process is Gaussian, we can state the above result in the form of the following theorem.
Theorem 6. A Gaussian random process with a Bogolyubov measure has independent increments, i.e., the
random variables y(t2)− y(t1), . . . , y(tn)− y(tn−1), where
y(t) = ω−1x(t) +
∫ t
0
x(τ) dτ, 0 ≤ t ≤ β, (60)
are independent for any 0 < t1 < t2 < . . . < tn ≤ β.
The random process {y(t), 0 ≤ t ≤ β} is a Gaussian process with a zero average and the correlation function
M(y(t)y(s)) =
1
2mω2 sinh(βω/2)
{
2
[
ω−1 +min(s, t)
]
sinh
βω
2
− 1
ω
cosh
βω
2
+
+
1
ω
[
cosh
(
ωs− βω
2
)
+ sinh
(
ωs− βω
2
)]
+
+
1
ω
[
cosh
(
ωt− βω
2
)
+ sinh
(
ωt− βω
2
)]}
. (61)
Formula (61) permits proving that the Gaussian random variable G ≡ y(t)− y(s) is normally distributed with
a zero mean and the variance (t− s)/(mω2), where t > s, i.e.,
G ∼ N
(
0,
t− s
mω2
)
.
We note that if x(t) is regarded as a random function, then the integral∫ t
0
x(τ) dτ (62)
introduced in previous sections is a stochastic integral defined as the limit in the mean with respect to the given
measure for the corresponding integral sums. Integral (62) exists if and only if the mean value M(y2) exists.
This condition is fulfilled for the Bogolyubov measure, which, in particular, follows from formula (61).
To conclude this subsection, we note that because∫
X
dµB(x)
(
1
β
∫ β
0
x(t) dt
)2
=
1
β2
∫ β
0
dt
∫ β
0
dτ B(t− τ) = 1
βmω2
,
we have
lim
β→∞
M
(
1
β
∫ β
0
x(t) dt
)2
= 0.
Because the Bogolyubov random process has a zero mathematical expectation, m ≡Mx(t) = 0, we can say that
this is an ergodic process in the sense that the “temporal” means (with respect to β) converge in the squared
mean to the “phase” means.
8.3 Bogolyubov measure and differential equations
We define the function
δβ,ξ(x) =
1
2π
∫ ∞
−∞
dz eiz[y(β)−y(0)−ξ], (63)
where x(t) ∈ X is an arbitrary function, ξ is an arbitrary real number, β is a positive number, and y(t),
0 ≤ t ≤ β, is defined in (60). Function (63) is an analogue of the Donsker–Lions function [38], which was
introduced some time ago to investigate the Wiener measure.
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Lemma. The mathematical expectation of function (63) is given by
EµB {δβ,ξ(x)} =
√
mω2
2πβ
exp
(
−mω
2
2β
ξ2
)
. (64)
Proof. We consider the mathematical expectation
EµB {δβ,ξ(x)} =
∫
X
δβ,ξ(x) dµB(x) =
=
1
2π
∫ ∞
−∞
dz e−izξ
∫
X
dµB(x) exp
[
iz
∫ β
0
x(t) dt
]
=
=
1
2π
∫ ∞
−∞
dz e−izξ
1√
2πa
∫ ∞
−∞
eizue−u
2/(2a) du, (65)
where
a =
∫ β
0
∫ β
0
B(t, s) dt ds =
β
mω2
.
Calculating the integrals in (65), we derive (64). The lemma is proved.
We introduce the function
u(β, ξ) = EµB
{
δβ,ξ(x) exp
(
−
∫ β
0
V (y(s)− y(0)) ds
)}
, (66)
where V is a real function bounded from below.
Theorem 7. Function (66) is a solution of the partial differential equation
∂u
∂β
=
1
2mω2
∂2u
∂ξ2
− V (ξ)u (67)
with the initial condition u(0, ξ) = δ(ξ) and the boundary conditions u(β,±∞) = 0.
Proof. We use the obvious formula
exp
(
−
∫ t
0
V (z(s)) ds
)
= 1−
∫ t
0
V (z(τ)) exp
(
−
∫ τ
0
V (z(s)) ds
)
dτ.
This gives
u(β, ξ) = EµB {δβ,ξ(x)} −
∫ β
0
EµB
{
δβ,ξ(x)V (y(τ) − y(0)) exp
(
−
∫ τ
0
V (y(s)− y(0)) ds
)}
dτ =
= EµB {δβ,ξ(x)} −
1
2π
∫ β
0
dτ
∫ ∞
−∞
dz e−izξ ×
×EµB
{
V (y(τ) − y(0)) exp
(
−
∫ τ
0
V (y(s)− y(0)) ds+ iz(y(β)− y(0))
)}
.
At the same time, we have
EµB
{
V (y(τ) − y(0)) exp
(
−
∫ τ
0
V (y(s)− y(0)) ds+ iz(y(β)− y(0))
)}
=
= EµB
{[
V (y(τ) − y(0)) exp
(
−
∫ τ
0
V (y(s)− y(0)) ds+ iz(y(τ)− y(0))
)]
×
×[exp(iz(y(β)− y(0))− iz(y(τ)− y(0)))]} =
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= EµB
{
V (y(τ) − y(0)) exp
(
−
∫ τ
0
V (y(s)− y(0)) ds+ iz(y(τ)− y(0))
)}
×
×EµB
{
exp
(
iz(y(β)− y(τ)))} =
= exp
(
− β − τ
2mω2
z2
)
EµB
{
V (y(τ)− y(0))×
× exp
(
−
∫ τ
0
V (y(s)− y(0)) ds+ iz(y(τ)− y(0))
)}
=
= exp
(
−β − τ
2mω2
z2
)∫ ∞
−∞
dη V (η)eizηEµB
{
exp
(
−
∫ τ
0
V (y(s)− y(0)) ds
)
δτ,η(x)
}
,
which follows from Theorem 6 and the properties of function (63). Therefore,
u(β, ξ) = EµB{δβ,ξ(x)} −
1
2π
∫ β
0
dτ
∫ ∞
−∞
dz e−izξ exp
(
−β − τ
2mω2
z2
)
×
×
∫ ∞
−∞
dη V (η)eizηu(τ, η).
In view of ∫ ∞
−∞
dz exp
(
−izξ − β − τ
2mω2
z2 + izη
)
=
√
2πmω2
β − τ exp
[
−2mω
2
β − τ
(ξ − η)2
4
]
,
we use the lemma to obtain
u(β, ξ) =
√
mω2
2πβ
exp
(
−mω
2
2β
ξ2
)
−
−
∫ β
0
∫ ∞
−∞
V (η)u(τ, η)
√
mω2
2π(β − τ) exp
[
− mω
2
2(β − τ) (ξ − η)
2
]
dη dτ. (68)
Direct verification now readily shows that function (68) satisfies Eq. (67). The corresponding initial and bound-
ary conditions are obviously satisfied. Theorem 7 is proved.
9 Inequalities for equilibrium averages
We consider a system with a Hamiltonian
Ĥ = Γ̂ + V̂ ,
where V̂ = V (qˆ) is an interaction term, and also a one-dimensional family of Hamiltonians,
Ĥ(h) = Γ̂(h) + V̂ , h ∈ R,
Γ̂(h) =
pˆ2
2m
+
mω2
2
(qˆ − h)2.
The statistical sum
Z(h) = Tr e−βĤ(h)
of the system under consideration becomes
Z(h) = Tr e−β[Γ̂+V (qˆ+h)]
after the canonical transformation qˆ − h → qˆ. We assume that the interaction potential is nonnegative and
symmetric, i.e.,
V (x) ≥ 0, V (x) = V (−x).
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Using the chronological-ordering operator, we can write [15]
e−β(Γ̂+V̂ ) = e−βΓ̂T exp
(
−
∫ β
0
ds esΓ̂V̂ e−sΓ̂
)
.
Therefore,
R(h) ≡ Tr e
−βĤ(h)
Tr e−βΓ̂
=
〈
T exp
[
−
∫ β
0
ds V
(
Q̂(s) + h
)]〉
Γ̂
. (69)
Expressing relation (69) via the Bogolyubov functional integral, we obtain
R(h) =
∫
X
exp
[
−
∫ β
0
ds V
(
x(s) + h
)]
dµB(x).
We now apply the theorem on a linear change of variable in an integral with respect to a Gaussian mea-
sure [37]. This gives ∫
X
F (x) dµ(x) = e−‖a‖
2
H/2
∫
X
F (x+ a)e−(a,x) dµ(x) (70)
for an integrable functional F (x) and a function a ∈ H . In this situation, we use formula (70) for the case of
the Bogolyubov measure and the constant functions a that belong to H . This results in∫
X
F (x+ a) dµB(x) = e
−βmω2a2/2
∫
X
F (x) exp
{
amω2
∫ β
0
x(t) dt
}
dµB(x).
This relation permits writing the function R(h) in the form
R(h) = e−βmω
2h2/2
∫
X
exp
{
−
∫ β
0
V
(
x(t)
)
dt
}
exp
{
mhω2
∫ β
0
x(t) dt
}
dµB(x).
We now consider the Fourier–Gauss transform
f˜(y) ≡ F (f ; y) =
∫
X
f(x+ iy) dµB(x)
of a functional f(x) and the Parseval relation∫
X
f
(
x√
2
)
g∗
(
x√
2
)
dµB(x) =
∫
X
F
(
f ;
y√
2
)
F ∗
(
g;
y√
2
)
dµB(y) (71)
for the the case of functionals
f(x) = F (x) ≡ exp
{
−
∫ β
0
dt V
(
x(t)
)}
and
g(x) = exp
{
mhω2
∫ β
0
x(t) dt
}
.
Relation (71) becomes
e−βmh
2ω2/2
∫
X
F
(
x√
2
)
exp
{
1√
2
hmω2
∫ β
0
x(t) dt
}
dµB(x) =
=
∫
X
F˜
(
y√
2
)
exp
{
i√
2
hmω2
∫ β
0
y(t) dt
}
dµB(y),
whence we see that if the inequality
F˜ (y) ≥ 0 (72)
holds for all y, then
R(h) = F˜ (−ih) ≤ R(0) = F˜ (0). (73)
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Condition (72) is proved as follows. We have
F˜ (y) = e(y,y)/2
∫
X
exp
{
−
∫ β
0
V (x) dt + i(x, y)
}
dµB(x) =
= e(y,y)/2
∫
X
exp
{
−
∫ β
0
V (x) dt− i(x, y)
}
dµB(x) = F˜
∗(y)
for symmetric functionals, i.e., the Fourier–Gauss transform is real in this case. We prove that it is nonnegative.
In view of
e‖y‖
2/2
∫
X
ei(x,y) dµB(x) = 1,
applying the Jensen inequality yields
F˜ (y) ≥ exp
{
−e‖y‖2/2
∫
X
dµB(x) e
i(x,y)
∫ β
0
V
(
x(t)
)
dt
}
≥ 0,
which precisely completes the proof of (72).
In particular, condition (73) implies that
(qˆ, qˆ)
Ĥ
≤ 1
βmω2
, (74)
where the Bogolyubov inner product of arbitrary operators Â and B̂ is defined as
(Â, B̂)
Ĥ
=
1
β Tr e−βĤ
∫ β
0
ds Tr
[
e−sĤÂe−(β−s)ĤB̂
]
= (B̂, Â)
Ĥ
.
Using the relations
qˆ =
1√
2mω
(bˆ + bˆ†), pˆ = i
√
mω
2
(
bˆ† − bˆ)
to pass from the operators qˆ and pˆ to bˆ and bˆ† and taking the selection rules for equilibrium averages with
respect to the quadratic Hamiltonian into account, we bring inequality (74) to the form(
bˆ†, bˆ
)
Ĥ
≤ (βω)−1.
Relation (74) can be used to derive an inequality for the Gibbs equilibrium average 〈qˆ2〉
Ĥ
. For this, the
Falk–Bruch inequality [39] should be used. Let
g = 〈qˆ2〉
Ĥ
, b = (qˆ, qˆ)
Ĥ
, c =
〈[
qˆ, [βĤ, qˆ]
]〉
Ĥ
.
We also assume that the upper estimates b ≤ b0 and c ≤ c0 hold. Then
g ≤ g0 ≡ 1
2
√
c0b0 coth
√
c0
4b0
.
In the case under study, we have b0 = (βmω
2)−1 and c0 = β/m, and the above inequality gives
〈qˆ2〉
Ĥ
≤ 1
2mω
coth
βω
2
= 〈qˆ2〉
Γ̂
. (75)
Condition (73) is an example of the so-called Gaussian domination condition [40], and condition (74) implied
by (73) is an example of the so-called local Gaussian domination condition [41], which plays an important role
in phase transition theory. An estimate of type (75) was previously found for a less general case of a one-
dimensional nonlinear oscillator [42].
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