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Are rational actor models " rational" outside small worlds?
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. 1 i n t r o d u c t i o n
Given a formally well-defi ned task, a rational actor model defi nes a rationally justifi ed, optimal response. Rational actor models are desirable goals in the behavioral, cognitive, and social sciences, but in this chapter we use the distinction between small and large worlds to question the cachet associated with the terms "rational" and " optimal." Ideally suited to the analysis of small world problems, both concepts can be counterproductive in the analysis of large world problems. In small worlds, the relevant problem characteristics are certain and uncontroversial in their formalization. For example, a tin can manufacturer seeking to minimize the tin used to package 12 ounces of soup might use solid geometry to determine an optimal can design. In this small world the manufacturer is safe in claiming that no other can design uses less tin. Large worlds are characterized by inherent uncertainty and ignorance, properties which undermine the validity and existence of optimal responses. An aircraft manufacturer designing a fl ight control system, for instance, faces a large world problem due to the complexity and uncertainty of the operating conditions. Rational actor models may rest on rigorous formal foundations, but they can also signify the questionable use of small world methods to understand large world problems. With similar concerns, Savage introduced the distinction between small and grand worlds when assessing the limits of Bayesian decision theory (Savage 1954 ). Savage's decision theory for small worlds -those where an agent has access to a decision matrix defi ning states of the world, consequences, and actions -shows that the agent will maximize subjective expected utility, providing their preferences satisfy Savage's axioms. Savage saw the problem of casting large world problems, those involving uncertainty and ignorance, in these terms as "utterly ridiculous" (p. 16). Consequently, we will use the term " Savage's problem" to refer to obstacles and potential dangers in using analytic methods geared for small worlds to theorize, and make statements about, large worlds. Specifi cally, we consider Savage's problem in the context of inductive inference, where a decision maker is required to generalize from observations and infer statistical properties of the environment. For example, an organism foraging for food may infer regularities in the distribution of food items from observations of previous food items. What distinguishes small from large worlds in inductive inference? Moreover, how signifi cant is Savage's problem to the study of inductive inference, where rational actors and optimal responses play a particularly infl uential role ?
We will examine these questions by fi rst setting out the relationship between inductive inference, uncertainty, and error, using statistical learning theory. Within this setting we consider barriers to the identifi cation of optimal responses. Th e ubiquity of these barriers in the study of realworld problems places a question mark over the range of applicability of rational actor models, and highlights the need for alternative approaches to studying how they function. We then use the study of simple heuristics to illustrate an approach based on algorithmic modeling and competitive model testing, refl ecting a relatively recent movement in statistics and pattern recognition (Breiman 2001 ) . Well-informed theorists know that good models hinge on insightful abstraction, and the assumptions made in order to formalize a model will be breached. Th ese are basic facts about models in general. Using the distinction between small and large worlds, our goal is to understand the limits of a specifi c class of model, rational actor models, which often discharge uncertainty in order to arrive at an optimal solution.
5.2 u nc e rta i n t y i n i n duc t i v e i n f e r e nc e All organisms face uncertainty. For instance, look closely at any aspect of cognition and it will likely involve the process of inductive inference, the problem of identifying systematic patterns in observations. Everyday examples include inferring the properties of a visual scene, inferring the intentions of a speaker from a single utterance, or deciding if it is quicker to take the bus, bicycle, or train. Because an infi nite number of explanations will always be compatible with a fi nite series of observations, each of these problems involves uncertainty. Two key questions guide the study of inductive inference in humans and other animals. First, how, in mechanistic terms, do organisms arrive at inductive inferences? Second, what is the relationship between the behavior we observe in organisms, and the optimal behavior, as defi ned by a rational actor model? We will begin by addressing the second question, and start by taking an idealized perspective on uncertainty, where we adopt the the perspective of an omniscient observer with full knowledge of the task at hand. Relative to this omniscient observer, our fi rst task is to categorize the various forms of uncertainty agents face when making inductive inferences. Th is will require making the inductive inference problem more precise.
Learning from examples
Consider an agent interacting with a series of partners in some gametheoretic setting. Prior to interacting with a new partner, it would be useful if the agent could accurately categorize this partner as, for example, a likely cooperator or defector. Th is inference could be based on perceivable features of the partner in question, such as their age, personality, or social status. Supervised learning from labeled examples is the study of algorithms which learn predictive models by generalizing from past observations (Bishop 2006 ; Hastie et al. 2001 ). In our game-theoretic example, past observations refer to previously encountered partners, along with a label categorizing their observed behavior. A predictive model accurately categorizes new partners when only the feature values, such as those mentioned above, are known.
Supervised-learning problems are formalized by fi rst defi ning an input space X of feature vectors used by the agent to encode observations, and an output space Y specifying the structure of the labels being predicted. Observations are drawn from the product space Z = X × Y . Categorization tasks are those where Y is a set of category labels. Regression tasks are those where Y is some range of numeric values. An environment which is unknown to the agent determines the underlying functional relationship between inputs and outputs, and is given by a joint probability distribution μ ( x , y ). Given a multiset of r labeled observations
Z , the agent uses a learning algorithm to select a hypothesis which represents an informed guess at which systematic pattern best explains the functional relationship between inputs and outputs, not just between the observed examples, but in general.
Hypotheses describe what is systematic in the observations, and allow the agent to make predictions about novel objects, the problem of guessing y given only x . Th e hypothesis space H defi nes the set of hypotheses the agent can select from, and plays a critical role in its ability to generalize accurately from experience. Th e learning algorithm is also critical because it determines which hypothesis is selected for a given series of observations. A learning algorithm, L , implements a mapping,
,
from multisets of observations to hypotheses. It will prove useful to view the hypothesis space as a model f θ ( x ), indexed by the parameters θ . Selecting a hypothesis is the process of estimating the parameters θ from observations .
Error-inducing risk and uncertainty
An omniscient observer has full knowledge of the environment, which is assumed to be fully specifi ed by the data-generating distribution μ ( x , y ). A hypothesis induced by an agent can also be seen as a joint probability distribution over the observations, 1 and denoted σ ( z ). Th e discrepancy between these two distributions, μ and σ , will be defi ned as their Kullback-Leibler divergence, given by
Th e Kullback-Leibler divergence is perhaps best understood from a coding perspective, where a probability distribution over the observation space implies an optimal coding scheme which assigns a code of length log 2 (1/ p ) bits to an observation occurring with probability p . Th e greater the probability of the observation, the shorter its code. Th e Kullback-Leibler divergence measures the number of additional bits required to code events governed by σ when using the code for μ (Cover and Th omas 1991 ) . When the distributions are identical, D ( μ ∥σ ) = 0. We will use this measure of divergence to arrive at an abstract categorization of three basic forms of discrepancy, referred to as stochasticity, underspecifi cation, and misspecifi cation. Th ese discrepancies can exist independently, and their potential combinations are depicted in Figure 5 .1 . Both the organism and the theorist attempting to understand the organism face these uncertainties.
Stochasticity
Consider an agent with certain knowledge of μ , such that H = { σ } and D ( μ ∥σ )=0. Th is agent will make error-free predictions if outputs are always a deterministic function of the inputs. If the predictive distribution Pr( y | x ) is stochastic, such that for at least one input x , the output is nonunique, then error will result. Stochasticity is the most basic form of discrepancy between agent and environment. It arises due to external randomness and cannot be eliminated through further observation, or by designing the organism diff erently. For example, even though an agent knows that a die is fair, it will make errors when predicting rolls of the die ( Figure 5 .1 , point A). In short, even when granted full causal knowledge of the process governing observations -such as knowledge of physical probabilities (Giere 1999 ) , propensities (Popper 1959 ) , or a priori probabilities ( Knight 1921 ) -the agent will still make errors when predicting events under conditions of stochasticity.
Underspecifi cation
Discrepancies due to underspecifi cation exist when the number of observations underdetermines the choice of hypothesis, and is too small to reliably converge on the best model σ * in some | H | > 1, where
Figure 5.1. Possible combinations of the three basic forms of discrepancy: stochasticity, underspecifi cation, and misspecifi cation. Th e discrepancies are independent of each other, and all combinations are possible. Point A corresponds to the problem of predicting the outcomes of a fair die. Point B corresponds to the problem of predicting the relative frequency of red and black balls in an urn. Point C corresponds to the problem of predicting the toss of a loaded die which always falls on 4, using a misspecifi ed hypothesis space which allows predicting only 1 or 6.
At one extreme, in the complete absence of observations, the agent faces what Knight ( 1921 ) refers to as uncertainty. For Knight, an agent may know that an urn contains red and black balls (knowledge coded implicitly in the hypothesis space) but the probability of choosing a black ball from the urn is uncertain if no other information is available ( Figure  5.1 , point B) . As the number of observations increases from zero, the agent moves from an uncertainty situation to a risk situation, and can begin measuring what Knight terms statistical probabilities. Underspecifi cation, in Knightian terms, will therefore include situations of both risk and uncertainty.
Misspecifi cation
Discrepancies due to misspecifi cation result from the agent's inability to model the data-generating distribution exactly, such that D ( μ ∥σ * ) > 0. Misspecifi cation can occur in the absence of stochasticity and underspecifi cation. To take a simple example, an agent entertaining two hypotheses, H = {"die always falls on 1", "die always falls on 6"}, will make errors when predicting a loaded die which always falls on 4 ( Figure 5 .1 , point C). Such errors are unrelated to stochasticity and underspecifi cation.
Nonstationarity
So far we have implicitly assumed that the probability distribution on the observation space -which determines what we observe -is the same as the distribution which determines the accuracy of our inferences. Situations involving nonstationarity are those where these two distributions diff er. We will assume that nonstationary problems represent a special case of misspecifi cation, since any temporal dependency on the distribution generating observations, μ 1 ( x , y ), and the distribution which determines the accuracy of predictions, μ 2 ( x , y ), can be reformalized by considering a single distribution, μ t ( x , y ), parameterized by time t . Th e class of nonstationary problems nevertheless includes forms of discrepancy worthy of study in their own right, and poses problems of great practical signifi cance (e.g. Quiñonero-Candela et al. 2009 ; Hand 2006 ) . Th e generating distribution μ ( x , y ) when rewritten Pr( y | x )Pr( x ) highlights two broad categories of nonstationarity. First, covariate shift occurs when Pr( x ) changes (Shimodaira 2000 ) . Second, what we term predictive shift occurs when Pr( y | x ) changes. Figure 5 .2 illustrates how the two forms of nonstationarity can exist independently and always represent a form of misspecifi cation. An example of covariate shift is sample selection bias, which occurs when a potentially unknown process probabilistically rejects observations (Heckman 1979 ) . For example, in our game-theoretical setting, the partners an agent experiences may be restricted to be those of a similar age ( Figure 5 .2 , point A). Here, the predictive distribution remains constant but our observations of it will be skewed. Predictive shift could occur if potential partners became aware of an agent's decision process, and adjusted their behavior to exploit it. Here, the functional relationship between observable features and outcomes may change ( Figure 5 .2 , point B).
Further uncertainties
Th ese basic uncertainty categories refer to discrepancies between an environment, experienced through a series of observations, and abstract properties of the hypothesis space. A full categorization of real-world uncertainties is infeasible and unbounded, and some basis for separating exogenous from endogenous uncertainty is always necessary. For example, all biological systems operating at temperatures above 0 kelvin Covariate shift refers to a change in the probability distribution over inputs. Predictive shift refers to a change in conditional probability of the outputs given the inputs. Th ese two forms of nonstationarity can occur independently. Point A, discussed in the main text, refers to an example of sample selection bias, where partners in a game-theoretic setting may be of similar age. Point B is an example of predictive shift, also discussed in the main text, where potential partners may change their strategy.
must be robust to the uncertainties arising from thermal noise, but we will abstract from this problem even though it imposes signifi cant constraints on functional design (Wagner 2005 ) . Perhaps the most signifi cant source of error-inducing discrepancy to be sidestepped in the coming discussion will be the costs associated with errors. In particular, we assume that the prices paid for incorrect predictions are given by standard loss functions, such as zero-one loss for classifi cation problems, and squared diff erence for regression problems. Organisms in natural environments must contend with events incurring potentially very diff erent costs, such as the devastating consequences of the highly improbable (Taleb 2009 ; Bookstaber and Langsam 1985 ) . In addition to the basic uncertainty categories defi ned above, one must also consider uncertainty surrounding the algorithm L used to select hypotheses. What we will term computational uncertainty arises from both fundamental and idiosyncratic barriers which constrain the processing of observations. Such constraints introduce error-inducing discrepancies, just like the basic categories discussed above. Misspecifi cation, for example, arises because fi nite observations will tend to undermine the selection of the most predictive hypothesis. In the same way, resource restrictions on L can limit the ability of the organism to arrive at a predictive model. Constraints on L range from primitive considerations of computability and intractability, to additional, organism-specifi c biological and computational resource limitations. Th e former apply to all computational agents (Hopcroft and Ullman 1979 ; Papadimitriou 1995 ) . Th e precise nature of the latter will depend on the agent, and include constraints such as limitations on working memory. Unlike many sources of uncertainty, computational uncertainty poses a fundamental problem for all agents in all contexts, with the only exception being omnipotent, and therefore fi ctitious, agents.
.3 f r o m e r r o r t o o p t i m a l i t y
An omniscient observer knows the true state of nature. A rational actor achieves the best possible response relative to a set of assumptions about the true state of nature. Consequently, our degree of faith in a rational actor model should be in proportion to our knowledge of the problem. When facing large worlds, we should question both the validity of our models, and our use of the terms "rational" and "optimal." Th ese issues focus the remainder of discussion onto the following question: Under conditions of stochasticity, underspecifi cation, and misspecifi cation, what does it mean for an organism to be rational, and respond optimally? Answering this question will fi rst require taking a closer look at the relationship between the organism, the environment, and error.
Analyzing and categorizing error
Relative to the generating distribution μ , the hypothesis f ( x ) chosen by the agent after observing a sample of observations S is likely to incur some degree of error. To simplify matters, we will focus on the problem of regression where error is commonly defi ned as the squared diff erence between the true and predicted value. Th e lowest achievable error is incurred by the function g ( x ), defi ned as the conditional expectation
Relative to the generating distribution, the total error incurred by f ( x ) is referred to as the expected loss,
Notice that the fi rst term of this expression is dependent on the chosen hypothesis, f ( x ), but the second term is not, and therefore it cannot be reduced, whatever our choice of f ( x ). Th is second term expresses the error incurred by the agent when always selecting
. Th is part of the error corresponds directly to error arising from stochasticity, which is commonly referred to as irreducible error or noise.
Controllable components of error
Th e fi rst term of Equation 5.4 measures that part of the error we can reduce through the appropriate design of the agent, since it depends on the policy for selecting f ( x ) from observations. Adopting a frequentist perspective, and imagining that the tape of experience were replayed several times, we will use a standard technique in statistical learning theory for decomposing the controllable error into two components, referred to as bias and variance (O'Sullivan 1986 ; Geman et al. 1992 ; Bishop 2006 ; Hastie et al. 2001 ) . For each replay of the tape of experience, a potentially diff erent sample S y i i r 〈 〉 〈 } =1 will be observed, where S is a multiset of r observations sampled from μ ( y , x ). Now, replaying the tape of experience k times yields k of these multisets, given by the ensemble
Rather than the error incurred by the agent after observing a specifi c sample, we would like to know about its mean error, relative to the ensemble of hypotheses selected by the agent's learning algorithm for each member of S . For a given x , the expectation of the fi rst term of Equation 5.4 for an ensemble of samples of size k is E S .
Integrating over x , this expectation is the sum of two terms, the fi rst of which is bias,
which is the squared diff erence between mean prediction made by the functions induced from the ensemble, and the true function g ( x ), over all inputs. Th e second term is the variance, given by
which is the squared diff erence between the mean prediction of the ensemble, and the predictions of the individual functions induced for each member of the ensemble. Collecting the terms for bias, variance, and irreducible error, the expected loss given by Equation 5.4 can be summarized as
By decomposing the error in this way, we have a more precise understanding of the eff ects of misspecifi cation, underspecifi cation, and stochasticity. Th e bias and variance incurred by the algorithm will always be a function of the sample size, r , and the properties of the generating distribution. In general, variance decreases as a function of r , the size of the observed sample. Variance occurs when changes to the sample lead to changes in the error of the induced hypothesis. Limiting variance requires reducing the sensitivity of the learning algorithm to the eff ects of resampling. Generally speaking, bias occurs due to an inability of the algorithm's hypothesis space to model the generating distribution.
Th e bias/variance dilemma
Keeping in mind that the generating distribution is unknown to the agent, considerations of bias and variance highlight a fundamental problem in inductive inference known as the bias/variance dilemma. At one extreme, the agent's learning algorithm could express a wild guess by ignoring the observations altogether, by always selecting the same hypothesis. Th is approach guarantees zero variance, but can lead to high bias unless the guess turns out to be correct, or close to correct. At the other extreme, the agent's learning algorithm could hedge its bets, let the observations speak for themselves, and select a hypothesis from a highly fl exible model space capable of approximating any function. Th is policy could in principle guarantee zero bias, but usually at the expense of high variance since the fl exibility of the hypothesis space is likely to lead to an oversensitivity to the vagaries of particular samples. Th e bias/variance dilemma arises because methods for minimizing variance tend to increase bias, and methods for minimizing bias tend to increase variance. Th e two need to be balanced, a process which should be guided by knowledge of the task at hand.
Th e relationship between bias, variance, and optimality
What is the optimal response to the bias/variance dilemma? Zero variance and zero bias will be achieved by a learning algorithm which always induces the same hypothesis, the conditional expectation of the predictive distribution g ( x ). Recall, though, that we are interested in cases where the generating distribution is not known with certainty. Taking a Bayesian perspective, the assumptions made about the generating distribution, which are required to generalize from data in any way, are coded in the structure of the hypothesis space and the prior. Optimality is always defi ned relative to these assumptions. If we knew the generating distribution, then the hypothesis space should contain a single hypothesis, g ( x ). If we knew the functional form of the generating distribution was, for example, linear, then the inference problem reduces to estimating the parameters of the linear model. Optimality is not about the presence or absence of error, but the degree of error relative to a set of assumptions. Th e optimal algorithm incurs bias and variance, like any other algorithm. Th e label "optimal" simply marks out a particular algorithm as incurring the least error among all algorithms sharing the same hypothesis space and prior.
5.4 f rom sm a l l wor l ds to l a rg e wor l ds What is a small world problem? Th e most restrictive defi nition of a small world problem is one where the optimal response is certain, and uncontroversial. For problems of inductive inference, optimal responses are usually framed in terms of Bayesian statistics. Th ese optimality results rely on two conditions being met. First, the structure and properties of the problem are known a priori, such that the appropriate hypothesis space and prior are known with certainty, rather than inferred from observations. Second, the structure of the hypothesis space and prior permit calculation of the posterior probability using exact methods. Th e fi rst condition settles any dispute over the external validity of the model -the degree to which the properties of the model match those of the system being modeled. Th e second condition settles any dispute over the internal validity of the model -the degree to which the inferences made using the model are rationally justifi ed, assuming that the model is correct, and has external validity. Obviously, very few problems of interest to the cognitive, behavioral, and social sciences can be said to satisfy the fi rst condition. Similarly, many problems, when formalized in these terms, require use of inexact, approximate Bayesian methods. However, this defi nition of a small world guarantees that statements of rationality and optimality provide exactly what they advertise. Th is guarantee is possible because all relevant aspects of the problem, and solution, are certain. In practice, though, rational actor models are not absolute statements but statements about optimality relative to some set of assumptions.
Th e notion of a large world becomes relevant as soon as the structure and properties of the problem are inferred from observations, and issues of misspecifi cation, underspecifi cation, nonstationarity, and all the other categories of uncertainty we discussed begin to impact on the external validity of the model. In addition, issues of analytic tractability impacting on the process of determining the posterior distribution can also introduce uncertainty. Th us, even in cases where we can guarantee an appropriate formalization of the problem, the analytic and computational demands of performing rational calculation also need to be considered, as they can lead to additional error. Now, all good theorists know that "a map is not the territory" ( Korzybski 1958 , p. 750 ) and all models are "wrong." Given this, why question the objective of rational actor models? After all, if your underlying assumptions are openly stated, then everyone is free to assess the implications of your model as they see fi t. Our point is that increasing uncertainty and ignorance should at some point lead us to question the notions of rationality and optimality. When factors known to compromise the internal and external validity of the model are at play, declarations of rationality and optimality become less and less meaningful. Next, we show that the use of rational actor models and optimality results in the analysis of large world problems is a choice, not a necessity (Brighton and Olsson 2009 ) .
Distinguishing relative from absolute function
In developing a rational actor model one is attempting to answer the question of how to make optimal inferences, predictions, given assumptions about the properties of the task at hand. When these properties are uncertain, how else can functioning be assessed? We will contrast the pursuit of rational actor models with an alternative. Borrowing the terminology of Breiman ( 2001 ) , rational actor models rely on data modeling, an approach used routinely in statistics where one assumes an underlying statistical model, and then uses observations to estimate the model parameters. We will adopt an approach referred to by Breiman as algorithmic modeling, where the underlying statistical model is treated as unknown (or nonexistent), and the estimated predictive accuracies of alternative statistical models, or learning algorithms, are then compared in an attempt to learn about the problem. Th ese two approaches are both mute on the problem of assessing the rationality of organisms. To illustrate their use in examining the ability of organisms to function in uncertain environments we will use two fi ctional modelers, named Jones and Smith.
Modeler Jones follows a methodology known as the rational analysis of cognition, an infl uential approach inspired by optimality modeling in biology (Anderson 1991 ; Chater 1998 , 2007 ) . A rational analysis typically proceeds by inferring from observations of the task environment an appropriate observation space, hypothesis space, and prior over the hypothesis space. Th ese components defi ne a probabilistic model of the task environment. Jones then derives an optimal response function which specifi es the inferences that a rational, usually Bayesian observer would make in response to further observations of the environment. Th e rationality of the agent in question is then assessed by comparing its behavioral responses with those of the rational model. If the rational model provides a close fi t to the agent's responses, Jones argues that the agent makes optimal inferences.
Modeler Smith is interested in exactly the same problem, begins by observing the task environment, and also proposes an appropriate observation space. Crucially though, Smith refrains from making an inference about an optimal response, an inference which requires postulating an hypothesis space and generating distribution. Instead, Smith estimates the predictive accuracy of potentially several statistical models relative to observations of the environment. Predictive accuracy is often measured using cross-validation, a technique we illustrate below (see Rissanen 1986 , for an alternative relativistic approach which stresses compression rather than prediction). Th is comparison informs the question of which mechanistic design features prove functional, rather than optimal, in the task environment. Th e ability of each mechanism to describe the agent's behavior is an additional question, guided by functional analysis, but assessed by experimentation (Brighton and Gigerenzer 2011 ) . In contrast to the approach of Jones, Smith refrains from making an inference about the generating distribution, conducts a competitive test of rival processlevel theories instead of seeking a single rational actor model, and therefore sees success as something always relative to alternative models, rather than being defi ned by the benchmark of a single rational actor model.
Relative functioning in large worlds
What insights can Smith's relativist approach off er? As an illustration, consider the problem of how a retail marketing executive might distinguish between active and inactive customers based on their purchasing history. Current thinking on how to best address this problem centers on stochastic customer-base-analysis models, such as the fairly sophisticated Pareto/negative binomial distribution model. Following modeler Jones' approach, this model defi nes rationally justifi ed inferences about customers, given an assumed underlying probability distribution. In the spirit of modeler Smith's approach, Wübben and Wangenheim ( 2008 ) compared the performance of several models, including the Pareto/negative binomial distribution model, and found that the best-performing model was a simple hiatus rule which predicts inactivity if a customer has not made a purchase in the preceding nine months (and for one problem, six months) . To take another example, consider the problem of searching literature databases, where the task is to order a large number of articles so that the most relevant ones appear at the top of the list. When examining this problem, Lee et al. ( 2002 ) constructed a "rational" Bayesian model and found that in comparison to several competing models, a simple onereason heuristic proved superior.
What can these, and similar fi ndings, tell us? Models implementing a "rational" response to an underlying distribution which is assumed, but inaccurate, can result in performance inferior to that of a model which makes no explicit attempt to model an underlying distribution, or conduct any form of rational calculation. Many people fi nd results like these surprising, but modeler Jones may argue that they say nothing about rational actor models in general, they merely supply an argument against poorly designed rational actor models. Jones is correct, but misses the point. In a large world, one cannot identify a rational model, or an optimal response, with any confi dence. Rather, the "rational" response is to search for better and better models. In this sense, the pursuit of rational actor models for large worlds can be counterproductive. First, one cannot assume that rational calculation brings us closer and closer to eff ective responses to uncertainty. Second, the alternative is not silence, but an examination of alternative models, particularly those which have been successful in the past. Perhaps the worst case scenario is that Jones' approach focuses functional analyses onto small world problems which bear little relation to the large world problems of interest. Next, we focus on the fi rst issue, which concerns common intuitions about rational calculation.
how to c on f ron t l a rg e wor l ds
Mathematical objects such as generating distributions and rational actors could be viewed as misnomers when set against the uncertainty surrounding natural environments and the constraints impacting on computational actors. From a rational actor perspective, these complicating factors limit the opportunities for rigorous functional analysis. But rather than defi ning limits on rational analysis, these complexities highlight a need for alternative approaches (e.g. McNamara and Houston 2009 ). Th e relativist approach taken by our fi ctional modeler Smith is standard practice when comparing the predictive accuracy of learning algorithms and cognitive models on real-world datasets (e.g. Perlich et al. 2003 ; Brighton 2006 ; Chater et al. 2003 ; Czerlinski et al. 1999 ; Gigerenzer and Goldstein 1996 ) . Datasets are simply collections of observations relating covariates to a dependent variable. For example, the daily stock prices over the last year, test results for a population of patients undergoing treatment, or a series of utterances and their associated meanings. Datasets are usually samples from an unknown and potentially unknowable distribution, often suff er from uncertainty arising from noisy or missing information, and may represent a snapshot of a nonstationary problem. In much the same way, an organism functioning in an environment, and a scientist attempting to explain this organism's functioning, both face problems shot through with uncertainty. Th e question of which strategy is optimal under these circumstances cannot be answered. But we can study why some strategies repeatedly prove more eff ective than others.
Making inferences with simple heuristics
Th e study of simple heuristics illustrates several crucial issues. Simple heuristics are cognitive process models which ignore information Gigerenzer and Brighton 2009 ; Gigerenzer and Gaissmaier 2011 ) . A central question in the study of heuristics is understanding when and why they outperform alternative cognitive models. For many, the idea that ignoring information can prove functional is counterintuitive. Consider, for instance, the simple heuristic, take-the-best (Gigerenzer and Goldstein 1996 ) . Take-the-best is a cognitive process model describing how people decide which of two objects has a greater value on some criterion of interest, such as the price of two houses, or the maximum speed of two vehicles. If the criterion values are unknown, environmental cues such as the presence of a swimming pool or whether the vehicle has a jet engine or not, can be used to make an inference. More precisely, takethe-best has three steps:
(1) Search rule: Search through cues in order of their validity.
(2) Stopping rule: Stop on fi nding the fi rst cue that discriminates between the objects (i.e. cue values are 1 and 0). (3) Decision rule: Infer that the object with the positive cue value (1) has the higher criterion value.
In short, take-the-best searches for the fi rst cue which discriminates between the objects, and then makes an inference using this cue alone. For example, a house with a swimming pool is likely to be more expensive than a house without. All other cues are ignored. Specifi cally, takethe-best searches for cues in order of their validity, which is a measure of how accurately each cue has made inferences on previous comparisons. Th is measure is simple in comparison with the measures used by most models, as it ignores any dependencies between cues. Th at is, take-thebest orders cues by assuming that the predictive ability of a cue can be determined independently of the value of the other cues.
Take-the-best is a linear model. 2 Furthermore, it deviates from common statistical intuition, and the methods employed by commonly assumed models of cognitive processing. For example, the Gauss-Markov theorem proves that among all unbiased linear models, the least-squares estimate incurs the lowest variance (e.g. Fox 1997 ) . Assuming that the problem in question is linear, this tells us that a logistic regression model, for example, should incur lower error than take-the-best. How can we put this statement to the test? A classic task in the study of simple heuristics is the problem of inferring which of two German cities has a greater population. Th e dataset in question describes the eighty-three largest German cities using nine binary cues which detail properties of the cities, such as whether or not a city has a university or an intercity train station, or is located in Germany's industrial belt. After observing some sample of these cities, and estimating the model parameters from this sample, the accuracy of competing algorithms, like take-the-best and logistic regression, can be measured. Accuracy here refers to whether or not larger cities are correctly inferred as being larger. Crucially, the accuracy of these inferences is measured by considering only novel pairs of cities, comparisons between cities which were not used to estimate the model parameters. Th is process is repeated for diff erent samples, and is termed cross-validation (Stone 1974 ) . Figure 5 .3 plots the mean predictive accuracy of take-the-best as a function of the size of sample used to estimate the cue validities. In the same plot, we report the predictive accuracy of logistic regression. Means are reported, which are taken with respect to 5,000 random partitions of the dataset into training and testing sets. Now, why, in contrast to our interpretation of the Gauss-Markov theorem, does take-the-best outperform logistic regression so signifi cantly? Th e Gauss-Markov theorem, despite often being interpreted as statistical justifi cation for the widespread use of the least-squares linear model, is a small world theorem. Th e theorem holds when fi tting, rather than predicting, data. As soon as one makes predictions about unseen data, the eff ects of underspecifi cation and misspecifi cation can change matters signifi cantly.
A common response to this result, and similar fi ndings for many other datasets (e.g. Brighton 2006 ; Czerlinski et al. 1999 ) , is that logistic regression is a weak competitor, and more sophisticated methods designed specifi cally for avoiding the problem of overfi tting will outperform takethe-best (e.g. Chater et al. 2003 ) . In response, Figure 5 .3 also compares the performance of take-the-best with a support vector machine, one of the most advanced methods in statistical pattern recognition (Vapnik 1995 ) . Again, take-the-best outperforms the support vector machine over a signifi cant portion of the learning curve. Notice that we have compared three models without postulating, or making assumptions about, a generating distribution determining the relationship between properties of German cities and their populations. Instead, we have respected the fact that "a set of data is one thing and a mathematical object, such as a distribution, is quite another, not only diff erent in degree but diff erent in kind" ( Rissanen 1986 , p. 395) , and measured the relative ability of the models to make accurate inferences relative to the observations. How, though, are results like these related to the question of decision making in large worlds?
Th e bias/ variance dilemma in large worlds
Recall from our discussion of the bias/variance dilemma that the problem of making accurate predictions can be decomposed into two subproblems: the problem of reducing variance, and the problem of reducing .3. Can ignoring information be benefi cial? For the German city population task, the predictive accuracy of the simple heuristic take-the-best is plotted as a function of the size of the sample used to estimate the model parameters. Take-the-best, despite ignoring conditional dependencies between cues and using only one cue to make an inference, outperforms both logistic regression and a support vector machine.
Mean predictive accuracies are reported for 5,000 random partitions of the dataset. Error bars show the variance.
bias. Variance arises due to underspecifi cation, a lack of observations, while bias tends to arise as result of misspecifi cation, an inherent inability on the part of the model to capture predictive patterns in the data. In their infl uential presentation of the bias/variance dilemma, Geman et al. ( 1992 ) discussed how restricting the hypothesis space can reduce variance. If these restrictions do not introduce additional bias with respect to the problem at hand, prediction error is likely to decrease. Another approach, taken by several statistical models, is to introduce bias which is relevant to the problem at hand, under the assumption that it will be outweighed by a greater reduction in variance. Recently, we showed that take-the-best succeeds by exploiting this trick; take-the-best's performance advantage arises exclusively through a reduction in variance by ignoring conditional dependencies between cues (Brighton and Gigerenzer 2007 ; Gigerenzer and Brighton 2009 ) . Th e success of ridge regression and the na ï ve Bayes classifi er can also be explained in these terms (e.g. Hoerl and Kennard 2000 ; Domingos and Pazzani 1997 ; Friedman 1997 ; Hastie et al. 2001 ) . From a rational actor perspective, where one conducts rational calculation with respect to an assumed hypothesis space and prior probability distribution, how can the success of alternative algorithms, like the na ï ve methods mentioned above, be explained? After all, why should deviations from a full Bayesian calculation prove functional? Advocates of rational actor models will likely argue that the success of any model can be explained using rational principles. For example, one can ask under which conditions take-the-best is optimal, and thereby frame take-the-best as a rational actor model under these conditions. Th us, it is trivially true that the success of heuristics, or any other model, in no way challenges the small world study of rationality. Two points are crucial here. First, while seeking a rational explanation for apparently nonrational processes can certainly yield great insight, this task is far from being a trivial exercise, and will often achieve only a limited, approximate explanation (e.g. Sanborn et al. 2010 ) . Th e optimality conditions of the na ï ve Bayes classifi er, for example, are only partially known, despite sustained study and a clear Bayesian interpretation (e.g. Domingos and Pazzani 1997 ; Kuncheva, 2006 ) . Nevertheless, the na ï ve Bayes classifi er appears in the top-ten list of data mining algorithms, and is used routinely in uncertain contexts, those where the modeler is largely ignorant of the generating distribution (Wu et al. 2007 ) . Second, this issue has little or no impact on the question of what strategies prove functional in a large world. If the underlying structure of the problem is unknown, then optimality results off er little help. In large worlds, all we can do is estimate the predictive accuracy of a range of methods, such as those algorithms which have performed well in the past. Th e outcome of such an exploration will never be a proof of optimality, nor a state of understanding which tells us what is "rational." In large worlds, we have no choice but to abandon the objective of an optimal response, and instead search for improved understanding. Possessing a rational interpretation of the algorithms used to conduct this search changes nothing.
Understanding large worlds
We defi ned small worlds as presenting problems where all relevant factors are certain and their formalization yields to feasible rational calculation. Uncertainty enters the picture when the characteristics of the problem must be inferred from observations, or when the complexity of the problem, once formalized, renders rational calculation infeasible. Faced with some degree of ignorance, we have two options. First, we can develop a rational actor model by making the assumptions necessary to recast the problem as a certain, small world problem. Second, we can acknowledge that an optimal response to an inherently uncertain problem is a fi ction, and likely to obscure our understanding (Klein 2001 ). Instead, we should aim to examine the relative ability of competing models to explain the observations. Th e best model we can fi nd is neither optimal nor rational, merely functional.
Put in these terms, at least two factors need to be considered in any proposed defi nition of a large world. First, one must gauge the impact of the basic uncertainty categories we introduced earlier, such as underspecifi cation, misspecifi cation, and nonstationarity. From our perspective, real-world problems of theoretical signifi cance tend not to be small world problems. We assume a large world by default, which is why we study heuristics rather than rational actor models. Our goal is to understand how, in mechanistic terms, organisms cope with uncertainty in the large worlds to which they are adapted. Th e second factor to consider is the analytic tractability of performing rational calculation. Th us, it would be an oversight not to mention here that exact computation of the posterior is only possible for certain priors; brute force calculation is only tractable for very restricted hypothesis spaces; and computationally tractable algorithms rely almost exclusively on inexact methods which have optimality guarantees which are asymptotic in nature (e.g. Bishop 2006 ; MacKay 2003 ) .
Rational principles themselves can be disputed, even in small worlds. For classifi cation tasks, the problem of assigning a class y ∈ Y to a novel observation x , the gold standard is the Bayes optimal classifi er, which given a sample of observations S , a hypothesis space H , and prior Pr( H ), assigns a class y to an observation by
Th e class y assigned to x is calculated by considering the predictions of all hypotheses in H , with each prediction weighted by the posterior probability of the hypothesis. Despite Equation 5.8 being widely regarded as defi ning an optimal response for classifi cation problems, Gr ü nwald and Langford ( 2007 ) have proven its suboptimality under certain forms of misspecifi cation (see also Diaconis and Freedman 1986 ) . More broadly, rationality principles used in the study of inductive inference are necessarily based on statistical assumptions. For instance, Bayesian rationality and algorithmic information theory are closely related due to the relationship between probability and coding (which we drew on when explaining Kullback-Leibler divergence), but they can diff er both in theory (Vit á nyi and Li 2000 ; Gr ü nwald 2005 ) and practice (Kearns et al. 1997 ; Pitt et al. 2002 ) . Subtleties such as these highlight that "rationality principles are invented rather than discovered" ( Binmore 2009 , p . 2) and we should question the view that there is one rationality that follows directly from the laws of probability theory, logic, or some other calculus.
In our introduction, we used the example of the aircraft manufacturer, and argued that no engineer can hope to arrive at an accurate model of relevant mechanical, atmospheric, and human factors which determine the safety of a fl ight control system. Furthermore, even if this were possible, the analytic task of fi nding an optimal response to an appropriate criterion, even if such a criterion exists in any meaningful sense, is beyond the abilities of any expert. We view the signifi cant questions facing the study of inductive inference as having more in common with this large world engineering problem than with the development of rational actor models for small world problems. Th e study of large world inference problems, like the study of fl ight control systems, is the search for mechanisms which are more and more robust to uncertainty, but also the study of when and why these mechanisms prove robust (Kitano 2004 ; Wagner 2005 ; Hammerstein et al. 2006 ). Th is second task can certainly profi t from the study of rational actor models and optimality modeling. But this fact in no way questions or undermines the substantive, empirical issue of understanding robust responses to large worlds. Rational inquiry should not be confused with rational actor models. Th e former is a commitment to sound science, but the latter is a commitment to a particular approach to modeling. 5.6 a r e r at ion a l ac tor mode l s "r at ion a l" ou tsi de sm a l l wor l ds?
Savage introduced the notion of a small world when questioning the validity of Bayesian decision theory under conditions of uncertainty. We see Savage's question as applying more broadly, beyond decision theory, and impacting directly on the two key questions which guide the study of inductive inference in humans and other animals. First, how, in mechanistic terms, do organisms arrive at inductive inferences? Second, what is the relationship between the behavior we observe in organisms, and the optimal behavior as defi ned by a rational actor model? Now, in attempting to answer the second question, do we run the danger of committing a Type III error, and fi nding the right answer to the wrong question? In contrast to the idea that humans are biased, error-prone users of dumb heuristics, there is a growing tendency to view humans as astonishingly well-adapted to an uncertain world, as evidenced by the ability of humans to handle uncertainty in ways which exceed even the most sophisticated human-engineered machinery (Geman et al. 1992 ; Poggio and Smale 2003 ; Tenenbaum et al. 2006 ) . In this sense, evolved biological organisms can be seen as existence proofs of adaptive responses to large, uncertain worlds. Th is perspective makes the fi rst question, the question of uncovering the underlying cognitive and perceptual mechanisms of humans and other animals, the key question. Rather than hallmarks of advanced understanding, we have argued that the concepts of rationality and optimality have the potential to be counterproductive when examining large worlds. Without doubt, Bayesian decision theory and Bayesian statistics, to take two examples, inform the question of what is rational in a small world. Th e crux of the issue is then to assess the dangers of using the same concepts to understand large worlds. While it is possible to analyze uncertain worlds by introducing assumptions which discharge uncertainty, and recast the problem as a small world problem, we have argued for an alternative. Th e alternative is to follow a relativist approach which makes no attempt to identify an optimal, rational response, but instead aims to incrementally improve understanding by identifying models with greater and greater predictive accuracy. Crucially, this approach dispenses with the need to make the assumptions necessary to recast the problem as a small world problem. For some problems, we have to accept that our uncertainty and ignorance make fi nding optimal, rational responses a meaningless endeavor. Th is fact, though, does not make the study of uncertainty meaningless.
