In many cell types, asynchronous or synchronous oscillations in the concentration of intracellular free calcium occur in adjacent cells that are coupled by gap junctions. Such oscillations are believed to underlie oscillatory intercellular calcium waves in some cell types, and thus it is important to understand how they occur and are modified by intercellular coupling. Using a previous model of intracellular calcium oscillations in pancreatic acinar cells, this article explores the effects of coupling two cells with a simple linear diffusion term. Depending on the concentration of a signal molecule, inositol ͑1,4,5͒-trisphosphate, coupling two identical cells by diffusion can give rise to synchronized in-phase oscillations, as well as different-amplitude in-phase oscillations and same-amplitude antiphase oscillations. Coupling two nonidentical cells leads to more complex behaviors such as cascades of period doubling and multiply periodic solutions. This study is a first step towards understanding the role and significance of the diffusion of calcium through gap junctions in the coordination of oscillatory calcium waves in a variety of cell types. © 2001 American Institute of Physics. ͓DOI: 10.1063/1.1342161͔
I. INTRODUCTION
Intercellular calcium waves are observed in a variety of cell types 1,2 and occur by a variety of mechanisms. In epithelial cell cultures, for instance, a mechanically stimulated intercellular calcium wave appears to propagate via the intercellular diffusion of the messenger inositol ͑1,4,5͒-trisphosphate (IP 3 ) which releases Ca 2ϩ from the endoplasmic reticulum. 3 In hepatocytes, oscillatory intercellular Ca 2ϩ waves occur in response to vasopressin, [4] [5] [6] and these appear to be generated by the coupling of intracellular Ca 2ϩ oscillations. 7, 8 Oscillatory intercellular calcium waves also occur in the blowfly salivary gland; 9 a plausible hypothesis is that these waves are the result of intercellular coupling by means of the diffusion of Ca 2ϩ through gap junctions. There are, in general, two mechanisms by which oscillatory intercellular calcium waves may occur. First, if each cell is able to respond to an increase in intracellular calcium ͑say through gap junctions from a neighboring cell͒ by the release of a large amount of additional calcium from internal stores, then a field of connected cells could form an excitable medium, able to propagate a traveling wave of calcium in an active manner. Then, given a pacemaker cell oscillating with sufficient amplitude, each oscillation of the pacemaker could send out a traveling wave, thus resulting in a series of waves traveling across the field of cells, i.e., an oscillatory intercellular calcium wave. Such a mechanism is relatively easily modeled, and has been done so before. 10 Second, if each cell is an autonomous oscillator but is coupled to its neighbors by the diffusion of a signal molecule ͑either through gap junctions or extracellularly͒, then the individual oscillations can be coordinated by the coupling into periodic waves that traverse the field of cells. In pancreatic acinar cells and hepatocytes there is very good evidence that each cell is an autonomous oscillator, and the periodic intercellular waves are the result of this second mechanism. 5, 6, 11 However, although this hypothesis seems plausible, it is a nontrivial matter to demonstrate that, given the known cell parameters and calcium kinetics, diffusion of calcium through gap junctions can result in a coordinated oscillatory intercellular wave that lasts for many cycles, and extends a͒ Author to whom correspondence should be addressed; electronic mail: j.sneyd@massey.ac.nz over distances that are large with respect to the size of an individual cell.
In this article we do not come anywhere near a complete resolution of this question, but study instead a more restricted problem. In order to understand the mechanisms underlying the propagation of oscillatory intercellular calcium waves it is necessary first to understand how intercellular coupling affects the calcium oscillations in each individual cell. As a first approach to this question, here we study the dynamic behavior of two spatially homogeneous cells, coupled by the diffusion of calcium.
II. THE MODEL EQUATIONS
The intracellular calcium dynamics are described by the model of LeBeau et al., 12 a model that was designed particularly to model calcium oscillations in pancreatic acinar cells. Pancreatic acinar cells have a fairly simple spatial arrangement ͑ringed around a central duct͒, and the calcium wave travels from cell to cell around the duct in a characteristic manner. 11 Acinar cells are not electrically excitable, and the calcium causing the increased concentration is released from intracellular stores ͑the endoplasmic reticulum, or ER͒. The intracellular signal for this release is inositol ͑1,4,5͒-trisphosphate (IP 3 ), which triggers Ca 2ϩ release by binding to a calcium channel ͑the IP 3 receptor͒ on the surface of the ER. This opens the channel, allowing Ca 2ϩ to flow out into the cytoplasm. Subsequent inactivation of the IP 3 receptors and removal of Ca 2ϩ by membrane pumps then reduces the Ca 2ϩ concentration to lower levels. If the IP 3 concentration is in the correct range, it can initiate a repeating cycle of release and uptake of Ca 2ϩ from the ER, resulting in Ca 2ϩ oscillations. Our model here is based on a model of the IP 3 receptor which corresponds to the binding diagram in Fig. 1 , where X, Y, and Z are the three possible states for the receptor, and the rates of interconversion between them are functions of the intracellular calcium concentration c. X represents the fraction of IP 3 receptors in the open state at any given time, Y is the fraction of IP 3 receptors in the shut state at any given time, and Z is the fraction of IP 3 receptors in the inactivated state at any given time. To simplify the model, we assume that interconversion between the open and shut states is rapid compared to the process of receptor inactivation and recovery from inactivation. This places an additional constraint on the variables, so that now model behavior is determined by just two variables: calcium concentration ͑c͒, and the fraction of receptors in either the open or shut states. Letting h equal this fraction ͑i.e., hϭXϩY ), the differential equation for h is
The specific forms used for the rate functions are taken from Ref. 13 , which in turn are based on a modification of the model of Ref. 12. For our rate functions, we choose
where p is the IP 3 concentration, the main controlling parameter. We call this the two-state model. The rs, Rs, and ks are constants, with values given in Table I 
͑8͒
The open probability has the fourth power because the IP 3 receptor is composed of four identical subunits and all of the subunits must be in the open state for the receptor to be open. The major question which we want to address in this article is what happens when two of the above cellular models are coupled together by allowing intracellular Ca 2ϩ to diffuse between them? In order to do this, we modified the differential equation for calcium slightly, so that it has the following form: 
Note that since there are now two cells, there are two calcium concentrations, c 1 and c 2 , and two receptor variables, h 1 and h 2 . We choose to model the diffusion as simply as possible and so we assume the linear form
where D is a rate constant, with units of 1/time, that acts as a measure of the permeability of the intercellular coupling. This is a similar formulation to that found in more detailed models of intercellular Ca 2ϩ waves. 3, 14 The equations for h 1 and h 2 are unchanged from the original equation for h, with c 1 only appearing in the equation for h 1 , and c 2 only appearing in the equation for h 2 .
A. Summary of the model equations
The parameter values used throughout the article are found in dynamics, many of which show great qualitative similarity, but differ in the details. Hence, neither is it clear how our specific results here will apply to other models. However, there are indications that the overall results will remain unaffected, and we shall discuss this in more detail later. Clearly, this is a very simple way to model the coupling of cellular oscillators, and will introduce a number of inaccuracies. However, we believe that it is necessary first to understand this simplest case before more realistic and complex scenarios are considered.
III. BEHAVIOR OF TWO IDENTICAL COUPLED CELLS
We examined the behavior of the coupled system numerically, using AUTO 15 and xpp, as implemented in xppaut by B. Ermentrout ͑http://www.pitt.edu/phase͒. As a numerical check, all stable oscillatory solutions found by AUTO were also found by direct numerical solution with xpp.
Before beginning the analysis of the coupled system, it will be useful to summarize the long-term behavior of the uncoupled cell ͑i.e., Dϭ0). Figure 2 is a bifurcation diagram showing the steady states and oscillatory solutions as well as their stability, as p ͑the IP 3 concentration͒ is varied. For small p there is a single stable steady state; then, as p is increased, two unstable steady states appear in a saddle-node ͑SN͒ bifurcation. Then the stable fixed point becomes unstable in a Hopf bifurcation, and combines with the lower unstable steady state to disappear in another SN bifurcation. This leaves only the upper unstable fixed point as p continues to increase. Finally, this fixed point gains stability in a Hopf bifurcation, and remains stable as p continues upward. The upper Hopf bifurcation is subcritical, but the resultant branch of unstable periodic orbits turns around in a saddlenode of periodics bifurcation, giving rise to a branch of stable periodic orbits, which ends in a homoclinic bifurcation ͑HC͒. Note also that all long-term behavior of a single cell must show up as possible long-term behavior for our two identical coupled cells, since if c 1 ϭc 2 and h 1 ϭh 2 initially, they will be equal always, and no net diffusion of Ca 2ϩ will take place. This is essentially the same as setting Dϭ0, which just gets us back to the original, uncoupled model.
A. Fixed point analysis
The first question we analyzed was what happened to the number and stability of fixed points when the cells were coupled. The uncoupled cell had one, two, or three fixed points depending on the value of the parameter p ͑see Fig. 2͒ . We found that two coupled cells could have one, two, three, five, or nine fixed points, depending on the choices of p and D.
For large D (DϾ1), diffusion occurs so freely that the cells are very tightly coupled together, meaning that there are no fixed points where c 1 c 2 . Of course, all double solutions ͑where c 1 ϭc 2 in the long term͒ must be solutions for the uncoupled cell, and therefore, the steady states for the uncoupled cell are the same as for the coupled cells with large D ͑see Fig. 2͒ .
For smaller values of D, the diagram begins to get more complicated. When Dϭ0.1 s Ϫ1 there is an additional ring of unstable steady states which appears in the middle of the S-shaped curve. As D is decreased, the new ring of steady states elongates and begins to twist around and become more S-shaped itself ͑computations not shown͒. There is never any region where there are seven steady states, since the folding happens at the same value of p for both the upper and lower part of the ring. As D is decreased still further, the ring becomes more and more S-shaped, similar to the original S of the uncoupled cell, until, when Dϭ0, the different branches of steady states exactly coincide. Figure 3 is a twoparameter bifurcation diagram showing the number of steady states in each region of parameter space.
B. Oscillatory solutions
Coupled identical cells also exhibit complex stable oscillatory behavior of several types. Figure 4 shows a series of bifurcation diagrams for gradually decreasing D. Branches of oscillatory solutions which are unstable for all values of D have been omitted from the figures. For convenience, only oscillatory branches are labeled, and they are labeled alphabetically in the order in which they appear.
Recall that for high values of D, the coupled cells have an identical bifurcation diagram to an uncoupled cell ͑see Fig. 2͒ . As D is decreased, a pair of Hopf bifurcations appears ͑at around Dϭ0.5 s Ϫ1 ) and separate on the center branch of the steady-state curve, with an unstable arc of oscillatory solutions linking them ͑computations not shown͒.
As D is decreased further, the Hopf points on branch B continue to slide further apart and the arc between them expands and bifurcates into at least two different branches of periodic orbits. However, since these bifurcations all give rise to unstable orbits, we do not consider them in detail. Instead, we skip straight to Dϭ0.07 as shown in Fig. 4͑a͒ . At this value of D, branch B has given rise to unstable branches C and D, and additional branches E and F have appeared on branch A. Branches F and E have stable portions. As D is decreased still further ͓Fig. 4͑b͔͒, branch C becomes very convoluted ͑although it remains unstable͒, and the stable parts of branches E and F grow longer. Branch E also begins to extend to the left as branch D begins to bend to meet it. Likewise, branch F begins to extend leftward as branch C begins to bend to meet it. The branches finally contact one another and reorganize; the key transition is from Fig. 4͑b͒ to Fig. 4͑c͒. In Fig. 4͑c͒ branches A and B remain but there are a number of new branches. Branches G and H are formed out of branches D and E; G by the lower parts of D and E, and H by the upper parts of D and E. Branch J is formed from the lower part of branch F and the upper part of branch C, and branch I was born out of the upper part of branch F and the lower part of branch C.
As D is decreased still further, branches H and I become smaller and less pronounced, while branch B and branch J approach branch A. Branch G and branch J continue to have stable portions, and a small stable portion appears on branches I and H right where they meet, and where they cross branch B. At very small values of D ͓see Fig. 4͑d͔͒ , a small portion of branch B becomes stable. Ultimately, at D ϭ0, branches B, H, I, and J all melt into branch A, and branch G melts into the steady-state branch. This brings us back to a diagram identical to Fig. 2. 
Synchronized oscillations
The coupled cells exhibit stable, synchronized, in-phase oscillations at all values of D, and only along branch A. As noted above, this was necessarily the case, since coupled cells with identical initial conditions behave as uncoupled cells. However, it does not necessarily have to be the case that the stability of the solution is the same as in the single cell. In fact, for intermediate values of D, a small portion of branch A which is stable in the uncoupled cell becomes unstable in the coupled cells. This can be seen in the difference between Fig. 2 and Fig. 4͑d͒. In Fig. 2 , branch A becomes stable right at its limit point, whereas in Fig. 4͑d͒ , branch A clearly does not become stable until well above its limit point. Hence the uncoupled stability is not a good predictor of coupled stability. This is discussed further below ͑see Fig.  6͒ . Figure 5͑a͒ shows a few cycles of this type of behavior. This solution has large amplitude oscillations for one cell, and small amplitude oscillations for the other, with the small amplitude cell leading the larger one by about 15 degrees. Remember that since the cells are identical, either cell can be the one with the large amplitude oscillation. This type of behavior is present in Fig. 4 . In Figs. 4͑a͒ and 4͑b͒ , the large amplitude oscillation is found on the stable part of branch F and the small amplitude oscillation is found on the stable part of branch E. In Figs. 4͑c͒ and 4͑d͒ , the large amplitude oscillation is found on the stable part of branch J and the small amplitude oscillation is found on the stable part of branch G.
Different-amplitude nearly in-phase oscillations

Same-amplitude antiphase oscillations
For a small range of p and D values, the coupled cells also exhibited same amplitude antiphase oscillations ͓see Fig. 5͑b͔͒ . This behavior corresponds to the stable part of branch B in Fig. 4͑d͒.   FIG. 3 . Two-parameter steady-state bifurcation diagram indicating the number of steady states in each region of parameter space.
Different-amplitude antiphase oscillations
The stable branches splitting off the same amplitude antiphase oscillations ͓branches H and I in Fig. 4͑d͔͒ are slight deformations of them, where the oscillations are still antiphase, but one of the cells oscillates slightly higher, and the other oscillates slightly lower, so that they have different amplitudes. The higher amplitude oscillation is on branch I, the lower on branch H.
C. A two-parameter diagram
In Fig. 6 we summarize the important behaviors in the previous figures, by plotting the positions of the important bifurcations as D and p vary. LP denotes the limit point on branch A ͑i.e., the saddle node of periodic bifurcation͒, and HB denotes the position of the Hopf bifurcation at which branch A first appears.
Note that there are four curves ͑labeled 1 to 4͒, each with an upper and a lower branch.
Curve 1
Curve 1 shows the position of the two bifurcation points at which branches F and E first appear ͑at DϷ0.09). As D decreases, the loop of unstable steady states formed by branches F and E expands, with the upper bifurcation point moving up, the lower one moving down. When DϷ0.07, the upper bifurcation point coincides with the limit point ͓see Fig. 4͑a͔͒ , but then, as D decreases further, the upper bifurcation point continues to move around branch A. This can be seen clearly in Fig. 6 , as the upper branch of curve 1 initially moves up ͑as D decreases͒, merges briefly with the LP line, but then moves down again. As D→0, the upper branch of curve 1 merges with the lower branch of curve 3 ͑at the point labeled L in Fig. 6͒ , while the lower branch of curve 1 merges with the Hopf bifurcation, HB. Consider the region marked DS in Fig. 6 , i.e., the region to the left of DϷ0.07, and for p between LP and the upper branch of curve 1. In region DS, same-amplitude, in-phase oscillations are unstable. In the uncoupled case sameamplitude, in-phase oscillations are always stable when p is less than LP, and thus the region DS corresponds to values for D and p such that the coupling has destabilized an oscillatory solution.
Curve 2
Curve 2 shows the positions of the bifurcations that denote the upper and lower limits of the stable portion of oscillatory branch F ͓and E; see Figs. 4͑a͒ and 4͑b͔͒. As D decreases, the upper branch of curve 2 merges with LP, while the lower branch merges with HB. Thus, for any given value of D, if p lies between the upper and lower branches of curve 2, then stable different-amplitude in-phase oscillations exist.
Curve 3
Curve 3 shows the positions of the bifurcations that denote the upper and lower limits of the stable portion of oscillatory branch B ͓see Fig. 4͑d͔͒ . Thus, for any given value of D, if p lies between the upper and lower branches of curve 3, then stable same-amplitude anti-phase oscillations exist. Note that, as D→0, the upper branch of curve 3 tends to LP, while the lower branch merges with the upper branch of curve 1, at point L.
Curve 4
Curve 4 shows the positions of the bifurcations that denote the upper and lower limits of the stable portion of oscillatory branch H ͓see Fig. 4͑b͔͒ . Thus, for any given value of D, if p lies between the upper and lower branches of curve 4, then stable different-amplitude anti-phase oscillations exist. Curve 4 exists for only a very narrow range of values for p and D.
The most interesting result to appear from this twoparameter bifurcation diagram is the behavior of the model for infinitesimally small coupling. When Dϭ0 we have stable same-amplitude oscillations for all p less than LP ͑at least until they disappear in the homoclinic bifurcation at much lower values of p, as shown in Fig. 2͒ . Because of the absence of coupling, these oscillations can have an arbitrary phase difference. However, as soon as D increases from 0, this structure breaks down and only a selection of possible periodic orbits remains stable. If p is less than HB, only same-amplitude in-phase orbits remain stable. If p is between HB and L, then same-amplitude in-phase orbits are still stable, but different-amplitude nearly-in-phase oscillations are also stable. Finally, if p is between L and LP the sameamplitude in-phase orbits have lost stability, while differentamplitude in-phase oscillations, or same-amplitude antiphase oscillations are now stable. Which one is finally selected will depend on the initial conditions. 
IV. COUPLED NONIDENTICAL CELLS
In reality one could never observe two coupled identical cells, and thus it is of much greater physiological importance to understand the behavior of coupled nonidentical cells. It turns out that if the two cells are almost identical, all of the above behaviors persist, and that as the differences become greater more complex behaviors appear.
To model nonidentical cells we chose to vary the parameter k f . This corresponds to cells with different densities of IP 3 receptors, a situation that is well known to occur experimentally. Thus, for cell 1 we keep k f 1 ϭ28 M s Ϫ1 , while for cell 2 we let k f 2 take a range of values, from 27.9 to 24 M s Ϫ1 .
A. Almost identical cells
First we consider the case k f 2 ϭ27.9 M s Ϫ1 , i.e., cell 2 is almost identical to cell 1. In Fig. 7 we plot bifurcation diagrams for the case Dϭ0.01 s Ϫ1 ; c 1 against p in the upper panel, and c 2 against p in the lower. These diagrams should be compared to that in Fig. 4͑d͒ , which is the corresponding diagram for the case of identical cells.
Just as in the case of identical cells, there are two Hopf bifurcations ͑HB1 and HB2͒ along the curve of steady states. Each of these Hopf bifurcations gives rise to a branch of periodic orbits. The branch arising from HB1 forms a large loop, and has two stable portions, labeled B and C, respectively. The branch arising from HB2 gives rise to the stable periodic orbits labeled D. Note that branch C of stable periodic orbits is small, and not easy to see in the figure. However, its existence is easily confirmed by direct numerical solution.
Branch B of periodic orbits corresponds to differentamplitude in-phase oscillations, with c 1 oscillating with a large amplitude, and c 2 oscillating with a small amplitude. Similarly, branch D corresponds to different-amplitude inphase oscillations, with c 1 oscillating with a small amplitude, and c 2 oscillating with a large amplitude. These periodic solutions are analogous to the stable portions of branches J and G in Fig. 4͑d͒ .
Branch C corresponds to same-amplitude anti-phase oscillations, and is analogous to branches H and I in Fig. 4͑d͒ .
Although the same kinds of stable oscillations appear in both Fig. 4͑d͒ and Fig. 7 ͑i.e., when the cells are either identical or only slightly different͒, it is interesting to note that the bifurcation diagrams have qualitatively different structures. First, when the cells are not identical, branch A ͑cor-responding to in-phase same-amplitude oscillations͒ forms a closed isolated loop that is separated from the other branches of the diagram; such a loop is called an isola. Furthermore, in Fig. 7 a second loop is formed by the branch of orbits arising at HB1. One can see that, by joining the loop and the isola, one can reconstruct the structure of the bifurcation diagram in Fig. 4͑d͒ . Hence, by making the cells nonidentical, the structure of the bifurcation diagram has been ''pulled apart,'' resulting in an isola and a separate loop.
B. Less similar cells
When we decrease k f 2 to 24.0 M s Ϫ1 most of the same overall behaviors persist, but more complex behaviors also appear ͑Fig. 8͒. It is useful to note that when pϭ0. 27 M the ratio of the periods of the two coupled cells is now 1.34. Although this ratio varies with p, it is still a useful measure of the extent of similarity between the cells.
When k f 2 ϭ24 M s Ϫ1 the most obvious type of oscillation that has been lost is the same-amplitude anti-phase oscillation ͑on branch C in Fig. 7͒ ; this disappears by the time k f 2 has been decreased to 27.0 M s Ϫ1 . When k f 2 ϭ24 M s Ϫ1 there are three branches of stable periodic orbits, labeled A, B, and C. Branch C corresponds to periodic orbits in which cell 1 is oscillating with a large amplitude, and cell 2 with a small amplitude. In other words, during each oscillation of cell 1, a small amount of Ca 2ϩ ''leaks through'' to cell 2, thus driving a small-amplitude oscillation in the coupled cell. ͑Because k f 2 ϭ24 M s Ϫ1 , an isolated cell 2 is not capable of generating spontaneous oscillations at such low values for p.͒ Branch A is just the converse of this; spontaneous oscillations in cell 2 leak through to drive smallamplitude oscillations in cell 1.
Branch B is more interesting, as it corresponds to stable phase-locked oscillations, in which each cell oscillates with large amplitude. The isola of Fig. 7 has now shrunk considerably, resulting in a smaller range of values for p that give rise to phase-locked similar-amplitude oscillations.
On branch C there is also a cascade of period-doubling bifurcations, at which more complex solutions arise. The lower panel of Fig. 8 shows a blow-up of the bifurcation structure around the lower period-doubling bifurcation. Branch D corresponds to period-2 orbits that wind twice around the steady-state before repeating, and it itself undergoes further period-doubling bifurcations to give yet more complicated orbits. We did not trace the bifurcation structure past the first two period-doubling bifurcations. A selection of multiply-periodic orbits is shown in Fig. 9 , for increasing values of p. As p is increased, the phase-locked differentamplitude periodic orbits bifurcate to period-2 orbits ͑i.e., on branch D͒. ͓See Fig. 9͑a͔͒ . Further increases in p lead to period-3 and period-4 orbits ͓Figs. 9͑b͒ and 9͑c͔͒. When p is increased still further, the orbit falls on to the isola of phaselocked similar-amplitude orbits.
If we fix pϭ0.27 M and vary D, a similar picture emerges ͑computations not shown͒. As D increases to 0.07, the isola ͑branch B of Fig. 8͒ merges with the branch of unstable periodic orbits, and expands in size. As D decreases, trajectories lose phase-locking, and the phase of cell 2 starts to drift, as is commonly seen in other coupled oscillatory systems. At Dϭ0, of course, the phases of the two cells are independent. phase oscillations, then slightly different amplitude antiphase oscillations, and finally antiphase oscillations. These behaviors only disappear as D reaches zero, uncoupling the cells. When the cells are similar, but not identical, other complex behaviors, such as multiply-periodic orbits, appear. However, cellular heterogeneity quickly destroys the stability of the antiphase solutions; at realistic levels of intercellular heterogeneity the only physiologically significant solutions are the in-phase similar-amplitude solutions, the inphase different-amplitude solutions, or a variety of multiplyperiodic solutions. Note that there is a wide range of values for p such that the only stable periodic solutions are multiply periodic ͑i.e., between branches B and C of Fig. 8͒ and thus we would expect to observe such solutions experimentally. We performed large numbers of simulations using arbitrary values of p in this range; although the solutions often looked chaotic, we made no attempt to distinguish between true chaos or just a multiply-periodic solution of high period.
V. DISCUSSION
Our model is highly simplified, having no spatial dependence within each cell. It is not yet clear how such spatial dependencies will affect the results. However, it is well known that calcium oscillations often do not occur in a spatially homogeneous manner, but instead take the form of oscillatory intracellular waves. The theory of periodic waves in an oscillatory medium has been studied by a number of authors, most notably Ref. 16 , who showed that the gradient of the phase in such a system obeys Burger's equation. Hence, a more physiologically realistic model of two coupled calcium oscillators would involve the coupling of two regions, each with underlying oscillatory kinetics, so as to obtain two coupled Burger's equations for the phase gradient. We leave discussion of this more detailed model for future work, noting only that the present results are a necessary preliminary to this more detailed study. Oscillatory waves also occur within single cells, particularly ones as large as the Xenopus oocyte, 17 and these waves have been modeled in detail. [18] [19] [20] It appears that in some circumstances the phase of these waves obeys Burger's equation, as predicted by Neu, and that the oscillatory kinetics can give rise to unstable spiral waves and spatio-temporal chaos. However, our understanding of these waves, although somewhat more advanced, is still incomplete. The complexity caused by the intercellular boundaries makes the intercellular wave problem very much more difficult.
To date there have been two major studies of coupled calcium oscillators and their relationship to periodic intercellular calcium waves, both in hepatocytes. 7, 8 Both of these studies use a cellular model very similar to the one used here, relying upon sequential activation and inactivation of the IP 3 receptor by Ca 2ϩ to generate Ca 2ϩ oscillations, although the precise details differ. Dupont et al. 8 showed numerically that if one assumes a gradient of agonist receptor density, and then couples a line of ͑otherwise identical͒ cells by the diffusion of either Ca 2ϩ or IP 3 through gap junctions, one can obtain periodic intercellular waves similar to those seen experimentally. By comparing their theoretical results to their experimental data they predicted that diffusion of IP 3 through gap junctions was a more plausible mechanism for the coordination of the intercellular wave. This is a different mechanism than that used in this article ͑as we assume that it is Ca 2ϩ that moves between cells͒. If IP 3 is assumed to be the diffusing messenger, then the oscillations in each cell are effectively uncoupled ͑as IP 3 plays no dynamic role in the oscillatory mechanism͒. Thus, in the model of Dupont et al., each cellular oscillator has no direct effect upon its neighbors, and the coupling arises from the equilibration of IP 3 over multiple cells. The study of Höfer 7 differs from that of Dupont et al. in that he assumes that the cells are coupled by the diffusion of Ca 2ϩ through gap junctions, and he assumes greater intercellular heterogeneity. Höfer concludes that coupling by the diffusion of Ca 2ϩ can indeed synchronize heterogeneous cells, and studies the types of oscillations that can occur as the coupling strength changes. His conclusion that stable asynchronous solutions are destroyed by small heterogeneities is consistent with our results. Although stable asynchronous solutions still exist when k f 2 ϭ27.9 M s Ϫ1 ͑branch C in Fig. 7͒ , they seem to have disappeared by k f 2 ϭ27 M s Ϫ1 . In other respects also, our results are consistent with those of Höfer. For instance, Höfer shows the existence of phase locking, harmonic locking, and phase drifting, all of which we observe also. As the intercellular coupling is decreased, or as intercellular heterogeneity is increased, phase-locked solutions lose synchrony, as we and Höfer have found. These similarities are to be expected, as coupled oscillators tend to have similar generic behaviors, irrespective of the exact model used to model the individual oscillators. However, Höfer's conclusion that it is Ca 2ϩ , not IP 3 , that synchronizes periodic intercellular waves in hepatocytes differs from the results of Dupont et al. One can only conclude that we still do not know the mechanisms underlying such periodic intercellular waves; only further work can resolve these differences.
Lines of coupled oscillators with a phase gradient have been studied, among others, by Ermentrout and Kopell, 21 who found that although phase-locked waves do not exist in general, the phases can be locked in an average sense, a phenomenon called ''phase trapping.'' However, they used much simpler models than the ones discussed here, and how well their results carry over to more complex models is not clear. Presumably, many qualitative features will remain unchanged. Second, their results relied on the existence of a frequency gradient along the line of coupled cells. Although Tordjmann et al. 6 have postulated exactly such a frequency gradient in hepatocytes ͑as used in the modeling work of Ref. 8͒, there is no evidence for such a gradient in a ring of pancreatic acinar cells. Finally, Ermentrout and Kopell assumed that each cell was a point oscillator, with no spatial structure, an assumption that is not true for coupled calcium oscillators.
The theory of coupled oscillators has played a major role in the study of many biological systems, particularly the heart and the gastrointestinal tract ͑see Refs. 22 and 23 for discussion and further references͒, or on a more macroscopic level, circadian rhythms. All the qualitative behavior described in this article has been seen previously in other systems. For instance, in-phase and antiphase solutions are known for coupled equations of Hodgkin-Huxley or FitzHugh-Nagumo type, 24, 25 and for coupled neural oscilla-tors acting as model of the circadian pacemaker. 26 Models of coupled bursters such as the pancreatic ␤-cell have also been observed to sustain oscillations of different amplitudes, as well as in-phase and antiphase oscillations. 27 That large D leads to synchronization has been shown by Ref. 28 , while the coexistence of multiple stable oscillations of different types has been shown in an enzyme system. 29 A more general analysis of linearly coupled oscillators has been performed in Ref. 30 , and Ref. 31 performed a detailed analytical and numerical study of coupled systems that are close to a supercritical Hopf bifurcation. However, none of these studies answers the specific question that we ask here, that of how intracellular calcium oscillators might be expected to behave when coupled. To answer this question, and to have an answer mean something physiologically, it is necessary to study more specific models in greater detail. 
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