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In this paper some characterization results of Lp-norm spherical distributions are
obtained. It is proved that if X=(X1 , ..., Xn)$ has a Lp-norm spherical distribution
having certain independence properties, then X1 , X2 , ..., Xn must be i.i.d. with p.d.f.
p(x) B e&|x|
p
c. Also, the largest characterization of Lp-norm spherical distributions
is given.  1997 Academic Press
1. INTRODUCTION
The Lp-norm spherical distribution has been defined by A. K. Gupta and
Song (1995) as follows.
Definition 1.1. The random vector Un=(U1 , ..., Un)$ is said to have
Lp-norm uniform distribution, denoted by U(n, p), if its p.d.f. is given by
p(u1 , ..., un&1)=
pn&11 (np)
2n&11 n(1p) \1& :
n&1
i=1
|ui | p+
(1& p)p
,
&1<ui<1, i=1, ..., n&1, :
n&1
i=1
|ui | p<1.
Definition 1.2. An n-variate random vector X is said to have a
Lp-norm spherical distribution (denoted by XtS(n, p)) if X =
d RUn ,
where Un has the Lp-norm uniform distribution and R, which is independent
of Un , is an univariate nonnegative random variable with c.d.f. F( } ).
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If XtS(n, p) with P[X=0]=0, then the distribution of X will be
denoted by S+(n, p).
The Lp-norm spherical distribution has found many applications in
Bayesian analysis and robustness studies (Kuwana and Kariya (1991)),
and has also been used by Box and Tiao for the analysis of self-and
cross-fertilized data (Box and Tiao (1962)).
For the case p=2, distribution results on L2-norm spherical models
were studied by Kelker (1970), Cambanis, Huang, and Simons (1981),
Anderson and Fang (1990), Dickey and Chen (1985, 1987), and Fang,
Kotz, and Ng (1990). Some recent results can be found in A. K. Gupta and
Varga (1993a, 1993b, 1994, 1995). Characterization of normality was
investigated by Kelker (1970), Cambanis, Huang, and Simons (1981),
Anderson and Fang (1987), and A. K. Gupta and Varga (1992).
Some distributional properties, order statistics and the invariance
property of Lp-norm spherical distribution were studied by A. K. Gupta
and Song (1996). In this paper, some characterization results of Lp -norm
spherical distributions will be studied.
2. CHARACTERIZATION OF P-GENERALIZED NORMALITY
In this section it is proved that if X=(X1 , ..., Xn)$ has a Lp -norm
spherical distribution having certain independence properties, then X1 ,
X2 , ..., Xn must be i.i.d. with p.d.f. p(x) B e&|x|
pc.
Theorem 2.1. Suppose X =d RUn tS+(n, p) and the p.d.f. of X has the
form g(ni=1 |xi |
p). If we partition X as
X(1)
X=_ } & ,X(m)
where X(i) has ni components, mi=1 ni=n, then
(Y1 , Y2 , ..., Ym)=(&X(1)& pp , &X(2)&
p
p , ..., &X(m)&
p
p )
has the p.d.f.
p( y1 , ..., ym)=
2n1 n(1p)
pn >mi=1 1 (nip)
‘
m
i=1
( yi)nip&1 g \ :
m
i=1
yi+ ,
yi>0, i=1, 2, ..., m. (2.1)
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Proof. Since the density generator of X is g( } ), the generating density,
according to A. K. Gupta and Song (1995), is given by
f (r)=
2n1 n(1p)
pn&11 (np)
rn&1g(r p), r>0.
Hence, the p.d.f. of S=R p is
p(s)=
2n1 n(1p)
pn1 (np)
snp&1g(s), s>0. (2.2)
Thus, we have
X(1)
_ b &=X =d RUn =d R _
R1Un1
R2Un2
b
RmUnm
& , (2.3)X(m)
where
:
m
i=1
R pi =1, (R
p
1 , ..., R
p
m&1)tDm&1(n1 p, ..., nm&1 p ; nmp)
and R, (R1 , ..., Rm), Un1 , Un2 , ..., Unm are mutually independent. Define
Yi=&X(i)& pp and Zi=R pi , i=1, ..., m. Then from (2.3)
(Y1 , ..., Ym) =
d R p(R p1 , R
p
2 , ..., R
p
m)=S(Z1 , ..., Zm), (2.4)
where S is independent of (Z1 , ..., Zm), mi=1 Zi=1 and the p.d.f. of (Z1 , ...,
Zm&1) is
p(z1 , ..., zm&1)=
1 ((mi=1 ni)p)
>mi=1 1(ni p)
‘
m&1
i=1
znip&1i \1& :
m&1
i=1
zi +
nmp&1
,
:
m&1
i=1
zi<1, zi>0, i=1, ..., m&1. (2.5)
Finally, transforming yi=szi , i=1, ..., m&1, ym=s(1&m&1i=1 zi), and
using (2.2) and (2.5), the desired result is obtained easily. K
The characterization result is shown in the next theorem.
Theorem 2.2. Suppose X =d RUn tS+(n, p) and g( } ) be the density
generator of X on (0, ). If we partition X as X=[
X (1)
X(2)] with X(i) a vector
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of ni components, i=1, 2, then &X(1)&p and &X(2)&p are independent if and
only if X1 , ..., Xn are i.i.d. with p.d.f. proportional to e&* |x|
p
, &<x<,
*>0.
Proof. (Sufficiency) The sufficiency part is trivial.
(Necessity) Assume that &X(1)&p and &X(2) &p are independent. Then
from (2.4) in the proof of Theorem 2.1, we have
(Y1 , Y2)=(&X(1) & pp , &X(2)&
2
2) =
d R p(R p1 , R
p
2 ),
where R p1 +R
p
2 =1, R
p
1 tBeta(n1 p ; n2 p) and (R p1 , R p2 ) is independent of
Rp. Hence,
Y1
Y2
=
d R p1
R p2
, Y1+Y2=R p
and Y1 Y2 and Y1+Y2 are independent. Then according to Lukacs (1956,
p. 208), Y1 and Y2 have gamma distributions with the same scale
parameters.
Let the p.d.f.s of Y1 and Y2 be given by
p( y1)=c1ya&11 e
&*y1, c1>0, a>0, *>0
and
p( y2)=c2 yb&12 e
&*y2, c2>0, b>0,
respectively. Then, because of the independence of Y1 and Y2 , we have
p( y1 , y2)=c1c2 ya&11 y
b&1
2 e
&*( y1+ y2), 0<yi<, i=1, 2.
On the other hand, from Theorem 2.1, we have
p( y1 , y2)=
2n1 n(1p)
pn1 (n1 p) 1 (n2 p)
yn1p&11 y
n2p&1
2 g( y1+ y2),
0<yi<, i=1, 2.
Therefore
c1c2ya&11 y
b&1
2 e
&*( y1+ y 2)=
2n1 n(1p)
pn1(n1 p) 1(n2 p)
yn1p&11 y
n2p&1
2 g( y1+ y2),
and
g( y1+ y2)=c3ya&n1p1 y
b&n2p
2 e
&*( y1+ y2),
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where
c3=
c1c2pn1 (n1 p) 1 (n2 p)
2n1 n(1p)
.
Thus, we must have a=n1 p, b=n2 p, so that
g( y1+ y2)=c3e&*( y 1+ y2), 0<yi<, i=1, 2.
Then the density generator of X is g(u)=c3e&u, 0<u<.
Therefore, the p.d.f. of X is
p(x1 , ..., xn)= g \ :
n
i=1
|xi | p+=c3e&* ni=1 |x i | p,
&<xi<, i=1, ..., n,
and consequently, Xi ’s and i.i.d. with p.d.f. proportional to e&* |x|
p
,
&<x<, *>0. K
If we take p=2 in the above theorem, we get the characterization result
of normality given by Anderson and Fang (1987). For the matrix variate
normal distribution see A. K. Gupta and Varga (1992).
The following result proves an invariance property of the S(n, p) family.
Theorem 2.3. If XtS +(n, p) and h : (0, )  (0, ) is a measurable
function, then Z=Xh(&X&p)tS +(n, p).
Proof. Since XtS+(n, p), according to Theorem 1.1 of A. K. Gupta
and Song (1996), we have X&X&p =
d
Un , X&X&p and &X&p are independent.
Hence,
Z
&Z&p
=
X
&X&p
(since h( } )>0)
=
d
Un
and Z&Z&p=X&X&p is independent of &Z&p due to the fact that &Z&p=
&X&ph(&X&p) is a function of &X&p only. Therefore
Z=&Z&p
Z
&Z&p
tS +(n, p),
by the definition of S +(n, p). K
Before we give another characterization result for p-generalized
normality, we first give two lemmas which will be used in the sequel.
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Lemma 2.1; Let X1 , X2 and X3 be three independent positive random
variables. Let Y1=X1 X3 and Y2=X2X3 . The necessary and sufficient
condition for Xi to be Gamma ( pi , a) (a-common, i=1, 2, 3) is that the joint
distribution of (Y1 , Y2) is the inverted bivariate beta distribution of the
second kind given by
1 ( p1+ p2+ p3)
>3i=1 1 ( pi)
y p1&11 y
p2&1
2
(1+ y1+ y2) p1+ p2+ p 3
, y1 , y2>0.
Proof. See Kotlarski (1967), Theorem 1, p. 73.
Lemma 2.2. Let X be a symmetrically distributed (about 0) random
variable. If |X|mtGamma(:, ;), then the density of X is proportional to
|x|m:&1 e&; |x|m, &<x<, a, b, m>0.
Proof. Let W=|X|mtGamma(:, ;) (:, ;>0). Then the p.d.f. of W is
p(w)=
;:w:&1e&;w
1 (:)
, w>0.
The transformation such that
w=|x| m={x
m,
(&x)m,
if x>0
if x<0
is a 1&2, transformation in (&, ) with the Jacobian J(x  x)=
m |x|m&1 in [x # R : x>0] and [x # R : x<0], respectively. Since X is
symmetric, the p.d.f. of X is
p(x)=
m;:
21(:)
|x|m:&1e&; |x|m, &<x<. K
Now, we are ready to prove the next result.
Theorem 2.4. Let X=(X1 , ..., Xn)$, n3, be a random vector with
independent components and h : (0, )  (0, ), be a measurable function. If
the random vector Z=Xh(&X&p)tS +(n, p), then X1 , ..., Xn are i.i.d. with
density function proportional to e&a |x|p, x # (&, ), a>0.
Proof. Let’s consider the joint distribution of the random vector
(XiXk , XjXk) for any i{j{k{i, i, j, k=1, 2, ..., n. Without loss of
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generality, we will take i=1, j=2, and k=3. Since Z=Xh(&X&p)t
S+(n, p), then (see A. K. Gupta and Song (1996)) we have
X
&X&p
=
Z
&Z&p
=
d
Un .
Define a new random vector Y=R(X&X&p), where R is a positive random
variable independent of X and the p.d.f. of R exists. Hence YtS(n, p) and
has a p.d.f. Then the subvector (Y1 , Y2 , Y3)=R(X1 , X2 , X3)&X&p has a
S(3, p) distribution and the density of (Y1 , Y2 , Y3) has the form
g( | y1 | p+| y2 | p+| y3 | p) for any ( y1 , y2 , y3) # R3.
Let U=X1 X3 and V=X2X3 , then for any (u, v) # R2, the joint c.d.f. of
(U, V) is given by
P {U=X1X3<u, V=
X2
X3
<v=
=P {Y1Y3<u,
Y2
Y3
<v=
=|
0
&
|

vy 3
|

uy 3
g( | y1 | p+| y2 |2+| y3 | p) dy1 dy2 dy3
+|

&
|
vy 3
&
|
uy3
&
g( | y1 | p+| y2 | p+| y3 | p) dy1 dy2 dy3 .
Consequently, the joint p.d.f. of (U, V) is
p(u, v)=2 |

0
y23g( y
p
3(1+|u|
p+|v| p)) dy3
=
2
p(1+|u| p+|v| p)3p |

0
t3p&1g(t) dt
(by letting t= y p(1+|u| p+|v| p)).
Then, 0 t
3p&1g(t) dt<. Hence,
p(u, v) B
1
(1+|u| p+|v| p)3p
, (u, v) # R2.
Now, let W1=|U| p and W2=|V| p. Then the joint p.d.f. of W1 and W2 is
given by
p(w1 , w2) B
w1p&11 w
1p&1
2
(1+w1+w2)3p
, (w1 , w2) # R2+ ,
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i.e., (W1 , W2)tID2(1p, 1p ; 1p), an inverted bivariate beta distribution.
But, W1=T1 T3 and W2=T2 T3 where Ti=|Wi | p, i=1, 2, 3, are
independent positive random variables. From Lemma 2.1, Ti t
Gamma(1p, a), for some a>0, i=1, 2, 3. Since X&X&p =
d
Un , we have
XtS(n, p) and hence Xi is symmetric, i=1, 2, 3. Finally using Lemma 2.2
with m= p, :=1p and ;=a, we can get the p.d.f. of Xi as
p(xi) B e&a |xi |
p
, &<xi<, i=1, 2, 3, a>0.
Similarly, we can show that the density of Xi is proportional to e&a |xi |
p
,
&<xi<, for i=1, 2, ..., n. This completes the proof. K
By letting h(u)=1 and h(u)=u, u # (0, ), in Theorem 2.4, respectively,
we have the following results.
Corollary 2.4.1. Let X=(X1 , ..., Xn)$, n3 be a random vector with
independent components and XtS +(n, p). Then X1 , X2 , ..., Xn are i.i.d. with
p.d.f. proportional to e&a |x|p, x # (&, ), a>0.
Corollary 2.4.2. Let X=(X1 , X2 , ..., Xn)$, n3 be a random vector
with independent components and X&X&p tS+(n, p). Then X1 , X2 , ..., Xn
are i.i.d. with p.d.f. proportional to e&a |x|p, x # (&, ), a>0.
The above proof assume n3. The theorem does not hold for n=2.
A counter-example to this effect has been given by Wesolowski (1992). It
may be noted that if p=2, Theorem 2.4 gives the characterization result of
normality; if p=1, the result in Theorem 2.4 reduces to a characterization
result of the Laplace distribution.
3. A LARGEST CHARACTERIZATION
The Lp-norm spherical distribution family has many nice properties
because of its structure shown in this paper. We would like to see if we
can find a bigger family that contains the family of Lp-norm spherical dis-
tributions. If this is true, then the nice properties of Lp-norm spherical
distributions might be extended to this bigger family. As it happens, the
answer is negative.
Let Y be an n-dimensional random vector. If we define the family of
distributions given by
F (Y)=[L(x) : X =d RY, R>0 is independent of Y], (3.1)
where X is an n-dimensional random vector with distribution L(x), then
Y is called the generating vector of the family F (Y).
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The representation (3.1) has been studied by Song and A. K. Gupta
(1996), and earlier by Andrews and Mallows (1974) and Fang and Bentler
(1991). The following families of multivariate distributions have this
configuration.
(i) Spherical distributions FS (Cambanis, Keener, and Simon
(1981)). Let Y=U*n , where U*n is uniformly distributed on the (L2-norm)
unit sphere in Rn, then the family FS=F (U*n) is the class of spherical
distributions.
(ii) Multivariate :-symmetric distributions F: (Cambanis, Huang,
and Simon (1983)). Let V=(V1 , ..., Vn)$ =
d U*n , W=(W1 , ..., Wn)$, where
ni=1 Wi=1 and (W1 , ..., Wn&1)tDn&1(12, ..., 12; 12), and V and W be
independent. If
Y=\ V1- W1 , ...,
Vn
- Wn+
$
,
then the family F:=F (Y) is the family of multivariate :-symmetric
distributions with :=1.
(iii) Multivariate Liouville distributions FL (R. D. Gupta and
Richards (1987)). Let Y=(Y1 , ..., Yn)$, where ni=1 Yi=1 and (Y1 , ..., Yn&1)$
tDn&1(:1 , ..., :n&1 ; :n). Then the family FL #F (Y) is called the multi-
variate Liouville distribution family.
Throughout this section, we write Z # F (Y) instead of L(z) # F (Y).
Now we give some basic properties of F (Y).
Lemma 3.1. Suppose R1 and R2 are two independent random variables, if
R1R2 =
d
1, then Ri =
d constant, i=1, 2.
Lemma 3.2. If Z # F (Y), then F (Z)F (Y).
Our family of multivariate distributions, having the representation (3.1),
is the family of Lp -norm spherical distributions. If we take Y=Un which
is uniformly distributed on the Lp-norm unit sphere in Rn, then the
corresponding family F (Un) is called the family of Lp-norm spherical
distributions and is denoted by FS(n, p) . The largest characterization of a
spherical distribution was given by Fang and Bentler (1991). Here the
largest characterization for FS(n, p) , the family of Lp-norm spherical
distributions, is shown in the next theorem.
Theorem 3.1. (1) There is no n-dimensional random vector V such that
FS(n, p) F (V) unless V =
d
Un , where c is a constant.
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(2) If XtS(n, p) and X # F (V) for some random vector V and
P[X=0]=0, then
F (V)FS(n, p) and VtS(n, p).
Proof. (1) Suppose there exists a random vector V such that FS(n, p)
F (V). Then F (Un)=FS(n, p) F (V), and Un # F (V). Hence, there
exists a random variable R>0, independent of V, such that
Un =
d RV. (3.2)
Accordingly, 1=&Un&p =
d R &V&p . Since R is independent of V, R is
independent of &V&p . Therefore from Lemma 3.1, we must have R =
d c, a
constant. From (3.2), we get Un =
d cV.
(2) Suppose there exists a random vector V such that X # F (V).
Then there exists a random variable R1>0, independent of V, such that
X =
d R1V. (3.3)
On the other hand, because XtS(n, p), there exists a random variable
R2>0, independent of Un , such that X =
d R2Un . Therefore,
V
&V&p
=
R1 V
R1 &V&p
=
d X
&X&p
(from (3.3))
=
d Un (see A. K. Gupta and Song (1996))
So,
V=&V&p
V
&V&p
=
d &V&p Un=RUn ,
where R=&V&p>0. Now there exists R* =
d R, independent of Un , such
that R*Un =
d RUn (see proof of Lemma 1, Fang and Bentler, 1991).
Hence, VtS(n, p) and V # FS(n, p) . Finally, from Lemma 3.3, we have
F (V)FS(n, p) . K
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