We present a generalization of a polynomial factorization algorithm that works with ideals in maximal orders of global function fields. The method presented in this paper is intrinsic in the sense that it does not depend on the embedding of the ring of polynomials into the Dedekind domain in question.
Introduction
Let R be a Dedekind domain. A fundamental and well known property of Dedekind domains is that every ideal a R has a unique factorization into a product of powers of prime ideals. There are cases when this factorization is algorithmically computable. For instance, if R = Z K is the ring of algebraic integers (i.e. the integral closure of Z) in some algebraic number field K = Q(ϑ), then a suitable algorithm can be found e.g. in [1, Algorithm 2.3.22] or [2, §2.2] . The algorithms can be adapted also to global function fields. They depend however on knowing an embedding of the ring of integers (or polynomials) into R. In this paper we discuss the problem of performing the computations intrinsically in the monoid of R-ideals without relaying on these embeddings. The procedure of factoring ideals, that we propose, resembles a method of factoring polynomials over finite fields. We show how to generalize known algorithms for polynomial factorization to make them work with ideals in maximal orders of global function fields. The ideal to be factored passes through a three-stage process: radical decomposition, distinct degree factorization and equal degree factorization. The aim of developing intrinsic methods is to construct algorithm that do not dependent on the particular structure of global fields and so have potential to be generalized to other rings.
Radical decomposition of ideals
Let R be a Dedekind domain and a R be an ideal in R. Assume that a factors into primes as
where p 1 , . . . , p s are distinct (and unknown) prime ideals and k 1 , . . . , k s > 0 their multiplicities. We may write a as a product analogous to a square-free factorization of a polynomial:
We shall call (2) the radical decomposition of the ideal a. The following operations are the basic building blocks for our first algorithm:
• given an ideal a compute its radical rad a,
• given two ideals a and b compute their sum a + b and the colon ideal (a : b) = {x | xb ⊆ a}.
We shall say that R is a ring with computable ideal arithmetic if all the three operations are computable for ideals of R. 
The ideal a i satisfy: a i = g i+1 · g 2 i+2 · · · g m−i m . 5: Finally we build the sequence (g 1 , . . . , g i ) as
Distinct degree factorization
Let k be a fixed finite field and let R = k[C] = k[X, Y ] / F . Given a radical ideal a R, consider its factorization into primes a = p 1 · · · p s .
Collate the primes with respect to their residual degrees setting
Consequently the ideal a may be expressed as a product a = h 1 · · · h m , where m := max{deg p | p divides a}.
We shall call (3) the distinct degree factorization of a.
Lemma 3.1 Denote a 1 := a. For every k ≥ 2, let h k be defined as above and set a k := (a k−1 : h k−1 ). Then h k is given by a formula h k = u k−1 + a k−1 , where u k is the ideal generated by x q k − x and y q k − y, where x, y are images in R of X, Y ∈ k[X, Y ]. Moreover the ideal u k is the product of all prime ideals whose degree divides k.
Algorithm 3.2 (Distinct degree factorization)
Given a radical a R we compute the distinct degree factorization as follows: After performing a radical decomposition and distinct degree factorization, we are left with a list of radical ideals such that each one is a product of primes all having the same (known) residual degree. We can deal with such ideals using a generalization of a classical Cantor-Zassenhaus algorithm. We shall first note the following fact. Based on these facts a randomized recursive algorithm, in a spirit of Cantor-Zassenhaus, for factoring radical ideals of constant residual degree is presented.
