Early stress recognition is of great relevance in precision plant protection. Pre-symptomatic water stress detection is of particular interest, ultimately helping to meet the challenge of "How to feed a hungry world?". Due to the climate change, this is of considerable political and public interest. Due to its large-scale and temporal nature, e.g., when monitoring plants using hyperspectral imaging, and the demand of physical meaning of the results, it presents unique computational problems in scale and interpretability. However, big data matrices over time also arise in several other real-life applications such as stock market monitoring where a business sector is characterized by the ups and downs of each of its companies per year or topic monitoring of document collections. Therefore, we consider the general problem of embedding data matrices into Euclidean space over time without making any assumption on the generating distribution of each matrix. To do so, we represent all data samples by means of convex combinations of only few extreme ones computable in linear time. On the simplex spanned by the extremes, there are then natural candidates for distributions inducing distances between and in turn embeddings of the data matrices. We evaluate our method across several domains, including synthetic, text, and financial data as well as a large-scale dataset on water stress detection in plants with more than 3 billion matrix entries. The results demonstrate that the embeddings are meaningful and fast to compute. The stress detection results were validated by a domain expert and conform to existing plant physiological knowledge.
Introduction
Facing a rapidly growing world population the challenge of "How to feed a hungry world?" is becoming more and Figure 1 : Who is suffering from drought stress? Plant A (upper row) or B (bottom row)? And, at which day can one detect it? Are there few spectra that explain the dispersion of senescence? These questions drove our main application where hyper-spectral images of Barley were taken at every 3-4 day resulting in 7 measurement days (MDs)(images from left to right; shown are the hyperspectral images/data cubes (640x640x120) transformed to RGB space (640x640x3). The blue box denotes the MD at which the symptoms typically become visible to the human eye. The red box denotes the MD at which our method can detect drought stress; about 1.5 weeks earlier. (Best viewed in color) more imminent. As a recent Nature editorial starts, "producing enough food for the world's population in 2050 will be easy. But doing it at an acceptable cost to the planet will depend on research into everything from high-tech seeds to low-tech farming practices" [11] . Although progress in plant breeding and agriculture has successfully increased crop production by doubling the yield per hectare in the past decades, the annual yield increase curve has recently been observed to stagnate. At the same time, the need for doubling cereal grain yield until 2050 has been identified [14] .
Accordingly, there is a dire need for crop cultivars with high yield and strong resistance against biotic and abiotic stresses. Due to climate change, drought stress tolerance is of utmost important. Stress resistance is the result of a complex web of interactions between the genotype and the environment leading to phenotypic expressions. Despite of rapid developments in plant molecular biology and molecular-based breeding techniques, the understanding of these complex interactions is still limited, and plant phenotyping has been identified as the main "bottleneck in basic plant science and plant breeding" [32] : Phenotyping by means of sensor tech-nologies involves the identification of relevant patterns in huge data sets of high-dimensional data with a demanding signal-to-noise ratio.
Hyper-spectral imaging provides a particularly promising approach to sensor-based phenotyping because hyper-spectral measurements were observed to contain early indicators of plant stress, see e.g. [24, 25] . In contrast to conventional cameras, which record only 3 wavelengths per pixel, hyper-spectral cameras record a spectrum of several hundred wavelengths ranging from approximately 300nm to 2500nm resulting in big data cubes. These spectra contain information as to changes of the pigment composition of leaves which are the result of metabolic processes involved in plant responses to biotic or abiotic stresses. It has been shown that a classification of hyper-spectral signatures using SVMs allows for predicting biotic stress before symptoms become visible to the human eye, see e.g. [27, 26] . In these studies, however, labeled data were available, which is not the case in many other circumstances such as the study in the present paper. Actually, recorded image spectra are seldom annotated, as even stressed plants show only local signs of stress and it is not known whether a single leave is affected by the stressor or if it is still healthy. Moreover, until now most studies in this area were focused on evaluating only a few wavelengths for one or two hyper-spectral images. The amount of phenotyping data produced, however, easily grows into TeraBytes if several plants are monitored over time as it is the case in the present paper. Finally, in order to optimally use dispersions models, it is desirable to obtain results and models, which can be intuitively interpreted by researchers who are not data mining experts. Thus, the main goal of plant phenotyping -the identification of phenotypic features and complex traits which are relevant for stress resistance and to understand the underlying causal networks in the interaction between genotype and environment -poses important and challenging problems for data mining: (R) easy-to-interpret, unsupervised data mining solutions for massive and high dimensional data over time that scale at most linearly with the amount of data.
Our main contribution is to show that we can actually meet (R) and in turn advance plant phenotyping using recent interpretable matrix-factorizations techniques. In general, (R) makes it difficult -if not impossible -to use prominent statistical classification or clustering techniques such as kMeans, (convex) NMF, NMF with volume constraints (see e.g. [21, 29, 2] and references in there), and SVMs, which typically scale at least quadratically with the amount of data if no form of approximation is used that is often accompanied by information loss, may require label information, and/or do not provide easy-to-interpret features/models; they typically produce features that are mathematical abstractions computable for any data matrix. As Mahoney and Drineas argue, "they are not 'things' with a 'physical' reality" [20] . Moreover, plant phenotyping using hyperspectral imaging is only one example of an application domain where input objects are best described by multiple samples gathered in data matrix, so to say by "clouds". As already noted by others, see the works by David and Dhillon [9] and by Sakurai et al. [28] and references in there, such data can actually arise in several domains, for example, market segmentation, anomaly/fraud detection, statistical debugging, or in stock market monitoring, as considered in the present paper, where a business sector is characterized by the ups and downs of each of its companies per year. Therefore, we consider the general problem of embedding data matrices into Euclidean space without making any assumption on the generating distribution of each matrix. Specifically, we introduce a novel data mining approach, called simplex traces, that meets (R). Simplex traces employ recent linear time, interpretable matrix factorization approaches to represent the data matrix by means of convex combinations of only few extreme data samples across all matrices and time steps. This new representation allows one to reparameterize each data matrix as a distribution on the simplex spanned by these extreme data samples. The benefits of doing so are twofold:
• We have imposed distributions without making any assumption on the true generating distribution of each input data matrix. Indeed, if we were focusing e.g. on hyper spectral images only, local features evaluated at certain keypoints could be used, see e.g. [23] . However, it is unclear how to generalize these approaches to other domains since they assume that the data are images and make assumptions on the underlying data distribution. Likewise, Davis and Dhillon [9] assume Gaussians as underlying data distribution, which may not be true in an application domain at hand.
• In contrast to histogram-based approaches as e.g. proposed by Sakurai et al. [28] , one can perform probabilistic inference to quantify the "impact" of extremes on a dispersion model over time. Or, one can quantify the "distance" between two data matrices in an information theoretic manner and in turn embed them into Euclidean space over time. This leaves simplex traces, i.e., footprints of each plant.
We evaluated simplex traces across several domains, including synthetic data, financial data, text data, and an application to plant phenotyping, the study of drought stress development in plants, cf. Fig. 1 . The introduction of the latter application to the data mining community itself is a major contribution. The resulting plant traces are shown in Fig. 2 . The extreme spectra (see experimental section) were validated by a domain expert and their impact over time in the senescence dispersion model conform existing plant physiological knowledge. This is a major result in the application domain itself and demonstrates that simplex traces are indeed meaningful for early detection of drought stress. To the best of our knowledge, this is the first application of general massive matrix factorization techniques to early drought stress detection. Visualizations of this kind have great potential as they provide better insights into early stress reactions and to identify the most relevant moment when biologists have to gather samples for invasive, molecular examinations.
We proceed as follows. We start off by reviewing interpretable matrix factorization with a focus on Simplex Volume Maximization. Then, we introduce simplex traces. Before concluding, we present our extensive experimental evaluation.
Interpretable Matrix Factorization
Low-rank approximations of data matrices have become an important tool in data mining. They allow for embedding high dimensional data in lower dimensional spaces and can therefore mitigate effects due to noise, uncover latent relations, or facilitate further processing and ultimately help finding patterns in the data set distribution. A well known low-rank approximation approach consists in truncating the Singular Value Decomposition (SVD), which expresses the data in terms of linear combinations of the top singular vectors. While these basis vectors are optimal in a statistical sense, the SVD has been criticized for it less faithful to the nature of the data at hand. For instance, if the data are sparse the compressed representations are usually dense which leads to inefficient representations. Or, if the data consists entirely of non-negative vectors, there is no guarantee for an SVD-based low-dimensional embedding to maintain non-negativity. However, the data mining practitioner -as in our applicationoften tends to assign a "physical" meaning to the resulting singular components. Such reification must be based on an intimate knowledge of the application domain and cannot be justified from mathematics. This also holds for other techniques such as NMF, kMeans, and sub-space clustering.
A way of circumventing these problems consists in computing low-rank approximations from selected columns of a data matrix [16] as sketched in the vanilla "interpretable" matrix factorization Alg. 1. Corresponding approaches yield naturally interpretable results, since they embed the data in lower dimensional spaces whose basis vectors correspond to actual data points. They are guaranteed to preserve properties such as sparseness or non-negativity and enjoy increasing popularity in the data mining community [12, 13, 17, 20, 31, 35] with important applications to fraud detection, fMRI segmentation, collaborative filtering, and co-clustering.
But how do we select columns in Line 1? A prominent approach is based on the statistical leverage score [31, 20] . We first compute the top-k right/left singular vectors V k×n of X. Then, the statistical leverage score π i for a particular column i is computed by summing over the rows of the singular vectors, i.e.
The scores π i form a probability distribution over the columns, and we essentially select columns using that score as an importance sampling probability distribution. Thereby, columns which capture the dominant part of the spectrum of X are preferred and assigned a higher importance score/probability, cf. [20] . As an alternative, it was shown that a good subset of columns maximize their volume [5, 15] . That is we maximize the volume of the parallelepiped (the value of the determinant det W) spanned by the columns of W. Given a matrix X m×n , we select c of its columns s.t. the volume V ol(W m×c ) = |det W| is maximized, where W m×c contains the selected columns. The criterion, however, is provably NP-hard [5] . A recent approximation, called Simplex Volume Maximization was recently introduced by Thurau et al. [35] and empirically proven to be quite successful. For a subset W of c columns from X, let ∆(W) denote the c−1-dimensional simplex formed by the columns in W. Now, the volume of the c-simplex
2 c (c!) 2 and det A is the so-called CayleyMenger determinant [3] that essentially only involves the squared distance d 2 i,j between the vertices i and j (or columns i and j of W), see [3, 35] for details. As Thurau et al. have shown, since the distance geometric formulations is entirely based on vector norms and edge lengths, it allows for the development of an efficient greedy algorithm.
Specifically, finding a globally optimal subset W that maximizes the volume requires the computation of all pairwise distances among the columns in W. For large data sets, this is ill-advised as it scales quadratically with the number n of data points. To arrive at an iterative, approximative O(cn) procedure, Thurau et al. proceed greedily: Given a simplex S consisting of k −1 vertices, we seek a new vertex x π ∈ X such that x π = arg max k Vol(S ∪ x k ) 2 . Thurau et al. have shown that this leads to the following heuristic
that locally increases the volume of the simplex in each iteration. Simplex Volume Maximization (SiVM) is illustrated in Fig. 3 and summarized in Alg. 2. For the
Input: Matrix X ∈ R m×n , integer c, interger l 1 Randomly select r from 1, 2, . . . , n; 2 z = arg maxj d(X * ,r, X * ,j);
Λi,j;
19 Return W ∈ R m×k first data point to select, we simply take the two points, which are most likely furthest away from each other. In later iterations, we select points in lines 9-18. Pairwise distances computed in one iterations can be reused in later iterations so that, for retrieving c columns, we need to compute distances from the last selected column to all other data points exactly c + 1 times.
As c is constant, we have an overall running time of O(n). Finally, we note that SiVM is more efficient than other deterministic methods as it supersedes the need for expensive projections of the data. Nevertheless, it aims for solutions that are similar to a greedy algorithm due to Civril and Magdon-Ismail [6] as the projection and orthogonality constraint is implicitly part of the distance geometric objective function. To summarize, SiVM can be used for realizing Line 1 in Alg. 1 in O(cn) time. Then we compute the coefficients H in Line 2 by solving constrained quadratic programs [4] . This is O(cn) = \ since c is a constant.
Simplex Traces
Scientists working on plant phenotyping regularly confront the problem of finding meaningful patterns hidden in their high-dimensional, temporal observations. Reconsider our application, namely early detection of drought stress. Here, hyper-spectral images of 10 plants were taken at 7 different days. Each image results in a data matrix with about 49 Million entries; in total we have about 3.3 Billion entries. And, today's "large" is certainly tomorrow's "medium" and next week's From left to right, we determine a set of extreme points to represent the data using convex combinations. The coefficients in H are non-negative and sum to one. Hence, we can view them as samples from a distribution over the induced simplex. (Best viewed in color) "small". Recently, we have gathered data about 12 additional plants measured everyday over three weeks. That is data of about 12 Billion matrix entries. So, how can we find easy-to-interpret patterns in these sequences of massive data matrices? More formally, how can we quickly find patterns in k sequences X k t t of large data matrices X k t over time t = 1, 2, . . . , T ? Unfortunately, classical unconstrained matrix factorizations confront us with the difficulty of characterizing sophisticated patterns of data point distributions in a unified parametric and interpretable form. This is generally intractable [36] . In contrast, when mapping the data points onto a simplex spanned by extreme data points, there are natural parametric distributions on the simplex such as the Dirichlet or the logistic-normal that indeed exhibit such flexibility and in turn allows one to identify aggregation patterns of data points per time step and over time.
In a nutshell, we first select extreme columns on the horizontal stack Z of all data matrices X j t , i.e., Z := X
In doing so, we capture global dependencies as we represent the complete data by means of convex combinations H Z of extreme data points C Z selected across all time steps. In our plant phenotyping application, for instance, we viewed each hyper-spectral image of resolution 640x640x120 as a matrix of 640x640 columns and 120 rows. Thus, Z consisted of about 29 Million columns that are the spectra consisting of 120 wavelengths. Then, on the simplex spanned by the extreme points C Z , we estimate distributions P j t over all reconstructions H j t per time step and plant. This captures local dependencies. Finally, we embed data matrices into Euclidean space over time using distance induced by the distributions. This captures temporal patterns across the X j t , i.e., it leaves footprints of each plant over time in space. This is summarized in Alg. 3 and resides on the idea of employing distributions over the reconstructions of "extreme point" matrix fac- torization that has not been considered in the literature.
Let us now discuss each major step in turn.
From Reconstructions to Distributions
(Lines 3-6) Assume that we have factorized a matrix using few extreme columns, lines 1-2. The resulting reconstructions H are proportions describing the relative contributions of each of the c columns to the whole that sum to one. From a geometric point of view, they can be considered as data points residing in a simplex spanned by W on which we can estimate a probability distribution, cf. Fig. 4 . Here, we advocate two distributions. . The popularity of the Dirichlet distributions is due to several convenient properties. Here, we only note that the marginal distribution of the j-th reconstruction dimension h j follows a Beta distribution Dir(α j , S(α) − α j ) so that the expected value of the jth reconstruction dimension is µ j = E[α j ] = α j /S(α) . To estimate the parameters α from the reconstructions one can follow a maximum-likelihood approach. The exact details are not important for the present paper and we refer to [22] .
Alternatively, we can also employ a logistic normal distribution over a simplex as e.g. proposed by Aitchison [1] . Here, we actually follow a closely related but simpler approach also due to Aitchison, namely that of so-called logratio transformations. The idea is to transform the reconstructions from the simplex sample space to the Euclidean space. In the transformed space, we can then use any standard multivariate method such as estimating multivariate Gaussian distributions Normal(µ, Σ) with mean µ and covariance matrix Σ. Specifically, we employ the additive logratio transformation (alr) since it results in non-singular covariance matrices assuming all h j i s to be positive. The alr is defined as
and its inverse as
Using the estimated Normal(µ, Σ), the expected value of the j-th reconstruction dimension corresponds to alr −1 (µ). Why is this Gaussian distribution in the transformed space a good alternative to Dirichlets? Under a Dirichlet, the components of the proportions vector are nearly independent. This leads to the strong and unrealistic modeling assumption that the presence of one extreme point is not correlated with the presence of another. The alr together with Gaussian distributions overcome this problem and may provide a richer view on the interactions of selected columns. We note, however, that the dimension of Euclidean space is now n − 1 as we use the last extreme point found by SiVM for the transformation. This is sensible since one can expect that it carries the least information.
From Distributions to Traces (Lines 7-8)
What do we gain by having distributions on the simplex? In general, it opens the door to statistical data mining at massive scale. Here, we demonstrate this for exploratory data analysis. For this and in particular for visualization, embeddings of objects in a lowdimensional Euclidean space are especially valuable by providing easily interpretable representations of the relationships among objects. Probably the most classical examples are multidimensional scaling (MDS) [7] and IsoMap [33] . Whereas MDS uses pairwise distances D i,j only to find an embedding that preserves the interpoint distances, IsoMap first creates a graph G by connecting each object to l of its neighbors, and then uses distances of paths in the graph for embedding using MDS. Here, we strike a middle ground taking the temporal relations among plant images into account. Before doing so, we first introduce a distance metric among Dirichlets.
A distance metric between two distributions on a simplex could be defined in various ways. In this paper, we advocate the Bhattacharyya distance that is commonly used in data mining to measure the similarity of two probability distributions [18] . It is computed by integrating the square root of the product of two distributions. So, for Dirichlets, we arrive at D(α, α ) = = log Γ(S(α + α )) + 1 2
Note that we have employed the logarithmic form of probabilistic distances which employs the log-gamma function. This avoids numerical overflows produced by Γ if its argument comes near the value 171, using double precision floating point numbers. Especially if the variance of the provided samples is small this threshold is easily reached.
For the alr approach, we arrive at the Bhattacharyya distance for multivariate Gaussian distribu-
where |Σ| denotes the determinant of the covariance matrix Σ, andΣ = 1 2 (Σ + Σ ). To finally compute the Euclidean embedding, we essentially follow the idea underlying IsoMap. Since we seek coordinates that also explain the temporal dependencies among the distributions, we define the graph G between the distributions/data matrices by connecting two distributions/data matrices if they belong to the same time slice or to the same entity, say plant, but at consecutive days.
This essentially completes the derivation of simplex traces. However, we are typically not only interested in computing traces but also in gaining insights into the underlying process. In the plant phenotype application, for instance, we would like to know those "extreme" spectra that are most relevant for forming a model of dispersion. Indeed, SiVM automatically provides us with a ranking of the selected columns with respect to the simplex volume: the earlier a column is selected the more it contributes to the volume. However, this measure neglects any knowledge provided by the distributions. They actually allow one to select informative columns in an information-theoretic way.
Automatically
Selecting Informative Columns To select c informative columns, we first select k > c candidate columns C using SiVM. Then, estimate our favorite simplex distribution on the reconstructions, and starting from an empty set of columns, Figure 5 : Simplex traces using 3 selected columns on a synthetic data sets generated by two moving Gaussians.
(1) The two moving Gaussian (green and purple) where the brightness encodes time (the darker, the later).
(2) Simplex distributions (using Dirichlets) estimated over time. The distributions move along different edges of the simplex spanned (upper row green, lower row purple). This is also reflected in the resulting traces using Bhattacharyya distances computed between (3) simplex distributions, (4) Gaussian distributions, and Kolmogorov-Smirnov distances between (5) 
histograms. (Best viewed in color)
A = ∅, greedily add columns y ∈ C \ A until |A| = c. A good greedy rule used in many other applications is to add the column that we are most uncertain about given the columns selected thus far. In our context, this means we select columns that are involved in most reconstructions. This is nicely captured by the entropy H. For Dirichlets, this is H(α)
For the alr approach using a multivariate Gaussian Normal(µ, Σ) this is H(µ, Σ) = 0.5 log (2πe) k |Σ| Now, we select in each iteration the y with the highest gain H(A ∪ {y}) − H(A). We continue selecting columns until |A| = c. Indeed, we may also maximize the mutual information of a candidate to the already selected ones. In general this is NP-complete, however, the greedy approximation is within (1 − 1/e) of the optimum, approximately 63% of the optimal selection, see [19] . In our experiments, however, we have not seen any major differences to using entropy. Actually, major differences should only occur in the over-complete case, i.e., when selecting more columns than there are rows.
Experimental Evaluation
Our main intention here is to investigate whether (Q1) simplex distributions can be used to discover useful patterns in data matrices evolving over time. For this, our main experiment is the use of simplex traces to detect patterns of drought stress development from hyperspectral images. Next to this, we investigate the following questions: (Q2) When estimating simplex distributions, is it beneficial to maximize the volume of the simplex spanned compared to other approaches to interpretable matrix factorization such as selecting columns based on statistical leverage? (Q3) Are simplex traces useful across several domains with different data distributions? (Q4) Do simplex traces scale well to massive data matrices?
To this aim, we implemented simplex traces in Python. For all experiments we used the Euclidean distance within SiVM if not otherwise stated. We also conducted experiments with other interpretable matrix factorizations, namely the greedy algorithm due to Civril and Magdon-Ismail [6] and Archetypal Analysis [8] . However, they did not finish in reasonable time. This is in line with the results of a recent, exhaustive empirical study Thurau et al. conducted in the context of CUR matrix factorization [34] . This also holds for non-interpretable approaches such as SVD, kMeans, and NMF when we do not subsample the data.
Q2, Q3: Synthetic Traces using Dirichlets
In our first experiment, we computed simplex traces using 3 selected columns on a synthetic data sets of moving Gaussians, see Fig. 5 . Both Gaussians start in the upper left corner (1) . Then, the red one moves in L-shape to the bottom right corner, and the blue one moves first to the mid bottom and then to the bottom left corner. Each Gaussian was evaluated at 16 positions sampling 100 data points. As one can see, the estimated simplex distributions using Dirichlets capture this well (2); they move along different edges of the simplex spanned. The resulting traces capture the different movement pattern (3) . We omit here the results of the alr approach since it produced similar traces. Actually the simplex distributions resp. traces capture the same information as the original data distribution. (4) shows the traces using directly the original Gaussians. In contrast, using histograms can lead to poor results (5) .
Using the same experimental setup, we also investigated the benefits of using SiVM for estimating sim- plex distributions compared to other interpretable matrix factorization approaches. Fig. 6 summarizes the results. As one can see (1), the simplex spanned by the columns selected using SiVM covers significantly more data points than those using statistical leverage resp. random sampling. Thus, SiVM finds simplices that enclose more data points then the other methods. This is also confirmed by our next experiments. Here, we randomly sampled an increasing number of data points from a spherical Gaussian. Then we computed the volume of the simplex spanned as well as the entropy of the simplex distributions estimated from the resulting reconstructions. Indeed, SiVM's volumes were significantly larger (2) . Consequently, it covers the data points better and in turn all selected columns are relevant when reconstructing the data points. Therefore, the entropy of the estimated simplex distributions were also higher than for statistical leverage resp. random selection (3). Moreover, on the same data, the Frobenius errors of the reconstructions were smaller (4). This shows that randomized matrix factorization approaches such as statistical leverage [31, 20] are not well suited for estimating simplex distributions since they do not identify extreme columns. Consequently, it is difficult -if not impossible -to justify estimating simplex distributions using them. This also holds for non-interpretable approaches such as SVD, kMeans, and NMF.
Q3: NIPS Traces using Dirichlets
We considered the NIPS-12 dataset 1 with 1740 documents, 13649 unique words and 2301375 terms. To compute the traces, we grouped all documents into two classes "Algorithms and Learning", "Applications and Neurobiology" after excluding all documents which were "uncategorized". The traces of the resulting matrices over 1 http://www.arbylon.net/resources.html time are shown in Fig. 7 . First both groups of papers approach each other. Then, however, they start to converge again. This actually reflects what is written in the NIPS Wikipedia article 2 : "Papers in early NIPS proceedings tended to use neural networks as a tool for understanding how the human brain works, which attracted researchers with interests in biological learning systems as well as those interested in artificial learning systems. Since then, the biological and artificial systems research streams have diverged, and recent NIPS proceedings are dominated by papers on machine learning, artificial intelligence and statistics, although computational neuroscience remains an aspect of the conference."
Q3: Financial Traces using Dirichlets
Inspired by Doyle and Elkan [10] , we applied simplex traces to financial data to obtain a alternative view of economic networks than that supplied by traditional economic statistics. The financial crisis 2008/2009 illustrates a critical need for new and fundamental understandings of the structure and dynamics of economic networks [30] .
We computed simplex traces on stock price changes of industrial sectors from the S&P 500 as listed on Yahoo! Financial. Specifically, our dataset consists of about 10 years worth of trading data from January 2000 to March 2011. The price of a stock may rise or fall by some percent on each day. We recorded the daily ups and downs for about 6 consecutive months (columns) for all stocks (rows) into a single data matrix per sector. The traces produced are shown in Fig. 8 . As one can see, the financial crises in 2008/2009 had impact on all sectors. The financial sector seems to behave the most differently. 4.4 Q1,Q4: Plant Traces using ALR In our main experiment, drought stress was applied to barley cultivar Scarlett. Hyperspectral images of the 5 stressed and 5 control Barleys were taken with a resolution of 640x640 pixels, where each pixel is a vector with 120 recorded wavelengths from the range of 394-891nm with 4nm spectral resolution, using the SOC-700 hyperspectral imaging system [24] , manufactured by Surface Optics. Because the monitoring started with the flowering time of Barley, both the control and stressed Barleys developed senescent leaves. The task was to detect which plants where applied to drought stress at the earliest possible date, before symptoms were visible, and to visualize stress dispersion within the plants. For this, measurements were done every 3-4 days, resulting in 7 measurements for 10 plants. 5 control plants grew in a fully water capacity of the substrate conditions while the 5 stressed plants were exposed to 50% water supply reduction (at BBCH 30). This gave us 70 data cubes of resolution 640x640x120. We transform each cube into a dense 'pixel x spectra' matrix. This resulted in 70 data matrices of resolution 120x409,600. Stacking them horizontally together resulted in a dense data matrix with about 3.5 Billion entries.
SiVM distance: In order to estimate traces, we had to decide on the distance used when running SiVM. We viewed each column, i.e., each hyper-spectral signature as an unnormalized histogram h i . Inspired by the well-known Kolmogorov-Smirnov distance between two empirical distributions, we then replaced each h i by its cumulative distribution c resp. to the mass of h i ,
For the reconstructions per day, to stay close to the Kolmogorov-Smirnov distance, we normalized the selected columns -recall that they are now cumulative distributions -and the columns per day by the mean of all masses of that day and used the Euclidean norm.
Traces On the matrix consisting of the preprocessed c j s, we then ran SiVM using this distance, selected 25 columns, and then estimated simplex distributions on on the reconstructions as described. Our expert visually inspected the selected columns/signature and excluded every biologically implausible signature such as almost flat signatures close to zero or signatures with too high values. This can be done since they are actual signatures observed in reality. This left us with 10 selected columns. From them, we selected the five most informative ones. Finally, we embedded the resulting simplex distributions into Euclidean space. The resulting traces using the alr approach were already shown in Fig. 2 . To compare them to Dirichlet traces, we show them in Fig. 9 again. Clearly, after the third measurement day, stressed Barleys start to leave significantly different traces in the Euclidean space. This is about 1.5 weeks earlier than by visual inspection. Since this effect is more pronounced when using the alr approach, we omitted the Dirichlets from further considerations.
Analysis of Dispersion We then inspected the dispersion model in more details. Our domain expert visually inspected the corresponding pixels of the selected columns; this can be done since each selected column is an actually data points. Our domain expert grouped the spectra into two groups "green" and "red", cf. Fig. 10(2) . We then computed the averaged expected probability of each group using the simplex distribution. That is we computed the inverse alr transformation of the mean predicted by the multivariate Gaussian projected on the selected columns/spectra. Then we summed the corresponding values. This gives the expected probability that of one the spectra in the both groups is used to represent a randomly chosen spectrum of the plant (note that they do not have to sum up to one since we have omitted the probability mass of the other spectra). Fig. 10(3) shows both probabilities evolving over time for both the control and the stressed plants. As one can see, their proportion significantly changes after measurement day 3 for stressed compared to control plants. This is also supported by the "zoomed-in" view provided by the Hinton diagram in Fig. 10(4) . Consequently, we can identify all "red" spectra as "dry out" spots. Since the the dispersion of senescence within the control group is different in this time, we conclude that the "green" spectrum represents "healthy" leave spots. Plant physiologically this is plausible. Many of the wavelengths in the visible spectrum from 400 to 700 nm are mainly influenced by the content of pigments. These symptoms do not become visible to the human eye; compare e.g. the 2nd and 3rd image in the second row of Fig. 10(1) .
However, we can do even better. Recall that the selected columns are actual spectra. That is we can check the corresponding pixels in the hyperspectral images. After doing so, our domain expert identified two of the selected spectra as background pixels. When excluding both of them from consideration, the discrimination between control and stressed plants becomes more pronounced but not significantly different. Thus, the simplex traces indeed captured an accelerated senescence in the stressed plants and can actually detect drought stress well before symptoms become visible to the human eye, namely after day 2. This is about 1.5 weeks before the symptoms become visually apparent; this was at measurement day 6.
Computation time Overall it took 39 hours to compute the traces on a single core machine. Most of the time was spend on computing the reconstructions, namely 85.8%. Since this step can easily be parallelized, we rerun the reconstructions on a 10 machines cluster, each with 8-cores. This reduced the overall running time from 39 hours to about 6 hours. Now, most time was spend on selecting columns. Note that SiVM can also be parallelized as it only involves basic distance computations. This means, transferring results obtained from different experiments: exploratory plant phenotyping can be done in just about 30 minutes.
Finally, we considered computing plant traces on a Fig. 10 . Now, however, our domain expert has excluded the two blue spectra. In turned out by visual inspection of the corresponding pixels that they denote background pixels. The overall take-away is not changing but the results are more pronounced. (Best viewed in color) randomly reduced dataset. We randomly sampled 5% of the spectra per plant and day. On this dataset, we computed simplex traces. The results of four reruns are shown in Fig. 12 . As one can see, they are indeed very similar to the traces using all data. However, in three out of the four cases, the traces on the subsampled datasets placed MD 4 of controlled and stressed plants too close to each other so that were no significant differences. This shows that selecting good columns from all data at hand is crucial for this task. Moreover, plant physiologists often do not get used to the idea of throwing away information and actually do no trust the results of sample-based methods. Thus, an informative matrix factorization approach that scales linearly in time with the number of spectra is beneficial.
To summarize, all experimental results together clearly show that we can answer questions (Q1)-(Q4) affirmatively.
Conclusions
Early stress recognition is of great relevance in precision plant protection. Pre-symptomatic water stress detection is of particular interest, ultimately helping to meet the challenge of "How to feed a hungry world?". In this context, hyper-spectral image sensors are an established, sophisticated method for early stress detection in high spatial and temporal resolution. However, they gather massive, high dimensional data cubes over time, which together with the demand of physical meaning of the data mining results present unique computational problems in scale and interpretability. Motivated by this, we have introduced a general framework, called simplex traces, for embedding data matrices over time without making any assumption on the true generating distribution of each input data matrix. We have demonstrated the use of simplex traces across several domains, including synthetic data, financial data, text data and a large-scale plant phenotyping application. The results show that the traces are meaningful and fast to compute. In particular, the plant phenotyping results conform to existing plant physiological knowledge and are an encouraging sign that, using latest data mining technology, fast plant phenotyping may not be insurmountable.
Our work provides several interesting avenues for future work. One should develop mixtures of simplex distributions, (semi-)supervised versions, and extensions that condition the simplex distributions on a time-varying log-linear model. The latter ones, for instance, would allow one to predict future drought stress levels or topics in document collections.
