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Abstract
In the literature on regularization, many diﬀerent parameter choice methods have been
proposed in both deterministic and stochastic settings. However, based on the available
information, it is not always easy to know how well a particular method will perform
in a given situation and how it compares to other methods. This paper reviews most
of the existing parameter choice methods, and evaluates and compares them in a large
simulation study for spectral cut-oﬀ and Tikhonov regularization. The test cases cover
a wide range of linear inverse problems with both white and colored stochastic noise.
The results show some marked diﬀerences between the methods, in particular, in their
stability with respect to the noise and its type. We conclude with a table of properties
of the methods and a summary of the simulation results, from which we identify the best
methods.
Key words: ill-posed problem, inverse problem, regularization parameter, spectral
cut-oﬀ, Tikhonov regularization, truncated singular value decomposition
2000 MSC: 65J20, 65J22, 62H12
1. Introduction
Consider the linear inverse problem
Ax = y, (1)
where A is a linear compact operator mapping between two separable Hilbert spaces X
and Y. In practical situations, only a noisy version yδ of y is available as data. Because
of the compactness of A, solving (1) for x is unstable, and one needs to regularize the
problem to obtain a reasonable approximate solution [41].
The two most popular regularization methods are spectral cut-oﬀ regularization (also
called truncated singular value decomposition) and Tikhonov regularization (also called
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ridge regression or Wiener ﬁltering in certain contexts). For both regularization methods,
the choice of the regularization parameter is crucial to yield a good solution.
Over the last four decades, many quite diﬀerent methods for choosing this parameter
have been proposed. Most of these methods have been developed with some analytical
justiﬁcation, but this is usually conﬁned to a particular framework, e.g. deterministic
error, and under certain conditions. Therefore, it may not be known how the method
performs in all practical situations and under general conditions.
Considering the number of parameter choice methods, there are relatively few com-
parative studies of them [1, 3, 9, 29, 45, 60, 63, 67, 89, 101, 113, 125, 131, 141], [71, chap.
7]. Although the existing studies are useful, most of them are fairly limited in terms
of the detail of the assessments, the number of methods compared and/or the breadth
of the problems considered. Furthermore, they do not consider all of the more recent
methods that have been developed.
This paper aims to provide a comprehensive and up-to-date comparative study of
parameter choice methods for spectral cut-oﬀ and Tikhonov regularization. We will
review most of the existing methods, from both deterministic and stochastic settings,
and make practical and objective comparisons through a large simulation study. To
achieve this, we use a set of synthetic test problems that models a wide range of practical
problems. These problems make a more objective test platform than the subjective
choices usually made in previous studies. They also allow quick computation, so a large
number of replicates are used to assess each parameter choice method. In particular, we
investigate the variability (displayed graphically) of each method both for white noise
and for colored noise of unknown color.
There are some connections between our study and the recent work of Palm [113] (see
also [60]). This work discusses a number of parameter choice methods, with reﬁnements,
in a deterministic framework for several regularization methods, including spectral cut-
oﬀ, Tikhonov regularization, Landweber iteration and conjugate gradient type methods.
For numerical comparisons, it uses the diﬀerent set of (subjective) test problems from
Hansen [70], but, as discussed in Section 5, some similar conclusions are made about the
performance of the methods that are in common.
However, our paper has a somewhat diﬀerent focus. It is intended to give practi-
tioners important guidelines on both the selection and implementation of an appropriate
parameter choice method for their problem. It combines an exhaustive overview of the
current state of the art with a solid foundation of experiments comparing the perfor-
mance and stability of the methods. The experiments and detailed graphical reports are
designed to have a predictive capacity, so that a practitioner can see how each method
will perform in a situation close to their own.
The paper is organized as follows. In Section 2, we give a brief overview of the
diﬀerent frameworks for regularization of linear inverse problems, with the notation that
will be used. Section 3 describes our evaluation process and the design of our simulation
experiments, which includes the generation of A and x in (1) and the noise in yδ. In
Section 4, we give a short description of each parameter choice method and its properties,
including extensions to other regularization methods, and then present the simulation
results with comments. Finally, Section 5 provides summaries of the properties and
simulation results for all the methods and makes conclusions about their performance.
For ease of reference, we list below the subsections for the 20 parameter choice meth-
ods that are considered (including ﬁve methods in Sections 4.5 and 4.6) with, in brackets,
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some other names used in the literature. In most cases, the names we use are the descrip-
tive names originally given to the methods. However, in a few cases, there was no original
name, and, to achieve consistency in the naming, we have chosen an appropriate name
reﬂecting the basis of the method (rather than using the authors’ name(s)). Section 4.18
lists some other methods that, for certain reasons, are not assessed.
4.1. Discrepancy principle
4.2. Transformed discrepancy principle
4.3. Modiﬁed discrepancy principle (Raus–Gfrerer rule, minimum bound method)
4.4. Monotone error rule
4.5. Balancing principle, balancing principle (white), fast balancing principle
4.6. Hardened balancing principle, hardened balancing principle (white)
4.7. Quasi-optimality criterion
4.8. L-curve method
4.9. Modiﬁed discrepancy partner rule (Hanke–Raus rule)
4.10. Extrapolated error method
4.11. Normalized cumulative periodogram method
4.12. Residual method
4.13. Generalized maximum likelihood
4.14. Generalized cross-validation
4.15. Robust generalized cross-validation
4.16. Strong robust GCV
4.17. Modiﬁed generalized cross-validation
2. Preliminaries
In practice, an inverse problem is often discretized (either as the model or for com-
putation) and/or only a ﬁnite set of discrete data is available. Using equation (1), we
will consider the following three cases in one common framework:
Case C1. Inﬁnite dimensional situation, where A is a compact linear operator mapping
between two separable Hilbert spaces X and Y.
Case C2. Finite dimensional situation, where A is a matrix with large condition number
mapping between X = Rp and Y = Rm, where p ≤ m. Assume that rankA = p. This
case is often called a discrete ill-posed problem.
Case C3. Discrete data situation, where the underlying problem A∞x = y is still inﬁnite
dimensional, but we only have measurements yi = y(ti) at the m points ti, i = 1,...,m.
In this case, we deﬁne A to be the ﬁnite rank operator between X and Y = Rm with
(Ax)i = A∞x(ti), i = 1,...,m, so Ax = y ∈ Rm. Assume that rankA = m. This case is
known as a semi-discrete model.
In all cases, the element y ∈ Y is perturbed by noise, giving the data element yδ.
2.1. Regularization methods
In this paper, we will concentrate on the two main regularization methods that are
used for solving linear inverse problems – spectral cut-oﬀ and Tikhonov regularization.
Detailed accounts of these methods can be found in [41, 54, 77].
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The operator or matrix A admits a singular value decomposition {σk,uk,vk}k∈N,
where {uk}k∈N and {vk}k∈N are orthonormal in X and Y, respectively, Auk = σkvk,
A∗vk = σkuk and σk > 0 are in decreasing order. Then
Ax =
R X
k=1
σk  x,uk vk,
where R is ∞, p and m, respectively, in cases C1, C2 and C3 above. Spectral cut-oﬀ
regularization is deﬁned by
xδ
n =
l(n) X
k=1
σ
−1
k
￿
yδ,vk
￿
uk, (2)
where l is an ascending integer valued function. The traditional choice is l(n) = n, but a
general l allows us to restrict the regularized solutions to an appropriate subset, thereby
reducing the computation time signiﬁcantly without aﬀecting the results.
Tikhonov regularization has a continuous regularization parameter α, but in practice
one often searches over a discrete set. Here we use a geometric sequence of parameter
values αn = α0qn, where 0 < q < 1 and n = 1,2,.... Tikhonov regularization is deﬁned
by the variational formulation
xδ
n = argmin
x∈X
 Ax − yδ 2 + αn x 2
or, equivalently, by
x
δ
n = (A
∗A + αnI)
−1A
∗y
δ, (3)
where A∗ is the adjoint of A. This method can be extended easily to have penalty
function  Lx 2 for some linear operator L : X → Z, in which case
xδ
n = (A∗A + αnL∗L)−1A∗yδ.
Here and throughout, the norm meant by     refers to the Hilbert space in use and will
be clear from the context.
Note that, for both spectral cut-oﬀ and Tikhonov regularization, a larger value of
the index n corresponds to less smoothing. For both methods, let x0
n be the regularized
solution in the case of noise-free data and let A−1
n be the linear regularization operator
that maps yδ to xδ
n, i.e. it holds that
x0
n = A−1
n y and xδ
n = A−1
n yδ.
2.2. Noise
There are three main types of additive noise models used in the study of inverse
problems. For all three, we will denote
yδ = y + δξ,
where ξ is an appropriately normalized noise element and δ > 0 is the noise level.
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The most common noise model in the classical inverse problems literature is deter-
ministic noise [41], where ξ ∈ Y with  ξ  ≤ 1, so  yδ −y  ≤ δ. This noise model is quite
suitable to represent discretization errors, but it is rather poor for describing random
measurement errors arising in practice.
A practical stochastic noise model for a discrete data vector yδ ∈ Rm (for cases C2
and C3) [142] is yδ = y + δξ, where the components ξi are i.i.d. random variables with
mean Eξi = 0 and variance Eξ2
i = 1. Then δ is the standard deviation of each error
component δξi and E yδ − y 2 = δ2E ξ 2 = mδ2. This model can be extended to one
involving correlated errors, where ε := δξ has covariance matrix C = [E(εiεj)].
A stochastic noise model can also be deﬁned in an inﬁnite dimensional setting (case
C1) by using the singular value decomposition of A. Suppose that the Fourier coeﬃcients
 y,vk  are known only as the sequence data
y
δ
k =  y,vk  + δξk = σk  x,uk  + δξk, k = 1,2,...,
where ξk :=  ξ,vk  are independent normal N(0,1) random variables and ξ is a zero-
mean weak Gaussian random element. This is called a continuous Gaussian white noise
model [94]. In this case, it is easy to see that
E ξ,f  ξ,g  =
X
k
fkgk =  f,g 
for any pair f,g ∈ Y, where fk =  f,vk  and gk =  g,vk . Note there is no bound for the
error in Y here, since E
P
(yδ
k − y,vk )2 =
P
δ2 is inﬁnite. Colored noise can be deﬁned
by introducing a covariance matrix K for the random variables ξk so that E(ξkξl) = Kkl,
in which case we have E ξ,f  ξ,g  =
P
kl fkKklgl for any pair f,g ∈ Y. A simple choice
is to assume K to be diagonal. Then, if the entries Kkk are increasing, it is called blue
noise, and, if they are decreasing, it is called red noise.
For the ﬁnite dimensional case C2, if yδ = y+δξ with ξ ∼ N(0,I), then, clearly, using
the orthonormal singular vectors vk ∈ Rm of A, the model can be written equivalently
as a Gaussian white noise model with ﬁnite sequence data.
2.3. Assumptions on x
In most of the literature on regularization, it is assumed that x is a ﬁxed (non-
random) element of X. It is known [41, 30, 97] that the error  x − xδ
n  or the expected
squared error E x − xδ
n 2 (with respect to the noise distribution) in the regularized
solution (2) or (3) depends on the abstract smoothness of the unknown solution x. The
smoothness assumption made on x is called a source condition, and is usually of the form
x ∈ R((A∗A)s) for some s > 0.
In the Bayesian approach to inverse problems [44, 76, 85, 129], it is assumed that x
is a random element of X with some prior distribution. These models can be formulated
in any of the cases C1, C2 or C3 above. It is known [46, 77, 91, 142] that, with a
Gaussian prior and independent Gaussian error distribution, the posterior mean given
the data is the solution of a certain Tikhonov regularization problem. In a simple case,
if A : Rp → Rm and we have independent Gaussian random variables x ∼ N(0,η2I) and
δξ ∼ N(0,δ2I), then the posterior mean of x given the data vector yδ is
¯ x =
￿
A∗A + (δ2/η2)I
￿−1
A∗yδ, (4)
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which is of the same form as (3). This approach extends to the representation x =
P
ciφi
with respect to an arbitrary orthonormal basis {φi} by assuming that c ∼ N(0,Γ).
Similarly, for an inﬁnite dimensional space X, one can use the prior distribution that the
Fourier coeﬃcients  x,uk  are independent random variables with distribution N(0,γ(k))
[9]. Note that, from (4), if δ and η were known, then δ2/η2 would be an appropriate
choice of the regularization parameter; however, they are usually not known in practice.
2.4. Parameter choice method
A parameter choice method is a rule that assigns a value for the regularization param-
eter. In our situation, with a discrete set of parameters for Tikhonov as well as spectral
cut-oﬀ regularization, the method selects a value for the index, which will be denoted by
n∗.
Parameter choice methods can be classiﬁed according to the input they require. There
are three basic types [15, 41]:
• a-priori method, where n∗ is a function of δ and information about the smoothness
of x;
• a-posteriori method, where n∗ = n∗(δ,yδ); and
• data-driven method, where n∗ = n∗(yδ).
Because a-priori methods need information about x that is generally not known, they
are not really practical and so will not be discussed here. A-posteriori methods are much
more practical; if δ is not known exactly, then one can use an estimate in its place, though
this may aﬀect the performance. Data-driven methods have the signiﬁcant advantage
that they only require the data yδ as input. In the literature on deterministic noise, these
methods are sometimes called “heuristic methods”, but this has a negative connotation
that is not generally deserved. We will consider several methods of each of the second
and third types. For these methods, if yδ contains stochastic noise, then n∗ is a random
variable.
All the methods rely on computing an associated function F(n). It is possible to
distinguish two types of methods based on how F(n) is used to deﬁne the parameter:
• n∗ = point at which F falls below some threshold;
• n∗ = point at which F is minimized.
Most of the methods of the ﬁrst type have their origins and analysis in a deterministic
setting, and they use a (sensitive) tuning parameter to give their best results. By contrast,
most of the methods of the second type come either from a stochastic framework, usually
with appropriate analysis, or are based only on heuristic ideas. Mostly, these methods
do not use a (sensitive) tuning parameter.
2.5. Optimal regularization parameter
For the problem Ax = y with data yδ, we deﬁne the optimal regularization parameter
(index) by
nopt = argmin
n
 x − xδ
n .
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If yδ contains stochastic noise, then nopt is a random variable. In our numerical experi-
ments of each parameter choice method, we will assess the accuracy of the choice n∗ by
computing the ineﬃciency deﬁned by
 x − xδ
n∗ / x − xδ
nopt . (5)
The closer this is to 1, the better is the parameter choice. Using stochastic noise with
a large number of replicates of the problem, we can estimate the distribution of the
ineﬃciencies and hence determine the performance of the method.
It is clear that, since x is unknown, a practical parameter choice method must use
some other known or easily computed quantities. Many methods use the norm of the
residual deﬁned as  yδ−Axδ
n . If the data are ﬁnite and the norm is the Euclidean norm,
this is the square root of the usual residual sum of squares, and so it is easily computed.
Clearly, the error  x − xδ
n  can be bounded as
 x − x
δ
n  ≤  x − x
0
n  +  x
0
n − x
δ
n . (6)
Although this bound is not directly computable, several parameter choice methods use
it in various indirect ways.
The ﬁrst term on the right-hand side of (6) is the regularization error, i.e. the
error that is purely due to the regularization operator acting on (noise-free) y. Since
a regularization operator is a perturbation of the generalized inverse of A in which the
perturbation decreases with less smoothing, we can expect this error to decrease as n
increases. For many regularization methods, including spectral cut-oﬀ and Tikhonov
regularization, one can bound the regularization error as
 x − x0
n  ≤ ϕ(n), (7)
where ϕ is a decreasing function which depends on the source condition and the regu-
larization method. The rate of decrease may improve with higher smoothness s, where
x ∈ R((A∗A)s), but possibly only up to some maximum value s0. Here s0 is called the
qualiﬁcation of the method, and, if s0 < ∞, the method exhibits saturation. Tikhonov
regularization has qualiﬁcation s0 = 1, while spectral cut-oﬀ has inﬁnite qualiﬁcation
[41].
The second term on the right-hand side of (6) is called the propagated noise error.
For many regularization methods, it can be bounded as
 x0
n − xδ
n  ≤ δ̺(n), (8)
where ̺ is a known increasing function of n, indicating that, with less smoothing, there
is more inﬂuence of the data noise. For spectral cut-oﬀ regularization, (8) holds with
̺(n) = σ
−1
l(n) and, for Tikhonov regularization, (8) holds with ̺(n) = α
−1/2
n [41].
When the noise is stochastic, it is usual to consider the expected squared error E x−
xδ
n 2, known as the risk. For noise with zero mean, instead of (6), the risk can be
decomposed exactly into a sum of squared bias and variance terms as
E x − xδ
n 2 =  x − x0
n 2 + E x0
n − xδ
n 2. (9)
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The squared bias can be bounded as in (7) and, under suitable assumptions, the variance
can be expressed as
E x0
n − xδ
n 2 = δ2̺2(n) (10)
for some increasing function ̺(n). For white noise, the spectral cut-oﬀ solution (2) has
variance
δ2̺2(n) = δ2E A−1
n ξ 2 = δ2
l(n) X
k=1
σ
−2
k (11)
and the Tikhonov regularized solution (3) has variance
δ2̺2(n) = δ2E A−1
n ξ 2 = δ2 X
[σk/(σ2
k + αn)]2. (12)
A much more detailed discussion of the above errors (including, e.g., minimax results)
in various situations can be found in [41, 105, 9, 30, 97].
The analysis of a parameter choice method depends on the underlying case (C1, C2
or C3) and noise model. For case C1 and deterministic noise, it is usual to consider the
behavior of the method as δ → 0. A regularization method with parameter choice n∗
is said to be convergent [41] if sup x − xδ
n∗  → 0 as δ → 0, where the supremum is
taken over all yδ satisfying  y − yδ  ≤ δ, so this is a “worst-case” condition. A result
of Bakushinskii [7] states that, for an ill-posed problem, a parameter choice rule that
does not explicitly use the noise level (e.g. data-driven rules) cannot yield a convergent
regularization method. This result (sometimes called the Bakushinskii veto) appears to
have had more inﬂuence in the literature than is warranted; while the result is important
for deterministic noise, it is not really appropriate for stochastic noise [15]. In this
situation, as we shall see, there are data-driven rules yielding regularization methods
that converge with respect to the risk and perform very well in practice.
In many papers, it is proved that a particular parameter choice method is order
optimal for a certain smoothness class, i.e., if  x−xδ
nopt  = O(δpopt), then also  x−xδ
n∗  =
O(δpopt). Although this is important, it is not an ideal result since the method is possibly
sub-optimal by an arbitrarily large factor depending on x [13].
For some methods, there are stronger results involving oracle inequalities [19, 24, 26,
25], which, for continuous white noise, have the form
E x − xδ
n∗ 2 ≤ C(δ)inf
n
E x − xδ
n 2 + β(δ)
for all x in some class. These provide, for any noise level, a bound on the risk relative to
the smallest possible value of the risk, and, ideally, C(δ) is close to 1 for all δ and β(δ) is
much smaller than the ﬁrst term. If C(δ) → 1 and β(δ) = o(infn E x − xδ
n 2) as δ → 0,
then the method is said to be asymptotically optimal.
Similar results exist for some methods with a discrete noisy data vector yδ ∈ Rm
in case C3, where the asymptotic analysis is as m → ∞ with ﬁxed variance δ2. There
are connections between results for the continuous white noise model and for discrete
sampled data. In particular, for function estimation (A = I), it is known [22] that, under
certain conditions, asymptotic results for the continuous white noise model as δ → 0 can
be translated into asymptotic results for discrete data as m → ∞.
8Page 9 of 53
Accepted Manuscript
3. Evaluation process
This section presents the design of our review and evaluation process to be used in the
next section. For each parameter choice method, we will start by describing the origin and
rationale of the method. Then we will state the mathematical requirements of the method
and the algorithm that we use. This will be followed by a brief discussion of known
theoretical and practical issues about the method, including whether the method works
for other regularization methods. Finally we will present the results of the numerical
experiments for the method.
3.1. Numerical experiments
Each parameter choice method will be assessed using the same large set of test prob-
lems. The results will be shown for all situations, independent of any prior knowledge
about situations where the method does not work. For each parameter choice method,
the experiments used the same random seed, so every method had exactly the same set
of operators, solutions and noisy data to deal with. The experiments were implemented
in MATLABr.
The test problems are ﬁnite dimensional problems (case C2), where A : X → Y and
X = Y = Rm with Euclidean norms. The problems are characterized by the following
parameters:
• m : number of eigenvalues of A;
•   : decay behavior of the eigenvalues of A;
• ν : decay behavior (smoothness) of x;
• log(N2S) : log10 of the noise-to-signal ratio N2S = (E yδ − y 2)1/2/ y ; and
• ω : noise behavior (corresponds to the color).
3.1.1. Operator generation
The operator A will be taken to be a random diagonal m × m matrix, with diagonal
elements (i.e. eigenvalues or singular values) decaying like akk ≈ k− . A larger value
of   corresponds to a more ill-posed problem. The diagonal vector is generated by the
following procedure (written in MATLABr notation).
HelpV ar = (1 : (m + 100)).∧ −  ;
Perturb = exp(0.5 ∗ randn(m + 100,1)− 0.52/2);
HelpOp = sort(HelpV ar. ∗ Perturb,‘descend’);
A = HelpOp(1 : m);
This choice of operator raises some natural questions which warrant discussion.
Why did we use diagonal matrices? Why did we not use the standard problem XYZ?
For each parameter choice method, more than 300,000 trials are done, so speed is a very
important issue. For this reason, we use the simplest possible form of an inverse problem.
Because of the singular value decomposition, these diagonal problems are no less or more
ill-posed than other discrete inverse problems. Furthermore, this approach enables us
to see the eﬀects of ill-posedness with almost no side-eﬀects originating from numerical
errors due to machine precision and other machine dependent errors.
Why did we not use akk = k− , or why did we not perturb the operator by the stochastic
process XYZ? We wanted to ensure that we do not use, even accidently, speciﬁc features
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of the operator that would help the inversion, but cannot be found in practice (called
“inverse crimes” [28]). Therefore, we used a slight random perturbation of the sequence
k− . The procedure above achieves a good balance between retaining the overall k− 
behavior of the operator while providing some randomness in this component.
3.1.2. Solution generation
Each time a solution x is generated, we use the following procedure.
HelpV ar = (1 : m).∧ − ν;
Sign = 2 ∗ ceil(2. ∗ rand(m,1)) − 3;
Perturb = 1 + 0.1 ∗ randn(m,1)
x = Sign. ∗ Perturb. ∗ HelpV ar;
This can be interpreted as generating random Fourier coeﬃcients xk with decay behavior
|xk| ≈ k−ν and random sign of equal probability. A larger value of ν gives a smoother
solution x. Note that if ν > 1/2, then (with probability 1)  x  is bounded independent
of the dimension m.
Why did we not deﬁne the solutions as x = (A∗A)sx0 for a ﬁxed x0 and diﬀerent values of
s, i.e. in the context of a source condition? Once the operator has been chosen as above,
the decay behavior of x and the source condition form are in a one-to-one correspondence,
so either could be used to deﬁne x. We chose the ﬁrst approach as we used encapsulation
in the software design, i.e., the solution should not “see” the operator and vice versa.
Why did we not use some colored Gaussian variable for x as in [9, 85]? Aren’t the
components too far away from 0? In our evaluation of the methods, we want to identify
the eﬀect of the smoothness of the solution, determined by the decay behavior of x and
speciﬁed by the parameter ν, and also the eﬀect of the noise-to-signal ratio N2S. To
achieve this, there cannot be too much variability in these features of x for diﬀerent
replicates of x. For a Gaussian random variable, both the norm of x and the decay
behavior of x vary over a large scale, which also aﬀects the noise-to-signal ratio. The
procedure above is a reasonable compromise in limiting the variability in the norm and
decay behavior, while allowing x to be as ﬂexible as possible.
3.1.3. Noise generation
We use a ﬁnite stochastic noise model. First, for each replicate y = Ax, the noise
level δ is deﬁned from the input noise-to-signal ratio N2S as δ = N2S ∗ y /
√
m. Then,
each time a noise vector is generated, we employ the following procedure.
Points = ceil(1.5 ∗ m);
NoiseTime = randn(Points,1);
StdDev = zeros(21,1);
StdDev(11) = 1;
forcounter = 1 : ceil(abs(10 ∗ ω))
NoiseTimeTemp = NoiseTime;
NoiseTime(1 : Points − 1) = NoiseTime(1 : Points − 1,:)
+ω ∗ NoiseTimeTemp(2 : Points);
NoiseTime(Points) = NoiseTime(Points)+ ω ∗ NoiseTimeTemp(1);
NoiseTime(2 : Points) = NoiseTime(2 : Points)
+ω ∗ NoiseTimeTemp(1 : Points − 1);
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NoiseTime(1) = NoiseTime(1)+ ω ∗ NoiseTimeTemp(Points);
StdDevTemp = StdDev;
StdDev(2 : end) = StdDev(2 : end) + ω ∗ StdDevTemp(1 : end − 1);
StdDev(1 : end − 1) = StdDev(1 : end − 1) + ω ∗ StdDevTemp(2 : end);
end
NoiseTime = NoiseTime/norm(StdDev);
yTime = dct([y;zeros(Points − m,1)]);
yPertTime = yTime + δ ∗ NoiseTime;
yHelp = idct(yPertTime);
yδ = yHelp(1 : m);
This means that we transform y via the discrete cosine transform to the time domain,
add (possibly serially correlated) noise with standard deviation δ, and transform back.
The degree of correlation and color is determined by ω. For ω = 0, the for-loop section
is not executed and the noise is simply Gaussian white noise. For ω  = 0, the noise
(δ ∗ NoiseTime) is deﬁned by a moving average process in which both the weights and
order ceil(abs(10 ∗ ω)) depend on ω. The noise has higher correlation for larger ω, and
it has color red for ω > 0 and color blue for ω < 0. Figure 1 displays realizations of the
noise for ω = 0 (white noise), ω = 0.5 (red noise) and ω = −0.5 (blue noise).
For our experiments, we considered two scenarios for the noise. The ﬁrst was simply
white noise, i.e. ω = 0 above. The second scenario was colored noise of unknown random
color. For this we used the above procedure with ω chosen as a pseudo-random variate,
uniformly distributed in the interval [−0.5, 0.5].
Why did we generate and add the noise in the time domain? The for-loop section of the
above procedure uses a simple and eﬃcient technique to get positive or negative serial
correlation, corresponding to the desired noise color. This type of correlation is observed
in many practical applications, for example, in geodesy [35, 36]. Also, by adding the
noise in a diﬀerent space from the one used to generate y = Ax, we avoided potential
inverse crimes.
3.1.4. Tikhonov regularization
For the regularization parameter sequence αn = α0qn, n = 1,2,..., in (3), we used
50 values from 101 to 10−12 with logarithmic equal spacing. This means that α0 = 18.42
and q = 0.5429.
The set of test cases we used for Tikhonov regularization is given in Table 1. The
parameter values for these cases were chosen to achieve a balance between speed and the
representation of a reasonably wide set of problems. In addition, the parameter values
are constrained so that the optimal regularization parameter lies clearly between 101 and
10−12, i.e. it is not near an endpoint.
3.1.5. Spectral cut-oﬀ regularization
For the sequence l(n) of cut-oﬀ points in (2), we used the following procedure, which
is similar to that described in [9].
OldSubSample = 1 : 3 : m;
HelpV ar = A(1)
forElement = 1 : length(OldSubSample)
OldElement = OldSubSample(Element);
11Page 12 of 53
Accepted Manuscript
Figure 1: Diﬀerent realizations of the noise, in the time domain (left) and frequency domain (right), for
ω = 0 (top), ω = 0.5 (middle) and ω = −0.5 (bottom)
if A(OldElement) < HelpV ar/1.07
SubSample = [SubSample OldElement];
HelpV ar = A(OldElement)/1.07;
end
end
This means there is a minimum spacing of 3 between the cut-oﬀ points, and, furthermore,
the corresponding eigenvalues form an exponentially decreasing sequence. Therefore, we
will refer to this method as exponential spectral cut-oﬀ (ExpCutOﬀ). One can easily
show that, with this version of spectral cut-oﬀ, we also achieve the minimax rate for
optimal parameter choice [18].
The set of test cases we used for ExpCutOﬀ is given in Table 2. Again, the parameter
values for these cases are constrained so that the optimal parameter nopt has l(nopt)
clearly between 1 and m, i.e. not near an endpoint. Note that diﬀerent test cases were
used for Tikhonov and ExpCutOﬀ regularization.
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  m ν log(N2S)
1 800 1 -1.0
1 800 1 -3.0
1 500 3 -1.0
1 500 3 -3.0
1 500 3 -5.0
1 300 5 -1.0
1 300 5 -3.0
3 500 1 -1.0
3 500 1 -3.0
3 300 1 -5.0
3 150 3 -3.0
3 150 3 -5.0
3 150 3 -7.0
3 150 5 -3.0
3 150 5 -5.0
5 300 1 -3.0
5 150 1 -5.0
5 150 3 -5.0
5 150 5 -7.0
Table 1: Test cases for Tikhonov regularization
  m ν log(N2S)
1 800 1 -1.0
1 800 1 -3.0
1 500 3 -3.0
1 500 3 -5.0
1 500 3 -7.0
1 300 5 -5.0
1 300 5 -7.0
3 500 1 -3.0
3 300 1 -5.0
3 300 1 -7.0
3 150 3 -5.0
3 150 3 -7.0
3 150 3 -11.0
3 150 5 -11.0
5 300 1 -7.0
5 150 1 -11.0
5 120 3 -11.0
5 120 5 -11.0
Table 2: Test cases for ExpCutOﬀ regulariza-
tion
3.1.6. Maximal regularization parameter
For most parameter choice methods, the choice is deﬁned either by incrementing
n = 1,2,... until a certain condition is satisﬁed or by minimizing some function for all n.
For most of these methods, the use of a discrete set of regularization parameters does not
alter the behavior of the method. One simply needs to have a ﬁne enough resolution, as
chosen above. Clearly, for the eﬃcient implementation of these methods, it is useful to
have a bound on the value of nopt (i.e. a maximal regularization parameter), especially
in order to restrict the search for a minimum.
The quasi-optimality criterion is deﬁned by a minimization, but the behavior of this
method is aﬀected more seriously when using a discrete set of regularization parameters
for Tikhonov regularization. For the method to work in this situation, one needs to
constrain the value of n to be smaller than a suitable maximal index N that makes αn
greater than the smallest eigenvalue σ2
m of A∗A. This is to ensure that, numerically, the
ﬁnite problem behaves like an ill-posed problem for all n ≤ N. This is discussed further
in Section 4.7.
For a few parameter choice methods, e.g. the balancing principle, a maximal index
N is an essential input in the algorithm itself. The actual value of N is not crucial so
long as nopt < N and, for the sake of computational eﬃciency, N is not too large.
To satisfy the above requirements, for both spectral cut-oﬀ and Tikhonov regulariza-
tion in a stochastic setting, it is reasonable to deﬁne the maximal index as
N = max{n|̺(n) < 0.5̺(∞)}, (13)
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where δ2̺2(n) is the variance in (10) and δ2̺2(∞) is its supremum. We can expect that
nopt < N because, if n ≥ N, then it follows from (9) (since  x−x0
n 2 is decreasing) that
E x − xδ
n 2 ≥ 0.25E x − xδ
∞ 2, and we would expect E x − xδ
nopt 2 to be much smaller
than the right-hand side.
To obtain N in practice, one either has to have an analytic expression for δ2̺2(n),
as in (11) and (12) for white noise, or a good estimate of it. It is known [10] that, for
any noise color, if several independent data sets are available, then a good estimate of
δ2̺2(n) is 2−1Mean{ xδ
n,i − xδ
n,j 2,i  = j}. In the experiments, we use four data sets to
obtain N for the methods that require a maximal parameter.
Furthermore, so that all the parameter choice methods can be compared on an equal
basis, we use the same maximal index N for all the methods. For many methods, the
usage of N has almost no eﬀect on the results. However, for some methods, the restriction
that n ≤ N has the beneﬁcial eﬀect of reducing the number of severely under-smoothed
solutions in some test cases. If the restriction has a noticeable eﬀect, this will be noted
in the description of the results.
If, in practice, only a single data set is available, then it may not be possible to
estimate δ2̺2(n) if the noise is correlated with unknown covariance. Then one can deﬁne
a maximal index N1 by l(N1) = m for spectral cut-oﬀ and by αN1 ≈ σ2
m for Tikhonov
regularization. For the methods that perform much worse without the use of the maximal
index N, the results for N and N1 may be quite diﬀerent. However, for the methods
that perform essentially the same with or without the use of N, the results for N and
N1 will be very similar.
3.1.7. Runs
For each parameter choice method, we performed exactly the same experiments, con-
structed as follows. For each of the cases in Tables 1 and 2, and for both white noise and
colored noise, we:
• generated 8 operators A as above;
• for each operator A, we generated 8 solutions x as above; and
• for each pair (A,x) (i.e. for each y = Ax), we generated 64 diﬀerent noisy data
vectors yδ as above. In the colored noise scenario, the 64 vectors are made up of
8 groups of 8 vectors, where each group has a diﬀerent color and within the group
the color is the same.
This means that, for each test case and noise scenario, there are 4096 inverse problems
that need to be solved. The hierarchical structure was chosen in order to considerably
reduce the computational cost. In total, this article is based on the solution of more than
6 million inverse problems.
3.1.8. Plots
For each parameter choice method, we will display the simulation results in one ﬁgure,
with four panels corresponding to Tikhonov and ExpCutOﬀ regularization under both
the white noise and colored noise scenarios. Each panel has the following features.
• For each test case (denoted by ( ,ν,log(N2S)), with m determined from Tables 1
and 2), a box plot (marking the lower and upper quartiles) shows the distribution
of computed ineﬃciencies (5) for the method, with whiskers showing the range.
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The whiskers have maximum length of 4 times the interquartile range, and outliers
beyond this are marked with a + symbol.
• For each test case, the middle band in the box shows the median of the computed
ineﬃciencies and an open dot shows the sample mean.
3.2. Error comparison for optimal solutions
To conclude this section, ﬁg. 2 shows the distribution of the optimal errors  x−xδ
nopt 
for Tikhonov and ExpCutOﬀ regularization under both the white and colored noise
scenarios. The test cases and replicates are the same as those used for the simulations
in the next section. The box plots are constructed in the same way as described above.
Figure 2: Comparison of optimal errors
As one can see, the optimal errors diﬀer by several orders of magnitude across the test
cases, some of which is simply due to the diﬀerent noise levels. In addition, there can be
signiﬁcant variability within one test case, especially for the colored noise scenario. This
is not surprising because, depending on whether the colored noise is at the blue end or
red end, both regularization methods will ﬁnd it easier or harder, respectively, to extract
the solution x, compared to the white noise situation.
Furthermore, we clearly see some eﬀects of the saturation property of Tikhonov reg-
ularization [41, 105]; in particular, the errors for the parameter sets (1,1,−3), (1,3,−3)
and (1,5,−3) indicate there is no improvement as the smoothness increases beyond a cer-
tain value. Consistent with the theory, the results for spectral cut-oﬀ show no saturation
eﬀects.
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4. Description and evaluation of methods
In this section, we will describe and evaluate the major parameter choice methods
according to the process outlined in the previous section. The methods are presented in
a speciﬁc order. Those in the ﬁrst group require knowledge of the noise level, those in
the second group require two or more independent sets of data as input, and those in
the last group require no knowledge about the noise. Within each group, the methods
are presented in either historical order or an order based on connections between the
methods.
Many of the methods use a tuning parameter or some other parameter that must be
chosen. For each of these methods, we have used any available information about the
setting of the parameter and then chosen it to roughly optimize the method’s performance
in the simulations, on average over the test cases. However, the search for an optimal
setting was not exhaustive, and the optimal settings for diﬀerent problems might vary
signiﬁcantly.
At the end of the section is a list of methods that, for certain reasons, were not
included in this study.
4.1. Discrepancy principle
The discrepancy principle, which was originally proposed by Phillips [114] and then
developed and analyzed by Morozov [107, 108], is one of the oldest and most widely used
parameter choice procedures ([41] and references therein). The rationale for the method
is simply that for a good regularized solution, the norm of the residual should match the
noise level δ of the data. Although the method was originally developed in a deterministic
setting, it has also been studied in a discrete, stochastic setting [34, 99, 139].
Method. In a deterministic setting with  yδ − y  ≤ δ, the parameter choice n∗ is the
ﬁrst n such that  Axδ
n − yδ  ≤ τδ, where τ ≥ 1 is a tuning parameter. In a stochastic
setting, with the error in each element of yδ ∈ Rm having standard deviation δ, the
choice n∗ is the ﬁrst n such that
 Axδ
n − yδ  ≤ τδ
√
m. (14)
We use τ = 1.5.
Known issues. There has been a lot of work done on the convergence properties of
this method [41, 54, 108]. In the deterministic setting, for Tikhonov regularization with
parameter α(δ) chosen by the discrepancy principle, it is well known that xδ
α(δ) converges
to x ∈ R((A∗A)s) as δ → 0 at the optimal order O(δ2s/(2s+1)) if s ∈ (0,1/2], but at the
sub-optimal order O(δ1/2) if s > 1/2; i.e. it reaches saturation at s = 1/2. For spectral
cut-oﬀ, the discrepancy principle gives the optimal order for any value of s.
In the stochastic setting with a data vector yδ ∈ Rm containing uncorrelated errors
of variance δ2, for Tikhonov regularization, it is known [34, 99, 139] that as the sample
size m → ∞, the “expected” discrepancy principle estimate has the optimal rate for the
prediction risk E Axδ
n − y 2 (though, if τ = 1, the constant makes it over-smoothing).
It is also order optimal for the X-norm risk E xδ
n − x 2 if x is not too smooth relative
to the operator A, i.e. ν ≤   + 1/2 here, but otherwise it is order sub-optimal (under-
smoothing). It is shown in [101] that for τ = 1, the actual estimate is asymptotically
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Figure 3: Ineﬃciencies of the discrepancy principle
unstable in a relative sense. For spectral cut-oﬀ, the “expected” estimate is order optimal
for both the prediction risk and the X-norm risk [139].
The discrepancy principle is one of the fastest methods available, since one only needs
to compute the residuals until the bound (14) is satisﬁed. However, it has the serious
drawback that it needs an accurate estimate of the noise level; even small misestimations
can lead to very poor solutions [71, Chapter 7].
The discrepancy principle has also been applied to and analyzed for various iterative
regularization methods for linear and nonlinear problems in the deterministic setting,
including Landweber iteration, the conjugate gradient algorithm and the iteratively reg-
ularized Gauss–Newton method (see [41, 67, 42, 8, 81, 86] and the references therein).
As in the linear case, the discrepancy principle applied to the iteratively regularized
Gauss–Newton method yields sub-optimal convergence rates.
Numerics. From ﬁg. 3, the discrepancy principle with τ = 1.5 performs reasonably
well for Tikhonov and spectral cut-oﬀ regularization with white noise, though there is
some bias for spectral cut-oﬀ. With τ = 1 there is less bias but much more variability,
especially for Tikhonov regularization. The results for colored noise in ﬁg. 3 are good to
mediocre, with a lot of variability for many test cases.
4.2. Transformed discrepancy principle
Motivated by the instability of the discrepancy principle to an incorrect noise level,
Raus [118, 119, 62] developed a parameter choice method in a deterministic setting where
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Figure 4: Ineﬃciencies of the transformed discrepancy principle
the noise level in the data yδ is known only approximately as ˆ δ.
Method. For the stochastic case with yδ ∈ Rm, it is assumed that a rough estimate ˆ δ
of the error standard deviation δ is known. For Tikhonov regularization, one computes
n∗ as the least integer n for which
 A−1
n (Axδ
n − yδ)  ≤ bˆ δ
√
m/
√
αn , (15)
where αn = α0qn and b is some constant satisfying b > γ = ((1/4)1/4(3/4)3/4)2 = 0.3248.
We choose b = 1.5γ. For spectral cut-oﬀ, one computes n∗ as the least integer n for which
 A∗(Axδ
n − yδ)  ≤ bˆ δ
√
m σl(n) ,
where b is some constant satisfying b > γ = 1/2. We choose b = 1.5γ.
Known issues. Note that the right-hand side of (15) is an approximate scaled bound
of the propagated noise error  x0
n − xδ
n  ≤ δ/
√
αn. On the left-hand side of (15) is the
norm of the residual transformed to the domain space under the approximate inverse
A−1
n of A. For this reason, we refer to this parameter choice method as the transformed
discrepancy principle.
It was shown in [119] that, for deterministic noise, the method leads to optimal
convergence rates when the noise level is known exactly, and it also converges under the
assumption that  y − yδ  = O(ˆ δ) as ˆ δ → 0. Consequently, it is more stable than the
discrepancy principle. No knowledge of the solution smoothness is required. The method
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was also deﬁned and shown to be convergent for problems where the operator is only
known approximately as Aη, where  Aη − A  ≤ η. Like the discrepancy principle, the
method can be applied easily to iterative regularization methods.
Numerics. We tried both ˆ δ = δ and ˆ δ = δ100.5−u, where u is a uniform pseudo-
random variate on [0,1] (so log10(ˆ δ) is only accurate to one ﬁgure). In the case of
Tikhonov regularization with white noise, the results for ˆ δ = δ100.5−u were almost the
same as those for ˆ δ = δ. Otherwise, the performance of the method using ˆ δ = δ was much
better. The results for this exact choice are displayed in ﬁg. 4. Although the method
performs well for some test cases, there are substantial diﬀerences across the test cases,
giving a mediocre performance overall.
4.3. Modiﬁed discrepancy principle
The modiﬁed discrepancy principle (MD rule) was developed by Raus [116, 117]
and by Engl and Gfrerer [40, 47] for Tikhonov regularization and other regularization
methods in a continuous, deterministic setting (see also [39] and sections 4.4 and 5.1
in [41]). It was motivated by the desire to ﬁnd a practical a-posteriori rule that yields
optimal convergence rates. The basic idea of the rule is to minimize a bound on the
squared error of the regularized solution derived from (6). In [100] the rule was adapted
to the discrete, stochastic setting for Tikhonov regularization. The MD rule is also known
as the Raus–Gfrerer rule and the minimum bound method.
Method. The MD rule was developed for regularization methods deﬁned using the
spectrum of A∗A by xδ
α = gα(A∗A)A∗yδ, where limα→0 gα(λ) = 1/λ. This includes
Tikhonov regularization, for which gα(λ) = 1/(λ+α). For such methods, one can derive
from (6) a bound on the squared error of the form
 x − x
δ
α 
2 ≤ 2(ϕ
2(α,y) + δ
2̺
2(α)). (16)
The minimizer of the bound is deﬁned by the equation
f(α,y) := −(ϕ
2)
′(α,y)/(̺
2)
′(α) = δ
2, (17)
and, by using yδ in place of y, the parameter choice is deﬁned by f(α,yδ) = δ2 or
f(α,yδ) = τ2δ2 for a tuning parameter τ. To use the rule, we need to be able to
compute (ϕ2)′(α,y) and (̺2)′(α), and this can be done eﬀectively for Tikhonov and
other regularization methods (see [40] and section 5.1 in [41]). The MD rule can also be
applied to regularization methods with a discrete parameter, including spectral cut-oﬀ,
with the derivatives above replaced by diﬀerences.
For Tikhonov regularization, the function ̺2(α) in the bound (16) is ̺2(α) = α−1,
and the parameter choice is deﬁned by
α
￿
￿
￿
￿
￿
Ax
δ
α − y
δ,(A
∗)
−1dxδ
α
dα
￿￿
￿
￿
￿
1/2
= α
3/2 (AA
∗ + αI)
−3/2y
δ  = τδ. (18)
Using the discrete set {αn = α0qn}, we can approximate the derivative dxδ
α/dα on the
left-hand side of (18) with (xδ
n −xδ
n+1)(−αn logq)−1. For spectral cut-oﬀ regularization,
the term δ2̺2(α) in (16) is δ2σ
−2
l(n), and the method can be adapted by using diﬀerences.
Thus, the parameter choice n∗ is deﬁned as the ﬁrst n such that
βn
￿
￿￿
Axδ
n − yδ,(A∗)−1 ￿
xδ
n − xδ
n+1
￿￿￿
￿1/2
≤ τδ, (19)
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Figure 5: Ineﬃciencies of the modiﬁed discrepancy principle
where
βn =
(
α
1/2
n (−logq)−1/2 for Tikhonov with αn = α0qn,
(σ
−2
l(n+1) − σ
−2
l(n))−1/2 for spectral cut-oﬀ.
For the tuning parameter, we use τ = 1.5 for Tikhonov regularization and τ = 0.5 for
spectral cut-oﬀ regularization.
Known issues. The MD rule was a signiﬁcant advance on the discrepancy principle
because it achieves the optimal rate of convergence as δ → 0 for deterministic noise
[40, 47], and it does so without any knowledge of the smoothness of the solution x. For
Tikhonov regularization, this means that  x − xδ
n∗  = O(δ2/3), the best possible rate, if
x ∈ R(A∗A). The rule also yields optimal rates for ﬁnite dimensional implementations
[55] and when the operator is only known approximately [110].
The discrete, stochastic version of the MD rule, with a particular tuning constant,
is asymptotically (as m → ∞) equivalent to an unbiased risk method [100, 26], and, in
expectation, it yields the optimal convergence rate. The unbiased risk method chooses
the parameter by minimizing an unbiased (for white noise) estimate of the risk, i.e. the
expected squared error. However, in [101] it is shown asymptotically and by simulations
that both of these methods are unstable and have high variability; see also [27] for the
unbiased risk method. By changing the tuning parameter, it is possible to improve the
stability of the MD rule.
The MD rule can also be applied to iterative regularization methods, e.g. Landweber
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iteration, for linear problems, and it achieves optimal convergence rates in a deterministic
setting [40]. For nonlinear problems, the rule has been extended for Tikhonov regular-
ization and shown to yield optimal rates [83, 127]. In addition, it has been proposed as
the stopping rule for the iteratively regularized Gauss–Newton method, where again it
yields optimal rates [82].
Numerics. As seen in ﬁg. 5, the MD rule performs well in the white noise situation,
especially for spectral cut-oﬀ regularization. However, it does not perform so well for
colored noise, where in many test cases there is a lot of variability.
4.4. Monotone error rule
The monotone error (ME) rule was proposed in [4, 61, 130] for various regularization
methods in a deterministic setting, and it was extensively discussed along with other
similar parameter choice rules by Hämarik and Tautenhahn [64, 65]. The rule is based
on the observation that, if n is too small (i.e. too much smoothing), then the error
 x−xδ
n  (like the regularization error  x−x0
n ) decreases monotonically as n increases.
Method. For continuous regularization methods, the method is formulated by diﬀer-
entiating with respect to the regularization parameter α. The parameter choice α∗ is the
largest α such that
￿ ￿￿
Axδ
α − yδ, d
dαA∗−1A−1
α yδ￿￿ ￿
  d
dαA∗−1A
−1
α yδ 
≤ τδ with τ ≥ 1.
In order to use it in our framework, we have generated a simple discretized version by
replacing the diﬀerentials with adjacent diﬀerences. Then, in the stochastic setting with
yδ ∈ Rm containing errors of standard deviation δ, the parameter choice n∗ is the ﬁrst
n such that ￿
￿￿
Axδ
n − yδ,(A∗)−1 ￿
xδ
n − xδ
n+1
￿￿￿
￿
 (A∗)−1 ￿
xδ
n − xδ
n+1
￿
 
≤ τδ
√
m. (20)
We take τ = 1.5 for Tikhonov regularization and τ = 0.75 for spectral cut-oﬀ regulariza-
tion.
Known issues. For Tikhonov regularization (and iterated Tikhonov regularization) in
a deterministic setting, the ME rule has some favourable properties [130]. If α > α∗, then
the error  x−xδ
α  decreases monotonically as α is decreased, and so  x−xδ
α∗  <  x−xδ
α ,
which provides a useful bound for parameter selection. Unlike the discrepancy principle,
the ME rule is order optimal for the maximal range of the smoothness index (up to
the qualiﬁcation). In addition, for any noise level δ, it leads to smaller errors than the
modiﬁed discrepancy principle (for the same tuning parameter). With precisely known
δ, the optimal tuning parameter is τ = 1. In the case of spectral cut-oﬀ regularization,
no optimality results are known.
An alternative discretized version [63] to (20) deﬁnes n∗ as the ﬁrst n such that
￿
￿￿
(Axδ
n + Axδ
n+1)/2 − yδ,(A∗)−1 ￿
xδ
n − xδ
n+1
￿￿￿
￿
 (A∗)−1 ￿
xδ
n − xδ
n+1
￿
 
≤ τδ
√
m.
This version has the advantage that, like the continuous version, the error in xδ
n decreases
monotonically as n is increased for n < n∗ [63].
21Page 22 of 53
Accepted Manuscript
Figure 6: Ineﬃciencies of the monotone error rule
The ME rule can also be applied to iterative regularization methods, in particular
Landweber iteration, for which it is order optimal [64, 65].
Numerics. Figure 6 shows that the ME rule has mostly good to acceptable perfor-
mance for all cases, though there is substantial variation for some cases in the colored
noise scenario. The performance for Tikhonov regularization is slightly better than that
of the modiﬁed discrepancy principle in ﬁg. 5, which is consistent with the theory.
4.5. Balancing principle
The balancing principle, due to Lepskij [94], was originally derived for statistical
estimation from direct observations in a white noise model. Since then it has been
developed further for regularization of linear inverse problems [50, 135, 105, 106, 18] and
nonlinear inverse problems [12, 13] in deterministic and stochastic settings. The notation
we will use is taken from [9]. The principle aims to balance the known propagated noise
error bound δ̺(n) in (8) (a monotonic function of the parameter) with the unknown
regularization error (7) (which depends on x), by an adaptive procedure that employs a
collection of diﬀerences of regularized solutions.
Method. One needs all regularized solutions {xδ
n}n≤N up to a certain maximal index
N, which is also a required input. Furthermore, an upper bound δ̺(n) for the propagated
noise error  x0
n−xδ
n  (with correct noise level δ) is required; bounds are known for spectral
cut-oﬀ and Tikhonov regularization (see after (8)). The noise can be either deterministic
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Figure 7: Ineﬃciencies of the balancing principle (white) using known δ
or stochastic white or colored. In the stochastic setting, a bound or estimate δ2̺2(n) of
the variance E x0
n − xδ
n 2 is required. If the noise covariance is known, then for δ2̺2(n)
one can use a known expression of the variance. Alternatively, if one has two or more
independent sets of data yδ
i, then E x0
n − xδ
n 2 can be estimated by 2−1Mean{ xδ
n,i −
xδ
n,j 2,i  = j} [9, 10]. In many situations, two sets of data are suﬃcient.
Deﬁne the balancing functional by
b(n) = max
n<k≤N
￿
4−1 xn − xk /(δ̺(k))
￿
. (21)
The smoothed balancing functional (which is monotonically decreasing) is deﬁned as
B(n) = max
n≤k≤N
{b(k)}. (22)
Then the parameter choice n∗ is the ﬁrst n such that
B(n) ≤ κ.
In our implementation we take κ = 1. We will consider two input scenarios. Firstly, to
address the situation of one data set with δ as the only known property of the noise,
we use the known expressions (11) and (12) of δ2̺2(n) for the white noise model; we
refer to this method as the balancing principle (white). Secondly, for δ2̺2(n) we use the
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Figure 8: Ineﬃciencies of the fast balancing principle using four independent data sets
estimate 2−1Mean{ xδ
n,i − xδ
n,j 2,i  = j} with four independent sets of data yδ
i. In each
situation, we use the maximal index N in (13).
Known issues. The balancing principle is one of the few parameter choice methods for
which oracle inequalities for the error are known [120, 13], i.e. there are stronger results
than rates of convergence alone. In particular, the balancing principle does not have a
saturation problem, and, for stochastic noise, it is optimal up to at most a log(1/δ) factor
(though such a logarithmic behavior has not been observed in practice).
According to the theory, the constant κ should be 1 in the deterministic setting
[105]. In the stochastic setting with continuous Gaussian white noise, κ should be
O((logδ−1)1/2) for mildly ill-posed problems and O((loglogδ−1)1/2) for severely ill-posed
problems [18]. The constant κ acts as a stability parameter. The method is very stable
when κ is chosen suﬃciently large, but it can be quite unstable if κ is chosen too small.
A choice of κ ∈ [0.5,1.5] appears to give good results, independent of the noise situation
and the inverse problem, a view that is also supported by the results in [10].
Instead of the balancing functional in (21), one can use the modiﬁed version
b(n) = max
n<k≤ℓ(n)
￿
4−1 xn − xk /(δ̺(k))
￿
, (23)
where ℓ(n) is an increasing sequence for which ̺(ℓ(n))/̺(n) ≥ β > 1 for some constant β.
This deﬁnition requires fewer evaluation steps. It also gives a convergent method [17, 105]
and performs well in practice. Our experience is that, provided β is big enough so that
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ℓ(n) − n ≥ 4, the results are not distinguishable from those of the original version. In
particular, in the experiments reported here, we used ℓ(n) deﬁned by ̺(ℓ(n))/̺(n) = 2.
A related method, called the fast balancing principle [11], deﬁnes n∗ as the ﬁrst n
such that
b(n) ≤ κ, (24)
where b(n) is deﬁned in (23). In a completely Bayesian setting for spectral cut-oﬀ [10]
and in a restricted setting for Tikhonov regularization [11], it is known that this is an
optimal method, which even theoretically does not have a log(1/δ) factor in the error.
Additionally, this method has the advantage of requiring a much lower number of com-
putations than the original balancing principle. In fact, the computational cost is of the
same order as that of the discrepancy principle. For the fast balancing principle with
ℓ(n) = n+1 in (23), optimality results are known [63] for Tikhonov and other regulariza-
tion methods with deterministic noise, given either the actual or an approximate noise
level.
For a white noise model, instead of using several independent data sets or the analytic
expressions (11) and (12) of δ2̺2(n), one can use the Monte-Carlo estimate
̺
2(n) ≈ Mean A
−1
n ˆ ξi 
2, (25)
where ˆ ξi are synthetic vectors of independent standard normal pseudo-random variates,
together with a known or estimated value of the noise variance δ2. The same estimate
applies to any regularization method with linear regularization operator A−1
n .
Numerics. In all our experiments, the results for the balancing principle and the fast
balancing principle with the same input are visually impossible to distinguish. Figure 7
displays the results for the balancing principle (white), which uses the known expressions
(11) and (12) of δ2̺2(n) for the white noise model, so there is no adaptation to correlated
errors (colored noise). In ﬁg. 8 we display the results for the fast balancing principle using
an estimate of δ2̺2(n) obtained from four independent data sets, which automatically
adapts to the colored noise.
The results in ﬁgures 7 and 8 in the white noise situation are almost identical for both
Tikhonov and spectral cut-oﬀ regularization; the method is stable and performs quite
well, though in several cases (where ν ≥ 3) the estimates are somewhat biased. In ﬁg.
8, the results for colored noise are quite similar to those for white noise, since here the
method adapts to the noise color. By contrast, in ﬁg. 7 there is considerable variability
in the colored noise scenario. Interestingly, the results for spectral cut-oﬀ in ﬁg. 7 are
similar to those of the discrepancy principle in ﬁg. 3.
4.6. Hardened balancing principle
The hardened balancing principle is a modiﬁed version of the balancing principle
in the stochastic setting, and was ﬁrst proposed in [9]. It uses the same input and
computational steps as the original balancing principle, and so it can be computed parallel
to this one. It has the advantage that it does not require a tuning parameter.
Method. One needs all regularized solutions {xδ
n}n≤N up to a certain maximal index
N, which is also a required input. Furthermore, an expression or approximation of the
scaled variance ̺2(n) = δ−2E x0
n − xδ
n 2, or any scalar multiple of this, is required. As
for the balancing principle, an estimate of δ2̺2(n) can be obtained from two or more
independent sets of data.
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Figure 9: Ineﬃciencies of the hardened balancing principle using four independent data sets
Deﬁne the balancing functional b(n) and smoothed balancing functional B(n) as in
(21) and (22), respectively. The parameter choice is
n∗ = argmin
n≤N
n
B(n)
p
̺(n)
o
.
Obviously, the same choice is obtained if any scalar multiple of ̺(n) is used in its place.
We use the same two inputs for (scaled) ̺(n) as for the balancing principle. First we
estimate δ2̺2(n) using 2−1Mean{ xδ
n,i−xδ
n,j 2,i  = j} with four independent sets of data
yδ
i. Secondly, to address the situation of one data set with no knowledge about the noise,
we use the known expressions (11) and (12) of δ2̺2(n) for the white noise model; we
refer to this method as the hardened balancing principle (white). In each situation, we
use the maximal index N in (13).
For better computational eﬃciency, as for the balancing principle, one can use the
modiﬁed version of the balancing functional deﬁned in (23) instead of (21). In our
experiments, we used the modiﬁed version with ℓ(n) deﬁned by ̺(ℓ(n))/̺(n) = 2.
Known issues. For spectral cut-oﬀ regularization, a version of the hardened balancing
principle has been analyzed [19] in a Bayesian framework, with stochastic x and noise,
and sequence data. It is shown that the parameter choice satisﬁes an oracle inequality
and is optimal (up to a constant independent of the noise level) with respect to the
risk for some error moment. As a consequence, the method is not prone to saturation.
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Figure 10: Ineﬃciencies of the hardened balancing principle (white)
Because the basis of the proofs is the same as for the quasi-optimality criterion, it is
very likely that similar results hold for Tikhonov regularization, even with deterministic
source conditions [14].
Numerical experiments in [9, 19] indicate that the method is very stable. Some care
needs to be taken when the Tikhonov regularization parameter becomes smaller than the
smallest eigenvalue of A∗A. However, this situation can be easily (and automatically)
detected in practice by using a suitable maximal index, in particular N in (13).
All remarks in the subsection on the balancing principle concerning the choice of ̺(n)
also hold true for the hardened balancing principle. In particular, for the white noise
model, one can use the Monte-Carlo estimate (25) of ̺2(n).
Numerics. Figure 9 shows that the hardened balancing principle using four indepen-
dent data sets for variance estimation is extremely stable for both white and colored
noise, and it has excellent ineﬃciency values in all the test cases for both Tikhonov and
spectral cut-oﬀ regularization.
Figure 10 displays the results for the hardened balancing principle (white), which
uses the variance expressions (11) and (12) for the white noise model. As expected, it
performs very well in the white noise situation, with results that are almost identically
to those in ﬁg. 9. In the colored noise situation, there is much more variability but the
performance is still quite good, especially in the cases where x is less smooth.
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4.7. Quasi-optimality criterion
The quasi-optimality criterion [77, 133] is one of the oldest and simplest available
parameter choice methods. It was originally introduced by Tikhonov and Glasko [134]
and became better known from the continuous version proposed by Tikhonov and Arsenin
[133]. A good overview of the method and its history can be found in [15].
Method. The parameter choice n∗ is deﬁned simply as
n∗ = argmin
n≤N
 x
δ
n − x
δ
n+1 . (26)
The continuous version for Tikhonov regularization deﬁnes the parameter choice by
α∗ = argmin
￿
￿ ￿
￿α
dxδ
α
dα
￿
￿ ￿
￿.
Using a diﬀerence quotient in place of the derivative for the discrete parameters αn =
α0qn, it is clear that these versions are consistent.
Known issues. For a discrete set of regularization parameters, the use of a suitable
maximal index is essential. This is because the method is based on a discrete evaluation of
a diﬀerential, and hence is very sensitive to a situation where the regularization operators
A−1
n are formally diﬀerent, but are practically the same due to the ﬁniteness of the
considered problem. This happens especially when the regularization parameter αn for
Tikhonov regularization falls below the smallest eigenvalue of the operator A∗A. This
issue does not apply to inﬁnite dimensional inverse problems (Case C1) and, therefore,
is rarely considered in the inverse problems literature. In order for the quasi-optimality
criterion to be successful for spectral cut-oﬀ regularization, the cut-oﬀ points l(n) need
to be chosen carefully and far enough apart [19].
The noise can be stochastic (white or colored) or deterministic, but more care is
advised in the deterministic setting because of the conditions on the error [14].
Convergence of Tikhonov regularization with the quasi-optimality criterion was shown
in [93] in the discrete (i.e. not ill-posed, but only ill-conditioned) case with deterministic
noise. The question of convergence in inﬁnite-dimensional spaces was discussed in [49],
where abstract conditions were given.
Although it has been used successfully in a number of practical situations [115], the
ﬁrst more concrete proofs for the quasi-optimality criterion were provided only quite
recently - in [19] for spectral cut-oﬀ regularization in a Bayesian setting, and in [14] for
Tikhonov regularization with either deterministic or stochastic noise. In both papers,
oracle inequalities are derived under certain conditions, which show that the method is
near-optimal and is not prone to saturation. One of the conditions is that the noise has
weight in all frequency components (so, e.g., it is not band-limited), which is usually
true in practice. A more theoretical analysis, including convergence properties, in some
deterministic settings has been derived in [88, 111].
The method is not as stable as the hardened balancing principle, as there is no
compensation for statistical outliers. On the other hand, no information about the
problem needs to be known.
For iterative regularization methods, the situation regarding the quasi-optimality
criterion is still quite unclear, and, for nonlinear ones, it is completely unclear. There are
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Figure 11: Ineﬃciencies of the quasi-optimality criterion
some convergence results [88, 111], but no oracle inequalities are known. For Landweber
iteration (where A−1
n represents n Landweber steps), the modiﬁed criterion deﬁned by
n∗ = argmin
n≤N
 x
δ
n − A
−1
n Ax
δ
n  (27)
was analyzed in [111]. In order to see the similarity to the quasi-optimality criterion
(26), consider the choice
n∗ = argmin
n≤N
 x
δ
n+1 − A
−1
n Ax
δ
n+1 .
This should numerically behave almost the same as (27) due to the very slow convergence
of Landweber iteration, and it coincides exactly with the quasi-optimality criterion in
the spectral cut-oﬀ case.
Numerics. As seen in ﬁg. 11, the quasi-optimality criterion performs very well for
spectral cut-oﬀ regularization with either white or colored noise. It is less stable and less
consistent across the test cases for Tikhonov regularization. However, keeping in mind
that it is computationally the simplest of the available methods and that it does not
require the noise level, the general performance is remarkable.
4.8. L-curve method
The L-curve method, proposed by Hansen [69, 71, 75], is based on the long-known
fact that a log-log parametric plot of ( Axδ
n−yδ , xδ
n ) often has a distinct L-shape [92].
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Figure 12: Ineﬃciencies of the L-curve method
Points on the vertical part correspond to large n (under-smoothed solutions) and those
on the horizontal part correspond to small n (over-smoothed solutions), which suggests
that the “corner point” of the L-curve should deﬁne a good value of the parameter n.
Due to its simplicity and intuitive appeal, the method became popular in a number of
application areas.
Method. There are several variants of the method; here we use the version proposed
by Reginska [122, 41]. The parameter choice is
n∗ = argmin
n≤N
￿
 Ax
δ
n − y
δ  x
δ
n 
￿
.
This deﬁnes the “corner point” as the point on the L-curve where the “tangent” has slope
-1 [122]. The method can be extended by minimizing  Axδ
n −yδ  xδ
n τ [122], where τ is
a tuning constant, but we will not consider this here.
Known issues. One of the problems with the L-curve approach is that the “corner
point” is not a well-deﬁned notion, and several algorithms have evolved with diﬀerent
deﬁnitions. The ﬁrst algorithm for Tikhonov regularization used the maximum curva-
ture of the L-curve [75], which can be computed eﬃciently as in [23]. The algorithm
above [122] is a simpler alternative, which can also be applied with discrete regulariza-
tion parameters. Our experience (see also [84]) is that these algorithms have similar
performance. Other algorithms are given in [73] and the references therein.
There is currently no rigorous justiﬁcation of the L-curve method, but there is quite
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a lot of numerical experience. For several (but not all) problems it has been observed
to give a reasonably good and robust parameter choice, and it can cope with correlated
errors [1, 3, 29, 67, 71, 73, 75].
However, it is known theoretically that the L-curve method (from [75]) has serious
limitations [41, 146]. First, the L-curve corner may not even exist [122]. Also, the method
is not convergent in the deterministic setting as the noise level δ → 0, with signiﬁcant
under-smoothing for smooth solutions [66]. Furthermore, the method is not convergent
in the stochastic discrete data setting as the sample size goes to ∞, where it leads to
over-smoothing [138, 139]. These eﬀects have been observed in numerical experiments
[72, 84].
The L-curve method can also be extended to iterative regularization methods, in
particular the conjugate gradient method [67, 71], Krylov methods [87] and the iteratively
regularized Gauss–Newton method [45].
Numerics. As seen in ﬁg. 12, for both Tikhonov and spectral cut-oﬀ regularization,
the L-curve method has a very unreliable and erratic performance over the set of problems
considered. It performs well in the few cases where ν is small relative to  , but very
poorly in other cases where ν is larger (the solution is smooth) and the noise level is
small, consistent with the theoretical result in [66]. The behavior for colored noise quite
closely resembles the behavior for white noise.
If the L-curve method is used without a maximal index (i.e. N in (13)), then the
results for the test cases with good performance in ﬁg. 12 are unchanged, but the results
for most of the other cases are signiﬁcantly worse, with much larger medians and means
for the ineﬃciencies. This shows the importance of using an appropriate maximal index
for the L-curve method, a recommendation also made in [71, Section 7.7].
4.9. Modiﬁed discrepancy partner rule
In [68], Hanke and Raus developed a general approach to construct a data-driven rule
(requiring no a-priori knowledge) from an order-optimal rule (that requires the noise level
δ) in the deterministic setting (see also [60]). The approach uses a bound on the function
deﬁning the order-optimal rule to implicitly bound the error in the regularized solution.
In particular, they applied the approach to the MD rule for Tikhonov regularization in
Section 4.3 to get the modiﬁed discrepancy partner (MDP) rule.
Method. As for the MD rule, one has to compute the function f in equation (17).
The MDP rule also uses the function ̺ in the bound (8), but this is already required
in the derivation of f. For Tikhonov regularization with parameter αn = α0qn, we
have ̺(n) = α
−1/2
n , and, for spectral cut-oﬀ regularization, we have ̺(n) = σ
−1
l(n). The
parameter choice n∗ is the minimizer of ̺(n)η(n), where η(n) = (f(n))1/2 is the left-hand
side of (19), that is
n∗ = argmin
n≤N
{̺(n)βn
￿
￿￿
Ax
δ
n − y
δ,(A
∗)
−1 ￿
x
δ
n − x
δ
n+1
￿￿￿
￿1/2
}. (28)
Known issues. For Tikhonov regularization, Hanke and Raus [68] derive a bound for
the error which shows that, if η(n∗) is of the same order as  yδ − y , then the MDP
rule achieves the optimal rate of convergence as δ → 0. They suggest that the value of
η(n∗) be monitored, and, if it is signiﬁcantly less than the presumed noise level, then
the parameter choice n∗ should be rejected. In numerical experiments for Tikhonov
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Figure 13: Ineﬃciencies of the modiﬁed discrepancy partner rule
regularization in [68], the MDP rule gives errors that, although greater, are less than
twice that of the underlying MD rule. It is observed, however, that the MDP rule is not
convergent (over-smoothing) in the discrete case as the sample size goes to ∞.
It is shown in [60, 68] that the proposed approach is quite general, and it can be
applied with order-optimal rules for other regularization methods for linear problems,
in particular Landweber iteration and the method of conjugate gradients, to give useful
data-driven rules.
Numerics. As seen in ﬁg. 13, the MDP rule has good performance for spectral cut-oﬀ
in both the white and colored noise situations. For Tikhonov regularization, it has only
mediocre performance, which is worse but not very much worse than for the MD rule
in ﬁg. 5. The behavior for colored noise is quite similar to that for white noise. If the
MDP rule is applied without a maximal index, the results are similar to those in ﬁg. 13,
except for Tikhonov regularization with   = 1, where the results are much worse.
4.10. Extrapolated error method
This method, developed by Brezinski, Rodriguez and Seatzu [20, 21] for discrete ill-
posed problems, chooses the regularization parameter by minimizing an estimate of the
2-norm error  x − xδ
n  found by an extrapolation procedure.
Method. The parameter choice is
n∗ = argmin{ rn 2/ A∗rn }, rn = yδ − Axδ
n. (29)
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Figure 14: Ineﬃciencies of the extrapolated error method
Known issues. The expression  rn 2/ A∗rn  in (29) is one of a family of extrapolated
estimates of the error  x−xδ
n  [20, 21]. In practice, to calculate the expression accurately
for small αn in Tikhonov regularization, one should replace A∗rn by the equivalent
term αnxδ
n [20]. There is currently no convergence analysis to justify the method, but
numerical results in [20] indicate that it is quite robust.
Numerics. As seen in ﬁg. 14, the extrapolated error method performs quite well for
Tikhonov regularization, but poorly in many cases for spectral cut-oﬀ. If the method is
used without a maximal index, the results for Tikhonov regularization are much worse.
We also assessed a related method proposed in [21], which has  rn  A∗rn / AA∗rn  in
place of the expression in (29), but overall it gave signiﬁcantly worse results than the
method above.
4.11. Normalized cumulative periodogram method
For the ﬁnite dimensional situation with white noise, Rust [124] suggested using the
periodogram of the residual vector as a diagnostic tool. Building on this, Hansen et. al.
[74] developed a parameter choice method, called the normalized cumulative periodogram
(NCP) method, and Rust and O’Leary [125] proposed a similar method. The basis of
these methods is to make the residual as close as possible to white noise.
Method. The (unscaled) periodogram of the residual vector rn = yδ −Axδ
n is deﬁned
as the vector p with elements pk = |dft(rn)|2, k = 1,...,m, where dft denotes the
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Figure 15: Ineﬃciencies of the NCP method
discrete Fourier transform. Deﬁne the normalized cumulative periodogram as the vector
c = c(rn) with elements
ci =  (p2,...,pi+1) 1/ (p2,...,pm) 1, i = 1,...,m − 1,
where      1 is the l1 norm, and let v be the vector with elements vi = i/(m − 1). Then
the NCP parameter choice is
n∗ = argmin
n≤N
 v − c(rn) 1.
Known issues. There is currently no convergence analysis of the NCP method. As
shown in [74], the underlying assumption that the residual resembles white noise holds
only approximately for a range of values of the Tikhonov regularization parameter α
that are not too small, so it is likely that there are limitations for the method. However,
the NCP method and its variant in [125] have been shown to perform well on several
test problems [74, 125]. It is clear from the basis of the NCP method, that the noise
should be white. In principle, the method can also be applied to iterative regularization
methods.
Numerics. Figure 15 shows that the NCP method has quite good performance in the
white noise situation, though there is evidence of saturation for Tikhonov regularization,
as well as many outliers. By contrast, the method has poor performance in the colored
34Page 35 of 53
Accepted Manuscript
noise scenario for both Tikhonov and spectral cut-oﬀ regularization. If the NCP method
is used without a maximal index, many of the extreme outliers are even more extreme,
resulting in larger means for the ineﬃciencies.
4.12. Residual method
The residual method was introduced in [16] for spectral cut-oﬀ regularization in an
inﬁnite dimensional Bayesian setting; see also [9]. The method is based on minimizing
a certain weighted form of the norms of the residuals, where the weighting penalizes
under-smoothing parameter values.
Method. Let B = A(I − AA−1
n ). The parameter choice is deﬁned by
n∗ = argmin
n≤N
￿
 Axδ
n − yδ 
(traceB∗B)1/4
￿
. (30)
Known issues. Assuming an appropriate behavior for the random element x, the
residual method for spectral cut-oﬀ is a convergent method as δ → 0 [16], and this holds
with noise of unknown moderate color. The rate results show that the performance
improves as the degree of ill-posedness of the problem increases, though it is not optimal.
It is clear from the deﬁnition (30) that this choice is similar in form to generalized
cross-validation (32). For spectral cut-oﬀ regularization, the trace can be evaluated easily.
For Tikhonov regularization, computation of the trace might be rather expensive if m is
large, but more eﬃcient stochastic trace estimators can be used [48, 78, 52].
Numerics. Figure 16 shows that the residual method has good performance in most
cases for both Tikhonov and spectral cut-oﬀ regularization, though it gives poor results
for some more well-posed cases (  = 1). Consistent with the theory, the method has
better performance when the problem is more ill-posed, and in these cases it performs
quite well for both white and colored noise. If the residual method is used without a
maximal index, the results for   = 1 are much worse.
4.13. Generalized maximum likelihood
As discussed in Section 2, the Tikhonov regularized solution for discrete data with
independent Gaussian errors can be interpreted as a Bayes estimate of x if x is endowed
with the prior of a certain zero mean Gaussian stochastic process [43, 142]. Using this
interpretation, Wahba [141] derived the generalized maximum likelihood (GML) estimate
(see also [5, 33, 145]). In the case where A : Rm → Rm has full rank and the Euclidean
norm is used for regularization, the GML estimate (which is then an ordinary maximum
likelihood estimate) is based on y ∼ N(0,b(AA∗ + λI)) for a constant b.
Method. The GML parameter estimate is deﬁned by
n∗ = argmin
n≤N
￿
 Axδ
n − yδ 2
(det
+ (I − AA
−1
n ))1/m1
￿
, (31)
where m1 = rank(I − AA−1
n ) and det
+ is the product of the nonzero eigenvalues.
Known issues. For spectral cut-oﬀ regularization, clearly det
+ (I − AA−1
n ) = 1, so
the GML function is just the residual sum of squares. Therefore, the GML method is
not suitable since it will always severely under-smooth.
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Figure 16: Ineﬃciencies of the residual method
For Tikhonov regularization with uncorrelated errors in the data, the “expected”
GML estimate has been analyzed in [99, 141]. As the sample size m → ∞, the esti-
mate is asymptotically optimal with respect to the prediction risk for “rough” solutions,
i.e. solutions x that behave like a realization of the prior stochastic process. However,
the estimate is asymptotically sub-optimal and under-smoothing for solutions which are
smoother than the minimum required by x ∈ X, i.e. those satisfying ν > 1/2 here. In
numerical studies for spline smoothing [89], the GML method performed well and was
more stable than GCV. A geometric explanation of this stability is given in [37], where
it is also shown that GML can suﬀer serious bias.
It is known that GML tends to under-smooth when the errors are positively correlated
[112]. The method can be extended to deal with correlated errors, where the correlation is
known or parametrically speciﬁed, and it performs quite well in this situation for certain
smoothing problems [112, 144].
For Tikhonov regularization, the det
+ term in (31) can be computed using a SVD of
A if m is not too large.
Numerics. As seen in ﬁg. 17 (and noted above), the GML method does not give
reasonable results for spectral cut-oﬀ regularization. For Tikhonov regularization with
white noise, GML is stable and performs very well in most test cases. It does not perform
as well in those cases where ν >   + 1/2, for which the minimizer of the prediction risk
is not so close to the minimizer of the X-norm risk. For the colored noise scenario, GML
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Figure 17: Ineﬃciencies of generalized maximum likelihood
performs quite well in most cases, but there are many outliers. If GML is used without
a maximal index, many of the extreme outliers for colored noise when   = 1 are even
more extreme, resulting in larger means for the ineﬃciencies.
4.14. Generalized cross-validation
Generalized cross-validation (GCV), due to Wahba [51, 140], is a popular method
for practical problems with discrete data and stochastic noise. It originates from the
older method of ordinary cross-validation, whose rationale is to consider all the “leave-
one-out” regularized solutions and choose the parameter that minimizes the average of
the squared prediction errors in using each solution to predict the missing data value.
The calculations can be done without computing all the regularized solutions. By using
a certain weighting of the prediction errors, Wahba [31, 51, 140, 142] derived the GCV
method, which has the advantage of being invariant under orthogonal transformations
of the data.
Method. The GCV parameter estimate is deﬁned by
n∗ = argmin
n≤N
￿
 Axδ
n − yδ 2
(m−1 tr(I − AA
−1
n ))2
￿
, (32)
where tr denotes the trace of the matrix.
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Figure 18: Ineﬃciencies of generalized cross-validation
Known issues. GCV is closely related to and behaves like the unbiased prediction risk
method (also known as Mallows Cp or CL) [37, 96, 142]. This uses a certain estimate of
the prediction risk E Axδ
n−y 2 that is unbiased if the errors are uncorrelated. Therefore,
the GCV estimate is close to being unbiased as a minimizer of the prediction risk.
For Tikhonov regularization, it is known [57, 95, 98] that, with uncorrelated errors,
GCV is asymptotically optimal with respect to the prediction risk as the number of data
points m → ∞, i.e. the ineﬃciency goes to 1. In addition, if the unknown solution x
is not too smooth relative to the operator, then GCV is order optimal for the X-norm
risk E xδ
n − x 2 [98, 139, 143]. The condition required for this here is ν ≤   + 1/2, and
otherwise GCV is order sub-optimal. This saturation eﬀect is not as serious as it may
seem because (using an approximation of ν) one can choose the order of regularization
(order of the Sobolev space X) so that the condition is satisﬁed [98]. In fact, one can use
GCV to choose the order of regularization [142].
For spectral cut-oﬀ regularization, it is known [96, 137],[139, Chapter 7] that the GCV
method is asymptotically optimal for both the prediction risk and the X-norm risk.
The GCV method has been used widely and has been observed to perform very well
for reasonably large data sets with uncorrelated errors (white noise). However, it is known
[37, 90, 89, 102, 104, 132, 142] that for smaller data sets or correlated errors of red noise
type, the method is rather unstable, often resulting in under-smoothing. Graphically,
the GCV function in (32) can be very ﬂat near its minimum, it can have multiple local
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minima and the global minimum can be at the extreme endpoint for under-smoothing.
The term tr(AA−1
n ) in the GCV function is a measure of the degrees of freedom in
the regularized solution. For spectral cut-oﬀ regularization, it is simply l(n), the number
of terms in the expansion of xδ
n. For Tikhonov regularization, it is harder to compute;
although SVD is a convenient approach [142, 71], it is not eﬃcient for large m. There
is a more eﬃcient algorithm based on bidiagonalization [38] or tridiagonalization [58]
(see also [71] and [142, Chapter 11]). One can also estimate the trace eﬃciently using
stochastic (Monte-Carlo) algorithms [48, 78, 52]. Other eﬃcient algorithms exist for
special problems, in particular spline smoothing [79].
Several extensions of GCV have been proposed to deal with correlated data in certain
smoothing problems, where the correlation is known or parametrically speciﬁed, and good
results have been obtained for large sample sizes [112, 144]. The GCV method has also
been extended in other directions, including to non-Gaussian data [57] and to wavelet
thresholding [80]. It can also be applied to iterative regularization methods, in particular
the conjugate gradient method [67, 71], Krylov methods [87], the ART method [126] and
the iteratively regularized Gauss–Newton method [59, 142].
Some other parameter choice methods proposed in the literature have been shown to
be closely related to GCV, in particular the Akaike information criterion (AIC) [2, 43].
In view of its similarity to GCV, we do not consider this here.
Numerics. As seen in ﬁg. 18, GCV mostly performs well for both Tikhonov and
spectral cut-oﬀ regularization with white noise. It does not perform so well for Tikhonov
regularization in the cases where ( ,ν) equals (1,3), (1,5) and (3,5). These are the cases
aﬀected by saturation (since ν >  +1/2), for which the minimizer of the prediction risk
is not so close to the minimizer of the X-norm risk. There is no such problem for spectral
cut-oﬀ, consistent with the theory.
By contrast with the white noise situation, GCV performs very poorly in the colored
noise experiment. For both white and colored noise, there are many outliers due to the
instability of the method. If GCV is used without a maximal index, many of the extreme
outliers are even more extreme, resulting in larger means for the ineﬃciencies.
4.15. Robust generalized cross-validation
In order to overcome the instability of GCV, a robust GCV (RGCV) method has
been developed [102, 123]. Like GCV, the RGCV method has a good rationale in terms
of the inﬂuence of data values on the regularized solution [102].
Method. The RGCV parameter estimate is deﬁned by
n∗ = argmin
n≤N
￿
 Axδ
n − yδ 2
(m−1 tr(I − AA
−1
n ))2
￿
γ + (1 − γ)m−1 tr((AA−1
n )2)
￿
￿
, (33)
where γ ∈ (0,1) is a robustness parameter. We take γ = 0.1.
Known issues. Note that for γ = 1, the RGCV method is just GCV. As γ is decreased,
the method becomes more robust and it is less likely to choose a large value of n (i.e. to
under-smooth) [102]. The eﬀect of the last term of the RGCV function in (33) is clear
graphically. Compared to GCV, the RGCV function has signiﬁcantly higher curvature
at the minimum point and so the method is much more stable.
The last term in (33) can also be explained by the fact that, for uncorrelated errors
with variance δ2, we have δ2 tr((AA−1
n )2) = E Axδ
n − EAxδ
n 2, the variance of Axδ
n. In
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Figure 19: Ineﬃciencies of robust generalized cross-validation
fact, for Tikhonov regularization, it is known [102, 103] that as m → ∞, the RGCV
function is consistent with a weighted sum of the prediction risk E Axδ
n − y 2 and the
variance E Axδ
n −EAxδ
n 2, with weights γ and 1−γ, respectively. Therefore the RGCV
method places extra weight on reducing the variability of the regularized solution. As
m → ∞, the RGCV estimate has the same optimal order as the GCV estimate, but it
has a diﬀerent constant resulting in a slightly larger value [102, 103]. Consequently, the
method does not suﬀer as badly as GCV from the saturation eﬀect.
For spectral cut-oﬀ regularization, it is clear that tr((AA−1
n )2) = tr(AA−1
n ) is simply
the number of terms in the expansion of xδ
n. For Tikhonov regularization, if a SVD is
used to compute tr(AA−1
n ) in (33), then it requires very little extra work to compute
tr((AA−1
n )2). If a bidiagonalization is used to compute tr(AA−1
n ) [38], then tr((AA−1
n )2)
can also be computed eﬃciently as in [53].
It can be expected that RGCV can be extended in the same way as GCV to iterative
regularization methods.
Numerics. As seen in ﬁg. 19, RGCV is stable and mostly performs very well in the
white noise situation. For Tikhonov regularization, there is evidence of the saturation
eﬀect when ν >  +1/2, but it is smaller than for GCV. The results for colored noise are
mostly good and a big improvement compared to GCV, but there are still many outliers.
If RGCV is used without a maximal index, many of the extreme outliers for colored noise
are even more extreme, resulting in larger means for the ineﬃciencies.
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4.16. Strong robust GCV
The robust GCV (RGCV) method in Section 4.15 is one of a family of robust GCV
methods developed in [103] that also includes the strong robust GCV method, denoted
R1GCV. Like GCV and RGCV, the R1GCV method has a good rationale in terms of
the inﬂuence of data values on the regularized solution [103].
Method. The R1GCV parameter estimate is deﬁned by
n∗ = argmin
n≤N
￿
 Axδ
n − yδ 2
(m−1 tr(I − AA
−1
n ))2
￿
γ + (1 − γ)m
−1 tr((A
−1 ∗
n A
−1
n )
￿￿
, (34)
where γ ∈ (0,1) is a robustness parameter. We take γ = 0.95.
Known issues. Note that for γ = 1, the R1GCV method is just GCV. As γ is
decreased, the method becomes more robust and it is less likely than GCV and (generally)
RGCV to choose a large value of n (i.e. to under-smooth) [103].
The last term in (34) can be explained by the fact that for uncorrelated errors with
variance δ2, we have δ2 tr((A−1 ∗
n A−1
n )) = E xδ
n − Exδ
n 2, the variance of xδ
n. In fact, for
Tikhonov regularization, it is known [103] that as m → ∞, the R1GCV function in (34)
is consistent with a weighted sum of the prediction risk E Axδ
n − y 2 and the variance
E xδ
n−Exδ
n 2, with weights γ and 1−γ, respectively. Since this variance is measured in a
stronger norm than for the variance E Axδ
n −EAxδ
n 2, R1GCV places more weight than
even RGCV on reducing the variability of the regularized solution. If the solution x is
suﬃciently smooth, then the R1GCV choice of regularization parameter is order optimal
with respect to the X-norm risk [103], and if the solution is less smooth, then it behaves
somewhere between this rate and the optimal rate with respect to the prediction risk.
The method also has good ﬁnite sample and asymptotic properties for problems with
correlated errors [104].
If a SVD is used to compute tr(AA−1
n )) in (33), then it requires very little extra work
to compute Tn := tr((A−1 ∗
n A−1
n ) in (34). For Tikhonov regularization, Tn can also be
computed as Tn = −D(tr(AA−1
n )), where D is the divided diﬀerence with respect to the
regularization parameter (since with continuous Tikhonov regularization parameter α,
we have Tα = −(d/dα)(tr(AA−1
α ))) [103].
It can be expected that R1GCV can be extended in the same way as GCV to iterative
regularization methods.
Numerics. Figure 20 shows that R1GCV is stable and mostly performs well for
Tikhonov regularizationin both the white and colored noise situations, with fewer outliers
than both GCV and RGCV. There is little sign of a saturation eﬀect. For spectral cut-oﬀ,
the performance is mediocre with quite a bit of bias.
4.17. Modiﬁed generalized cross-validation
The modiﬁed GCV method involves a simple modiﬁcation of the GCV function that
is designed to stabilize the method [32, 136].
Method. The modiﬁed GCV parameter estimate is deﬁned by
n∗ = argmin
n≤N
￿
 Axδ
n − yδ 2
(m−1 tr(I − cAA
−1
n ))2
￿
,
where c > 1 is a stabilization parameter. Here we use c = 3.
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Figure 20: Ineﬃciencies of strong robust generalized cross-validation
Known issues. When c = 1 the method reduces to GCV. The eﬀect of the factor c can
be explained [32] in terms of the degrees of freedom for the regularized solution, deﬁned
as df = tr(AA−1
n ), where AA−1
n is the inﬂuence matrix. Clearly the factor introduces a
pole at m/c in the objective function as a function of df, which constrains the value of n
so that df < m/c and modiﬁes the function’s shape to prevent under-smoothing.
The modiﬁed GCV method for Tikhonov regularizationis closely related to the RGCV
method in the sense that, under appropriate conditions, they are asymptotically equiva-
lent as the sample size m → ∞ [103], with the parameters c and γ related by
1/γ = 1 + (c − 1)4 /(2  − 1),   > 1/2.
For   = 2, the value γ = 0.1 used for RGCV in Section 4.15 corresponds to c = 4.375.
From experimentation, it appears that c = 3 is a good value for our general situation.
Clearly, the modiﬁed GCV estimate can be computed in the same way as the GCV
estimate; see Section 4.14. It can be expected that the modiﬁed GCV method can be
extended in the same way as GCV to iterative regularization methods.
Numerics. As seen in ﬁg. 21, the modiﬁed GCV method is stable and usually performs
well in the white noise situation. For Tikhonov regularization, there is some evidence of
the saturation eﬀect for GCV when ν >   + 1/2. The results for colored noise are quite
good, but there are many outliers.
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Figure 21: Ineﬃciencies of modiﬁed generalized cross-validation
4.18. Other methods
There are a few parameter choice methods that, for certain reasons, we did not
consider in our study. These methods and the reasons are listed below. It should be
noted that a method’s omission does not mean that it performs poorly.
• The method is known to behave very much like another method in the study.
– Akaike information criterion (AIC) [2]: behaves like GCV [43]
– unbiased prediction risk method (also known as Mallows CP or CL): behaves
like GCV [37, 96, 142]
– unbiased risk method [27, 100]: behaves like the modiﬁed discrepancy principle
with a particular tuning constant
– rule R1 of Raus [63]: behaves like the fast balancing principle with l(n) = n+1
in (23)
• The method does not generalize in an obvious way to both spectral cut-oﬀ and
Tikhonov regularization.
– Arcangeli’s principle [6, 56, 109], which is an early method developed for
Tikhonov regularization with deterministic noise
– rule R2 of Raus [121], which was developed for (iterated) Tikhonov regular-
ization with deterministic noise
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– risk hull method [27], which was developed for spectral cut-oﬀ regularization
with Gaussian white noise
• The method is diﬃcult to automate.
– some versions of the L-curve method
• The method requires a heavy load of precomputations, which makes it diﬃcult to
test in our large-scale simulation experiments. Such methods usually make use of
a precise speciﬁcation of the stochastic noise model, which in practice (at least at
the necessary precision) is not known.
– risk hull method [27]
– modiﬁed balancing principle [128]
5. Summary and conclusions
In this section, we will summarize the requirements and properties of the parameter
choice methods described in Section 4, and then compare them with respect to their
average performance in our numerical experiments.
For standard uses, this should serve as a practical guide through the jungle of diﬀerent
methods. However, for special problems, the performance of the methods might be quite
diﬀerent. In addition, for each method, there are implementation issues which might
make one or other method more practical in certain situations.
Most of the parameter choice methods considered here are based on some principle
or rationale that is independent of the regularization method, and, in practice, they can
be applied to various regularization methods. Therefore, it is reasonable to suppose that
each method will have a similar performance when applied to regularization methods with
similar behavior depending on the parameter. Hence, our simulation results for Tikhonov
and spectral cut-oﬀ regularization may serve as model results for other regularization
methods of low and high qualiﬁcation, respectively.
5.1. Requirements and properties
The requirements and general properties of each method are summarized in Table
3. The methods are split into three groups according to the input information required;
those in the ﬁrst group require the noise level, those in the second group require at
least two independent data sets and those in the third group do not require any a-priori
knowledge. The abbreviations used in Table 3 are deﬁned in the list below.
• (Or.) Mathematical origin of the method
– (FA) functional analytic background
– (St) stochastic background
– (–) no clear origin can be identiﬁed
• (Sp.) The function space in which the method works
– (X) the solution space X, i.e. norms and/or inner products in X need to be
evaluated
– (Y) the data space Y (mostly using the residual), i.e. norms and/or inner
products in Y need to be evaluated
44Page 45 of 53
Accepted Manuscript
Method Or. Sp. Inp. Tun. Set. Com. Cal. PD PS Gen.
Discrepancy Principle FA Y δ y ∞ log – y – l+nl
Transformed Disc. Pr. FA Y δ y ∞ log – y – –
Modiﬁed Discrepancy Pr. FA Y δ y ∞ log – y y l+nl
Monotone Error Rule FA Y δ y ∞ log – y – –
Balancing Pr. (white) St X δ y ∞ N tr y y l+nl
Balancing Principle St X 2 y ∞ N – – y l+nl
Fast Balancing Principle St X 2 y ∞ log – – y –
Hardened Balancing Pr. – X 2 n ∞ N – – y –
Hard. Balancing Pr. (wh.) – X – n ∞ N tr – y –
Quasi-Optimality Criterion FA X – n ∞ log – y y l
L-Curve Method – XY – n ∞ log – – – –
Modiﬁed Disc. Partner R. FA Y – n ∞ log – y – l
Extrapolated Error Meth. – Y – n m log – – – –
N. Cum. Periodogram M. St Y – n m log – – – –
Residual Method – Y – n ∞ log tr – y –
General. Max. Likelihood St Y – n m log det – y –
General. Cross-Validation St Y – n m log tr – y l
Robust GCV St Y – y m log tr – y –
Strong Robust GCV St Y – y m log tr – y –
Modiﬁed GCV St Y – y m log tr – y –
Table 3: Requirements and general properties of the methods
– (XY) there is a need to evaluate norms or inner products both in X and Y
• (Inp.) Input information required for the method
– (δ) the noise level δ
– (2) at least two (or better more) independent data sets
– (–) no additional information at all
• (Tun.) The method involves a tuning parameter(s). While the optimal use of a
tuning parameter usually improves the results for a certain class of problems, setting
it incorrectly can give very poor results. Setting the parameter is especially diﬃcult
if there is is no theory about its eﬀect on the regularized solution. In practice, where
one cannot necessarily check the validity of a certain setting, methods without (or
with very robust) tuning parameters are usually preferable.
– (y) yes
– (n) no
• (Set.) Data setting for which the method works
– (m) ﬁnite data setting required
– (∞) inﬁnite data setting possible, as well as a ﬁnite one
• (Com.) Computational complexity: number of regularized solutions that need to
be computed
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– (log) the method allows (in principle) for bisection or other methods to reduce
the amount of computation to a logarithmic number log(N) of regularized
solutions, where N is the maximal number
– (N) all regularized solutions need to be computed
• (Cal.) Requirement for expensive calculations like trace computations
– (tr)/(det) requires computing the trace or determinant in each step
– (–) does not require any additional expensive calculations
• (PD) Proof is available in a deterministic setting (i.e. the noise and solution are
deterministic)
– (y) yes (Some restrictions may be required – see the known issues for the
method in Section 4.)
– (–) no proof known yet
• (PS) Proof is available in a stochastic setting (i.e. at least the noise is modeled as
a random variable)
– (y) yes
– (–) no proof known yet
• (Gen.) Generalizations with theory are known for more than spectral cut-oﬀ or
Tikhonov regularization of linear problems
– (l) proofs for other regularization methods (mostly Landweber iteration) for
linear problems are known
– (nl) proofs for nonlinear problems (mostly with the iteratively regularized
Gauss–Newton method or Landweber iteration) are known
– (–) no proofs for further situations are known
5.2. Average performance
For each method evaluated in Section 4, there are four displayed ﬁgure panels (one
for each regularization method and noise scenario) with a box plot for every test case,
showing the sample mean(I) (◦) and sample median(I) (-) of the computed ineﬃciencies
I. For each of these four situations, we will measure the average performance of the
method across all the test cases using both mean(mean(I)) and median(median(I)).
The results are displayed in Table 4, which again has three groups according to the input
information required.
Note that some methods performed signiﬁcantly better for one of the regularization
methods than the other. The best methods, i.e. those giving the smallest mean and
those giving the smallest median, in the three groups and four situations are marked
using boldface. In most cases, the same method is best for both the mean and median,
with both values close to the ideal value of 1. Several other methods, especially in the
colored noise situation, have a high mean and low median, which means that, while the
method mostly performs well, it also generates a signiﬁcant number of very poor outliers.
In each of the three groups, the following methods seem to be the best performers.
• Noise level δ is known accurately: modiﬁed discrepancy principle (ExpCutOﬀ),
discrepancy principle (Tikhonov) and monotone error rule (Tikhonov).
46Page 47 of 53
Accepted Manuscript
Method ExpCO, White ExpCO, Color Tikh., White Tikh., Color
Mean Med. Mean Med. Mean Med. Mean Med.
Discrepancy Principle 1.71 1.62 6.64 1.73 1.57 1.36 2.60 1.49
Transformed Disc. Pr. 149 1.28 181 1.57 4.08 1.85 8.23 1.90
Modiﬁed Discrepancy Pr. 1.09 1.01 2.22 1.16 1.61 1.47 3.91 1.52
Monotone Error Rule 1.19 1.15 2.82 1.18 1.59 1.44 3.01 1.47
Balancing Pr. (white) 1.63 1.56 5.61 1.59 2.03 2.19 3.93 2.23
Balancing Principle 1.60 1.53 1.67 1.40 2.01 2.15 2.02 2.14
Fast Balancing Principle 1.61 1.53 1.62 1.41 2.14 2.31 2.13 2.29
Hardened Balancing Pr. 1.14 1.07 1.22 1.07 1.12 1.07 1.13 1.07
Hard. Balancing Pr. (wh.) 1.14 1.07 3.20 1.37 1.12 1.07 1.86 1.14
Quasi-Optimality Criterion 1.23 1.08 1.28 1.08 1.87 1.07 1.78 1.09
L-Curve Method 783 9.38 853 8.80 86.74 9.66 151 8.91
Modiﬁed Disc. Partner R. 1.65 1.14 1.84 1.14 3.30 2.50 4.04 2.47
Extrapolated Error Meth. 151 2.10 182 2.44 1.78 1.52 2.09 1.65
N. Cum. Periodogram M. 1.37 1.15 168 3.00 6.44 1.14 643 2.97
Residual Method 1.27 1.19 2.87 1.44 3.94 1.29 6.86 1.35
General. Max. Likelihood 11346 49.88 7968 49.59 1.67 1.08 3.43 1.20
General. Cross-Validation 1.37 1.04 717 1.84 5.48 1.57 797 1.86
Robust GCV 1.16 1.10 290 1.28 1.64 1.06 150 1.34
Strong Robust GCV 2.28 1.82 3.59 1.99 1.63 1.40 1.96 1.46
Modiﬁed GCV 1.59 1.20 2.73 1.32 1.37 1.05 2.58 1.26
Table 4: Mean and median ineﬃciencies of the methods over all the test cases
• Several independent data sets are available: hardened balancing principle.
• No extra information: hardened balancing principle (white), quasi-optimality cri-
terion, modiﬁed discrepancy partner rule (ExpCutOﬀ), robust GCV, strong robust
GCV (Tikhonov) and modiﬁed GCV.
It should be noted that, in most situations, the best methods that do not require the
noise level performed better than the methods that use the noise level (i.e. those in the
ﬁrst group). This indicates that one should not use the “known δ” methods for the sake
of performance, but there may be another reason, e.g. computational eﬃciency, for doing
so.
The conclusions here are consistent with those in the numerical study of Palm [113],
which uses the set of test problems of Hansen [70] with uniformly distributed white
noise and colored noise. As above, from the methods using the noise level in [113],
both the discrepancy principle and the monotone error rule performed well for Tikhonov
regularization. The discrepancy principle also performed well in [113] for spectral cut-oﬀ,
but our MD and ME rules were not assessed. From the data-driven methods considered
in [113], as above, adapted versions of the quasi-optimality criterion performed well for
both spectral cut-oﬀ and Tikhonov regularization. (The hardened balancing principle
and robust GCV were not implemented there.)
From Table 4, some methods performed much worse in the colored noise situation
than for white noise. In practical applications, where one normally has only a vague idea
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of the underlying noise structure, it is usually advisable to opt for those methods that
have good performance for colored noise. This is especially true as the methods that
performed well for colored noise also performed quite well in the white noise situation.
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