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Abstract — A novel learning algorithm for blind source separation of post-nonlinear convolutive mixtures is 
proposed in this paper. The proposed mixture model characterises both convolutive mixture and post-nonlinear 
distortions of the sources. A novel iterative technique based on Maximum Likelihood (ML) approach is 
developed where the Expectation-Maximisation (EM) algorithm is generalised to estimate the parameters in the 
proposed model. In the E-step of the proposed frame work, sufficient statistics of the posterior distribution of the 
source signals are estimated while the model parameters are optimised through these statistics in the M-step. The 
post-nonlinear distortions, however, render these statistics difficult to be expressed in a closed form and hence, 
this causes intractability in the M-step. A computationally efficient algorithm is further proposed to facilitate the 
E-step tractable and the self-updated Multilayer Perceptron (MLP) is developed in the M-step to estimate the 
nonlinearity. The theoretical foundation of the proposed solution has been rigorously developed and discussed in 
details. Both simulations and real time speech signals have been carried out to verify the success and efficacy of 
the proposed algorithm. Remarkable improvement has been obtained when compared with the existing algorithm. 
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1. INTRODUCTION 
Blind Source Separation (BSS) aims to recover unknown statistically independent sources from a set of 
observations. BSS with linear convolutive mixture is a branch of BSS family where the instantaneous mixture 
becomes convolutive. Some of these methods for blind deconvolution are based on higher order statistics which 
require non-gaussian source signals [1-3] and some others are based on second order statistics for non-stationary 
sources, e.g. Buchner et al [4] proposed a generalised method for non-stationary sources constructed by first using 
both the non-stationarity and the non-whiteness of the source signals and secondly introducing the general 
broadband formulation and optimisation of the cost function. Mansour et al [5] proposed an algorithm where most 
of the parameters can be estimated using a simple LMS algorithm. However, the two algorithms are only for 
noiseless situation. For noisy mixing environment, Parra and Spence [6] presented a method which explicitly 
exploits the non-stationarity by changing cross-correlations at multiple times. Olsson and Hansen [7] derived a 
time-domain separation algorithm from the maximum likelihood criterion. Recently, the multichannel blind 
deconvolution (MBD) methods have been widely applied. Douglas et al [8] proposed a natural gradient MBD 
method by using causal FIR filter and Kokkinakis and Nandi [9] proposed a method which combines the natural 
gradient algorithm with entropy maximisation to separate speech signals in the frequency domain. However, the 
absence of additive noise in the MBD method model above restrictively constrains their utilisation in the practical 
applications. Furthermore, the study of blind deconvolution so far has concentrated solely on the linear mixture 
and the existing methods above only perform well when the mixture is assumed to be linear. However, for many 
practical applications the mixed signals have been involved in nonlinear distortion, e.g. one of the fundamental 
issues in speech processing is to deconvolve source signals which have been corrupted by noise and interferences. 
Previous studies have shown that the receiving elements such as carbon-button microphones are subject to 
nonlinear distortion [10] and the handsets or antennae in telecommunication [10] often introduce the nonlinearity 
to the original signals. In seismic sensing system [11], the sensors are very sensitive to the ambient environment 
so that their responses change nonlinearly and dynamically. Hence, existing linear methods will fail to yield 
satisfactory performance in such practical applications and an accurate representation of the mixed signals must 
be developed to account for the existence of the nonlinearity. 
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The consideration of accurate representation of nonlinear distorted signals result the emergence of nonlinear BSS. 
The self-organising map (SOM) has been used in [12, 13] but it suffers from both network complexity and 
interpolation errors for continuous phase signals. Neural network models [14-16, 28, 29] based on nonlinear ICA 
algorithms developed by Burel [14] which were later modified by Taleb et al [15] are more structured and 
reported to produce better results than SOM models. The post-nonlinear model proposed by Taleb [15] is suitable 
for the practical applications which involve the use of nonlinear sensors. For the separability of the post nonlinear 
model, [15-16] have provided the analysis. Similar approaches were later adopted in [17, 18, 27] where the hidden 
neuron functions are spanned by polynomials. Recently, a new result is developed in [19] in which the 
nonlinearity is characterised by a class of strictly monotonic continuously differentiable functions and another 
nonlinear approach based on Tikhonov regularised cost function is presented in [20] for BSS of nonlinear 
mixtures. However, these previous works focused only on instantaneous mixing instead of convolutive one which 
is the most likely environment in practical applications and cannot work well in practical applications. 
To overcome the weakness associated with the previous work on both convolutive and nonlinear BSS work, a 
post-nonlinear convolutive BSS model must be proposed. The algorithm for post-nonlinear convolutive BSS 
proposed by Zadeh et al [21] is based on minimising the mutual information by using multivariate score 
functions. However, Zadeh’s algorithm which constrains the sources to be temporally independent and identically 
distributed and the mixing environment to be noiseless is rather restrictive and could deviate considerably from 
the environment of practical applications. In this paper, the noisy post-nonlinear convolutive mixing of temporally 
correlated sources which can be either non-stationary gaussian or stationary non-gaussian with leptokurtic 
distribution is considered for the first time where the observed output tx  at time t is expressed as 
0
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In above, lM  is the l
th
 delayed mixing matrix, 
ts  is a vector of the hidden source signals and 
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g g g =  g   where (.)ig  is a continuously differentiable nonlinear function. The additive noise 
tn  is assumed to be gaussian. As a typical BSS problem, the aim is to estimate the source signals, the mixing 
process parameters and the parameters of the additive noise given only the observed signals. This paper proposes 
a new solution to the noisy post-nonlinear convolutive mixing problem. The theory for post-nonlinear convolutive 
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BSS is established by using second order statistics and a state space model is proposed for post-nonlinear 
convolutive mixtures. In addition, a generalised EM framework is formulated for estimating model parameters 
and the performance of the proposed algorithm is analysed in terms of robustness to noise, accuracy of recovered 
signal and speed of convergence. The generalised EM algorithm is derived where the post-nonlinearity is 
approximated by self-updated Multilayer Perceptron (MLP) whose parameters are updated as part of the mixing 
parameters. In the proposed algorithm, the sufficient statistics of the source signals are inferred in the E-step and 
the model parameters are updated in the M-step. 
The paper is organised as follows: In Section 2, the state space represented post-nonlinear convolutive model is 
fully developed and described. In Section 3, the learning rules of the generalised EM algorithm where the MLP 
nonlinear estimator used is derived. Finally, simulation results and analyses are presented in Section 4 to verify the 
effectiveness at the proposed algorithm. 
 
2. THE MODEL 
The BSS of post-nonlinear convolutive mixture in this paper is based on second order statistics by exploiting the 
non-stationarity and temporal correlation of the source signals. Hence, a model must be built to represent the non-
stationarity and temporal correlation of the source signals and the post-nonlinear convolutive mixture. 
The proposed model is represented by nonlinear state space model. To simplify the notation of post-nonlinear 
convolutive mixture in (1), the source signals is first stacked to form the source vector [7], expressed as 
T T T
1, ,t t I ts
 =  s s s  where 
T
, , , 1 , 1[ ]i t i t i t i t Ls s s− − +=s  . Then a full matrix of filters is formed as 
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 where 
,1 ,ij ij ij Lm m =  m   with ij,lm  representing the 
thl  delayed path between the sensor i  and source j  and the one-to-
one post-nonlinear function layer can be then denoted as 
T
1 1 , ,
1 1
( ) ( )  ( )
I I
t j j t I I j j t
j j
s s
o o
g g
= =
 
=  
 
∑ ∑g Ms m s m s…  where (.)ig  
denotes the thi  nonlinear function which is continuously differentiable. Hence, the observation can be expressed 
as ( )t t t= +x g Ms n  where the additive gaussian noise tn  is stationary with zero mean and covariance matrix R . 
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The temporal correlation of the source signal is represented by autoregressive (AR) process which can model a 
wide range of natural signals sufficiently [22]. For the ith source, the thK  order AR(K) process can be expressed as 
, , ,1 , 1 , ,2 , 2 , , , ,i t i t i t i t i t i t K i t K i ts h s h s h s v− − −= + + + +     (2) 
where K=L with the prior probability distribution over initial state ,1is  being gaussian with mean iµ  and 
covariance iΛ . The non-stationarity of the i
th
 source is modelled by the zero mean non-stationary gaussian signal 
,i tv  in (2). Hence, by varying the variance of ,i tv  the variance of the ith source will vary proportionately. Thus, the 
variance of 
,i tv  controls the degree of non-stationarity of the i
th
 source. Blind deconvolution of non-stationary 
signals is achieved by modelling the non-stationarity of the signal as piecewise stationary [6] and this is carried 
out by segmenting the source signals into non-over lapping segment of finite length where the samples within a 
segment are stationary but non-stationary between segments. Hence, the source signal is modelled as temporally 
correlated and non-stationary gaussian process, which is piecewise stationary but non-stationary between 
segments as shown below: 
, , ,1 , 1 , ,2 , 2 , , , ,
n n n n n n n n
i t i t i t i t i t i t K i t K i ts h s h s h s v− − −= + + + +     (3) 
where n  is the segment number and the variance of 
,
n
i tv  will vary between different segments. To adopt the 
stacking of the source signals, individual evolution matrix 
,
n
i tH  is defined as ,,
( 1) ( 1) ( 1) 1
n
n i t
i t
K K K
hH I 0
− × − − ×
 
=  
 
 where 
, , ,1 , ,, ,
n n n
i t i t i t Kh hh  =  …  denotes the time dependent AR parameter vector, ( 1) ( 1)K K− × −I  is the identity matrix and 
( 1) 1K0 − ×  is the zero vector with the subscript ( 1) ( 1)K K− × −  and ( 1) 1K − ×  denoting their dimensions, respectively. 
To satisfy the statistical independence between the source signals, evolution matrix ntH  and covariance matrix 
nW  of nv  must be defined as 1, , 1[ ],  [ ]n n n n n nt t I t Is sdiag diagH H H W W W= =   where 
1 2
, 1 2
   1
0    otherwise
n
n i
i j j
w j j = =
= 

W . 
Associated with 1
ns
 are 
n
µ
 and nΛ  which represents the mean and covariance matrix of the gaussian prior 
probability distributions. Hence, the source signals model can now be expressed as 1
n n n n
t t t t−= +s H s v  with τ  
being the number of samples per segment. Since the source signals are modelled as piecewise stationary gaussian 
process, the observations are also divided into segments, which now become ( )n n nt t t= +x g Ms n . 
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In this work, stationary non-gaussian sources with leptokurtic distribution are also modelled as non-stationary 
gaussian process. Since leptokurtic non-gaussian process has higher kurtosis than stationary gaussian process, it 
follows immediately that we need to verify non-stationary gaussian process also has higher kurtosis. Hence, 
,i tv  in 
(2) is modelled by a stationary gaussian noise 
,i te  with zero mean distribution ( )e iip e  observed under time-
varying scale ( ) 0i tρ > , expressed as , , ,i t i t i tv eρ= . In the following, we show that the kurtosis of ( )v iip v  is always 
larger than that of ( )e iip e  unless the scale is stationary i.e. v ei iK K≥  where the equality holds only if 
( ) ( )i iip cρ ρ δ ρ= −  for any arbitrary constant c . The kurtosis of a zero mean random variable x  is defined as 
4 2 2E[ ] E [ ]xK x x=  where [ ]E x  represents the expectation of x  over ( )xp x . Since ie  and iρ  are independent, 
4
2 2
E[ ]
E [ ]
i
v ei i
i
K K
ρ
ρ
= . For any density of a positive random variable ( ) 0iipρ ρ ≥  and ( ) 0iipρ ρ =  for 0iρ < , it is easy 
to obtain that 
( ) ( )22 2 4 2 2 4 4 2 2 40 0( ) ( ) 2 E[ ] 2E[ ] 0i i i i i i i i i ii ip c d p c c d c cρ ρρ ρ ρ ρ ρ ρ ρ ρ ρ∞ ∞− = − + = − + ≥∫ ∫   (4) 
Equality holds if and only if ( ) ( )i iip cρ ρ δ ρ= − . The minimum with respect to c  is obtained at 
1/2 2E [ ]iρ . 
Substituting this back gives 4 2 2E[ ] E [ ] 1i iρ ρ ≥ . Therefore we have v ei iK K≥  and the equality holds if and only if 
( ) ( )i iip cρ ρ δ ρ= − . Hence, we obtain that non-stationary gaussian process has higher kurtosis than stationary 
gaussian process and stationary non-gaussian process with leptokurtic distribution can be modelled as non-
stationary gaussian process. The above findings show that the proposed source model is capable to accommodate 
non-stationary gaussian process or stationary non-gaussian process with leptokurtic distribution. Hence, the state 
space represented post-nonlinear convolutive model can be now expressed as 
1
( )  ,  1, 2, ,  ,  1, 2, ,
n n n n
t t t t
n n n
t t t t n Nτ
−
= +
= + = =
s H s v
x g Ms n … …
   (5) 
The evolution matrices and observation mixing matrices are denoted by ntH  and M, respectively. The prior 
probability distribution over initial states of the source signals 1
ns  is taken to be gaussian with mean nµ  and 
covariance nΛ . The gaussian noise nv  and n  have zero mean and covariance matrices nW  and R , respectively. 
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3. LEARNING RULES 
The EM algorithm is generalised to estimate the sources and the parameters in the proposed model. In this model, 
the MLP is used to estimate the post-nonlinear distortion. The learning rules of the generalised EM algorithm are 
derived at a point where the nonlinearity is linearised by Taylor series so as the render tractability in the 
computation of the sufficient statistics.  
 
Given the complete data { },n n nτ τ τ=Y X S  for all n  consisting of both the observed signals { }1 2, , ,n n n nτ τ=X x x x…  
and the source signals { }1 2, , ,n n n nτ τ=S s s s… , the fundamental idea behind the EM algorithm is the determination of 
λ  that maximises log ( | )np τ λY  where ,{ , , , , , , (.)}i t iwλ = µ Λ h M R g  denotes the parameters of the model. 
However, the source signals nτS  are unobserved and therefore, the expectation of log ( | )np τ λY  can only be 
maximised given the observed signals nτX  and the current estimate of λ . The EM algorithm proceeds by 
alternating between the E- and M- steps. Let [ ]qλ  be the current estimate of the parameters at the qth iteration. For 
the E-step, the estimations of the required statistics are carried out as follows: 
 
[ ] [ ] [ ]( | ) log ( , | ) , ( | , ) log ( , | )q n n n q n n q n n nL E p p p dτ τ τ τ τ τ τ τλ λ λ λ λ λ = =  ∫X S X S X X S S   (6) 
For the M-step, the conditional log-likelihood function [ ]( | )qL λ λ  is maximised with respect to λ  while [ ]qλ  is 
kept fixed as shown in below: 
[ 1] [ ]argmax ( | )q qL
λ
λ λ λ+ =
      (7) 
In the EM algorithm, each iteration is guaranteed not to decrease [ ]( | )qL λ λ . 
 
A. E-step 
In the E-step, the sufficient statistics are given by the posterior distribution [ ]( | , )n n qp τ τ λS X , which can be 
computed in the following recursions: 
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n n q n n n q n
t t t t
n n q n n n q n
t t t t
n n q n n n q
n n q t t t t
t t
t
p p d
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p
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τ τ
τ τ
τ
λ λ
λ λ
λ λλ
+ +
+ + +
+ +
+
=
=
=
∫
∫
s X s s X s
s X s s X s
s X s s X
s X
s
1[ ]
1 | , )
n
tn n q
t
d
λ +∫
s
X
   (8) 
The term [ ]1( | , )n n qt tp λ+s X  is the one-time step prediction of [ ]( | , )n n qt tp λs X  where the latter can be computed as  
[ ] [ ]
[ ] 1
[ ] [ ]
1
( | , ) ( | , )( | , )
( | , ) ( | , )
n n q n n q
n n q t t t t
t t n n q n n q n
t t t t t
p p
p
p p d
x s s X
s X
x s s X s
λ λλ
λ λ
−
−
=
∫
   (9) 
and 
  
[ ] [ ] [ ]
1 1 1 1( | , ) ( | , ) ( | , )n n q n n q n n q nt t t t t t tp p p ds X s s s X sλ λ λ− − − −= ∫    (10) 
The starting point of these recursions lies in the parametric form of each of the distribution. To enable closed form 
estimation of the above distribution parameters, the nonlinear observation equation (5) will be linearised at the 
mean of the current filtered state [ ]1( | , )n n qt tp λ−s X , which will be denoted as | 1ˆnt ts − . Thus, the model (5) can now be 
expressed as 
1
n n n n
t t t t−= +s H s v         
| 1 | 1
| 1 | 1
ˆ ˆ( ) ( )
ˆ ˆ( )
n n n n n n
t t t t t t t t
n n n n n n
t t t t t t t t
n
td
x g Ms D s s n
D s g Ms D s n
− −
− −
= + − +
= + − +

    (11) 
where the derivative matrix ntD  of the vector-valued function g at point | 1ˆ
n
t t−s  is defined as 
ˆ | 1n nn t t tt = −
∂
∂ s s
g
s
. Since 
the noise ntv  and tn  are both zero and gaussian distributed with covariance nW  and R , respectively and the 
prior probability distribution 1( )np s over the initial states 1ns  is assumed gaussian 1 1ˆ( , )n nN s P  with 1ˆn n=s µ  and 
1
n n
=P Λ , the parametric forms of (8)-(10) will also be gaussian. More precisely, they are parameterised as 
follows: [ ] | |ˆ( | , ) ( , )n n q n nt t tp Ns X s Pτ τ τλ = , [ ] | |ˆ( | , ) ( , )n n k n nt t t t t tp Ns X s Pλ =  and [ ]1 | 1 | 1ˆ( | , ) ( , )n n k n nt t t t t tp Ns X s Pλ− − −= . By 
utilising the gaussian functional analysis [25], it can be shown that closed form expressions for these parameters 
can be computed for 1, 2, ,t τ= …  as follows: 
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( )T| 1 1| 1 | 1 1| 1
| | 1 | 1 | | 1 | 1
ˆ ˆ
          ,          
ˆ ˆ ˆ
                    ,          
n n n n n n n n
t t t t t t t t t t t
n n n n n n n n n n n n
t t t t t t t t t t t t t t t t t t
− − − − − −
− − − −
= + =
 = − = + − − 
P H P H W s H s
P P K D P s s K x D s d
 (12) 
where 
1T
| 1 | 1
n n n n n n
t t t t t t t tK P D D P D R
−
− −
 
= +
  
 and the initial value 1|0ˆ ns  and 1|0
nP
 are taken as nµ  and nΛ , respectively. 
For 1, 2, ,1t τ τ= − − …  we have: 
( ) ( ) T| | 1| 1| | | 1| 1|ˆ ˆ ˆ ˆ             ,            ( )n n n n n n n n n n nt t t t t t t t t t t t t t ts s J s s P P J P P Jτ τ τ τ+ + + += + − = + −  (13) 
with T 1| 1|( ) ( )n n n nt t t t t tJ P H P −+= . Finally, the covariance matrices under the distributions of [ ]1( , | , )n n n qt t tp λ−s s X  and 
[ ]
1( , | , )n n n qt tp τ λ−s s X  are given by 
( )
1, | 1| 1
1
1, | | | | 1, |
             ,  2, ,
( ) ,  , ,2
n n n n n
t t t t t t t t
n n n n n
t t t t t t t t t t
t
tτ τ
τ
τ
− − −
−
− −
 = − = 
 = + − = 
P I K D H P
P I P P P P
…
…
   (14) 
Note that (12)-(14) defined all the required sufficient statistics of the linearised state space model (11). With these 
statistics, the inferred first order statistics is the source conditional mean ˆnts  for segment n , which is expressed as 
ˆ
n n
t t= 〈 〉s s  where .〈 〉  denotes for the integral over the source posterior [ ]( | , )n n qtp τ λs X . The inferred second order 
statistics are the autocorrelation matrix of source i  for segment n  
,
n
ii ttC  without time delay and , ( 1)nii t t−C  with time 
delay which can be expressed as follows: 
TT
, , , ,1, ,2, , ,( )n n n n n nii tt i t i t ii tt ii tt ii K tt K K× ≡ 〈 〉 ≡  C s s c c c       
TT
, ( 1) , , 1 ,1, ( 1) ,2, ( 1) , , ( 1)( )n n n n n nii t t i t i t ii t t ii t t ii K t t K K− − − − − × ≡ 〈 〉 ≡  C s s c c c    (15) 
Here, the first element in 
,1,
n
ii ttc  is defined as ,1,nii ttc  and the autocorrelation matrix for nts  is defined as nttC . Since 
the source signals are statistical independent, for different source i  and j  T
, , ,
ˆ ˆ( )n n nij tt i t j t=C s s , ˆnts , 
n
ttC  and ( 1)
n
t t−C  can 
then be computed by 
( ) ( ) ( )T T T| | | | ( 1) 1, | | 1|ˆ ˆ ˆ ˆ ˆ ˆ    ,        ,      n n n n n n n n n nt t tt t t t t t t t t tτ τ τ τ τ τ τ− − −= = + = +s s C P s s C P s s    (16) 
The model parameters are then updated in the following M-step to maximise the likelihood in (6). 
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B. M-step 
In the M-step, ( )L λ  in (6) is maximised with respect to the model parameters by using the relevant statistics 
obtained from the E-step. Represented in the form of model parameters, ( )L λ  can be expressed as:  
T 1 21 1
,1 ,1 , , , 12
1 1 1 1 2 1
T 1
| 1 | 1
( ) logdet ( 1) log logdet ( ) ( ) ( ) ( ( ) )
ˆ ˆ
            ( ( ) ( )) ( (
I I I IN s s s s
n n n n n n n n n n
i i i i i i i i t i t i tnwin i i i t i
n n n n n n
t t t t t t t t
L w sΛ R s µ Λ s µ h s
x g Ms D s s R x g M
τ
λ τ τ −
−
= = = = = =
−
− −

= − + − + + 〈 − − 〉 + 〈 − 〉

+ 〈 − − − −
∑ ∑ ∑ ∑ ∑∑
| 1 | 1
1
ˆ ˆ) ( ))n n n nt t t t t t
t
s D s s
τ
− −
=

− − 〉

∑
 (17) 
For segment-wise parameters, the update equations for segment n  of source i  can be obtained by setting their 
partial derivatives to zero and the new estimator is given by the following closed form equations for 2 t τ≤ ≤ : 
T
,1 ,11
1 T1
, ,1, ( 1) ,( 1)( 1) ,1, , ,1, ( 1)1
2
ˆ
                                           ,      ( )
       ,      ( )
n n n n n n
i i i ii i i
n n n n n n n
i t ii t t ii t t i ii tt i t ii t t
t
w c
τ
τ
−
− − − −
−
=
= = −
     = = −     ∑
µ s Λ C µ µ
h c C h c
  (18) 
Then , , ,n n n ntµ Λ H W  can be reconstructed following the definitions in Section 2. However, the update equations 
for M  and R  which include the statistics from all observed segments are more complex. Because the new 
estimator for M  cannot be expressed in a closed form, the update equation for M  is derived from the gradient 
ascent algorithm. For notation simplicity, we define that | 1ˆ( )nt t−g Ms  as g , ( )| 1ˆni i t tg −m s  as ig  where im  is the ith 
row of M  and ig′  and ig ′′  as the first and second order derivative with respect to the argument, respectively. 
n
tD  is first expressed in the following form based on its definition: 
1
ˆ ˆ| 1 | 1
     ,     
n n n
t n n t t I nn ot t t t tt
diag g g
s s s
gD G M G
s = − −
∂
′ ′  ′ ′≡ = =  ∂
   (19) 
Hence M  is estimated from the following equation 
[ 1] [ ]
[ ]
( )q q
q
L
M M
M M
M
λ
ε+
=
∂
= +
∂
     (20) 
T T T 1
1, | 1 2, | 1 3, | 1
1 1
( )
ˆ ˆ ˆ ˆ( ) ( ) ( )
N
n n n n n n n n n n n n
t t t t t t t t t t t t t t t
n t
L G F s G F s G F s s G R A
M
τλ
−
− − −
= =
∂  ′ ′′ ′ ′= − + + − +
 ∂ ∑∑   (21) 
where 1i
−r
 is the ith row of 1−R , ( )T T T| 1 | 1 | 1 | 1ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( )n n n n n n n n nt t tt t t t t t t t t t tA D C s s s s s s− − − − = − − +  , 1 ˆ | 1nt I no t tdiag g g −′′  ′′ ′′=  sG  , 
ε  is the learning rate and 
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( )
( )
1
1, | 1
1 1
2, 1 | 1
T1 1 T T
1 1
1
3,
ˆ ˆ( )
ˆ ˆ[ ] [ ] ( )
[ ] [ ]
n n n n n
t t t t t t
n n n n n
t I t t t t to
n n
I t t Io o
n n
t t
diag diag
diag diag
−
−
− −
−
− −
−
 = − + − 
= − − −
 +  
= −
F R g x D s s
F r r g x g x M s s
r r A A m m
F R g x
 
  
   (22) 
For the covariance matrix R  of the additive noise n , the update equation can be obtained by setting its derivative 
to zero, which can be expressed as 
( ) ( )
( ) ( ) ( )( )
T TT T T T T T1 | 1 | 1 | 1
1 1
T T T T T
| 1 | 1 | 1 | 1 | 1
ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( )( )
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( )
N
n n n n n n n n n n n n n n n
t t t t t t t t t t t t t t t t t tN
n t
n n n n n n n n n n n n
t t t t t tt t t t t t t t t t t t
τ
τ − − −
= =
− − − − −

= − − − − + − − −
+ + − + − − +
∑∑R x x x g x s s D g x g s s D D s s x
g g D s s g D C s s s s s s D
T 

 (23) 
 
C. Nonlinearity Estimation 
A self-adaptive algorithm is required to estimate the nonlinearity g . Following the Universal Approximation 
Theorem [23], every scalar nonlinear function ig of g can be estimated by a universal estimator, such as radial 
basis function (RBF) network and Multilayer Perceptron (MLP). The hidden layer of RBF constitutes a set of 
gaussian basis and MLP typical consists of a set of source nodes forming the input layer, one or more hidden 
layers of computation nodes, and an output layer of nodes where the input signal propagates through layer-by-
layer. In this paper, MLP will be used to estimate the nonlinearity distortion functions g  in this work. Thus, for 
every scalar function of g , ig  can be approximated by MLP as 
( ) ( )( )(2) (1) ,(2) (1) (2)| 1 , ,
,
,
tanh
ˆ( ) tanh      ,    ( )
n
i i i t i
n n n
i i t t i i i t i i i i tn
i t
n
ui t
u
g u g
u
−
∂ +
′= + = =
∂
b b β
m s b b β b ψ

  (24) 
where 
T(1) (1) (1)
,1 ,i i i kb b =  b  , 
(2) (2) (2)
,1 ,i i i kb b =  b  , ( ) ( ) T(1) 2 (1) (1) 2 (1), ,1 ,1 , ,1 , , , ,sech sechn n ni t i i i t i i k i k i t i kb b u b b uβ β = + + ψ  , 
T
,1 ,i i i kβ β =  β   and k  is the number of hidden perceptrons. The MLP coefficients can be updated as the model 
parameters by maximising ( )L λ . Hence, we define 
 
(1) (2)
1 1 1 1(1) (2)
(1) (2)
1 1
   ,   
k k
k kI Is s
× ×
× ×
   
   
= =   
      
b 0 b 0
B B
0 b 0 b
 
     
 
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1, 1 1, 1
1 , ,
     ,      ,   
n n
t k t
n n
t t
n n
Isk I t I ts s
u
u
×
×
     
     
= = =     
         
ψ 0 β
Ψ u β
β0 ψ

    

    (25) 
Hence, g  and ntD  can be expressed as 
(2) (1) (2)
1
ˆ | 1
tanh( )       ,         n n nt t I tno
t t
diag g g
−
′  ′ ′= + = = s
g B B u β G B Ψ    
(2)
ˆ | 1
 
n n n
t n n t tn t t tt
=
−
∂
′≡ = =
∂ s s
gD G M B Ψ M
s
      (26) 
Substituting (26) into (17), the partial derivative of ( )L λ  for { }(1) (2), ,ϑ = B B β  can be obtained by 
( ) ( )
T 1
| 1 | 1
1 1
(2) (1) (2) T 1 (2) (2) (2)
| 1 | 1
1 1
ˆ ˆ( ( )) ( ( ))( ) 1
2
ˆ ˆ( tanh ( )) ( tanh ( ))1
2
n n n n n n n nN
t t t t t t t t t t
n t
n n n n n n n n n nN
t t t t t t t t t t t t
n t
L τ
τ
λ
ϑ ϑ
ϑ
−
− −
= =
−
− −
= =
〈 − − − − − − 〉∂
= −
∂ ∂
〈 − + − − − + − − 〉
= −
∂
∑∑
∑∑
x g D s s R x g D s s
x B B u β B Ψ M s s R x B B u β B Ψ M s s
   (27) 
In above, (1)ib  and iβ  can be estimated by gradient ascent algorithm. Hence, the new estimator for 
(1)
ib  can be 
expressed as 
(1 ),[ 1] (1),[ ]
1 (1) (1),[ ](1)
( )q q
i i q
i ii
L λη+
=
∂
= +
∂ b b
b b
b
     (28) 
T(1) (2)
1 , 2 , , ,(1)
1 1
( ) 2 ( )
N
n n n n n n
i t i t i t i t i i
n ti
L
u diagΦ Φ Ω b b
b
τλ
σ σ
= =
∂  = − − ∂ ∑∑
    (29) 
where 2 (1) 2 (1)
, ,1 , ,1 , , ,sech ( ) sech ( )n n ni t i i t i i k i t i kdiag b u b uβ β = + + Φ  , (1) (1), ,1 , ,1 , , ,tanh( ) tanh( )n n ni t i i t i i k i t i kdiag b u b uβ β = + + Ω  , 
( ) ( )T T T T T T T T, | 1 | 1 | 1 | 1 1 | 1 | 1 | 1 | 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )n n n n n n n n n n n n n n ni t i tt t t t t t t t t t t i tt t t t t t t t t t t Is− − − − − − − − = − − + − − + α m C s s s s s s m m C s s s s s s m , 1η  is the 
learning rate and 
( )( ) ( )
( )
T1 (2) (1) 1 (2) (1) 1 (2)
1 , | 1
T1 (2) (1) 1 (2)
2 | 1
ˆ ˆtanh ( ) tanh
ˆ ˆ( ) tanh
n n n n n n n n n n n n
i t i t t t t i t t t i t t i t t
n n n n n n n
i t t t i t t i t t
uσ
σ
− − −
−
− −
−
   = + + − + − + − +  
 = − + − + 
r B Ψ d B u β x m s s r B B u β x r B Ψ α
m s s r B B u β x r B Ψ α
 (30) 
The new estimator for iβ  can be expressed as 
[ 1] [ ]
2 [ ]
( )q q
i i q
i ii
L λη+
=
∂
= +
∂ β β
β β
β
     (31) 
T(1) (2)
1 , 2 , ,
1 1
( ) 2 ( )
N
n n n n n
i t i t i t i i
n ti
L diagΦ Φ Ω b b
β
τλ
κ κ
= =
∂  = − − ∂ ∑∑    (32) 
where 2η  is the learning rate and 
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( )( )
( )
1 (2) (1)
1
T1 (2) (1) 1 (2)
2 | 1
tanh
ˆ ˆ( ) tanh
n n n n n
i t t t t
n n n n n n n
i t t t i t t i t t
κ
κ
−
− −
−
 
= + + −
 
 = − + − + 
r B Ψ d B u β x
m s s r B B u β x r B Ψ α
  (33) 
For the set of coefficients (2)B , the update equation can be obtained by setting its derivative to zero. Thus, the 
derivative of ( )L λ  with respect to (2)B  is first computed as 
( )( ) ( )( )
( ) ( )( )
T T1 (1) 1 (2) (1)
| 1 | 1(2)
1 1
T1 (2) (1) (1)
| 1
( )
ˆ ˆ ˆ ˆtanh ( ) ( ) tanh
ˆ ˆ
                                 tanh tanh ( )
     
N
n n n n n n n n n
t t t t t t t t t t t
n t
n n n n n
t t t t t t
L τλ
− −
− −
= =
−
−
∂ 
= − − + + − + − +∂ 
+ + + + −
∑∑ R x B u β Ψ M s s R B Ψ M s s B u βB
R B B u β B u β Ψ M s s
( ) T1 (2) T T T T| 1 | 1 | 1 | 1ˆ ˆ ˆ ˆ ˆ ˆ                            ( ) ( ) ( )n n n n n n n n nt tt t t t t t t t t t t t− − − − − + − − + R B Ψ M C s s s s s s M Ψ
 (34) 
Set the derivative to zero, we obtain that 
( )( ) ( ) ( )( )
( )( )
T T(2) (1) (1) (1)
| 1 | 1
1 1 1 1
T(1) T T
| 1 | 1 | 1
ˆ ˆ ˆ ˆtanh ( ) tanh tanh ( )
ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) tanh ( ) ( )
N N
n n n n n n n n n n
t t t t t t t t t t t t
n t n t
n n n n n n n n n n
t t t t t t tt t t t t t t t
τ τ
− −
= = = =
− − −
   
= + + − + + + −  
  
+ − + + − − +
∑∑ ∑∑B x B u β Ψ M s s B u β B u β Ψ M s s
Ψ M s s B u β Ψ M C s s s s s( ) 1TT T| 1 | 1ˆ( )n n nt t t t
−
− −


s M Ψ
 (35) 
Thus, all new estimators for parameters are obtained and represented with the statistics obtained in the E-step. 
With the new estimator for all model parameters obtained, the EM algorithm alternates between the E-step and M-
step until it converges. Hence, the proposed framework can be summarised as Flowchart 1 below: 
 
Flowchart 1: Proposed Framework 
No 
Divide the observed signals into N  segments each contains τ  samples. 
Initialise , , , , ,n n n ntµ Λ H W M R , 
(1)B , β  and (2)B . 
Substitute , , , , ,n n n ntµ Λ H W M R , 
(1)B , β  and (2)B  
to (12)-(16) obtain ˆnts , nttC  and ( 1)nt t−C . 
   Apply ˆnts , 
n
ttC  and ( 1)
n
t t−C  to (18)-(23), (28)-(33) and  
 (35) to update , , , , ,n n n ntµ Λ H W M R , (1)B , β  and (2)B . 
Test if converged parameters 
fall within a threshold? 
End 
 Yes 
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4 RESULTS AND PERFORMANCE ANALYSIS 
Four experimental simulations under different conditions have been designed to investigate the efficacy of the 
proposed approach in this section. The first simulation is designed to test the performance of the proposed 
algorithm for non-stationary gaussian sources under different signal-to-noise (SNR) environment. The second 
simulation aims to assess the performance of the MLP nonlinear estimator. In the third simulation, the proposed 
algorithm is tested for the stationary non-gaussian sources with leptokurtic distribution under different SNR 
environment. Finally, the real-time separation of speech in a typical office room is carried out. 
 
A. Performance under non-stationary gaussian sources 
In this simulation, the performance of the proposed algorithm for temporally correlated and non-stationary 
gaussian sources is investigated and compared with Zadeh’s post-nonlinear convolutive algorithm [21] and 
kernel-based temporal decorrelation source separation (kTDSEP) algorithm [26] for nonlinear instantaneous 
mixture. Zadeh’s de-mixer consists of two parts: a nonlinear stage which cancels the post-nonlinear distortions 
and a linear stage which separates the linear mixture and is updated by minimising the mutual information of the 
output at different time by using the estimation of multivariate score function and gradient descent. kTDSEP 
performs nonlinear instantaneous BSS of temporally correlated sources follows a series of steps: First, the data is 
mapped into kernel feature space where the intrinsic dimension of the mapped data is computed. An orthonormal 
basis of this sub-manifold in the kernel feature space is then constructed and the temporal decorrelation source 
separation algorithm is applied to the mapped data. Finally, the components of interest are selected by employing 
a variance based criterion. The kernel used in this work is chosen to be polynomial as had originally investigated 
by the authors in [26]. The experimental set-up is as follows: two sensors post-nonlinear convolutive mixture of 
two temporally correlated non-stationary gaussian signals with additive gaussian noise under different SNR 
levels. To demonstrate that the algorithm can work with temporally correlated non-stationary Gaussian signals 
and for convenience purpose, each source is designed to be temporally correlated within the last three samples. 
Hence, parameters K=L=3. The full convolutive mixing matrix M  is randomly selected as (36), the element in 
M  is drawn from (37) and the gaussian noise is added to mixture to obtain the required SNR level: 
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11 12
21 22
 
=  
 
m m
M
m m
   where   
,1 ,2 ,3[ ]ij ij ij ijm m m=m    (36) 
0.22 0.51 0.09 0.19 0.52 0.10
0.18 0.51 0.11 0.21 0.53 0.12
− − 
=  
− − 
M    (37) 
The post-nonlinear distortions are selected as 1 1 1( ) tanh( )g ν ν=  and 32 2 2 2( )g ν ν ν= + . 1 1( )g ν  is bounded while 
2 2( )g ν  unbounded and this selection is taken merely to investigate the performance of the proposed algorithm 
under two different forms of nonlinearity. The signals are divided into segments each contains 50 samples. The 
value for nih  and 
nW  changes for every segment ensure that the source signals are non-stationary between the 
different segments. The initial value of the parameters in the proposed model is obtained from the converged 
parameter value by running the proposed algorithm where the post-nonlinear distortion is assumed to be linear. 
The learning rate for mixing matrix estimator is set to be 410− . Within each experiment of different SNR, all 
model parameters are estimated by the proposed algorithm. Figures 1(a)-(e) depict the true source signals, the 
mixed signals and the recovered signals by the three schemes at SNR=20dB, respectively. The proposed algorithm 
takes about 67s to achieve convergence, Zadeh’s algorithm takes about 35s and kTDSEP takes only 11s to achieve 
convergence. It is clear from the figures that the proposed algorithm has out-performed and provides better 
recovered signals. 
The signal-to-interference ratio (SIR) [7] which is defined as: 
,
( ) ( )ii ij
i j j i i
SIR P P
≠
= ∑ ∑ ∑  is adopted to assess 
the performance improvement of the proposed algorithm where ijP  is the cross-correlation which contributes the 
ith estimated source signal to the jth original source signal, iiP  is the autocorrelation which contributes the ith 
estimated source signal to the ith original source signal and the SIR is calculated over the entire signal length. 
Figure 2(a) displays the convergence of the proposed algorithm at SNR=20dB where the performance of Zadeh’s 
algorithm is also drawn. Figure 2(a) shows that the proposed algorithm converges at reasonably good SIR around 
13dB after 60 iterations while Zadeh’s algorithm converges after 50 iterations only below 8.5dB. The SIR 
achieved by kTDSEP at SNR=20dB is even lower which is no more than 6dB. Since kTDSEP is a batch and not 
an iterative algorithm, the plot of SIR against number of iteration cannot be included in Figure 2(a). Hence, more 
than 50% improvement has been obtained by the proposed algorithm. Figure 2(b) shows the SIR as a function of 
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the SNR. The performance of Zadeh’s algorithm and kTDSEP are both included to demonstrate the degree of 
improvement delivered by the proposed algorithm. In Figure 2(b), the SIR rendered by the proposed algorithm 
continues to grow when SNR increases and a reasonably good SIR is obtained for SNR above 10dB. On the other 
hand, the SIR delivered by Zadeh’s algorithm and kTDSEP improves only marginally when the SNR increases. 
Our proposed algorithm achieves the level of SIR at 13dB for SNR=20dB while Zadeh’s algorithm only obtains 
SIR at about 8.5dB and kTDSEP obtains SIR even lower no more than 6dB. Hence, a significant improvement of 
SIR is provided by the proposed algorithm and about 50% improvement is obtained for all SNR above 5dB. The 
performance of Zadeh’s algorithm is less than successful because its model is noiseless and the sources are 
constrained to be temporally independent and identically distributed. Both conditions have clearly been violated 
in this simulation. kTDSEP performs even more disappointingly because the algorithm is designed for noiseless 
instantaneous mixing instead of noisy convolutive mixing. Hence, the disappointing performance of Zadeh’s 
algorithm and kTDSEP point out the importance of the proposed model in the case where the observed mixture 
has been distorted. This simulation also shows the robustness of the proposed algorithm under high level of noise 
environment. 
B. Performance of MLP nonlinearity estimator 
Accurate estimation of the model parameters is vital for the success of source recovery. Hence, the proposed MLP 
nonlinear estimator is evaluated in approximating the true nonlinear functions in this experiment. Two different 
nonlinear functions 1 1 1( ) tanh( )g v v=  and 32 2 2 2( )g v v v= +  are applied. Based on the Universal Approximation 
Theorem [23], it was shown that MLP with one hidden layer (given enough number of hidden neurons) is able to 
approximate virtually any function to any desired accuracy. However, in practical applications, the number of 
hidden neurons is limited and therefore, the selection of number of hidden neurons is subject to a trade off between 
the approximation accuracy and computational complexity. In this simulation, the MLP estimator applied for 
1 1( )g ν  and 2 2( )g ν  each contains 7 hidden neurons and their coefficients are subsequently updated by (28)-(33) 
and (35). The learning rates 1η  and 2η  are selected by running a large number Monte Carlo realisations of the 
algorithm (in the present paper, we have used at least 1000 realisations). The selection criterion is to retain the 
learning rates that render the best convergence speed while maintaining a standard deviation of 10% steady-state 
error. Hence, 1η  and 2η  are selected as 410− . In Figure 3, the recovered 1 1( )g ν  and 2 2( )g ν  are shown along with 
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the true one, respectively. The recovered nonlinear functions are shown in dashed line while the true ones are 
shown in solid line. It is clear that the estimated nonlinear functions converge very closely to the true ones and the 
mean square error (MSE) between the normalised true and recovered function is 0.003 and 0.0003 for 1 1( )g ν , 
2 2( )g ν  respectively. 
 
C. Performance under stationary non-gaussian sources 
In Section 2, it is showed that the stationary non-gaussian signals with leptokurtic distribution can be treated as 
non-stationary gaussian signals. Hence, two temporally correlated stationary signals with Laplacian distribution are 
applied as source signals in this simulation. White gaussian noise is added to the mixture with different SNR levels. 
Since the source signal is modelled as non-stationary gaussian process which is gaussian segment-wise, the sources 
are segmented and the kurtosis of each segment is calculated to choose the number of samples per segment to 
provide best gaussianity. This is carried out by a number of Monte Carlo realisations to choose the number τ  
which gives the best gaussianity. The number of segments can then be decided by dividing the number of the whole 
signal by τ . Based on a number of Monte Carlo realisations, segment each containing 25 samples has been found 
to satisfy the gaussianity assumption. In Figure 4(a), the kurtosis of each segment of the source signal is displayed 
in solid line while the kurtosis of each source signal is displayed in dash-dot line. It is clearly shown that the 
estimated kurtosis of each segment is within the proximity of 3 which is considerably lower than the kurtosis of 
whole signal. The estimated mean of the segment-wise kurtosis are 3.02 and 2.81, respectively and their 
corresponding standard derivations are 1.02 and 0.95, respectively. This is consistent with the theory of the source 
model in Section 2. The parameters of the model are maintained identical to Section 4A and the AR order of both 
source signals is set to 10. In Figure 4(b), the variance for each segment shows that while the source signals are 
non-gaussian, they are non-stationary between different segments. Figure 5 depicts the true source signals, mixed 
signals and the recovered signals by the three schemes under SNR=20dB. The obtained results show that the 
proposed algorithm has out-performed and provides better recovered signals which are reasonably close to the 
original ones. 
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In Figures 6(a), the convergence speed of the proposed algorithm at SNR=20dB is shown and the performance of 
the Zadeh’s algorithm is also drawn. In Figure 6(a), the proposed algorithm converges after about 50 iterations at 
SIR about 12.5dB. Compared with Zadeh’s algorithm which converges after 40 iterations at no more than 8dB, the 
proposed algorithm provides a good SIR performance with an improvement of over 50%. When the proposed 
algorithm is compared with kTDSEP which achieves the SIR at about 5.5dB, an even better improvement has been 
obtained. Figure 6(b) shows SIR as a function of SNR where the performance of the Zadeh’s algorithm and 
kTDSEP is also drawn. The results in Figure 6(b) show that the SIR increases when SNR increases and a 
reasonable good SIR is obtained for SNR above 10dB for the proposed algorithm. The results for Zadeh’s 
algorithm and kTDSEP show that the SIR fast increases for SNR below 10dB while only a little improvement is 
obtained when SNR is above 10dB. 
 
D. Experimental results for real-time separation 
Real-time separations are implemented in this section. Experiments are conducted in a real typical office room with 
the following dimensions: 3m 3.8m 2.6m× ×  ( height length width× × ). Sentences with length of 6s are spoken by three 
speakers, two male and one female. A three-element microphone array with an inter-element space of 20 cm is 
used for recording. The distance between the speakers and the microphones are 1.5m. The received signals are 
recorded by the microphones which are then fed to a computer where the signals are warped by a nonlinear 
distortion function. In this experiment, tanh(.)  is selected as the nonlinear distortion function and noise at different 
SNR level is also introduced to the distorted mixed signals. By a number of Monte Carlo realisations, a 12th order 
AR model has been found to sufficiently model the temporal correlation of the speech signals. AR model of lower 
order will yield less optimality in fully capturing the temporal statistical behaviour of the speech signals whereas 
increasing the order beyond 12 hardly improves the accuracy unless a very high order which is more than 40 is 
used. This finding is further supported by related reference [24]. In practice and for various types of leptokurtic 
distributions, we have found that segments of 20 to 35 samples are sufficient to satisfy the gaussianity assumption. 
For this particular set of speech signals, we have divided them into segments of 25 samples. In Figure 7(a), the 
kurtosis for each source signal is displayed. The kurtosis of each segment of the source signal is displayed in solid 
 19 
line while the kurtosis of the source signal in its entirety is displayed in dash-dot line. The estimated mean of the 
segment-wise kurtosis are 2.81, 3.05 and 2.85, respectively and their corresponding standard derivations are 0.96, 
1.06 and 0.82, respectively. This is again consistent with the theory presented in Section 2. The non-stationary of 
the three source signals are displayed in Figure 7(b) by the variance of each segment. The estimation process 
follows the proposed algorithm in Section 3. The original sources and the mixed sources under SNR=20dB are plot 
in Figures 8(a) and (b), respectively. The recovered signals by three schemes are depicted in Figures 8(c) to (e). 
The proposed algorithm provides better recovered speech signals which are closely resemble the original signals. 
Figure 9(a) presents the convergence speed under SNR=20dB and Figure 9(b) the SIR-SNR plot. The proposed 
algorithm converges to SIR=11dB after 60 iterations while Zadeh’s algorithm converges to SIR no more than 7dB 
after 40 iterations. Even at 40th iteration, the proposed algorithm still outperforms Zadeh’s algorithm by 2dB. When 
the proposed algorithm is compared with kTDSEP which provides SIR only about 4dB at SNR=20dB, further 
improvement has been obtained. In Figure 9(b), the SIR rendered by the proposed algorithm improves rapidly and 
a good level of SIR above 10dB is obtained for SNR above 15dB. However, the SIR yield by Zadeh’s algorithm 
improves very slightly when SNR is above 10dB and is below 7dB. For kTDSEP, the SIR performs poorly for all 
SNR. Thus, the proposed algorithm provides a substantially higher SIR improvement. 
The utility of the proposed algorithm is tested by automatic speech recognition which is performed in the same 
location as previous experiment. Recognition performance is estimated on a first speaker who reads out a 150 
words article paragraph and the interference source is the second speaker. Two recording microphones are placed 
in parallel, each pointed to one speaker. The distance between the first speaker and the microphone is 120 cm and 
the distance between the interference speaker and the microphone is 250 cm. A commercial large vocabulary 
recogniser (IBM’s ViaVoice) previously adapted to the speaker is used. In Table 1 the word error rate (WER) 
before and after separation by the proposed algorithm is shown for SNR from 5 to 20dB. The results show that the 
WER dropped more than 40% for all SNR after separation. Of particular note is that substantial improvement of 
WER for SNR that ranges from 10dB to 20dB is obtained. The WER after separation is below 20% at SNR=15dB 
and below 15% at SNR=20dB, which are satisfactory results. Again, the result shows the proposed algorithm 
performs well in real-time separation, robust under high level of noise and provides accurate recovered signals. 
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Table 1 WER before and after separation 
                   SNR(dB) 
      WER (%) 
5 10 15 20 
Before Separation 86.2 75.6 63.7 58.2 
After Separation 43.4 32.3 18.9 13.8 
 
5. CONCLUSIONS AND FUTURE WORK 
A novel maximum likelihood approach based on the EM framework for post-nonlinear convolutive mixture has 
been proposed. The state space representation of the post-nonlinear convolutive mixture has been derived where 
the source signal model can be either non-stationary gaussian signal or stationary non-gaussian signal with 
leptokurtic distribution. In the proposed algorithm, the source signals are inferred from the computed sufficient 
statistics in the E-step while the parameters in the nonlinear model are updated in the M-step. The estimation of the 
post-nonlinear distortion is addressed by the self-updated MLP. Rigorous tests and performance analyses have been 
conducted on the proposed algorithm under various simulation conditions. The obtained results have coherently 
shown that nonlinear blind source separation of convolutive mixture is highly feasible and that given a nonlinear 
data set, the proposed algorithm performs significantly better than the existing algorithms by at least 50%. 
However, there still remain a few challenges that need to be considered in future work. The selection of model 
order which includes estimating the number of sources, the degree of nonlinearity is a challenging but important 
issue which has yet to be addressed. Also, the computational complexity of the proposed solution is relatively 
intensive especially for terms that involve the post-nonlinear distortion function and this indicates the need to 
develop fast and robust techniques for efficient implementation. Hence, these issues will constitute the subject of 
future research. 
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FIGURE CAPTIONS 
Figure 1: Signals in simulation Part A. 
               (a) Original sources. (b) Mixed signals. (c) Recovered sources by proposed algorithm.  
               (d) Recovered sources by Zadeh’s algorithm. (e) Recovered sources by kTDSEP.  
 
Figure 2: (a) Algorithm convergence at SNR=20dB in simulation Part A. 
               (b) SIR versus SNR in simulation Part A. 
 
Figure 3: Performance of MLP nonlinear estimator in simulation Part B. 
               (a) 1 1 1( ) tanh( )g v v=  (b) 32 2 2 2( )g v v v= +  
 
Figure 4: (a) Kurtosis of source signals in simulation Part C. 
                (b) Non-stationarity measurement of source signals in simulation Part C. 
 
Figure 5: Signals in simulation Part C. 
              (a) Original sources. (b) Mixed signals. (c) Recovered sources by proposed algorithm. 
              (d) Recovered sources by Zadeh’s algorithm. (e) Recovered sources by kTDSEP. 
 
Figure 6: (a) Algorithm convergence at SNR=20dB in simulation Part C. 
               (b) SIR versus SNR in simulation Part C. 
 
Figure 7: (a) Kurtosis of source signals in the real-time separation experiment. 
               (b) Non-stationarity measurement of source signals in the real-time separation experiment. 
 
Figure 8: Signals in the real-time separation. 
               (a) Original sources. (b) Mixed signals. (c) Recovered sources by proposed algorithm. 
               (d) Recovered sources by Zadeh’s algorithm. (e) Recovered sources by kTDSEP. 
 
Figure 9: (a) Algorithm convergence at SNR=20dB in the real-time separation experiment. 
                (b) SIR versus SNR in the real-time separation experiment. 
