Let X = (X 1 , ......, X m ) be an infinitely degenerate system of vector fields, we study the existence and regularity of multiple solutions of Dirichelt problem for a class of semi-linear infinitely degenerate elliptic operators associated with the sum of square operator ∆ X = m j=1 X * j X j .
Introduction
In this paper, we study the existence and regularity of solutions for a class . We suppose that this system satisfies the following Logarithmic regularity estimates, = D . The results of [4, 6, 7, 8, 9] gave some sufficient conditions for the estimates (1.1). We remark that if s > 1, the estimate (1.1) implies the hypoellipticity of the infinitely degenerate elliptic operator ∆ X = m j=1 X * j X j , where X Definition 1.2. Let now Γ = j∈J Γ j be the union of a family of smooth surface in Ω. We say that Γ is non characteristic for X, if for any point x 0 ∈ Γ, there exists at least one vector field of X 1 , ..., X m which is transversal to Γ j at x 0 for all j in which
We say that the vector fields X = (X 1 Related to the systems of vector fields X = (X 1 , ......X m ), Morimoto and Xu introduce the following function space (cf. [10] ),
( Ω), j = 1, ..., m , which is a Hilbert space with norm u 
Using the Logarithmic Sobolev inequality above, Morimoto and Xu [10] have studied the following semi-linear Dirichlet problems, 
Next, it will be useful for us to introduce following Poincaré s inequality, 
In this paper, we shall study the following semi-linear Dirichlet problem
Our main result is as follows. (1.5) and (1.6) has at least one non-negative solution 
where M denotes the class of paths joining 0 to v.
Conclusion: there is a sequence {u
i } in E such that Φ(u i ) → c and Φ (u i ) → 0 in E*.
Auxiliary results
Definition 2.1. We say that u ∈ H 1 X,0 (Ω) is a weak solution of (1.5) and (1.6) if
We define the function
A simple calculation shows that as 0 < η < 1, J η ∈ C 1 (H 1 X,0 (Ω), R) and it's derivative is given by,
We have denoted by ·, · the duality pairing between H number, we say that a sequence {u n } in E is a (P S) c sequence of
where C 0 > 0 is a positive constant given by Proposition 1.1. We use the fact t(log t)
Now, we prove that for any > 0, there exists δ > 0 such that if A ⊂ Ω, the
But for any > 0, there exists t 0 > e 2 such that
, µ(A) < δ and
The proof of Lemma 2.1 is complete.
Proof. We have
. By the proof of Lemma 2.1, we know there exists M , such that
Next, we prove that for any > 0, there exists
Similarly, we can prove that
Similar to Lemma 2.1, we have
Then there exists a convergent sub-sequence {v
and
where C is a positive constant independent of j.
Proof. Using the fact |t log t| ≤ t
=M , C 0 is a positive constant given by Proposition 1.1. The rest of the proof is similar to the proof of Lemma 2.1. Next, we can prove that for any > 0, there exists
Actually for any > 0, there exists t 0 > e 2 , such that
µ(A) < δ and
Thus we have
The existence of solutions
For any fixed 0 < < 1, 0 < η << 1 and u ∈ H 1 X,0 (Ω), by using Young's inequality, Proposition 1.1 and Proposition 1.3, we have,
where
X,0 (Ω) < R}, the estimate above shows that, as η is small enough, there exist R = R( ) >0, and δ = δ(R) > 0 such that
For example, we can take,
The setB R becomes a complete metric space with respect to the distance,
On the other hand, J η is lower semi-continuous and bounded from below onB R .
So, by Proposition 1.5 (cf.
[5] Theorem 1.1), for any positive integer n there exists {u η,n }, satisfying
We claim that 0 < u η,n H 1 X,0 (Ω) < R for any n large enough. Indeed, if u η,n H 1 X,0 (Ω) = R for infinitely many n, we may assume, without loss of generality,
Combining this with (3.1) and letting n → ∞, we have 0 ≥ c η ≥ δ > 0 which is a contradiction.
We now prove that
where t > 0 is small enough. From (3.2) we obtain
Letting t 0, we deduce that J η (u η,n ), u ≥ −1/n and a similar argument for
, and passing to a subsequence (denote still by {u η,n }), we may assume that u η,n u η,0 in H 
u 0 is a weak solution of (1.5) and (1.6).
We can prove that J 0 (u 0 ) = c 0 . Actually, we have
Letting n → ∞, we know
By Lemma 2.7, we have
By (3.5), (3.6) and (3.7), we have:
On the other hand, lettingũ ∈ H 1 X,0 (Ω), ũ H 1 X,0 (Ω) = R, and t > 0, we have
) .
We can findt >> 1, such that J η (tũ) < J 0 (tũ) < 0 for all t ≥t. Lettingū =tũ, 
We have
So, we havec
By (3.10), we have
where C is a positive constant which is independent of η and n, and dependent of 
, to be independent of η and n, and C 0 and λ 1 are given by Proposition 1.1 and Proposition 1.3 respectively. Furthermore, using the fact |t log t| ≤ t
for t ≥ 0, we have
where C is independent of η and n. 
By (3.11), we have
Passing to a subsequence, we may assume that u η i ,0
That means u 1 is a weak solution of problem (1.5) and (1.6). Next, we prove
(Ω), thus from Lemma 2.4 and Lemma 2.5, we know that (3.12) and (3.13) are also true for
Letting i → ∞ in (3.14), and from Lemma 2.8 and (3.15), we have
that means the problem (1.5) and (1.6) has at least two solutions in H 
, thus it is similar to the proof of existence of the solution u 0 , we can deduce that the problem (1.5) and (1.6) has a non-negative solution in H 1 X,0 (Ω).
Boundedness and regularity of weak solutions
Similar to the proof of [10] , we can deduce the boundedness and regularity of weak solutions.
By using the interpolation inequality, the condition H-3) and the Logarithmic Sobolev inequality (1.2) give that, for any N ≥ 1, there exists C N such that, Since we do not know if u
(Ω), so we replace the function u by u (k) , where k > 1 and
Then it is easy to check (see [6] and [7, Theorem 7 and 
. Under the hypotheses H-1), H-2), H-3), H-4) of Theorem 1.4, and g(x)
as the test function, we have
On the other hand, the Logarithmic Sobolev inequality (4.1) gives
Adding (4.5) and (4.6), we have the desired estimate (4.3).
Proposition 4.2. We have for any
Proof. From the estimate 0 < A 1 ≤ u L 2p 0 ≤ A 0 , we have the estimate (4.7)
for m = 1. By induction, we suppose that (4.7) is also hold for m ∈ N, then we need to prove that (4.7) is hold for m + 1. Here we simplify the notation again, i.e.ū and p 0 would be replaced by u and p in the equation (4.4). We take u
That is
Using the fact l
We study now the term Ω u
For the second part, (4.3) gives
Next, for the third part, we use the Logarithmic Sobolev inequality (4.1) for N = 4,
Sum up the three parts above, we get 
