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a b s t r a c t
The Wiener index of a connected graph G, denoted by W (G), is defined as 12
∑
u, v ∈ V (G) dG
(u, v). Similarly, hyper-Wiener index of a connected graphG, denoted byWW (G), is defined
as 12W (G) + 14
∑
u, v ∈ V (G) d
2
G(u, v). The Padmakar–Ivan (PI) index of a graph G is the sum
over all edges uv of G of the number of vertices which are not equidistant from u and v.
In this paper, we obtain the exact formulas for Wiener, the hyper-Wiener and PI indices
of the tensor product G× Km0,m1,...,mr−1 ,where Km0,m1,...,mr−1 is the complete multipartite
graphwith partite sets of sizesm0, m1, . . . ,mr−1.Using the results obtainedhere, themain
theorems proved inHoji et al. (2010) [11] are obtained as corollaries. Alsowe have obtained
lower bounds for Wiener and hyper-Wiener indices of tensor products of graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
All the graphs considered in this paper are connected and simple. For vertices u, v ∈ V (G), the distance between u and
v in G, denoted by dG(u, v), is the length of a shortest (u, v)-path in G. For two simple graphs G and H their tensor product,
denoted by G × H , has vertex set V (G) × V (H) in which (g1, h1) and (g2, h2) are adjacent whenever g1g2 is an edge in G
and h1h2 is an edge in H; see Fig. 1. Note that if G and H are connected graphs, then G × H is connected only if at least
one of the graph is nonbipartite. The tensor product of graphs has been extensively studied in relation to the areas such as
graph colorings, graph recognition, decompositions of graphs, graph embeddings, matching theory; see [1,7,12,22]; also it
is related to design theory, see [5].
A topological index of a graph is a real number related to the graph; it does not depend on labeling or pictorial
representation of a graph. In theoretical chemistry, molecular structure descriptors (also called topological indices) are used
for modeling physicochemical, pharmacological, toxicological, biological and other properties of chemical compounds [10].
There exist several types of such indices, especially those based on vertex and edge distances. One of the most intensively
studied topological indices is the Wiener index.
The Wiener index [27] is one of the oldest molecular-graph-based structure-descriptors [26]. Its chemical
applications [23] and mathematical properties are well studied [9]. Let G be a connected graph. Then Wiener index of G
is defined asW (G) = 12
∑
u,v ∈ V (G) dG(u, v)with the summation going over all pairs of vertices of G.
The hyper-Wiener index of acyclic graph was first introduced by Randic [25]. Then, as a generalization of the Wiener
index, Klein et al. [18] generalized Randic’s definition for all connected graphs. The hyper-Wiener index of a connected graph
G, denoted byWW (G), is defined asWW (G) = 12W (G)+ 14
∑
u,v ∈ V (G) d
2
G(u, v), where d
2
G(u, v) = (dG(u, v))2. Applications
of the hyper-Wiener index as well as its calculation are well explained in [17,19–21].
Let e = uv be an edge of the graph G. The number of vertices of G whose distance to the vertex u is smaller than the
distance to the vertex v is denoted by nu(e). Analogously, nv(e) is the number of vertices of Gwhose distance to the vertex
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Fig. 1. Tensor product of P3 and C4 .
v is smaller than the distance to the vertex u; here the vertices equidistant from both the ends of the edge e = uv are not
counted. The one more topological index, namely, the Padmakar–Ivan (PI) of G, denoted by PI(G) is defined as follows:
PI(G) =
−
e=uv ∈ E(G)
(nu(e)+ nv(e)) .
For e = uv in G, the number of equidistant vertices of e is denoted by NG(e). Then the above definition is equivalent to
PI(G) =
−
e∈ E(G)
(|V (G)| − NG(e)) .
The PI index is the topological index related to equidistant vertices; but the Wiener index is one of the most important
topological indices (in chemistry) related to distances between vertices. Khadikar and Karmarkar [13] investigated the
chemical applications of the PI index. The mathematical properties of the PI index and its applications in chemistry and
nanoscience are well studied in [2–4,8,14,15]. In this paper, we obtain theWiener index, hyper-Wiener index and PI indices
of G × Km0,m1,...,mr−1 , where Km0,m1,...,mr−1 is the complete multipartite graph with partite sets of sizes m0,m1, . . . ,mr−1.
Using the results obtained here, the main theorems proved in [11] are obtained as corollaries. Also we have obtained lower
bounds for Wiener and hyper-Wiener indices of the tensor products of graphs.
If m0 = m1 = · · · = mr−1 = s in Km0,m1,...,mr−1 , then we denote Km0,m1,...,mr−1 by Kr(s). For S ⊆ V (G), ⟨S⟩ denotes the
subgraph of G induced by S. A path and cycle on n vertices are denoted by Pn and Cn, respectively. We call C3 a triangle. For
disjoint subsets S, T ⊂ V (G), by dG(S, T ), we mean the sum of the distances in G from each vertex of S to every vertex of T ,
that is, dG(S, T ) =∑s∈ S,t ∈ T dG(s, t). For disjoint subsets S, T ⊂ V (G), E(S, T ) denotes the set of edges of G having one end
in S and the other end in T . Notations and definitions which are not given here can be found in [6] or [12].
2. Wiener index of G × Km0,m1,...,mr−1
Let G be a connected graph with V (G) = {v0, v1, . . . , vn−1} and let Km0,m1,...,mr−1 , r ≥ 3, be the complete multipartite
graphwith partite setsV0, V1, . . .,Vr−1with |Vi| = mi, 0 ≤ i ≤ r−1. In the graphG×Km0,m1,...,mr−1 , letBij = vi×Vj, vi ∈ V (G)
and 0 ≤ j ≤ r − 1. For our convenience, we write
V (G)× V (Km0,m1,...,mr−1) =
n−1
i=0

vi ×
r−1
j=0
Vj

=
n−1
i=0
{(vi × V0) ∪ (vi × V1) ∪ · · · ∪ (vi × Vr−1)}
=
n−1
i=0

Bi0 ∪ Bi1 ∪ · · · ∪ Bi(r−1)

, where Bij = vi × Vj
=
r−1
n−1
i=0
j=0
Bij, see Fig. 2.
Let B = {Bij} i=0,1,...,n−1
j=0,1,...,r−1
. We call Xi = r−1j=0 Bij a layer and Yj = n−1i=0 Bij a column of G × Km0,m1,...,mr−1 , see Fig. 2. Clearly, a
layer (resp. column) is an independent set inG×Km0,m1,...,mr−1; in particular, Bij is an independent set. Further, if vivk ∈ E(G),
then the subgraph ⟨Bij∪Bkp⟩ of G×Km0,m1,...,mr−1 is isomorphic to K|Vj||Vp| or a totally disconnected graph according to j ≠ p
or j = p. It is used in the proof of the next lemma.
The proof of the following lemma follows easily from the properties and structure of G × Km0,m1,...,mr−1 and hence it is
left to the reader; the lemma is used in the proof of the main theorems of this paper.
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Fig. 2.
Lemma 2.1. Let G be a connected graph on n ≥ 2 vertices and let Bij, Bkp ∈ B of the graph H = G×Km0,m1,...,mr−1 , where r ≥ 3.
(i) If vivk ∈ E(G), then
dH(Bij, Bkp) =

mjmp, if j ≠ p,
2m2j , if j = p and vivk is on a triangle of G,
3m2j , if j = p and vivk is not on a triangle of G.
(ii) If vivk ∉ E(G), then dH(Bij, Bkp) =

mjmpdG(vi, vk), if j ≠ p,
m2j dG(vi, vk), if j = p.
(iii) dH(Bij, Bip) =

2mj(mj − 1), if j = p,
2mjmp, if j ≠ p. 
Theorem 2.2. Let G be a connected graph with n ≥ 2 vertices and m edges and let λ be the number of edges of G which do
not lie on any C3 of it. If n0 and q are the numbers of vertices and edges of Km0,m1,...,mr−1 , r ≥ 3, respectively, then W (G ×
Km0,m1,...,mr−1) = n20W (G)+ nn0(n0 − 1)+ (m+ λ)(n20 − 2q).
Proof. Let H = G× Km0,m1,...,mr−1 . Clearly
W (H) = 1
2
−
Bij,Bkp∈B
dH(Bij, Bkp)
= 1
2
n−1
i=0
r−1
j,p=0
j ≠ p
dH(Bij, Bip)+
n−1
i,k=0
i ≠ k
r−1
j=0
dH(Bij, Bkj)+
n−1
i,k=0
i ≠ k
r−1
j,p=0
j ≠ p
dH(Bij, Bkp)+
n−1
i=0
r−1
j=0
dH(Bij, Bij)

= 1
2
{A1 + A2 + A3 + A4}, where A1–A4 are the sums of the terms, in order. (2.1)
We shall calculate A1 to A4 of (2.1) separately.
(A1) First we compute
∑n−1
i=0
∑r−1
j,p=0
j ≠ p
dH(Bij, Bip)

. For this, first we compute
∑r−1
j,p=0
j ≠ p
dH(Bij, Bip).
r−1
j,p=0
j ≠ p
dH(Bij, Bip) =
r−1
p=0
p ≠ 0
dH(Bi0, Bip)+
r−1
p=0
p ≠ 1
dH(Bi1, Bip)+ · · · +
r−1
p=0
p ≠ r−1
dH(Bi(r−1), Bip)
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=
r−1
p=0
p ≠ 0
2m0mp +
r−1
p=0
p ≠ 1
2m1mp + · · · +
r−1
p=0
p ≠ r−1
2mr−1mp, since
Bip = mp
=
r−1
a,p=0
a ≠ p
2mamp. (2.2)
Now summing (2.2) over i = 0, 1, . . . , n− 1, we get,
n−1
i=0
 r−1
j,p=0
j ≠ p
dH(Bij, Bip)
 = n−1
i=0
 r−1
a,p=0
a ≠ p
2mamp
 = 2n
 r−1
a,p=0
a ≠ p
mamp
 . (2.3)
(A2) Next we compute
∑r−1
j=0
∑n−1
i,k=0
i ≠ k
dH(Bij, Bkj)

. For this, initially we obtain
∑n−1
i,k=0
i ≠ k
dH(Bij, Bkj).
Let E1 = {uv ∈ E(G) | uv is on a C3 in G} and E2 = {uv ∈ E(G) | uv is not on a C3 in G}.
n−1
i,k=0
i ≠ k
dH(Bij, Bkj) =
n−1
i,k=0
i ≠ k
vivk ∉ E(G)
dH(Bij, Bkj)+
n−1
i,k=0
i ≠ k
vivk ∈ E1
dH(Bij, Bkj)+
n−1
i,k=0
i ≠ k
vivk ∈ E2
dH(Bij, Bkj)
=
n−1
i,k=0
i ≠ k
vivk ∉ E(G)
m2j dG(vi, vk)+
n−1
i,k=0
i ≠ k
vivk ∈ E1
2m2j +
n−1
i,k=0
i ≠ k
vivk ∈ E2
3m2j , by Lemma 2.1,
=
n−1
i,k=0
i ≠ k
vivk ∉ E(G)
m2j dG(vi, vk)+
n−1
i,k=0
i ≠ k
vivk ∈ E1
(1+ dG(vi, vk))m2j +
n−1
i,k=0
i ≠ k
vivk ∈ E2
(2+ dG(vi, vk))m2j ,
since dG(vi, vk) = 1, in the second and third sums,
=
 n−1i,k=0
i ≠ k
vivk ∉ E(G)
m2j dG(vi, vk)+
n−1
i,k=0
i ≠ k
vivk ∈ E1
m2j dG(vi, vk)+
n−1
i,k=0
i ≠ k
vivk ∈ E2
m2j dG(vi, vk)

+
n−1
i,k=0
i ≠ k
vivk ∈ E1
m2j +
n−1
i,k=0
i ≠ k
vivk ∈ E2
2m2j
=
n−1
i,k=0
i ≠ k
m2j dG(vi, vk)+
 n−1i,k=0
i ≠ k
vivk ∈ E1
m2j +
n−1
i,k=0
i ≠ k
vivk ∈ E2
m2j
+ n−1i,k=0
i ≠ k
vivk ∈ E2
m2j
= 2W (G)m2j + 2(m+ λ)m2j , where λ andm are the numbers of edges of G
which do not on any C3 and edges of G, respectively. (2.4)
r−1
j=0
 n−1
i,k=0
i ≠ k
dH(Bij, Bkj)
 = 2W (G) r−1
j=0
m2j

+ 2(m+ λ)

r−1
j=0
m2j

, by (2.4). (2.5)
(A3) Next we compute
∑n−1
i,k=0
i ≠ k
∑r−1
j,p=0
j ≠ p
dH(Bij, Bkp)

. For this, first we calculate the sum, namely,
∑r−1
j,p=0
j ≠ p
dH(Bij, Bkp).
r−1
j,p=0,
j ≠ p
dH(Bij, Bkp) =
r−1
p=0
p ≠ 0
dH(Bi0, Bkp)+
r−1
p=0
p ≠ 1
dH(Bi1, Bkp)+ · · · +
r−1
p=0
p ≠ r−1
dH(Bi(r−1), Bkp)
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=
r−1
p=0
p ≠ 0
m0mpdG(vi, vk)+
r−1
p=0
p ≠ 1
m1mpdG(vi, vk)+ · · · +
r−1
p=0
p ≠ r−1
mr−1mpdG(vi, vk), by Lemma 2.1,
=
r−1
a,p=0
a ≠ p
mampdG(vi, vk). (2.6)
Using (2.6) we have,
n−1
i,k=0
i ≠ k
 r−1
j,p=0
j ≠ p
dH(Bij, Bkp)
 = n−1
i,k=0
i ≠ k
 r−1
a,p=0
a ≠ p
mampdG(vi, vk)
 = 2W (G)
 r−1
a,p= 0
a ≠ p
mamp
 . (2.7)
(A4) Finally, we compute
∑n−1
i=0
∑r−1
j=0 dH(Bij, Bij)

.
r−1
j=0
dH(Bij, Bij) =
r−1
j=0
2mj(mj − 1), by Lemma 2.1. (2.8)
n−1
i=0

r−1
j=0
dH(Bij, Bij)

=
n−1
i=0

r−1
j=0
2mj(mj − 1)

= 2n

r−1
j=0
mj(mj − 1)

. (2.9)
Using (2.1) and the sums (A1)–(A4) in (2.3), (2.5), (2.7) and (2.9), respectively, we have,
W (H) = 1
2
2n r−1
a,p=0
a ≠ p
mamp + 2W (G)
r−1
j=0
m2j + 2(m+ λ)
r−1
j=0
m2j + 2W (G)
r−1
a,p=0
a ≠ p
mamp + 2n
r−1
j=0
mj(mj − 1)

= W (G)
 r−1
j=0
m2j +
r−1
a,p=0
a ≠ p
mamp
+ n
 r−1
a,p=0
a ≠ p
mamp +
r−1
j=0
mj(mj − 1)
+ (m+ λ) r−1
j=0
m2j

= n20W (G)+ nn0(n0 − 1)+ (m+ λ)(n20 − 2q),
where n0 =
r−1
i=0
mi and q is the number of edges of H.  (2.10)
Ifmi = s, 0 ≤ i ≤ r − 1, in Theorem 2.2, we have the following corollary:
Corollary 2.3. Let G be a connected graph with n ≥ 2 vertices and m edges; let λ be the number of edges of G which do not lie
on any C3 of it. Then W (G× Kr(s)) = r2s2W (G)+ nrs(rs− 1)+ s2r(m+ λ), where r ≥ 3. 
As Kr = Kr(1), the following corollary follows from the above corollary, which is a main result of [11].
Corollary 2.4 ([11]). Let G be a connected graph with n ≥ 2 vertices and m edges; let λ be the number of edges of G which do
not lie on any C3 of it. Then W (G× Kr) = r2W (G)+ (m+ λ)r + nr(r − 1), where r ≥ 3. 
Corollary 2.5. Let G be a connected graph on n ≥ 2 vertices with m edges. If each edge of G is on a C3, then W (G × Kr(s)) =
r2s2W (G)+ rs2 m+ nsr(sr − 1), where r ≥ 3. 
For a triangle free graph G, λ = m and hence we have the following corollary.
Corollary 2.6. If G is a connected triangle free graph on n ≥ 2 vertices and m edges, thenW (G×Kr(s)) = r2s2W (G)+2rs2 m+
nsr(sr − 1), where r ≥ 3. 
If s = 1 in the above corollary, we obtain the following corollary in [11].
Corollary 2.7. If G is a connected triangle free graph onn ≥ 2 vertices andmedges, thenW (G×Kr) = r2W (G)+2r m+nr(r−1),
where r ≥ 3. 
We quote the following lemma for our future reference.
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Lemma 2.8 ([24]). Let Pn and Cn denote the path and the cycle on n vertices, respectively.
(1) For n ≥ 3,W (Cn) =

n3
8
, n is even
n(n2 − 1)
8
, n is odd.
(2) For n ≥ 2,W (Pn) = n(n2−1)6 . 
Now using Theorem 2.2 and Lemma 2.8 we obtain the exact Wiener indices of the following graphs.
1. For n ≥ 2 and r ≥ 3,W (Pn × Km0,m1,...,mr−1) = n(n
2−1)n20
6 + nn0(n0 − 1)+ 2(n− 1)(n20 − 2q), where n0 and q denote
the number of vertices and edges of Km0,m1,...,mr−1 . 
2. Let r ≥ 3, n ≥ 3 and s be a positive integer. Then
(i)W (Cn × Kr(s)) =

3rs(2rs+ s− 1), if n = 3,
rsn
8

rsn2 + 7rs+ 16s− 8

, if n > 3 is odd,
rsn
8
(rsn+ 16s+ 8rs− 8) , if n is even.
(ii) For n ≥ 2,W (Pn × Kr(s)) = rs6

rsn3 + 5rsn+ 12sn− 12s− 6n . 
3. Hyper-Wiener index of G × Km0,m1,...,mr−1
In this section, we obtain the hyper-Wiener index of the graph G × Km0,m1,...,mr−1 . First we give a notation used in the
proof of Theorem 3.1.
For two subsets S, T ⊂ V (G), we define d2G(S, T ) =
∑
s∈ S,t ∈ T d
2
G(s, t), where d
2
G(s, t) = (dG(s, t))2.
Theorem 3.1. Let G be a connected graph with n ≥ 2 vertices and m edges; let λ be the number of edges of G which do not lie
on any C3 of it. If n0 and q are the numbers of vertices and edges of Km0,m1,...,mr−1 , respectively, then WW (G× Km0,m1,...,mr−1) =
n20WW (G)+ 3nn02 (n0 − 1)+ (2m+ 3λ)(n20 − 2q), where r ≥ 3.
Proof. Let H = G× Km0,m1,...,mr−1 . By the definition of hyper-Wiener index,
WW (H) = 1
2
W (H)+ 1
4
−
Bij,Bkp∈B
d2H(Bij, Bkp)
= 1
2
W (H)+ 1
4
n−1
i=0
r−1
j,p=0
j ≠ p
d2H(Bij, Bip)+
n−1
i,k=0
i ≠ k
r−1
j=0
d2H(Bij, Bkj)+
n−1
i,k=0
i ≠ k
r−1
j,p=0
j ≠ p
d2H(Bij, Bkp)+
n−1
i=0
r−1
j=0
d2H(Bij, Bij)

= 1
2
W (H)+ 1
4
(A1 + A2 + A3 + A4) , where A1–A4 are the sums of the terms, in order. (3.11)
We shall calculate A1–A4 of (3.11) separately.
A1 =
n−1
i=0
 r−1
j,p=0
j ≠ p
d2H(Bij, Bip)

=
n−1
i=0
 r−1
p=0
p ≠ 0
d2H(Bi0, Bip)+
r−1
p=0
p ≠ 1
d2H(Bi1, Bip)+ · · · +
r−1
p=0
p ≠ r−1
d2H(Bi(r−1), Bip)

=
n−1
i=0
 r−1
p=0
p ≠ 0
4m0mp +
r−1
p=0
p ≠ 1
4m1mp + · · · +
r−1
p=0
p ≠ r−1
4mr−1mp
 , by Lemma 2.1,
= 4n
 r−1
a,p=0
a ≠ p
mamp
 . (3.12)
In the following, as in the proof of Theorem 2.2, E1 (resp. E2) denotes the set of edges of G which are (resp. are not) on a
triangle of G. To compute A2, initially we compute the following:
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For a fixed j,
n−1
i,k=0
i ≠ k
d2H(Bij, Bkj) =
n−1
i,k=0
i ≠ k
vivk ∉ E(G)
d2H(Bij, Bkj)+
n−1
i,k=0
i ≠ k
vivk ∈ E1
d2H(Bij, Bkj)+
n−1
i,k=0
i ≠ k
vivk ∈ E2
d2H(Bij, Bkj),
=
n−1
i,k=0
i ≠ k
vivk ∉ E(G)
m2j d
2
G(vi, vk)+
n−1
i,k=0
i ≠ k
vivk ∈ E1
4m2j +
n−1
i,k=0
i ≠ k
vivk ∈ E2
9m2j
=
n−1
i,k=0
i ≠ k
vivk ∉ E(G)
m2j d
2
G(vi, vk)+
n−1
i,k=0
i ≠ k
vivk ∈ E1
(3+ d2G(vi, vk))m2j +
n−1
i,k=0
i ≠ k
vivk ∈ E2
(8+ d2G(vi, vk))m2j ,
since d2G(vi, vk) = 1, in the second and third sums,
=
 n−1
i,k=0
i ≠ k
vivk ∉ E(G)
m2j d
2
G(vi, vk)+
n−1
i,k=0
i ≠ k
vivk ∈ E1
m2j d
2
G(vi, vk)+
n−1
i,k=0
i ≠ k
vivk ∈ E2
m2j d
2
G(vi, vk)

+
 n−1i,k=0
i ≠ k
vivk ∈ E1
3m2j +
n−1
i,k=0
i ≠ k
vivk ∈ E2
3m2j
+ n−1i,k=0
i ≠ k
vivk ∈ E2
5m2j
= m2j
 n−1
i,k=0
i ≠ k
d2G(vi, vk)
+ 6mm2j + 10λm2j , (3.13)
since for each edge vivk of Gwe compute d2G(vi, vk) and d
2
G(vk, vi). Thus,
A2 =
r−1
j=0
 n−1
i,k=0
i ≠ k
d2H(Bij, Bkj)
 = r−1
j=0
m2j n−1
i,k=0
i ≠ k
d2G(vi, vk)+ 6mm2j + 10λm2j

=

r−1
j=0
m2j
 n−1
i,k=0
i ≠ k
d2G(vi, vk)
+ 6m r−1
j=0
m2j

+ 10λ

r−1
j=0
m2j

. (3.14)
A3 =
n−1
i,k=0
i ≠ k
 r−1
j,p=0
j ≠ p
d2H(Bij, Bkp)

=
n−1
i,k=0
i ≠ k
 r−1
p=0
p ≠ 0
d2H(Bi0, Bkp)+
r−1
p=0
p ≠ 1
d2H(Bi1, Bkp)+ · · · +
r−1
p=0
p ≠ r−1
d2H(Bi(r−1), Bkp)

=
n−1
i,k=0
i ≠ k
 r−1
p=0
p ≠ 0
m0mpd2G(vi, vk)+
r−1
p=0
p ≠ 1
m1mpd2G(vi, vk)+ · · · +
r−1
p=0
p ≠ r−1
mr−1mpd2G(vi, vk)

=
 n−1
i,k=0
i ≠ k
d2G(vi, vk)

 r−1
a,p=0
a ≠ p
mamp
 . (3.15)
A4 =
n−1
i=0

r−1
j=0
d2H(Bij, Bij)

=
n−1
i=0

r−1
j=0
4mj(mj − 1)

= 4n

r−1
j=0
mj(mj − 1)

. (3.16)
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Using (3.12) and (3.14)–(3.16), we have,
A1 + A2 + A3 + A4 = 4n
 r−1
a,p=0
a ≠ p
mamp
+  r−1
j=0
m2j
 n−1
i,k=0
i ≠ k
d2G(vi, vk)
+ 6m r−1
j=0
m2j

+ 10λ

r−1
j=0
m2j

+
 n−1
i,k=0
i ≠ k
d2G(vi, vk)

 r−1
a,p=0
a ≠ p
mamp
+ 4n r−1
j=0
mj(mj − 1)

=
 n−1
i,k=0
i ≠ k
d2G(vi, vk)

 r−1
j=0
m2j +
r−1
a,p=0
a ≠ p
mamp
+ 4n
 r−1
a,p=0
a ≠ p
mamp +
r−1
j=0
mj(mj − 1)

+ 2(3m+ 5λ)

r−1
j=0
m2j

. (3.17)
WW (H) = 1
2
W (H)+ 1
4
−
Bij,Bkp∈B
d2H(Bij, Bkp)
= 1
2
W (G)
 r−1
j=0
m2j +
r−1
a,p=0
a ≠ p
mamp
+ n
 r−1
a,p=0
a ≠ p
mamp +
r−1
j=0
mj(mj − 1)
+ (m+ λ) r−1
j=0
m2j

+ 1
4

n−1
i,k=0
i ≠ k
d2G(vi, vk)
 r−1
j=0
m2j +
r−1
a,p=0
a ≠ p
mamp
+ 4n
 r−1
a,p=0
a ≠ p
mamp +
r−1
j=0
mj(mj − 1)


+ 1
2
(3m+ 5λ)
r−1
j=0
m2j , by Theorem 2.2 and (3.17),
=
1
2
W (G)+ 1
4
n−1
i,k=0
i ≠ k
d2G(ui, uk)

 r−1
j=0
m2j +
r−1
a,p=0
a ≠ p
mamp

+ 3n
2
 r−1
a,p=0
a ≠ p
mamp +
r−1
j=0
mj(mj − 1)
+ (2m+ 3λ) r−1
j=0
m2j

= n20WW (G)+
3nn0
2
(n0 − 1)+ (2m+ 3λ)(n20 − 2q),
where n0 =
r−1
i=0
mi and q is the number of edges of H. 
Ifmi = s, 0 ≤ i ≤ r − 1, in Theorem 3.1, we have the following corollary:
Corollary 3.2. Let G be a connected graph with n ≥ 2 vertices and m edges; let λ be the number of edges of G which do not lie
on a C3 of it. Then WW (G× Kr(s)) = r2s2WW (G)+ (2m+ 3λ)s2r + 32nsr(sr − 1), where r ≥ 3. 
As Kr = Kr(1), the following corollary follows from the above corollary.
Corollary 3.3 ([11]). Let G be a connected graph with n ≥ 2 vertices and m edges; let λ be the number of edges of G which do
not lie on a C3 of it. Then WW (G× Kr) = r2WW (G)+ (2m+ 3λ)r + 32nr(r − 1), where r ≥ 3. 
Corollary 3.4. Let G be a connected graph on n ≥ 2 vertices and m edges. If each edge of G is on a C3, then WW (G × Kr(s)) =
r2s2WW (G)+ 2s2rm+ 32nsr(sr − 1), where r ≥ 3. 
For a triangle free graph G, λ = m and hence we have the following corollary.
Corollary 3.5. If G is a connected triangle free graph on n ≥ 2 vertices and m edges, then WW (G × Kr(s)) = r2s2WW (G) +
5s2rm+ 32 srn(sr − 1), where r ≥ 3. 
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For our reference we quote the following lemma from [15].
Lemma 3.6. (1) For n ≥ 3,WW (Cn) =

n2(n+ 1)(n+ 2)
48
, if n is even
n(n2 − 1)(n+ 3)
48
, if n is odd.
(2) For n ≥ 2,WW (Pn) = 124 (n4 + 2n3 − n2 − 2n). 
Now using Theorem 3.1 and Lemma 3.6, we obtain the exact hyper-Wiener indices of some graphs.
1. For n ≥ 2 and r ≥ 3,WW (Pn × Km0,m1,...,mr−1) = nn0(n
3+2n2−n−2)
24 + 3nn02 (n0 − 1)+ 5(n− 1)(n20 − 2q), where n0 and q
are the numbers of vertices and edges of Km0,m1,...,mr−1 , respectively. 
2. Let r ≥ 3 and let s and n be positive integers. Then
(i)WW (Cn × Kr(s)) =

rs
2
(2rs+ 21s− 9), if n = 3,
rsn
48

rs(n2 − 1)(n+ 3)+ 240s+ 72sr − 72

, n > 3 is odd,
rsn
48
(rsn(n+ 1)(n+ 2)+ 240s+ 72sr − 72) , n is even.
(ii) For n ≥ 2,WW (Pn × Kr(s)) = rs24 (rsn4 + 2rsn3 − rsn2 + 34rsn+ 120sn+ 120s− 36n). 
4. Lower bounds for Wiener and hyper-Wiener indices of the tensor products of graphs
In this section, we establish lower bounds for Wiener and hyper-Wiener indices of G× G′.
As the proof of the following lemma is trivial, we just quote the statement.
Lemma 4.1. W (Km0,m1,...,mr−1) = n20 − n0 − q and WW (Km0,m1,...,mr−1) = 2n20 − 2n0 − 3q, where
∑r−1
i=0 mi = n0, r ≥ 3 and
q is the number of edges of Km0,m1,...,mr−1 . 
Let (V1, V2, . . . , Vχ ) be a proper χ(G)-coloring of G, where χ(G) is the chromatic number of G, such that no Vi can be
augmented by adding any vertex of Vj, j ≥ i + 1, that is, no vertex of Vj is nonadjacent to all the vertices of Vi, i < j, in G.
Without loss of generality we assume that |V1| ≥ |V2| ≥ · · · ≥ |Vr |. We call such a χ(G)-coloring a decreasing χ(G)-coloring
of G.
The following lemma follows as G ⊆ Km0,m1,...,mr−1 .
Lemma 4.2. Let G be any connected graph on n vertices with chromatic number χ(G) = r ≥ 3. If C is the decreasing χ(G)-
coloring of G with sizes of the color classes m0,m1, . . . ,mr−1, then W (G) ≥ W (Km0,m1,...,mr−1) = n20 − n0 − q and WW (G) ≥
WW (Km0,m1,...,mr−1) = 2n20 − 2n0 − 3q, where
∑r−1
i=0 mi = n0 = the number of vertices of G and, q is the number of edges of
Km0,m1,...,mr−1 . 
The following theorem follows from the Lemma 4.2 and Theorems 2.2 and 3.1.
Theorem 4.3. Let G be connected graph with n ≥ 2 vertices andm edges; let G′ be a graph with χ(G′) = r ≥ 3. If the decreasing
color classes of G′ have m0,m1, . . . ,mr−1 vertices, then W (G × G′) ≥ W (G × Km0,m1,...,mr−1) = n20W (G) + nn0(n0 − 1) +
(m+ λ)(n20 − 2q) and WW (G× G′) ≥ WW (G× Km0,m1,...,mr−1) = n20WW (G)+ 3nn02 (n0 − 1)+ (2m+ 3λ)(n20 − 2q), where∑r−1
i=0 mi = n0 = the number of vertices of G′, q is the number of edges of Km0,m1,...,mr−1 and λ is the number of edges of G which
do not lie on a triangle.
Proof. By Lemma 4.2,W (G′) ≥ W (Km0,m1,...,mr−1). As G′ is a subgraph of Km0,m1,...,mr−1 ,W (G× G′) ≥ W (G× Km0,m1,...,mr−1),
since dG×G′((x1, y1), (x2, y2)) ≥ dG×Km0,m1,...,mr−1 ((x1, y1), (x2, y2)) for any pair of vertices (x1, y1) and (x2, y2) of G×G′. Thus,
W (G× G′) ≥ W (G× Km0,m1,...,mr−1) = n20W (G)+ nn0(n0 − 1)+ (m+ λ)(n20 − 2q), by Theorem 2.2.
Similarly, d2G×G′((x1, y1), (x2, y2)) ≥ d2G×Km0,m1,...,mr−1 ((x1, y1), (x2, y2)) for any pair of vertices (x1, y1) and (x2, y2) of
G × G′. Consequently, WW (G × G′) ≥ WW (G × Km0,m1,...,mr−1) = n20WW (G) + 3nn02 (n0 − 1) + (2m + 3λ)(n20 − 2q), by
Theorem 3.1. 
5. PI index of G × Km0,m1,...,mr−1
Throughout this section H denotes the graph G× Km0,m1,...,mr−1 . For E ′ ⊆ E(G), let NG(E ′) =
∑
e∈ E′ NG(e), where NG(e) is
the number of vertices equidistant from the edge e in G. For e = vivk ∈ E(G), let E jpik = E(Bij, Bkp), where Bij
′s are as defined
in the Section 2. We denote NH(E
jp
ik ) =
∑
e′ ∈ Ejpik
NH(e′). In this section, we compute the PI index of H .
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We use the following notations in the proof of the next theorem:
For e = vivk ∈ E(G), let S1(e) = {x ∈ V (G) | d(x, vi) = 1 = d(x, vk)}, that is, the set of vertices which lie on a triangle
containing the edge e and let |S1(e)| = s1(e). Let S2(e) = {x ∈ V (G) | d(x, vi) = d(x, vk) = k > 1}, that is, set of vertices
which are at distance k (> 1) from both the vertices vi and vk and let |S2(e)| = s2(e). Clearly, NG(e) = s1(e) + s2(e). Let
S3(vi) = {x ∈ N(vi) | x is not an isolated vertex in ⟨N(vi)⟩G} and let |S3(vi)| = s3(vi). Similarly, S3(vk) = {x ∈ N(vk) | x is not
an isolated vertex in ⟨N(vk)⟩G} and let |S3(vk)| = s3(vk). Let S(vi) = S3(vi)−S1(e)−{vk} and let S(vk) = S3(vk)−S1(e)−{vi}.
Let T (e) ⊂ V (G) be set of vertices which are equidistant from the edge e ∈ E(G), that is, T (e) = S1(e) ∪ S2(e). For
e = vivk ∈ E(G) and a ∈ T (e) we define, NaH(e′) = the number of equidistant vertices, of the edge e′ ∈ E(Xi, Xk), contained
in Xa (⊆ V (H)). Clearly, NaH(E(Xi, Xk)) =
∑
e′ ∈ E(Xi,Xk) N
a
H(e
′). Now we define NT (e)H (E(Xi, Xk)) =
∑
a∈ T (e) N
a
H(E(Xi, Xk)).
Theorem 5.1. Let G be a connected graph; let n0 and q be the numbers of vertices and edges of Km0,m1,...,mr−1 , respectively. Then
PI(H) = 2qn0PI(G)+

n30 − 2n0q−
∑r−1
i=0 m
3
i
 ∑
e=vivk ∈ E(G)(4s1(e)− s3(vi)− s3(vk))

, where H = G×Km0,m1,...,mr−1 , r ≥
3 and s1(e), s3(vi) and s3(vk) are as defined above.
Proof. First we claim that for e = vivk ∈ E(G), and fixed j and p,NH(E jpik ) = mjmp(NG(e)(
∑r−1
ℓ=0 mℓ)+mj(s3(vi)− 2s1(e))+
mp(s3(vk)−2s1(e))). For that, we computeNS1(e)H (E jpik ),NS2(e)H (E jpik ),NS(vi)H (E jpik ),NS(vk)H (E jpik ) andN {vi,vk}H (E jpik ), separately in A1–A5
below.
(A1) First we obtain N
S1(e)
H (E
jp
ik ).
For e = vivk, if va ∈ S1(e), then by Lemma 2.1(i), every vertex of Baℓ, 0 ≤ ℓ ≤ r − 1, and ℓ ≠ j, p is equidistant from all
the edges in E(Bij, Bkp). Thus,
NS1(e)H (E
jp
ik ) =
E jpik 
 r−1
ℓ=0
ℓ ≠ j,p
mℓ
 |S1(e)| = mjmp
 r−1
ℓ=0
ℓ ≠ j,p
mℓ
 s1(e). (5.18)
(A2) Next we obtain N
S2(e)
H (E
jp
ik ).
If va ∈ S2(e), where e = vivk ∈ E(G), then every vertex of Xa is equidistant from (the ends of) any edge in E(Xi, Xk) in H ,
again by Lemma 2.1. Hence,
NS2(e)H (E
jp
ik ) =
E jpik 

r−1
ℓ=0
mℓ

|S2(e)| = mjmp

r−1
ℓ=0
mℓ

s2(e). (5.19)
(A3) Here we obtain N
S(vi)
H (E
jp
ik ).
Let va ∈ S(vi), where e = vivk in G. Then, for a fixed j and Baj ∈ B, every vertex of Baj is an equidistant vertex (of
distance 2) from any edge in E jpik and, no other vertex of Xa − Baj is equidistant from the edges of E jpik , since the vertices of
Xa − Baj are at distance 1 and 2 from the vertices of Bij and Bkp, respectively. Hence,
NS(vi)H (E
jp
ik ) =
E jpik mj |S(vi)| = m2j mp (|S3(vi)| − |S1(e)| − 1) = m2j mp (s3(vi)− s1(e)− 1) . (5.20)
If the edge vivk does not lie on a triangle in G, then |S(vi)| = |S3(vi)| = s3(vi). In this case NS(vi)H (E jpik ) = m2j mp s3(vi).
Consequently, Eq. (5.20) can be written as
NS(vi)H (E
jp
ik ) =

m2j mp(s3(vi)− s1(e)− 1), if vivk ∈ C3 in G,
m2j mp s3(vi), if vivk ∉ C3 in G.
(5.21)
(A4) Next we obtain N
S(vk)
H (E
jp
ik ).
Let va ∈ S(vk), where e = vivk in G. Then, for a fixed j and Bap ∈ B, every vertex of Bap is an equidistant vertex (of
distance 2) from any edge in E jpik and, no other vertex of Xa − Bap is equidistant from the edges of E jpik , since the vertices of
Xa − Bap are at distance 2 and 1 from the vertices of Bij and Bkp, respectively. Hence,
NS(vk)H (E
jp
ik ) =
E jpik mp |S(vk)| = mjm2p (|S3(vk)| − |S1(e)| − 1) = mjm2p (s3(vk)− s1(e)− 1) . (5.22)
If the edge vivk does not lie on a triangle in G, then |S(vk)| = |S3(vk)| = s3(vk). In this case NS(vk)H (E jpik ) = mjm2p s3(vk).
Consequently, Eq. (5.22) can be written as
NS(vk)H (E
jp
ik ) =

mjm2p(s3(vk)− s1(e)− 1), if vivk ∈ C3 in G,
mjm2p s3(vk), if vivk ∉ C3 in G.
(5.23)
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(A5) Finally, we obtain N
{vi,vk}
H (E
jp
ik ).
Let e′ ∈ E(Bij, Bkp), where e = vivk in G. Then the vertices of Bip and Bkj are equidistant from e′. Thus
N {vi,vk}H (E
jp
ik ) =

mjmp(mj +mp), if vivk is on a C3 in G,
0, otherwise. (5.24)
Adding (5.18), (5.19), (5.21), (5.23) and (5.24), for e = vivk is on a triangle in G, we have
NH(E
jp
ik ) = NS1(e)H (E jpik )+ NS2(e)H (E jpik )+ NS(vi)H (E jpik )+ NS(vk)H (E jpik )+ N {vi,vk}H (E jpik )
= mjmp
 r−1
ℓ=0
ℓ ≠ j,p
mℓ
 s1(e)+mjmp  r−1
ℓ=0
mℓ

s2(e)+m2j mp (s3(vi)− s1(e)− 1)
+mjm2p (s3(vk)− s1(e)− 1)+mjmp(mj +mp)
= mjmp

(s1(e)+ s2(e))

r−1
ℓ=0
mℓ

− (mj +mp)s1(e)+mj(s3(vi)− s1(e))+mp(s3(vk)− s1(e))

,
by adding and subtracting (mj +mp)s1(e)
= mjmp

(s1(e)+ s2(e))

r−1
ℓ=0
mℓ

+mj(s3(vi)− 2s1(e))+mp(s3(vk)− 2s1(e))

. (5.25)
In particular, if vivk ∈ E(G) and e′ ∈ E jpik ,
NH(e′) = (s1(e)+ s2(e))

r−1
ℓ=0
mℓ

+mj(s3(vi)− 2s1(e))+mp(s3(vk)− 2s1(e)), from (5.25). (5.26)
If e = vivk is not on a triangle of G, then
NH(E
jp
ik ) = NS1(e)H (E jpik )+ NS2(e)H (E jpik )+ NS(vi)H (E jpik )+ NS(vk)H (E jpik )+ N {vi,vk}H (E jpik )
= 0+mjmp

r−1
ℓ=0
mℓ

s2(e)+m2j mp s3(vi)+mjm2p s3(vk)+ 0, by (5.19), (5.21) and (5.23) and (5.24)
= mjmp

r−1
ℓ=0
mℓ

s2(e)+mj s3(vi)+mp s3(vk)

. (5.27)
Hence when e = vivk does not lie on a triangle of G, for any e′ ∈ E jpik ,
NH(e′) =

r−1
ℓ=0
mℓ

s2(e)+mj s3(vi)+mp s3(vk), from (5.27). (5.28)
Let E1 = {uv ∈ E(G) | uv is on a C3 in G} and E2 = {uv ∈ E(G) | uv is not on a C3 in G}.
Next we obtain the PI(H).
PI(H) =
−
e′ ∈ E(H)
|V (H)| − NH(e′)
=
−
e=vivk ∈ E(G)

r−1
j,p=0
j ≠ p
−
e′ ∈ Ejpik
|V (H)| − NH(e′)


=
−
e=vivk ∈ E1

r−1
j,p=0
j ≠ p
−
e′ ∈ Ejpik
|V (H)| − NH(e′)

+
−
e=vivk ∈ E2

r−1
j,p=0
j ≠ p
−
e′ ∈ Ejpik
|V (H)| − NH(e′)


=
−
e=vivk ∈ E1

r−1
j,p=0
j ≠ p
mjmp
|V (H)| − NH(e′)
+
−
e=vivk ∈ E2

r−1
j,p=0
j ≠ p
mjmp
|V (H)| − NH(e′)
 ,
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as
E jpik  = mjmp
=
−
e=vivk ∈ E1

r−1
j,p=0
j ≠ p
mjmp

|V (G)|
r−1
ℓ=0
mℓ − (s1(e)+ s2(e))

r−1
ℓ=0
mℓ

−mj(s3(vi)− 2s1(e))−mp(s3(vk)− 2s1(e))

+
−
e=vivk ∈ E2

r−1
j,p=0
j ≠ p
mjmp

|V (G)|
r−1
ℓ=0
mℓ − s2(e)

r−1
ℓ=0
mℓ

−mj s3(vi)−mp s3(vk)
 ,
by (5.26) and (5.28)
=
−
e=vivk ∈ E(G)

 r−1
j,p=0
j ≠ p
mjmp
 r−1
ℓ=0
mℓ

(|V (G)| − NG(e))
−
 r−1
j,p=0
j ≠ p
m2j mp
 (s3(vi)− 2s1(e))−
 r−1
j,p=0
j ≠ p
mjm2p
 (s3(vk)− 2s1(e))

= 2qn0
 −
e∈ E(G)
(|V (G)| − NG(e))

−

n30 − 2n0q−
r−1
i=0
m3i
 −
e=vivk ∈ E(G)
(s3(vi)− 2s1(e))

−

n30 − 2n0q−
r−1
i=0
m3i
 −
e=vivk ∈ E(G)
(s3(vk)− 2s1(e))

= 2qn0PI(G)+

n30 − 2n0q−
r−1
i=0
m3i
 −
e=vivk ∈ E(G)
(4s1(e)− s3(vi)− s3(vk))

. 
Ifmi = s, 0 ≤ i ≤ r − 1, in Theorem 5.1, we have the following corollary.
Corollary 5.2. If G is a connected graph with at least two vertices, then PI(G × Kr(s)) = r2s3(r − 1)PI(G) + rs3(r − 1)∑
e=uv ∈ E(G)(4s1(e)− s3(u)− s3(v))

, where r ≥ 3 and s ≥ 1. 
As Kr = Kr(1), the following corollary follows from the above corollary.
Corollary 5.3 ([11]). If G is a connected graph with at least two vertices, then PI(G × Kr) = r2(r − 1)PI(G) + r(r − 1)∑
e=uv ∈ E(G)(4s1(e)− s3(u)− s3(v))

, where r ≥ 3. 
Theorem 5.1 gives the following corollary, since s3(u), s3(v) and s1(e) are all zero for a triangle free graph.
Corollary 5.4. If G is a triangle free graph with at least two vertices, then PI(G × Km0,m1,...,mr−1) = 2qn0PI(G), where r ≥ 3.

Ifmi = s, 0 ≤ i ≤ r − 1, in the above corollary, we have the following corollary.
Corollary 5.5. If G is a triangle free graph with at least two vertices, then PI(G× Kr(s)) = r2s3(r − 1)PI(G), where r ≥ 3.
If s = 1 in the above corollary, we obtain the following corollary in [11].
Corollary 5.6 ([11]). If G is a triangle free graph with at least two vertices, then PI(G×Kr) = r2(r−1)PI(G), where r ≥ 3. 
It can be easily verified that PI(Kn) = n(n − 1) and PI(Ka(b)) = a(a − 1)b3. Using Theorem 5.1, PI(Kn) and PI(Ka(b)), we
obtain the exact PI indices of Kn × Kr(s) and Ka(b) × Kr(s).
(1) For r ≥ 3, n ≥ 2, PI(Kn × Kr(s)) = n(n− 1)rs3(r − 1)(n+ r − 3).
(2) For r ≥ 3, a ≥ 2, PI(Ka(b) × Kr(s)) = a2(a− 1)b2r(r − 1)s3(b+ r − 3). 
To obtain the exact PI indices of some graphs given below we just quote the following lemma.
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Lemma 5.7 ([11]). For n ≥ 3, (1) PI(Cn) =

n(n− 1), if n is odd,
n2, if n is even.
(2) For n ≥ 2, PI(Pn) = n(n− 1). 
Nowusing Corollary 5.5, Theorem 5.1 and Lemma 5.7, we obtain the exact PI indices of the graphs Cn×Kr(s) and Pn×Kr(s).
(1) For r ≥ 3, PI(Cn × Kr(s)) =

6r2s3(r − 1), if n = 3,
r2s3(r − 1)n(n− 1), if n > 3 is odd
r2s3(r − 1)n2, if n ≥ 4 is even.
(2) For r ≥ 3 and n ≥ 2, PI(Pn × Kr(s)) = r2s3(r − 1)n(n− 1). 
Let Qn and Tn denote the hypercube of dimension n and a tree with n vertices, respectively. From [28,16], PI(Qn) =
2(2(n−1))n(n− 1) and PI(Tn) = n(n− 1), respectively.
Now using Corollaries 5.4–5.6 and PI(Qn), PI(Tn), we obtain the exact PI indices of the following graphs:
1. PI(Qn × Km0,m1,...,mr−1) = 2qn02(2(n−1))n(n− 1), where n0 =
∑r−1
i=0 mi and q is the number of edges of Km0,m1,...,mr−1 .
2. PI(Qn × Kr(s)) = r2s3(r − 1)2(2(n−1))n(n− 1).
3. PI(Qn × Kr) = r2(r − 1)2(2(n−1))n(n− 1), since Kr = Kr(1).
4. PI(Tn × Km0,m1,...,mr−1) = 2qn0n(n− 1).
5. PI(Tn × Kr(s)) = r2s3(r − 1)n(n− 1).
6. PI(Tn × Kr) = r2(r − 1)n(n− 1). 
Concluding remark
In this paper, we obtain the exact Wiener, hyper-Wiener and PI indices of the graph G × Km0,m1,...,mr−1 . Using this, we
have obtained lower bounds for Wiener and hyper-Wiener indices of the graph G × G′, where at least one of the graphs is
non-bipartite. Our results deduce the main results appeared in [11] as corollaries. We feel that estimation of exact value of
the above topological indices of the graph G×H , when it is connected, seems to be notoriously difficult. We hope our results
would be a stepping stone toward the study of the above topological indices in tensor products of graphs.
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